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THE MISSICN OF AGARD

The mission of AGARD is to bring together the leading personalities of the NATO nations in the fields of
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field of aerospace research and development;

— Rendering sc.entific and technical assistance, as requested, to other NATO bodies and to member nations
in connection with research and development problems in the aerospace field;

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential;

— Recommending effective ways for the member nations to use their research and development capabilities
for the common benefit of the NATO community.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
representatives from each member nation. The mission of AGARD is carried out through the Panels which are
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THEME

The continuous expansion of aerospace system requirements results in the ever
increasing assignment of computing, logic and decision making functions to “on-board™
digital computers. The need for man as an integral element ir. aerospace systems seems
likely for the next decade. His role and the proper integration of man and machine for
maximum system effectiveness will, however, require periodic re-examination in view of
the growing capability of the machine to assume functions previously rzserved for man.

This conference considered the current capabilities and potentials for automating
manned aerospace systems, and described the “tools™ currently available and under
development for 2ssigning system functions to man, machine and man and machine, so as
to best satisfv aerospace system requirements and constraints.

Four sessions provided broad coverage of this important subject:

1.  Definition snd Design Considerations examined systematic procedures for the
translation of mission into system fuactions, analysis of the functions to determine
feasible means for their implementation, and the assignment of these functions to man
and machine, separately and in combination, based upon the respective capabilities of
each.

2. Meeting Machine Requirements considered some of the complex system
functions generally assigned to inen and discussed the machine requirements which must
be satisfied in order to successfully automate these functions. The capabilities of current
and future *“‘on-board” computers with regard to the performance of logical and decision
making functions, learning (adaptive control), flexibility, malfunction detection and com-
pensation real-time control were discussed. The influence of computer architecture,
programming languages, computer system organization and the problems of computer
integration into the total system, upon automation of aerospacc systems was presented.
The practical limits to aerospace system automation imposed by system requirements and
state-of-the-art computer technology was considered.

3. The Roie and Characteristics )f Man in Manned Aerospace Systems explored
current techniques for describing human performance as a system operator and main-
tainer. The status of current efforts to quantitatively describe human performance
through the use of empirical and theoretical mathematical models was assessed.
Qualitative techniques for defining human capabilities in satisfying aerospace mission
roles, which are based upon limit-d experimental data and reflected in human factors
guidelines, specifications and practices was described.

4. The Total System described approaches to the selection of a system design
in which man and machine coniplement one another in satisfying the systcm requirements.
Criteria for optimizing the integration of man and machine to obtain required system
performance under imposed constraints was discussed. Examples of fully automated and
man-machine acrospace systems illustrating many of the topics presented during this
technical meeting were presented.
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TECHNICAL EVALUATION REPORT
ON
XXIV Avionics Panel Technical Meeting
ON
Autoimation in Manried Aerospace Systems
16 - 1 October, 1972

by
Edward Keonjian

Grumman Aerospace Corporation
Bethpage, New York, USA

1. Introduction

The meeting was held in the Nationral Cash Register Education Center. Sugar Camp, Dayton, Ohio, USA.
The host of the meeting was Wright-Patterson Air Force Base, USAF. The program for the meeting was
prepared by a committee chaired by Dr. Edward Keonlian. and consisted of 24 papers. half of which were
from Eurcpe. OQOver 1 persons from seven NATO countries attended the meeting.

On Thursday. 17 October., the participants visited the Missile System Division and Columbus Aircraft,
Division of North American Rockwell Corporation in Columbus. Ohic, Enroute to Columbus., a brief tour of
the new Alr Force Museum at Wright-Patterson Alir Force Base was conducted.

The purpose of the meeting was to bring together interested specialists from within the NATO communi-
ty to discuss the current capabilities and potentials for automating manned aerospace systems.

2. Technicai Evaluation - General Remarks

The purpose of this report is to provide a brief summary of the meeting and to indicate wnere possible
developments, conclusions, and areas recommended for further investigation. The subject matter of the
meeting covered a wide range of topics which were divided into four general areas:

- Definition and Design Considerations

- Meeting Machine Requirements

- Role and Characteristics of Man in Aerospace Systems

- Total System.

The program diu not allow time for a round table discussion in which the relevance of the papers
presented could have been assessed and recommendations drawn up as a gulde to future work. However, each
paper was followed by a brief (5 to 10 minute) discussion, which at times, was very lively. indicating a
high degree of interest on the part of the audience.

By a speclal arrariement with the USAF, two engineers from Saab-Scania Asrospace group of Swedza
attended the meeting and were given an opportunity to make an informal presentation on the Electronic
System of aircraft model 37VIGGEN. The presentation generated considerable interest and active
discussion. As a result, it was decided to include this material in the Proceedings (see paper 8 by
B. Sjoberg).

The opening of the meeting was highlighted by the presence of Professor Neil A, Armstrong, of the
University of Cincinnati. Ohio. USA, Prof. Armstrong. the first man to set foot on the moon, addressed
the meeting with revelations of his personal experiences as an astronaut and shared his view on man-
machine relaticnship in the future space flights. Some film clips from the Apollo program preceeded
Prof. Armstrong's address.

The offi{clal welcoming address was gilven by Lt. General James T. Stewart., Commander, Aeronautical
Systems Division. WPAFB, Host of the Meeting. followed by Dr. I, Gabelman. Chairman, Avionics Panel AGARD,
who described the objectives organization and operation of AGARD.

3. Session Evaluations

Session 1 - Definition and Design Concideration

The session was opened by an intrcductory paper on man's role in integrated ccntrol and information
management systems. The paper was accompanied by two short films narrated by the speakers. The paper
described a kind of infoimation processing and data management system that could relieve the crew of
such tasks as pre flight subsystem checkout and periodic system status checks.

The crew's role in this connection was examined. A prototype generalized display and command
technique was described. The paper was an updated version uf the work presented by the authors a year
earlier at the Institute of Navigation, National Space Meeting at Huntsvilie, Ala.

The next paper (#2) was devoted to outlining the general guidelines for the design of manned aeros-
pace vehicles., The paper dealt with technical specifications set forth by ihe Franco-British efforts to
insure the safety of the operation of the Concorde aircraft. The paper dealt chiefly with the philosophy,
rather than the hardware, of reducing crew workload by a precise study of pilot behavicr. The philosophy
however was not purely theoretical and was based on a number of simulations and inflight tesis on Mirage
I1I, Extendard IV, Caravelle, Boeing 707 and on two test beds: a variable stability Mirage IlI and a
variable Stability N262.

vii
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The next paper (#3) dealt with the management approach. and the results of the study conducted by the
Grumman Aerospace Corporation on NASA's Space Snuttle. with the primary purpose of reducing cost and cost

risk of the program., The final configuraticn adapted resulted in an operationsl cost per flight of
approximately 11 million dollars.

A case history of man-machine system definition was made in the concluding paper (#6) of the session.
The paper described the results of NASA's Space Station (SS) Definition studies completed by North
American Rockwell Corporation. The information was summarized in a standard format so that the potentfal

3 users from NASA and other contractors could critique. discuss and suggest alternatives in a common
j meeting .

The study resulted in the definition of an Informatjon Subsystem « .3ting of a unique combination
of multi-processing computation, internal data distribution via a digic.®' ..~ bus, crew interfacing via

a set of multi-prccessing display and control consoles, and externsl data distribution via a combination
of VHP, S and K band links.

a0y o

Session II. - Meeting Machine Requirements

This session was chiefly devoted to the complex system furictions generally assigned to man, and to
3 the means for designating these functions to the machine. In this light the session discussed the

4 capabilities of current and future “on-bosrd" computers, including the logical and decision making

A functions of the computers, learning flexibility, malfunction detection, and compensation real-time

: control. Papers # 7, 10 and 15 highlighted the session.

In Paper 7, "Automated Techniques for Spacecraft Monitoring” ( ATSM), the author addressed himself to
the study of the problem of efficient and reliable spacecraft monitoring through automation for future
spacecraft, Indeed, a very timely subject. The study program was implemented within the configuration
of the Real-Time Computer Complex, which is the core of NASA's Mission Jontrol Center at Houston, Texas.
The test bed used telemetry to perform selected flight controller monitoring functions for Apollo missions.

The automated monitoring. described by the paper represented a new concept of mission ground support,
whereby system specialists, freed from routine monitoring, could devote their expertise to unprogrammed
or contingency situations. Furthesmore. placing automated monitoring programs on bosrd future space-
craft could free sstronauts from tedicus monitoring and routine spacecraft control.

A simulation technique for a specific spacecraft performing a specific mission ( the proposed Resuable
Shuttle Booster ( RSB) stage). was described in paper #i9. “Optimum Spaceborne Computer System by
Simulation". The configuration which was developed is considered as an optimum with respect to the
efficient use of computer hardware. Further. in an environment where ultimate high reliability is a
requirement for some programs. this type of model can be used to determine the effect of executing all

programs Iin a high reliability mode. with the attendant advantage of relieving the Exec..cive System of
the task of mixed mode scheduling.

Paper #15, "The Experimental Evaluation of Automated Navigational Systems", described certain
aspects of automated avionics systems which are being examined in the Royal Rader Establishment Comet
Exercise. A Comet U alrcraft has been re-equipped as a flying laboratory for this work. The installat-

ion described proved to be flexible and capable of being modified or extended with a minimum of effort
for future experimental navigational systems.

Session III - The Role and Characteristics of Man in Manned Aerospace Systems.

"Current Status of Models for the Human Operator as a Controller and Decision Maker in Manned
Aerospace Systems" was the title of the survey paper # 16. The paper dealt with the human operating
modeling resulting from simple laboratory experiments on human hypothesls testing and some recent work in
statistical decision theory. The author indicated however, that much more experimental work nceds to be
carried out before an intelligent allocation of tasks can be made. The findings of this paper may become
especially useful with the increased complexity of future systems.

Paper # 17, "Manual Landings in Fog", describes the results of 18 fog-flying sorties using a Category
II operation terminated by a manual landing. A wide variety of fog structure and visual sequences were
illustrated to demonstrate the lack of relationship between the visual segment at high decision heights,
the height at which visual contact is first made and the Runway Visual Range measurement.

Performance in fog, compared with clear weather, was worse during day light that at night. Another
conclusion of the paper was that shallow fogs are potentially deceptive In tempting the pilot to land in
very low Runway Visual Ranges (RVR's). The flying described in this paper is necessarily a small sample

and the author sees the logical continuation being an analysis of instrumented Category II landing in
service.

Session IV - Total System

Papers in this session described approaches to the selection of a .,stem design in which man and
mackire complement one another in satisfying the system requirements.

In paper # 23, "Potential Teleoperator Applications in Manned Aerospace Systems", teleoperators have
been jefired as extenders ard augmenters of mat, Some etamples of potertiul spplicaticone of telecperatoms
were glven among them: long manipulator booms to be mounted on the space shuttle to transfer cargo; free-
flying teleoperators capable of acquiring, inspecting, and repairing satellites in orbit; use of teleope-
rators for remote control spacecraft or aircraft in lieu of man.
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A new cockpit concept for a future, one-man. multi-mission fighter aircraft was described in paper
# 24, “Man-Machine Cunsiderations ir. the Development of a Cockpit for an Advanced Tactical Fighter”.

The key elesents of thia new design concept are: multiple, time-shared electronic displays; keyboard
and voice command computer input devices; "wrap-around" cockpit arrangement for ease of access to the
control-display devices; an integrated total erergy command and a system of dependent sutomation that
permits reduced pilot work load during anomalies. The concept was evaluated by a simulation program
airing such objectives as the examination of the potential of voice command as a computer input;
evaluation of pilot usability of multi-purpose displuy concept in support of multi-mode operation, and
other related cbjectives. Accordiny to the data given in the paper, the inexperienced pilot ( less than
300 hours) did at least as well as -hose with many more hours. The concept presented stimulated a very
active discussion from the audience.

In conclusion it was evident that the subject matter of the meeting and a great majority of the
papers generated considerable interest on the part of the audience which manifested itself in many
active discussions in this successful meeting. It is the opinion of the writer however, that in view of
the termination of the Apollo program and the increasing emphasis on total automation and the use of
unmanned probes for exploration of the universe, a technical meeting on Automation in Unmanned Aerospace
Systzams would bhe an appropriate subject for one of the future technical meetings of the Avionics Panel.



MAN'S ROLE IN INTEGRATED CONTROL AND INFORMATION
MANAGEMENT SYSTEMS

by
J.L. Nevins & 1.S. Johnson
Charles Stark Draper Laboratory

Massachusetts Institute of Technology
Cambridge, Massachusetts

1. INTRODUCTION

Display and control techniques for avionics and large process control systems are undergoing
dramatic changes as a result of three major factors: (1) demonstrated performance of well-designed
systems that include non-reduncdant airborne processors with amean-time-to-failure of about 40,000 hours
(ref 1.) (2) the design of even more complex systems by applying this kind of component technology to
computer systems organized to be fault tolerant and gracefully degradable (ref 2); and (3) availability of
flight qualifiable general purpose interactive graphical display/control devices with significant capability
and flexibility.

The object of this paper is to discuss (1) display control considerations associated with these new
techniques, (2) general purpose displays in contrast with previous techniques, and (3) a prototypeinteractive
display/command design presently implemented featuring a pushplate CRT overlay for command input,

1I. DISPLAY AND RETRIEVAL OF STORED INFORMATION

General purpose interactive graphical display and control techniques allow more flexibility in the
manner dats may be displayed and responded to by the operator. With conventional techniques, specific
devices are dedicated to each subsystem and the system designer must decide how best to locate the
various displays and controlsunder varying criteria caused by varying mission requirements (data needed
for landing and takeoff not necessarily needed for cruise and navigation) and varying system modes
(checkout/nominal flight/emergency).

This fragmented approach to presenting informationis largely attributable to technolozy limitations
and reluctance to implement new and perhaps marginally verified techniques. Dedicated devices take up
panel space according to their functions and are located according to the relative importance, size, and
expected amount of use. As a consequence, cockpits are filled with a proliferation of dedicated devices
which may be used but once or twice during the course of a mission. This distribution of devices and
associated information we call "horizontal” in structure. That is, the instantly available infermation lies
spread out before the operator, access being limited largely by the user's familiarity with the panel
format.

Major criticisms of this format include: (1) limited information can be provided; (2) panel space is
taken up equally by devices used 10% of ihe time as by those used 90%; (3) the user has to sort throngh a
maze of switches and dials toretrieve much of hisinformation; (4) flexibility of display forms* is minimal;
(5) danger of actuating or interpreting wrong device at the wrong time is greater than if v.aused devices
could be "stowed" in some sense. A major desirable feature is that information is immec:ately available
at the flick of the eyes, particularly important during emergencies.

Newer techniques offer an alternative by permitting the information to be stored in a more "vertical"
structure, i.e., currently “equired information is the only data provided; the unneeded data is kept out of
sight. This is done by time sharing a device capable of displaying any one of a multiplicity of display
formats. These devices have beenreferred to as "generalized" displays and can help fulfill the objectives
of minimizing weight, space, component proliferation (cockpit clutter), and maximizing reliability,

In the effort to generalize displays and controls, great care must be taken to minimize the effort
required io extract "stowed" information, particularly in emergency contingencies. These new systems
may be less forgiving than the more fragmented approach because the "unneeded data" is stowed, In
addition, certaininformation is to be dedicated in any case, and reasonable algorithms should be developed
to determine which data fall in this class., Suppression of the unnecded data can be done in a variety of
ways., Determining which technique to use is a critical problem. Primary factors in dedicating devices
are frequency of use and required immediacy of response, particularly in crew safety and mission success
contexis. Practical solutions appeartcinclude ajudicious mixture of "vertical" and "horizontal" informatinn
presentation.

Our design activities in developing command-control techniques for complex systems have primarily
concentrated on potential space-borre applications. The hardware/software design objectives for this
work include:

A. Enable crew performance as system supervisor of the following kinds of tasks.
1) Mission Sequence Initiation
2) Specification of data, constraints, perforriance options

3) Definitior. of systern objectives
4) Overview of automatic system sequencing, control, and status

5) Reconfiguration of subsystem interrelations
6) Performance of specific backup tasks in case of hardware/software malfunction;
B. Enable significant real time (or updated) changes of displayed information without requiring alteration

of the basic software display file length and structure (this places requirements on the design of
display generators which drive reformattable display devices);
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€. Provide an interactive crew/computer interface scheme which will require a minimal amount ot
dedicated hardware, which is easy to learn to use, and provides rapid access to all information
available in the system.

A major objective is to devise an interface information flow sufficient to enable rapid, accurate
crew appraisal of the system state, and to enable the operator to override automatic systems when his
heuristic, nonlitural decision processec demand it. The system should be designed to force some minimum
crew attention to the vehicle to ensure acequate operator takeover capability as well as effective flight
control.

For any airborne computer system in the foreseeable future, there will be strategy limitations.
That .5, w2 will not be able to predict all possible events to be encountered (except in the most finite of
systems and environments) and we will not be able to optimize decision logic for all options opened to the
crew. These limitations are derived largely from limited knowledge in planning an operational algorithm
and limits in computer technology (speed and resolution). Hence, data regarding systems' status and
environment factors will have to be readily available at all times, and the data will have to be structured
so as tomaximize the ease of interpretability. This means integrating data such that the crew is assisted
in perceiving key relationships among data, but without obscuring other relationships that may not have
been foreseen "a priori".

A basic assumption is that the crew is in ultimate control i.e., the system will not take him where
he does not want to go. The crew is the "flight controller" and the command-control system is his tool
to permit efficient achievement of the mission/task objective(s). The question of how much autcmation is
too much in a given instance can be largely a value judgment, depending on crew confidence in the
instrumentation and general philosophy on the degree te which the system should be controlled manually.
Hence, flexibility inutilizing automatic and manual modes in these difficult-to-resolve areas is mandatory.
The automated functions should be implemented to appear to operate in a rational or reasonable manner.
This and reliability are probably the two prime elements in fostering high user confidence in the system.
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II1. POSSIBLE COMMAND-CONTROL TECHNIQUES

A, Data Presentation

For spaceborne applications, we have found ituseful to divide the information required by the operator
into the following functional units: (1) major mission phase sequences, providing the overview and
macro-command capability for mission phase progress, including comparison of alternative solutions
provided by the integrated computational system as available; (2) vehicle state, a subset of which will
normally be key parameters in cueing the operator to the status of mission sequences; (3) subsystem(s)
status and reconfiguration data/control. Some of the information implicit in the latter two categories
may not be of sufficient priority to be kept up tc date at all times, For this reason, a fourth group of
information may be considered—special computation routines which will he available on call to the operator
to provide vehicle and systems state information in special circumstances.

Considering the general structure of the operator's information requirements and the nature of its
storage (spread about in several subsystems and separate computation compartments), we have chosen
an interface scheme as diagrammed in its general form in Figure 1. This is a tree-like structure with
links across branches, enabling call of special data from the midst of (and return to) major mission
sequences. The operator can recycle to the head of a sequence and to step "forward" through data display
sequences. No piece of data is more than four keystrokes removed from a main line display.

Other techniques which have been considered include a simple callable master index frame where
all the data pages of interest weuld be callable by a coded indexing scheme (Fig. 2). Another technique is
a two level identifier coupled with arbitrary numeric code for each option or data set (as used in the
onboard Apollo programs) (ref 3 & 4). A third technique would be a hierarchical structure incapalie of
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.
' indexing between the lower elements of the tree branches. Such a technique has been used in library
retrieval schemes.
1 B. Command Input
Several alternative input techniques have been considered, including various keyboard arrangements.
1t was decided to implement a transparent display screen overlay enabling the operator io point at a
desired option drawn on the display. This overlay design was motivated by the desire to pursue the
concept of maximum crew/display/command integration to its reasonable limits. Other constraints to be
satisfied include:
1) Preclude theneed for extraequipment to be handled by the operator (e.g., light- or sona-pens);
2) Don't reduce display image quality;
3) Create keyboard "feel" to extent possible;
4) Enable crew operation in pressurized garments.
The overlay "keyboard" consists of an 8 x 8 matrix of focussed light beams at one inch intervals
sensed by photodetectors, all of which are mounted on the periphery of the display screen. Breaking a
pair of the light beams by pointing at the display and pressing a pushplate zbout 1/16" toward the screer.
constitutes a "keystroke" input.
C. General Description of the Prototype
1. The prototype interactive control/display system has been fabricated to be used as a tool for
: i evaluating alternative reformattable command/display techniques. Earlier reports have
O presented detailed descriptions of the hardware underlying this effort (ref & & 6). Briefly the
' basic components are (Fig. 3):
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Figure 4 Prototype Display Sequence
a, Display Output Processu:s (graphics generator), an 8K X 16 bit 2 us instruction time,

read only memory list file processor, the output of which defines the beam position and
intensity on the CRT. Nested subroutining and indexing and hardware rotation permit
direct means to dramatic changesin display formats with minimal coding and significant
reduction in execution time, All display elements are created with straight line vectors.
Display segments may be altered in size, intensity, by flashing on/off, and rotated.

b. PDP-9 computer (18 bit, 16K, 1.2 us) part of whose memory is used by the DOP for
refreshing the display; also stored here are the executive operating program, a simulated
environment, and coding to update the displays.

c. A 12" square Kratos CRT (P7 Phosphor) modified with a 3-bit intensity input is the
display device. Display formats are 8" square.

d. A transparent CRT overlay pushplate is the input device, described above,

2. The programmed interactive control scheme in its general form is shown in Fig, 1. Specific
displays and their interrelationships are diagrammed in Fig. 4. This approach has been taken
to satisfy many of the considerations discussed earlier, and to explorepossibleuseful techniques
for data display and sequence control in the context of the space shuttle. A more detailed
description of the prog. ammed system's salient features follows.
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The main index or "Prime" display (Fig. 5) provides a selection matrix of mission phase functional
sequences, any one of which the operator rniay select with a single finger stroke. Options to review
vehicle state or to call special computation subroutines, as well as return to the prime display, may be
exercised at any time. Having entered a sequence, the subsequent displays provide all available options
as the operator progresses through the mission phase. Nominal options are designated by underlining
and flashing the square "key'' associated with the option.

If the ""Call Data' option is selected, another index of options is provided (Fig. 6). This consists of
an array of subsystems and functional units under which a library of data is stored in memory. These
show fixed and dynamic data, representing vehicle state and/or subsystem(s) status. Inallof these operations
a miskey by the operator may be corrected with a single rekey stroke,

The Prime or sequence dicplay from which the "Call Data" matrix is called is scaled down and
stored in the upper left of the CRT screen. The intent is to keep the operator informed regarding where
in a sequence he is, rather than relying on his memory. This is particularly attractive in high stress
situations or if the operator must direct his attention elsewhere having entered the Call Data block.

All dataare displayed in base 10 only and all formats include word length and decimal point location.
More than one parameter is assigned to each display format. For those cases where crew alteration of
the datais required, anup/down pointer cursor and numeric calligraphic keyboard have been implemented.
The cursor may be moved one parameter at a time with a single keystroke, In those cases where a data
category contains too many parameters to fit conveniently in one format, the cursor may be used to "turn
the page" when the top or bottom of the current list is passed.
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A calligraphic numeric keyboard (Fig. 7) has been implemented to enable alteration of data associated
with the Call Data lists and other data alteration. As the datu is keyed in, it appears in the buffer zone of
this display. Not until "ENTER" is keyed is the computer erasable memory location(s) altered or the
display changed on the data page. Miskey may be currected by hitting "CLEAR".

Also available from the Call Datamatrix is the ability to reconfigure multiple redundant components
of a simplified display subsystem. This displayjccmmand format (Fig. 8) enables operator control of
CRT/graphics generator connections as well as control of on/off status and parameter review with a
minimum of pushplate keystroke activity.

This overlay technique provides a simple means of providing a representation of on/off switches,
An example reaction contrel configuration for a digital autopilot similar to that on the Apollo CSM is
shown in Fig. 9.

20ap roL | Quap | [ quap

~ CONTROL: AC BD
ENABLED OFF

QUAD QUAD QuUAD QUAD
A B C D
ENABLED OFF ENABLED OFF

+ X AC 8D AC & BD
TRANSLN [ENABLED OFF ENABLED
—1

CURSOR| [RECYCLE || ~arL | | CURSOR

T0
DOWN
up PRIME DATA

Figure 9

As experience is gained with this system, those functions which could be profitably dedicated to
their own input key are being identified. These include "Recycle to Prime'" and "Call Data'", functions
useful at all displays. In an expanded operational conlext such functions as engine control (on/off) and
other crew/mission safety items should be dedicated and probably redundantly hardwired around the central
processor(s).

Solid state keys mounted at the periphery of the CRT are another configuration under investigation.
This would reduce the number of available options in any given display, but experience to date has not
demonstrated the need for all those available with the pushplate overlay. The solid state keys have a
superior subjective feel and eliminate the tendency to cover up the option being selected as it is keyed in,
A mix of overlay and solid state keys and reformattable solid state keys are other configurations being
investigated.

Critique of Present Design

The prototype interactive control scheme as fabricated offers advances over conventional designs
including:

1) Direct, obvious relation between the irJormation displayed and choice of executable cptions.

2) No shift of focus of attention between display of information and execution of choice.

3) rewer keystrokes to achieve retrieval of data.

4) Data retrieval without usiig numeric codes as symbols for subsystems, data, sequences, etc.

5) Performance of subsidiary tasks/displays without erasing present main sequence aisplay from
CRT screen.

6) Inclusion of data associated with a large number of conventional dedicated display devices.

The general structure of the scheme is sufficiently intuitive that learring problems to date have
been minimized. The design can be augmented by including teaching aids as required, or integrating
more traditional check-iist type material intothe displays as desired. Further perfection of the mechanical
reliability of the overlay and reduction of viewing paralasx. caused by the distance between the CRT screen
and the pushplate should be pursued, however.

Some of the potential difficulties with this kind of design include:

1) Designer's inability to anticipate all data parameters which might have to be immediately
available to anoperator in an unforeseen emergency may result in undesirably long sequences
toretrieve a piece of dataor establish alternative active configuration(s)., This can be alleviated

perhaps by structuring the data network in a more horizontal fermat—use of more display
screens.

sl 3 u_z'r -“"




2) Noi all users may find a particular sequence to retrieve a data point stored at a lower level
very obvious. Probably care should be taken to design the system to enable retrieval of
particular bits of information by more than one route through the structure.

3) In unanticipated situations where many parameters are having to be reviewed virtually
simultaneously, forcing the operator to switch back and forth among displays may prove
unacceptable. This can be alleviated by suitable display device redundancy, which will probably
be forced by hardware reliability considerations, in many cases.

4) The possibility exists that even though the time and effort to reach data at the nth level may
be small compared with more traditional techniques, it may be more irksome to the user
because of perceived remotenese of the data. It may prove that having to look up a code in a
book and key it in is more satisfactery subjectively than being led down a 3 or 4 or more
level path.

V. OTHER POSSIBLE APPLICATIONS

PROCESS CONTROL

Process control facilities are usually highly automated systems which perform quite precise and
rather narrowly-defined tasks. A human monitor/operator is appended to deal with those contingencies
which are so diverse and occassional that it is unreasonable tc automate the system to deal with them
unaided (ref 7).

The human typically scans a handful of critical parameters to verify acceptable performance. The
operator is required to perform at a reasonably complex interface and deal with data immediately at
hand rather than rely uponrepeated practice sessions dealing with the same contingency. He must perform
under stress and be able to control the timing of his actions. ‘To deal with boredom, wandering attenticn,
and time delays in familiarizing himself with the current state of an aberrant system, non-static information
and new forms of communication need development. This kind of situation in which operaters must act
quickly on very occassional bases requires communication schemes which will refresh the operator's
understanding of his available options and help him judiciously filter out that information which is not
immediately relevant.

COMPUTER AIDED INSTRUCTION

The requirement for immediacy of student-system communication is critical #nd obvious. The
goal of minimizing the amount of relatively complex keyboard activity to be learned jusi to start to use
the system is clear. The ability to present all and only those options pertinent to a particular question
or subject is highly desirable. The ability to jump readily io another learning sequence as ideas germinate
is one of potential attraction. The generalized display/control concept described here goes a long way to
fulfilling these desirable characteristics in a self-paced instruction context, although forced paced
instruction/testing may be desirable under some circumstances..

MEDICAL PATIENT HISTORY/SYMPTOM SELF-DESCRIPTION

To the extent that the patient can describe kis symptoms and past medical history without di.ect
contact with a doctor and without undue time spent and incidence of error, we will have reduced one
significant partof the doctor's burden. This :'pplicationis similar to the computer aided learning situation.
The patient is asked a series of basic questions about his health ctatus, the answers to which lead to
logical follow-onquestions. The doctor may build upon this basic framework with persornal communication
with the patient.

A touchpoint overlay for the patient's information input eliminates the need to know how to type or
use other mechanical devices. The digital storage of the data eliminates problems associated with
deciphering of handwriting. Such a system has in fzact been tried in a real medical environment with
promising preliminary results (ref 8).

Provision for definition of unfamiliar terms, forcing the user to acknowledge understanding of the
questior and/or key terms are elements which should be included in tnis and the student learning context.

VEHICLE DISPATCH

Vehicle dispatch operations typically consist of one or more dispatchers responsible for routing
and distributing vehicles toneed points as a function of constantly-changing real-time demand. The ability
to oversee the total operation and to zero in on the status of particular vehicles and neighborhoed vehicle
distribution densities is required. In order to help oispatchers associated with pclice, taxi, trucking,
fire, and ambulance facilities to communicate effectively with a useful data retrieval system, el:mination
of keyboards appears to be a particularly attractive characteristic. These operations appear to rely on
horizontal data presentation; to the extent they do, computer overlay interface compatibility with large
gcale displays will be lmportunt elements in a uzeful system design.

SUMMARY

We have not ye'. addressed ourselves directly to the problems of manual override of automatic
functions and strategy limitation consequences in this new context. A full-scale simulation including
rather complete nplementation of represertalive subeysleine vperaling in Ume-eritical mission phaces
with failures introduced is required for a thorough evaluation of such factors. Further effart to quantify
the differences between the present and uiternative designs is planned. Also, investizations of the
applicability of such a pushpiateinteractive control scheme toother fields of application are being pursued.
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& CENERAL GUIDELINE FOR THE DESIGN OF MANNED AEROSPACE VEHICLES
Jean-Claude WANNER
Office National d'Etudes et de Recherches Aérospatiales

CHATILLON - 92 - (France)

Summary

1 The Franco-British airworthiness autorities have been brought to review the set of technical
specificactionsthey intended to require for Concorde in order to insure the safety c¢f the missions of this
new trvasport aircraft. Most of the old rules of thumb generally used for the conventional aircraft
appeared as obsolete or unapplicable to a supersonic transport.

In order to guide the definition of these new regulations, a theoretical method was developed
for evaluating the reliability of the missions of manned aerospace vehicles.

This method, called E.S.A.U. for "Etude de la sécurité des Aéronefs en Utilisation" (*), is
based on an investigation of the way of occurrence of accidents. It has been seen that an accident is due
to a set of incidents which can be classified into only three different types. The study of each type of
incident, the probability of occurrence which has to bte reduced in order to increase the safety, is very
useful to help the designer of a new project to choose between possible solutions, taking into account
the reliability of the systems, the possible human :errors and the flight conditions.

Résumé

Les autorités franco-britanniques de certification ont été amenées a revoir 1'ensemble des con-
N

ditions techniques qu'elles désiraient appliquer a Concorde pour assurer la sécurité des missions de ce
nouvel avion de transport.

En effet la plupart des vieilles régles de l'art utilisées généralement pour les avions classi-

ques étaient dépassées ou inapplicables & un avion congu pour le transport supersonique.

Pour orienter la rédaction de ces nouvelles régles, une néthode théorique d'évaluation de la
fiabilité de mission des véhicules aérocpatiaux pilotés a été élaborée. Cette méthode appelée E.S.A.U.
"Etude de la sécurité des Aéronefs en Utilisation" est fondée sur 1'étude des conditions dans lesquelles
surviennent les accidents. L'étude de chaque type d'incident, dont nous avons 4 réduire la probabilité
d'apparition afin d'augmenter la sécurité, est trés utile pour aider le responsable d'un projet nouveau
4 choisir parmi plusieurs solutions en tenant compte de la fiabilité des systémes, des erreurs humaines
possibles et des conditions de vol.

(*)(a free translation of E.S.A.U. could be "I.S.A.A,C." for "Investigations on Safety of Aircraft and
Crews').
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when, at the beginning of the Concorde project, we undertook, with our British colleagues of
the Air Registration Board, to set tte new requirements of handling qualities adapted for supersonic
trar.sport, we thought we should rcke only a few modirication to the BCAR and FAR. Very quickly, indeed,
it appeared that the magnitude =i :he flight envelope, the complexity of the systems and the modern design
of the aircraft would lea. us to reconsider those requirements altogether and to build a new philoso-
phy of safety based on the study of incidents and accidents,

This philosophy, we called E.S,A.U. in French for Etude de la Sécurité des Aéronefs en Utilisa=-
tion, which can be translated by I.S.A.A.C.'S, lnvestigation on Safety of Aircraft and Crews in Service,
car be used as a general guideline for designing modern manned aerospace vehicle.

The study of incidents, which may lead the vehicle to an accident or to an interruption of its
mission, shows that they can be classed into two categories :
- the incidents which could have been avoided by a modification of the vehicle design, of its technology
and of the way it was used ard, on the other hand ;

- the incidents which come from the failure of people or material involved in guidance and traffi-c control

The incidents of the first type, of which alone, we have to deal with here, occur when a para-
meter, which characterizes the behaviour of the aircraft or of a part of the aircraft, crosses over a
critical value. The origin of these critical values may be aerodynamic (for instance maximum value of the
angle of attack), structural (for instance maximum load factor, maximum r.p.m. of the engines), thermody-
namic (maximum fuel flow of reheat) and so ca.

It is easy to see that a limit may be crossed over after a set of occurrences which can be clas-
sified into three categories :

a) The pil<i nas at his disposal all the controls necessary to maintain all the parameters between the
proper limits, but the task is too difficult to fulfil for a human operator, because for instance the
frequency of data collection recessary to contrcl the aircraft is too high, or because the pilot does
not know very well the relative values of the critical parameter and its limit. Consequently the pilot
lets the parameter cross over the limit,

This type of incident is called Pilotability incident. I had to create a new word, in French as
well as in English, because there were no known word for that type of incident.

b) An exiernal perturbation, a gust for instance, or an internal one like a failure, either modifies the
value of a critical parameter or modifies the value of the limit itself. For instance a gust increases
the angle of attack, an engine failure increases the sideslip angle, a wing flap actuator breakage
modifies the limit of angle of attack. This type of incident is called incident due to sensitivity to
perturbations.

c) To follow the light path prescrited by the air traffic control, to avoid an obstacle or to join the
flight path after a diverg~nce due to incidents of the two previous types, the pilot has tc fulfil a
manoeuvre which modifies the values of different parameters. For instance a pitch-up manceuvre increases
the angle d attack and brings it nearer to the limit. This last type of incident is called Manoeuvrabi-
lity incident (here al:o I had to create a new word).

An example will show more clearly how an accident can occur as a result of a set of incidents of
the three types.

During an I.L.S. approach without visibility, the stability augmentor systems and the autothrot
tle having failed, the pilot lets the speed and the altitude decrease and looses fifteen knots and fitfy
feet. This is a pilotability incident due to a lack of stability ; the safety margin for angle c¢f attack
has thus been already reduced by the loss of speed. Noticing the error in altitude the pilot begins a
pitch-up manoeuvre ; this manoeuvrability incident increases again the angle of attack. Andlast a strong
gust adds its effect to the two previous increments of angle of attack ; the angle of attack reaches the
limit which involves a stall, So a set of incidents of the three types can bring a parameter beyond a
limit.

1 would like to insist for a moment on the sensitivity to failures. We have to be careful not to
confuse the sensitivity to perturbation, in other words, the transient effect of the occurrence of a fai-
lure, and the modification of the staite of the aircraft after the failure. In this new state the characte-
ristics of the aircraft are not the same as in the normal state, before failure ; so Pilotability and Ma-
noeuvrability can be reduced or Sensitivity to another failure can be increased.

So let us not confuse the transient effect of a failure and the modification of the state of
the aircraft due to a loss of a function. For instance the failure of one chanrel of a multiplex system
can give a perturbation to the aircraft at the moment when the failure occurs but does not modify the

state of the aircraft, and theace its performance, since the function of the system is still fulfilled
by the non failed channeis

As we have seen, the pilot is not involved in the two last types of incident, Manoeuvrability
and Sensitivity to ,»erturbations. So the rules that the designer has to follow in order to reduce the
probatility of acc:dent due to these two types of incidents can be built by mathematical deductions and
physical experiments : evaluation of reliability of systems, computation or measurement of the vehicle
response to a sudden failure or to a gust, measurement of the vehiclo manceuvering performance, and so on.

But for the Pilotability incidents the methods are different since it is impossible, for the
moment and, I am afraid, for a long time, to represent mathematicaly the pilot.

In order to better understand the pilotability incidents and to evaluate the influence of auto-
matic systems on risks of accident of this type, we have built a model of the pilot, which is not a
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mathematical model but which intends to detail his way of action on the aircraft.

First let us try to define precisaly the task of the pilot. We have then to give a number of
definitions.

We divide the flight into a number of parts we call Phases.
A phase has a general purpose.
For instance the Phase "Climb" has the following purpose :

"From the height of fifty feet after take off fly the aircraft until reaching the cruise alti-
tude, following a given grou- . pattern'

It is necessary tc ‘iivide each phase into a number of elementary parts called Sub-Phases, be-
cause the task of the pilot s not unique during a Phase.

A Sub-Phase has c~» elementary purpose ; for instance during the Phase I.L.S. Approach, we can
look at the Sub-Phase "'fina descent”, the elementary purpose of this Sub-Phase being:

"Using I.L.S., f.y the aircraft in descent, until reaching three hundred feet in good conditions
to make a visual landing".

"In good conditions' means here in good position with the correct heading and the right speed,
Thus we have to notice th:ct the objective of each Sub-Phase is given with margins taking into account the
possibility of performing *he following Sub-Phase.

A selected conf.guration of the aircraft is defined by the position of the different selectors.
By selector we mean contro.s maintained in fixed position during the Sub-Phase. We have to notice that a
centrol can be or not be a selector accordingto its use ; for instance the pitchtrim and the throttle are
selectors during the ™ai --Gff Phase but not during the Approach Phase when they are used in the pilot Jluop.

A True Config -ation is the result of a failure situation on a Selected Configuration.

So for a givr- Jub-Phase there is one Selected Configuration given in the Flight Manual and a
set of True Configurat . is differing by the number and the type of failures.

The State of (¢ Aircraft is then defined by a Selected Configuration

a failure situation 5 IEHEoT Guns Crom.

a mass of the aircraft

and a mass distribution generally given by the lon-
gitudinal poszition of the centre of gravity.

Parallel to thn State of the Aircraft we can define the State of the Atmosphere and, for the
Sub-Phases on the grotind, the State of the Runway. They are defined by the set of all parameters which <.
modify the behaviou: »f the airplane and the behaviour of the crew. For instance, wind, temperature, gusts,
clouds, rain, hail an: so on. After study we can reduce this set of parameters to only eight for the At-
mosphere and five for the runway.

State of {he Atmosphere

- Pressure, Temperature Humidity which act mainly on performance,

- Intensity of Turbulen«e we can measure by the root mean square of the vertical and horizontal components
of gust velocity,

- Temperature gradient,

- Visibility,

- Icing,

- And last, for the Tal.e-0ff and Landing Phases, the laws of variation of wind, force and direction, ver-
sus altitude.

State of the Runway :

- Length and width,

- Mean slope,

= Profile (incther words, the undulations),
- and last, fricticn coefficient.

For Immediate Safety the pilot has to observe the aircraft limitations, for instance limita-
tions on angle of attack, in other words, limitations on sneed and load factor. He has also to observe
operational limitations, for instance height above the ground, altitude or flight level prescribed by the
air traffic control and so: on.

And last he must not jeopardize the achievement of the following Sub-Phase ; in other words he
has to reach the elementary objective of the present Sub-Phase within tolerated margins, position, height,
spead, heading and so on.

To reach this double objective, Immediate Safety and Short Term Safety, the pilot uses a Flight
Technique as a guide ; this Flight Technique depends on the State of the Aircraft and the State of the
Atmosphere during the Sub-Phase. The Flight Technique is generally given in the Flight M.anual as relations
between the different flight parameters used by the pilot : speed, altitude, attitude argles, angle of at-
tack if provided on the instrument panel.
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A Sub-Phase, given by its elementary objective with tolerances, the State of the Aircraft, the Sta-
3 te of the Atmosphere and the State of the Runway if necessary, the chosen Flight Technique and the Secon=-
§ dary work define a task.

By secondary work we mean, for instance, rzdio traffic navigation, reading check-list and so on.

3 Now having a orecise definition of the task of the pilot, taking into account ali the factors
J which influence the flight, we can undertake an investigation of the pilot behaviour.

The data concerning the flight pcth and the immediate safety, position of the aircraft, attitude
angles, angle of attack, speed and so or are provided to the crewin different ways

- some data are directly or indirectly measured and provided on the instrument panel in analog or some-
E: times in digital form,

3 - some data are not measured because directly accessible to the pilot, for instance position of the air-
3 craft with regard to the runway in visual landing, linear and angular accelerations,

- and last some data concerning the State of the Aircraft are provided on the instrument display (positions
i of the landing gear, of the flaps, engines R,P .M. and so on).

All the cues are collected by the different human sensors, which are eyes, ears, arms and legs
and the whole body.

E We have to notice that the eyes are double sensors : the central vision collects few but precise
data and peripheral vision collects numerous but aot precise cues. The ears are also multiple sensors :

the external ear collects sound and the internal ear collects angular and linear accelerations and direc-
tion of the apparent vertical.

It is very important to note that a datum is collected by a sensor, transmitted to the brain
and therefore used by the brain if, and only if, the brain gives the corresponding order, in other words
calls up the datum.

This remark is very important because i. means that collection of different data cannot be made
in a simultaneous way ; the brain asks the eyes to lcok at this instrument, then at another instrument,
and after asks the ears to listen to this or that signal ; the scanning procedure, generaliy learned by
training, may be modified by an alarm signal coming from peripheral vision, external or internal ear. But
the alarm signal must be more intense when the pilot is more attentive, his work load oeing high. How
many pilots have landed with gearup, without noticing the alarm signal because, thc visibility being bad,
they were focussing their attention on the view of the runway and other aircraft.

The data being collected by the sensors are transmitted to the brain which, by direct compari=-

son with well known situations or by computations according to programmes stored in the memory, gives two
kinds of orders

- an order for action on the controls,
- a call for new data to be collected by a given human sensor.

The first type of orders generates what we call external loops and the second nnes generates
internal loops. (Fig. 1).

CUES DATA DATA ourpPuTS
COLLECTION TREATMENT
BY HUMAN BY BRAIN
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Peripheral ALARM
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INSTRUMENT b
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PILOT INTERNAL LOOP

Fig.1 PILOT EXTERNAL LOOP
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Let us try now to analyse the behaviour of the pilot. The position of the aircrait, given to the
pilot by instrument reading or external view, is compared with the position required by the flight tech-
nigue. For instance the horizontal pointer of the I.L.S. indicator is seen above the central point ; this
error is analysed by the brain who chooses the right manoeuvre to perform, in order to correct it. This
error analysis demands & sophisticated mertal process to transform the reading of relative position of the
pointer and the central point into aircraft position error and to elaborate the right corrective manoeuvre,
in this case a pitch up manoeuvre with a correct magnitude. This manoeuvre being chosen, the brain, through
an internal l.op, asks the eyes to pick up data about pitch attitude. The difference vetwecn the actual
pitch attit':de and the chosen pitch attitude is analysed and the brain chooses the right control to be mo-
ved and dotermines the forces to be applied. In our case the pilot pulls up the stick with a force which
evidently is not evaluated in pounds, but which the pilot feels to be correct. To perform this last manoeu-
vre tre pilot pulls the stick, asking his arms through another internal loop to transmit force feeling. The
motion of the stick is stopped when the pilot feels the predicted force.

So the central brain puts successively in service different loops oh asking for new data through
human sensors. There are three types of loops. The biggest ones which are relative to parameters concer-
ning the short term safety, in other words, the flight path, position and speed. The second ones are rela-
tive to parameters concerning immediate safety, in other words, attitude angles, angle of attack and so on.
And last the smallest ones whic% are the control forces loop. (Fig. 2).
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1t is very important to note that the entire diagram is in fact much more complex. So it is pos-
sible to represent every output parameters, lateral and longitudinal positions of the stick, position of
the pedals, of the throttle, of the different trims, of the airbrakes, of the selectors and so on, we may
also represent every human sensor and every parmeter concerning the flight. So we could obtain & large num-
ber of loops of the three kinds given in the diagram.

Let us notice also that at each moment there is only one loop in service and this is one oi the
most fundamental dififerences between pilot and 2utopilot. The choice of the loop in service is made by the

central part of the brain, as represented at the top of the diagram, by an order, through an internal loop,
to the chosen sensor to transmit the necessary data.

This model will help us to define the pilot workload and will be a guide when building autcma-
tic systems designed to reduce the pilot workload.

The pilot workload, during a given Sub-Phase in fulfilling a task is measured by the number of
elementary operations of data collection and treatment described on the diagram.

The immediate consequence of this definition is that we cannot measure directly the woikload :
it looks quite impossible for the moment to follow in detail the data treatment in the brain.

Another consequence is that it is hojeless to build etperimentally a transfer function represen=-
ting the pilot because there is not one transfar function, even in a very complex form, but a set of trans-
fer functions used successively in an order cl.osen by the scanning of the different sensors ; this scan-

ning itself depends on the data, on the envircnnement, on the training of the pilot and so on ; consequently
it depends partially on a ranrdom phenomenon.

In order to reduce the workload, we have to limit the amount of data that the pilot's brain has

to collect and treat in each loop. But we have to be very careful not to reduce the workload in a loop
while the workload increases in another one.

The design of the flight director gives a precise example of this type of mistake. The flight
director abolishes all the workload due to the two first loops. The pilot has not to analyse the situa-
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tion of the aircraft, to choose the right manoeuvre nor to watch the attitude angles ; he has only to fol-
low the bars of the flight director ; the loops are reduced to a loop for collection of data given by the
flight director and two loops for stick forces. At first view it seems that ‘the workload has been reduced
by a large amount. indeed the pilot, not knowing what the situation of the aircraft is, cannot make any
prediction of what will happen in the near future. So he cannot predict what will be the following order
of the flight director and then he is obliged to collect the dzta without interruption. We have transfor-
med the pilot into a pure robot, a bad servomschanism. The workload due to the permanent collection of
data is very high since the pilot cannot rest like with a conventiona! display, with which he is able to
make prediction.

It is here the occasion to point out a very important remark : we have to use the pilot’s brain
in a right way. The human brain must not be used as a pure amplifier, as a servomechanism. Everybody
knows that a well trained ape makes a better job than a human pilot does, when the iob is a pure robot's
job. But the human brain can collect a large number of data, quantitative and gqualitative, some of these
data being only feelings, can build a model of the situation, compare it with memorised situations and
then can take a decision of action even when the case has not been previously predicted.

For instance an automatic system is very good to guide a bomber up to the target, to show the
target to the pilot, to place the aircraft in good position for bombing, to guide the bombs and so on. But
how to build a servomechanism being able to recognise a red cross of a friendly flag on the target ?

The decision, in this case the decision of bombing, has to be taken by the pilot, his brain being
discharged of stupid mechanical jobs and fully opened to not predicted data.

I think that sailors have well understood that point since a long time. The captain takes the
decisicn for modification of heading and speed, but does not handle the helm, the sails or the engine by
himself. It is interesting to know that, at least in France, the crew had the same attitude on the big
seaplanes we built between 1935 and 1950 ; the captain was in a good position on the upper deck to well
understand the situation, having all the necessary information concerning the flight, and there was, if
1 dare say, somewhere in the plane, a guarter-master who had to maintain heading andclimb angle given by
the captain.

Not forgetting this very important point, let us look now at the design of a modern cockpit,
using not human slaves but servomechanisms.

The most dangerous Flight Phases are the “hases near the ground, Approach, Landi.y and Take Off.
Let us see first the possibility of reduction of the workload by cockpit design, during these critical
Phases.

In order t. reduce the workload due to the analysis of the situation, in other words analysis of
the position of the aircraft versus the runway, we shall present the situation not with cross pointers,
scales and digit but exactly a5 the pilot ean see it in & wvisuwal landing throjugh the windsereon

So a head up display will provide an horizon with heading and slope graduaticns, and a synthetic
runway. Theoretically these informations could be sufficient since during a visual landing the pilot has
nothing else except the speed; we shall see that point later; but experience has shown that it is not very
easy to make an approach with the right angle of descent. It is easy tomaintain the aircraft in the vertical
plane of symmetry of the runway but not along the glide path ; indeed the velocity vector is generally in
the well knuwn plane of symmetry of the aircraft, but generally also the pilot does not know very well its
direction in this plane.

50 we shall add a new information in the head up display: the track on the ground of the air velo-
city vector, which gives the point that the aircraft will reach if the pilot maintains the control in
fixed position and if there is no gust, nor wind. The use of alrvelocity vector instead of ground velocity
vector is based on two reasons ; first the experience has shown that the wind corrections are faint and
easy to predict; cecondly the angle between the air velocity vector and the reference axis is by defini-
tion the angle of attack. This las't remark has two important consequences: the one measurement of the an-
gle of attack can provide the necessary information to introduce the velocity vector in the head up dis-
play. On another hand the angular distance seen by the pilot between the air velocity vector and a mark
fixed ir the head up, and representing the reference axis of the aircraft, is the angle of attack measu-

red at full scale. Consequently if the mark is fixed in such a position that the angle between the mark
and the reference axis is equal to the optimum angle of attack for the approach phase, it is then easy

for the pilot to handlethe aircraft, by observing the limitations of angle of attack. And last we shall
remark that the angular distance Litween the velulity vector and the hLorizon is the climl or descent
angle ¥. (Fig. 3).

Then we provide in the head up the total climb angle Xk which is

- Lo
6”'5*%¢t

The total climb angle ecan be measured Ly twu aeccelerumcters un Luard and depends on the diffe
rence between the thrust and the drag. Therefore it can be handled by the engirethrottle and if the pilot,
acting on the throttle, puts the symbol of the total climb angle at the same level as the velocity
vector, !e and ‘K are equal and the accoleration along the path is null, in other words the speed
is contant.

It would be too long to iescribe in detail how to use the informations so provided in the head
up. We shall point out only two remarks.

There has been a large amount of discussion about the comparison of the head up and head down
displays, but very often some confusion arose between the two types of displays and the types of informa-
tions provided in the head up.
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Our investigations have shown that when conventional data, like altitude or speed scales, cross
pointers are provided in the head up, the pilot cannot at the same time read the data and look at the
ground even when the scales are focused at infinity. In some cases during our tests, pilots did not believe
that the scales were focused at infinity ; it seems that it is not normal to see a scale at infinity ;
so the brain, by reflex, asks the eyes to focus at the normal distance to read a scale and not at infinity,
which forces the eyes to focus willingly at infinity and gives this abnorma. feeling.

Another very important reason to display, in the head up, the informations related to the exter-
nal world is based on the following remark. The physiclogical study of the eyes shows that the eye-balls
are maintained in fixed position versus the external world, by a loop using angu lar and vertical
accelerations measured by the internal ear. Every pilot has remarked that during a visual approach with
turbulence it is easier to see the runway than the instruments : it is because the eyes are fixed versus
the earth in spite of the motions of the aircraft. Consequently if data relative to the external world,
like horizon, runway, velocity vector, are provided in the head up, the pilot has no dirficulty for loo-
king at the symbols in spite of the vibrations and the motions of the aircraft due to turbulence. This
result is exact only if symbols are truly fixed versus the external world. If we provide scales or cross
pointers which are fixed versus the aircraft the pilot will meet with difficulties on reading them in
turbulence.

On another hand if we provide symbols like horizon and runway in a head down display.the pilot
shall have the same kind of difficulty even if symbols are at full scale, because they shall not be facu-
sed at infinity.

The head up display as described here will be used either in automatic landings or in manual
landings'the pilot handling then the nircraft with a ministick.

If the automatic landing is used daily, which is necessary to reduce the work of airline pilots
mainly for short haul missions, it is important to check continuously the autopilot during the landing.
The head up display gives ail the necessary informations easy to handle and sufficient to make short term
prediction : if the velocity vector is on the threshold of the runway at 2.5 degrees under the horizon
and if the total climb angle is at the same level as the velocity vector, the pilot knows that nothing
very dangerous can happen in the next ten secondis , since flight path modification necessitates applica-
tion of for.es during several seconds., Even in case of sudden failure of the autopilot the pilot has time
enough to hzndle the aircraft by himself, and we know that the informations are sufficient to correctly
land the aircraft since we have made a large number of successful true manual blind landings with this
type of display.

So with the head up display and the autopilot we have reduced the workload of the pilot since
his task is only a watching task, easy to perform.

For manual task we have alsoc to improve the immedia - safety loop and the control forces loop.

The conventional stick has been a very fruitful invention about seventy years ago ; it had been
then possible to handle directly and together the ailerons and the elevator ; but the stick had to be big

enough tc enable the pilot to apply the necessary forces counteracting the aerodynamic efforts on the con-
trols.
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Now an modern aircraft equipped with servos, the problem is quite different. It is no more a
problem of efforts but a problem of flow of inforaation to provide to the controls. Indeed the flow of
information coming from the brain and passing through the arm and the stick is certainly lower than the
flow of information passing through the fingers. Consequently the stick is no more useful to apply high
forces on the controls, takes too much room in the cockpit, hiding a large field of the instrument
display, obliges to design a heavy system of artificial forces, sometimes is the origin of pilot-induced
oscillations and linits the possible flow of information coming from the brain.

Each of these reasons is sufficiant to justify a ministick in the place of the conventional
stick. Indeed a ministick is not a reduction of a stick but a device which can be easily handled by the
fingers.

Evidently the use of a ministick necessitates to fly by wire ; tnere is certainly a technical
difficulty to obtain a reliable enough system but I think it is mainly a psychological problem which
actually blocks its acceptance by the pilots ; we have had exactly the same kind of problem when we ac-
cepted to loose the aircraft in case of total failure of the hydraulic system.

Using electric signalling, we can then improve tlc workload duc to the intermediate loop. Ins-
tead of acting directly on the controls through pure amplifiers, the ministick will be the input of two
autopilots : to a given force on tre rignt or on the lcft on the ministick will correspond a given rate
of change of the bankangle ; to a given fore and aft force on the ministick will correspond a given rate
of change of the climb angle. And last a third autopilot will maintain a zero sideslip angle. So without
efforts on the ministick the bank angle and the climb angle will be constant and their commanded rates of
change will be independant of the flight conditions.

This paper is too short to look at the effect of this new design of the cockpit for the other
phases, but it is easy to shaw that the workload is also reduced in these cases.

Nevertheless a last device, and not the least, is necessary in the cockpit.

On the model of the pilot, we have not represented the long-term safety loop, in cther words
the loop related to the objectives of the Phases. The input of this loop is the position of the aircraft
in the mission profile and the outputs are the different flight techniques related to each Phase and
Sub-Phase. So we have to present to the pilot all the information necessary for navigation and guidance
of the aircraft. This information shall be provided on a cathorde ray tube, ‘he type of information and
their presentation being chosen by the pilot according tc each Sub-Phase. For instance, for the approach
phase the pilot will call a map display giving the runway, the airways,the different beacons and the fu-
ture positions of the aircraft. For en route phases, we will present the flight envelope with the dif-
ferent limitations : stalling speed, maximum speed, maximum Mach number an so on, and the optimum flight
conditions computed with the true atmosphere. For the cruise phase : navigation parameters, provided by
the inertial system, fuel consumption and computed parameters related to fuel consumption, like estimated
flight time, available distance and so on, will be displayed in the head down.

And last it will be possible for the pilot to cali the informations normally displayed cn the
head up to have them on the head down in case of failure of the head up.

I think it would be necessary to spend much more time on this problem to fully investigate all
its aspects but our intentions on writing this paper was only to give an idea of our philosophy on redu-
cing workload by a precise study of the pilot behaviour,

Nevertheless this philosophy is not a pure abstraction but is based on a great number of simu-

lations and in-flight tests on Mirage 111, ‘Etendard iV, Caravelle, Boeing 707 and on two test beds : a
variable stability Mirage 111 and a variable stability N 262.
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SUMMARY

The evolution of the Space Shuttle Program, from ite incption to the release of the request for
proposal in April of 1972, has been influenced primarily by c/:st considerations. Various configurations
were stucied, and cost pre-flights were traded agaiost develupmental cost. These studies indicated
operational costs between 4.5 million and 15.8 million dollars per flight. The baseline configuration
was based on the best competition between development and operational cost considerations. The
configuration szlected by NASA was a small orbiter vehicle with an external Hydrogen and Oxygen tank
and two solid rocket engines. This configuration results in operational cost per flight of approximately
11 million dollars.

During tke period of besic vehicle configuration evolution, the avionics system also changad from a
fully automatic system with data bus operation and large central computers to & more de-centralized or
federated system of more conventional design. This paper presents some of the considerations that in-
fluenced the design of the avionics system. The primary motivation was cost; however, it became arparent
that cost estimates for the system alone could not be the deciding fa~.or. The risk on the cost estimates
proved to be very high for the new fully automatic system and there ‘ore a trend away from new equipments
to the use of “"off-the-shelf" equipments developed.

1. INTRODUCTION

The evolution of the Space Shuttle avionics system is an ideal topic for discussion at & meeting on
the subject of "Automation in Manned Aerospace Systems". Early studies provided for a high degree of
automation, not only for automatic failure detection and reconfiguration, but also for a completely
autonomous onboard checkoct and capability for pre-flight checkout as well as on-orbit checkout. The use
of large central digital computers controlled virtually all vehicle functious and the cockpit was almost
without control switches. The pilot would control various vehicle functions through a data entry keyboard
through which he would communicate his desires to the central computer. The central computer would trans-
mit commands and receive subsystem status information via a data bus system. All power switching functions
were remote controlled by the computer data bus.

In early 1971 it became evident that _he NASA budget for the Space Shuttle Program would be severely
1imited. The basic vehicle configu~ation studies were redirected and the two stage fully reusable Space
Shuttle system, as shown in rigvre 1 was dropped. Cost and performance studies led to & vehicle configu-
ration with a singlc orbiter vehicle, two solid rocket motors and an external hydrogen/o;qrgen tunk as
shovn in Figure 2. Ir October of 1971, NASA called upon the shuttle participating contractors to study the
avionics system with the primary purpose of reducing cost and cost risk. This paper describes the manage-
ment approach, st'dy process, and results of the study conducted by the Grumman Aerospace Corporation.

2. GENERAL INFORMATION

The Management Challenge

Nothing could be more subjective than the estimate of risk in terms of cost and schedule when it comes
to the development of a new and complex avionics system. The optimist can readily demonstrate the efficiency
of a highly centralized approach with a data bus and many fully automatic functions and the pessimist can
visualize the risk involved with such a system. Our management approach was to avoid the risk of the
centralized approach by directing the study of & federated system. For the Space Shuttle Program, this
approach has several advantages. First of all, the program plan calls for approximately one year of hori-
zontal flight testing prior tc the first vertical flight. A system architecture that is completely
centralized would require essentially all of the elements for vertical flight one year earlier than otherwise
required and the horizontal flight test prograw would be dependent upon successful integration of a rather
complex avionic system. Our federated approach permits us to provide only that part of the avionics system
that is essentisl for the horizontal flight test phase, thus limiting the risk during the first year of
flight testing to equipments that are no more complex than that required for the flight test of a conven-
tional aircraft. This phased apprcach also permits an opportunity to limit peak annual funding requirements.
A second management decision aimed at reducing risks and cost was the direction to use existing hardware
vherever possible.
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2. GENERAL INFORMATION (Continued)

The Technical Approach

In accordance with the above management direction & technical approach was established. Several
major avionic system architectural decisions were required. The following brief summary of these declsions
established the technical approach.

a) Digital vs Amalog Flight Control Computer

A decision was made in favor of & digital fiight control computer for the following reasons.

1) Changes are easler to accompiish. As a result of some recent experience at Boeing or the
SST program, it was obvious that the analog approach was a c2st risk approach. For example, if
high gains are required the stability of the power supplies will require very speclal design
techniques. Since we are gcing to have redundant flight control computers the output voting with
digital computers is much more =asily accomplished.

2) A digital computer can accommodate a wide range of performance requirements.

3) A simpler interface results when a digital computer 1s used since most other equipments in the
system are digital.

4) Software development can proceed during the develcpment and ezrly flight test program without
the need for hardware change.

b) A second major architectural decision was to specify a dedlcated aerodymamic flight control
computer. This declision was made in order to decouple the risk of the horizomtal flight test
program from the orbital electronics system. This approach actually forces software modularization,
simplifies test programs and permite the use of existing hardware, all of whi.h contribute to a
lower cost risk.

¢) The third major architectural decision was to specify a fly by wire system. Studies of &
mechanical control cable system for a spacecraft indicated a welght pemalty of at least 300 1b». for

a mechanical control system, At this early stage of development we could not be certain that the
inherent vehicle stability would be adequate to fly the vehlcle without a stabllity augmentation
gystem and therefore it was decided to specify fly by wire for toth tle aerodynamic and the spececraft
control system.

d) A fourth major decision had to do with the controls and displcys. The fundamental tradeoff in
this aree had to do with the use of existing dedicated flight instruments vs flight instrumentation
information displayed on a CRT. This decislon was perhaps the most difficult to make and in fact,
resulted in a compromlise. There was no question about the availability of qualified dedicated
instrurents. There was also no question about the degree of flexibllity that a CRT display system
would provide to the shuttle cockpit display system. In order to resolve this question full scale
mockups ¢f the shuttle cabin were employed. At first it was felt that there would be insufficient
cabin panel area to accommodate the dedicated instrument system. The detailed mockup, however,
revealed that there was sufficient panel space for dedicated instruments for all flight safety
functions as well as three CRT's. Flgure 3 shows the general arrangement of the cockpit instruments
that resuited from this study.

With these major decislions as guldelines, the remainder of the system was established. The following
ig a description of the system. A top level view of the system is shown in Figure k.

The communications ind tracking subsystem provides tracking, volce, data and TV links. It delivers
navaid data, STDN/SGLS state vector updates, and rendezvous ranging ‘o the GNXC subsystem. The latter
acquires additional deta frow « nultimode optical sensor (MMOS), air data sensor (ADS), and body-mounted
rate gyro and linear accelercmeter assemblies (RCA-LAA). In missions which require it, a sensor deployed
from the payload bay delivers rendezvous tracking data.

In all flight regimes, primary zuldance and navigation functions are performed by a four-gimballed
inertial platform (IMU) operating in conjunction with the guidance, navigation and space flight control
computer {GNC). Both are triply redundant.

During ascent, the primary system commands the main engines, (ME), the reaction control system (RCS)
and the serodynamic control surfaces via thelr respective control electronics. In the event of generic
failure in the GNC, the aerodynamic flight control computer (ACC) performs these functions in a backup
mode .

In orbit, the primary system commands the OMS and the RCS for rendezvous, orbital operations and
docking. In the event of failure of the GNC, prior to entry, the ACC is capable of commanding the OMS and
RCS for de-orbit. Re-entry is commanded by the primary system and involves a blend of RCS and aerodynamic
attitude control. In the event of fallure of the GNC, command 4s picked up by the ACC.

In the aerodynamic regime, the ACC assumes command of surfaces and of the air-breathing propulsion
subsystem (ABPS). A generic fail ue in the triplr redundant ACC results in manual takeover via an
independent dual redundant analog backup system.
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2., GENERAL INFORMATION (Continued)

The Technical Approach {Continued)

During landing, the primary system performs tha guidance computations by Kalman fiitering of microwave
scanning beam (MSB) data. Guidance commands are then delivered to the ACC which controls the vehicle to
touchdown and rollout. If the ACC fails generically, the pilot exercises manuel control via the backup
system, using a landing display driver by the GNC. On the other hand, a generic failure of the GNC alilows
autoland to :roceed in a degraded mode, without benefit of Kalman filtering. Altermatively, the pilct has
the option to fly manually using the landing display, augmenting its guidance with direct visual cues.

Flight-critical displays are driven by the GNC, becked up the ACC, or directly by sensors. Others.
such as the multifunctional (CRT) displays, are driven by the systems momitoring compuater (SdC). The
latter has no role in flight-critical functions because its software will change during the course of the
program. If flight critical functions were incluced in the SMC, high soi'tware verification costs would e
incurred. All flight-critical command and control funciisns are hardwired except for the ME interface.
A1l newly-developed hardware will contain built-in test (BIT) and most of the candidate "-ff-the-shelf"
equipments are so equipped.

The payloed interfaces with the avionics subsystems are shown in Figure L. They include S-band com-
munications and tracking, electrical power, dedicated software resident in the system monitoring computer,
comand and control of payload via a mission specialist station and state vector and attitudz initialization
data from GN&C. The mission specialist can monitor, record, display or downlink data using his console.
Switch interlocks and viswml cues between the mission specialist comsole, the payload handling console, and
the cargo bay facilitate a safe deployment or retrieval of payloads.

Primary Flight Station

A IM-type flight director attitude indicator (FDAI) provides three-axis data in spece and two-axis
(pitch and roll) data during entry and aeroflight. The FDAI was selected in trade studies over the use of
an all electronic attitude display because it is available, space qualified, and proven in both Shuttle
simulation studies and in IM. The gimbals of the FDAI and the flight director error needles are driven by
the GNC in the primery mode and by the ACC in the beck-up mode. This mechanization provides the required
level of redundancy and flexibility, and eliminates the need for a separate glmbal angle sequence trans-
formation assembly. Compact multitape vertical scale instruments provide air data (angle-of-attack, air-
speed, and Mach no.) and altitude/range data (altitude, renge, altitude rate, and range rate). The
altitude/range instrument is a modified-IM component. Drive sources for the horizontal situation indicator
include TACAN, ILS, MSB and the GNC. A dual set of dedicated backup entry instruments provide downrange/
crossrange data, commanded drag g error. Simulation studies have shown the entry profile can be flewn with
Just these imstruments.

The three multifunction (5 in. x T in.) CRT displays provide stroke-written alphanumeric GNC data in
an interactive dialogue mode; subsystems' status and reconfiguration data; and supplementary flight graphic
displays (e.g., entry corridor, abort data, etc.). The CRT uses a rare-earth, high-brightness, long life
P-4k phosphor and a matched filter to enhance contrast. The processor provides symbol generation and 60
Hz display refresh. Interactive GNC/keyboard dialog formats are generated in the GNC since they are flight
critical. Suvpplementary flight graphic displays are formulated in the SMC with data from the GNC. Both
CRT display and processor are double gasket-sealed, cold rlate-cooled, and have built-in test features.

Hardwire C&W annwiciators, an audio/visual alert system, malfunction indicators on individual subsystem
penels, dedicated suvs/stem displuys, and the malfunction CRT displays provide sufficient diagnostic
capebility to display vehicle malfunctions.

Performance Monitoring Station (PMS) (Figure No. 5)

A CRT display and keyboard provides subsystem and payload status monitoring via the @C. This console
is a modular reconfigurable design which initially includes DFI during the horizontal flight test program.
When operational, it will be configured to provide on-orbit functions such as: ECS compartment status
(airlonk, etc.), door and hatch status, remote film cameras control, vehicle reconfiguration, etc.

Mission Specialist Station (MSS) (Figure No. 6)

The MSS provides monitoring snd control functions assoclated with payloads. It also incorporates a
[HT and keybard vhich interface with the SMC or an additicnal payloesd-furnisted copputer. CRW dlrplays
provide paylcad alert status. Modular reconfigurable panel spece is provided for dedicated D&C's and GFE
equipment,

Payloed Handling Station (PHS) (Figure No. T)

The PHS is equipped with a B&W TV system to enhance payload capture and handling operations. The
eonsole 1a Jenigned f-r tme-man operation of the manipulator sr uelng & ecebination of direet and TV view.
ing. A set of attitude and trenslation controllers with appropriate switching (Vehicle-0ff-Manipulator)
provide both vehicle maneuvering and manipulator operation.
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3. CONCLUSION

The influence of cost and risk has had a mark2d effect on the design of the Space Shuttle Program.
The risk associated with the avionics system development has been reduced to a sinimum by use of a
conventional design approach that takes advantage of many exiating hardware designs.

e




Fig.1 Two stage fully reusable vehicle

Fig.2  Spuce shuttle vehicle with external hydrogen oxygen tank and solid rorket motor booster

. . . o ¥ ; . e s




3-6

YL YR

T

Displays and controls

FLIGHT CREW DISFIAYS AND CONTROIS
{FROVIDES SINGLE AND DUAL FLIGHT CAPABILITY)

WiTH IAGA ESTATIISHED REQUIRE- - ROTATIONAL HAND CONTROLLERS (FRHC) PROVIDE:
PITCH, RCLI AND YAW COMMANDS IN THE SPACE MODE;
TY HAID OVER/ FITCH ANR ROLL CMDS IN THE AERO MOLE; ROTATIONAL
CMDS ABOUT THE VEWITIE VELOCITY VECTOR DURING
5 A COMIMOEL FLT. ENTRY; BACKUP TVC CMD'S TO THE MAIN AND ORBITAL
ARRR & WEIGHT FROPULSICN ENGINE
5 LOCATED WITHIN REACH OF TMO - THUST/TRANSLATION CONTRCLLERS PROVIDE: THREE

I CE'3 & EC/LS VAILURS)
TOR ATTITUDE INDICATOR PROVIDILG
S30LUTICN USED FOR BOTY
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AUTOMATIC ACQUISITION AND TRACKING

DS N S =
DATA TRANSMISSION SYSTEM (JIFDATS)

T. N. Leiboff
Northrop Electronics Division
Palos Verdes Peninsula, Calif.

SUMMAR

In designing the microwave link for the Joint Services In-Fiight Data Transmission System, an
interesting problem presented itself. How do you acquire and track a "Mach-2" aircraft from a second
"Mach-2" aircraft and simultaneously acquire and track a surface terminal with no a-priori knowledge of
the aircraft locaticn or altitude? This was part of the system requirements: total system lock-up
(ground to relay to tensor aircraft) in less than 90 seconds.

JIFDATS is an all-weather, day-night, multi-sensor, in-flight data transmission system designed
for use by all the military services. The iritial tests were performed in an RF-4C aircraft, transmission
range was extended by use of a second RF-4C as a radio relay. The normal operating mode for JIFDATS is
automatic, Except for the usual checkout, servicing and maintenance activities in wnich perscnnel take a
large part, the only need for personnel functions is to establish the proper conditions for system oper-
ation, turn on the system, and monitor the operation to assure continuity of data transmission. In each
case though, there is A manual back-up mode for bypassing the automatic features of acquisition and
tracking.

A scenario of a "typical" tactical reconnaissance mission 1is presented showing the various steps
taksn by the operator in the sensor aircraft, the operator in the relay aircraft, and personnel at the
suriface terminal during each phase of the mission. It is shown how the relay aircraft automaticclly
acquires the sensor aircraft which is transmitting a low bandwidth signal on an omni-directional antenna,
while it rotates its high-gain narrow beam directional antemna, Then how the sensor aircraft locks on to
the relay while the relay and ground terminals acquire and track.

1. INTRODUCTION

The Joint Services In-Flight Data Transmission System (JIFDATS) has been developed and flight-
demonstrated by Northrop Corporation, Electronics Division in Palos Verdes Peninsula, California under
the direction of the Naval Air Systems Command. This program was contracted in October 1969 to meet
projected operational requirements through 1980.

1.1 Concept

It is the purpose of JIFDATS to provide the joint military services with day and night all-weather
capability for transmission of ground surveillance imagery immediately after acquisition by airborne
reconnaissance sensors., This is achieved by high-speed processing of the sensor data, both in the air
and on the ground, and an air-to-ground digital microwave link, Figure 60-1 illustrates the JIFDATS
concept.

The JIFDATS system whose military designation is Data Transmission System, AN/USQ-49, is composed
of three major subsystems: a sensor-equipped aircraft, a mobile surface terminal, and a second aircraft
serving s a microwave relay complement, JIFDATS is designed for compatible installation and operation in
specified military aircraft and surface terminals appropriate to each service.

The two airborne subsystems have been designed to accommodate a variety of installations compatible
with any of the candidate aircraft. For the scheduled flight test of JIZDATS in the Air Force RF-4C air-
craft, most of the Sensor and Relay components are mounted in a specially converted fuel pod that is
readily detachable from the airplanes. Production designs accommodate internal installation with the
aircraft, Figure 60-2 shows the sensor aircraft taking off from Edwards Air Force Base during flight test,

The Surface Terminal Subsystem is similarly amenable to variations in installation and deployment.
The mobile land-based units are designed to be airlifted individually by helicopter or collectively in
transport aircraft. The surface recording terminal is designed for installation in either trailer-type
or truck-mounted shelters, or in shipboard compartments. The :ntenna terminal employs a self-leveling
wheeled platform for land operations and will incorporate ship-motion stabilization for shipbeard use.

1.2 Per formance

Transmission ranges of up to 270 nautical miles can be achieved directly from the sensor-equipped
aircraft, and nearly 500 nautical miles when the relay aircraft is utilized. Moreover, the use of the
relay airc. aft increases the effective operating range when the sensor aircraft is beyond radio line-of-
sight of the ground terminal or flying low-altitude reconnaissance missions.

Of course, the operating range for JIFDATS is constrained by natural phenomena such as radio line-
of-gight, reflection from the earth's surface, low grazing angles, and occlusion by intervening terrain.
Other factors upon which the range is contingent are the operating frequencies, transmitter power,
receiver sensitivity, and antenna beamwidtn,

The selectable microwave channels permit up to five separate and independent Sensor-Relay-Surface
combinations for transmission on a non-interference basis. The abbreviated ‘access time' (elapsed time
between sensor output and image availability at the terminal) offers a significant improvement in real-time
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surveillance missions by reducing the strike reiaction time. The access time for high-resolution sensor
imagery is approximately 60 seconds for infrared detectors, 90 seconds for side-looking radars, and 180
seconds for photographic cameras. For lower resoluticn imsgery the access time is correspondingly shorter.

The imagery is converted by the Sensor Aircraft for transmission through & digital radio link at
microwave frequencies to a Surface Terminal which reconstitutes the imagery on film for immediate viewing
and interpretatior. For extended-range miss:ons or when radio line-of-sight is occluded by terrain,
annther JIFDATS sussystem in the Relay Aircraft receives and amplifies the digital radio link outputs from
the Sensor Aircraft and re-transmits, at higher frequencies, to the Surface Terminal. The Surface Terminal
has dual-band capability to accommodate transmissions from either the Sensor or Relay aircrafts.

The search, acquisition, identification, and lockup between Sensor amd Surface or between Relay and
Surface is achieved in 90 seconds or less by means of a two-way beacon technique. A high-speed reacquisi-
tion capability is included to adjust for any interruption in the link. All acquisition and lockup oper-
ations are automatic, with provision for manual override.

The following table lists some of tiie JIFDATS system performance parameters.

JIFDATS PERFORMANCE

tiissionRadius . . . . .. . . . . Up to 500 NM With Relay
Altitudes. . . . . . .. . . . . . Up to 55,000 Pt

Velocities . . . . . . . .. . . . Up to 1,200 KTS

Aircraft Sensors . . . ., . . . . . IR, SLAR, Photo, Aux. Data

Modulation (Data). . . . . . . . . Digital (QPSK)
(Beacon). ., . . . . . . Digital (FSK)

RF Frequencies . . . . . .. . . . C-Band and K-Band

Numter of RF Channels. . . . . . . 5 Each Bané

BF Bandwidth . . . . .. ... . . Up to 110 MHz

Video Bandwidth. . . . . . . . . . Up to 50 MHz
Signal-to-Noise Ratio. . . . . . . 35 db at Reccrder

Photo Quality. . . . . . .. . . . Up to 60 lp/mm, 13 Shades

Access Time, . . . . . . . . . . . 1 to 3 Minutes

Figure 60-3 presents a simplified block schematic of the JIFDATS system.
2, DATA TRANSMISSION

Basic to the operation of JIFDATS is the transmission of data from a Sensor Aircraft to a Surface
Terminal, either by a direct link or through a Relay Aircraft. The need for the Relay Aircraft arises
when the line-of-sight between the Sensor Aircraft and the Surface Terminal is obstructed.

2.1 General Description

In order to ensure uninterrupted flow of reconnaissance data to the Surface Terminal for reconsti-
tution into film imagery, a beacon-tracking link is first established between the JIFDATS subsystems and
then maintained throughout the transfer of sensor data down the link. The order in which the Sensor-Relay
link and the Relay-Termirnal link are established is optional. The probable oractice will be for the Relay
and the Terminal to link up and track each other while awaiting the Sensor to arrive on station. Actually,
a single Relay-Terminal team could serve several sensors in a time-shared scheine,

Transmissions in the direction of the Surface Terminal are defined as 'down link', and 'up link'
refers to transmission in the direction of Sensor aircraft with or without the Relay aircraft in the loop.

Following jfuitial acquisition, either air-to-air or air-to-ground, a continuous 'up link' beacon
transmission is mvintained until the mission is completed, 'Down iink' beacon transmissions are employed
during all intervala preceding and between transfers of sensor-acquired data to the Terminal., The data
transmissions are used in lieu of down-link beacon signals by the receiving station (Relay or Terminal) to
track the transmitting station (Sensor or Relay). Beacon signals in both directions are encoded to in-
clude stati~n identification, acquisition and lockon information, and reciprocal bearing for the Sensor to
expedite mu_ual lockup with the Relay or the Terminal.

Interference-free operation of the JIFDATS systems in any given area is provided by a unique lockon
technique, based on a coded tracking beacon arrangement between the Sensor and Relay aircraft, and between
either aircraft and the Surface Terminal. The sensor aircraft surface terminal control panels indicate
when complete link lockup has been achieved. JIFDATS provides for complete system lockup without prior
knowledge of position data of either aircraft or the sur€ace terminal.

Five data channels with corresponding independent beacon channels vermit the operation of a maximum

of five JIFDATS systems in one area, The beacon channels, spaced at 10 MHz intervals, are located at the
high end of the JIFDATS C- and K-bands.

o
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F In order to obtain adequate data quality at the required separation distances between terminals, it
3 is necessary that both airborne and surface terminals make use of high gain directional antennas. Such
7 artennas are characterized by relatively narrow beamwidths. Consequently, they must be oriented to the

proper direction (acquisition), and they must continue to point in the proper direction throughout relative
geometry changes between the links (tracking).

Because a time limit has been allocated to each link for acquisition, it is necessary to make use
of omnidirectional antennas in the aircraft and broad beam antennas on the surface. Each terminal must be
. capable of acquiring without knowing the location of the other participating terminals. In addition, the
4 system must be capable of rejecting any signal at the working frequencies which are not "authentic" (accom-
panied by an I.D. code). Finally, the Relay-Sensor link must be capable of acquiring in a hostile environment.

3 2.2 Surface Acquisition of the Sensor/Relay Aircraft

The Surface Antenna Terminal utilizes a high gain parabolic monopulse tracking antenna together with
3 four pyramidal horn antennas (two for K-Band and two for C-Band) in a sequential lobing tracking configu-
3 ration (Figuive 60-4). The antennas are all mounted on a single pedestal.

To initiate automatic acquisition of the target, the operator energizes the AUTO SEARCH Control
Switch. (See Figure 60-5 for operator control panel photograph.) The indicator will illuminate and
azimuth search commences at a scan rate of 33 deg/sec. A threshold will be initially established at a
level 20 db below the minimum range signal level. The acquisition horn squinted in the direction in
vhich the antemma is moving will be selected. When the AGC signal, which is received from the Down-
Converter, exceeds the pre-set threshold, sequential lobirg between the two acquisition horns will commence
and automatic acquisition in azimuth will be effected. If a target is not encountered during the first
sweep, the threshold will be reduced by 20 db for a second sweep. If a target is still not encountered,
the threshold will be reduced an additional 20 db, and a third sweep will be made. The three sweeps will
be made with the elevation angle set to zero degrees nominally, or to an angle selected by the operator
with the elevation Manual Position Control. After azimuth acquisition, the tracking antenna will sweep
(at a scan rate of 20 deg/sec) througk a preselected elevation angle unt:l elevation acquisition of the
target and AUTO TRACK occurs,

e Nl

If a valid target is not encountered during the three azimuth scans at the first elevation sector,
the antenna will he directed up to the second elevation sector. The threshnld will be sef te a valne
40 db below the minimum range signal level and a single sweep in azimuth will be made. If a target is
encountered, the antenna will move downward seven degrees (the 3-db point) and then drive upward until the
target is encountered and AUTO TRACK occurs,

Should no valid target be encountered during the second elevation sector, the threshold will be
set to a value 60 db below the minimum range signal level, the elevation axis will drive up to a third
level and the above azimuth search procedure will be repeated.

Three elevation sectors will suffice to cover acquisition over a total elevation sector of at least
35 degrees (and an azimuth sector of 360 degrees). If target acquisition has not occurred, and the switch
on the Antenna and Rec:iver Control Panel is set to 35 degrees, the antenna will drive back to zero degrees
(or a manually selected elevation angle other than zero), and the procedure will be repeated until acqui-
sition occurs. If the switch is set to 60 degrees, two additional elevation sectors will be searched prior
to repetition of the search procedure,

When azimuth acquisition is effected and the antenna begins to sweep upward, the Monoscan Converter
will be activated and the elevation portion of the tracking antenna signal will be switched into the Down
Converter and time-shared with the azimuth tracking signal. The resulting '"video" signal will be amplitude-
modulated by the elevation pointing error. As the target enters the tracking antemna's acquisition cone,
the elevation portion of the '"video'" signal will become larger in amplitude than the azimuth signal; that
is, the amplitude of the tracking antenna signal exceeds the amplitude of the acquisition antenna signal,
Elevation acquisition will occur and automatic tracking in both axes (AUTO TRACK) will begin, These pro-
cedures are diagrammed in Figure 60-6.

There are two alternate methods of search if the aircraft position is roughly known. The first,
Sector Search, may be used if the antenna pointing angle is known to be within the pattern of the acqui~
sition horns. The antenna is positioned by the operator to the azimuth and elevation pointing angle. The
acquisition horns are sequentially sampled until the aircraft is acquired, then tracking is consummated by
the pencil beam antenna,

The second, Spiral Search, is used if the antenna pointing angle is known within #10 degrees in both
azimuth and elevation or it can be selected for automatic reacquisition. The high gain pencil beam is used
to acquire the aircraft, beginning from the command pointing angles and searching in an ever increasing
spiral pattern. The operator can adjust the limi{ting size of the spiral cone as well as the amount of
over-lap between successive beam sweeps around the spiral pattern. When acquisition is achieved, the
surface antenna continues pencil-beam tracking.

Figure 60-7 is a photograph of the Surface Antenna Terminal at the operational test site. The
pedestal contains the servo drive equipment and the beacon transmitters and receiver frequency converters
are mounted on the counter weight arm,

The antenna terminal can be located a- much as 500 feet from the Surface Recording Terminal (SRT)
and power generator. The operator's controls shown are duplicated within the SRT where the equipment
operators are normally lucated,

e B e
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2.3 Relay Aircraft Acquisition of the Sensor Aircraft

The Relay aircraft utilizes directional munopulse antennas (on the top and bottom of the aircraft
for each of the two RF bands) for both the acquisition and tracking functions. The upper and lower direc-
tional antennas revolve, servo-slaved to each other, at 72 deg/sec with the receiver switching at 50 Hz
between antennas. (See Figure 60-8 for a photograph of the Relay Operator's Control Panel.) The Relay's
beacon transmitter is turned on and connected to the lower antemna.

Reception of the proper I.D. code enailes AGC detection. When the antennas next cross one of che
four airframe reference markers, a peak-detectinz signal store is enabled. The antennas continue in their
first 360-degree revolution with the receiver switching between the upper and lower antenna., At the end
of the first revolution, the upper and lower antennas are compared and the transmitter and receiver are
awitched to the stronger antemna. The maximum AGC signal is stored and the antennas/receiver continue into
their second revolution "seeking" an AGC signal within an established tolerance of the previously stored
peak signal. Wheu the signal is encountered, a brake is applied to the synchro (which has been following
the antemma) and thus the azimuth of the peak signal is marked. The antenna servo position loop is < osed
and the anterma drives back to the corresponding azimuth at which time a servo position null will occur.

A last-moment sampling of the upper and lower antemnas is made and the transmitter and receiver are con-
nected to the one demonstrating the greater signal. AUTO TRACK is thereby achieved while using the optimum
antenna. Once AUTO TRACK is achieved, the antenna true bearing unit is enabled and the information is
transmitted to the Sensor aircraft's ommi antenna/receiver. The Sensor aircraft slews its directional
antenna to the reciprocal antenna bearing, acquires the Relay aircraft and a LINK LOCK indication is gen-
erated in both aircraft.

A similar procedure is employed for the acquisition of the Surface Terminal by the Relay aircraft.
2.4 Sensor Aircraft Acquisition of the Relay Aircraft

The Sensor aircraft utilizes omnidirectional antennas for both transmitting a beacon signal and for
receiving antenna true bearing instructicns from the other participant in its link. One of these antennas
is located on the top of the aircraft and the other is located on the bottom. Associated with each of the
omni antennas is a directional monopulse tracking antenna. The described antenna comple.ent is shown in
Figure 60-9.

The transmitter and receiver are first connected to the upper omni for a period of 18 seconds. If
during that time the proper ID code is received, the antenna true bearing information is decoded from the
beacon signal and the upper directional antenna is slewed to the commanded reciprocal angle at which time
a servo position null will occur. A last-moment signal strength comparison is made between upper and lower
omni antennas after which the transmitter and receiver are connectec to the directional antenna associated
with the "stronger" omni antenna. If, at this time, the AGC signal is present together with the proper ID
code, the system disables the reciprocal bearing loop and closes the receiver loop (AUTO TRACK) and LINK
LOCK is indicated. When SYSTEM LOCK indication is received, the transmitter is switched to Data Mode
operation whenever the Operate Mode has been selected. See Figure 60-10 for a photograph of the Sensor
Operator's Control Panel.

If inadequate signal reception occurs during the upper omni antenna dwell period, the transmitter
and receiver are switched to the lower omni antenna and the above procedure is repeated, substituting
lower antenna functions for previously described upper antenna functions.,

If acquisition does not occur during the lower omni antenna dwell period of 18 seconds, the trans-
mitter and receiver are switched back to the upper omn? antenna and the initial procedure is repeated. A
similar procedure is employed for the acquisition of the Surface Terminal by Sensor aircraft.

2.5 Airbo; irectional Antenna

The Directional Antenmna opervtes as a spaced, duplexed transmit/receive, azimuth tracking antenna.
The antenna employs monopulse techniyues to track a coded signal while simultaneously receiving a beacon
or command signal and transmitting wideband data signals. Figure 60-11 is a photograph of a C-Band and
K-Band antenna used in JIFDATS.

The directional transmitting and receiving arrays consist of a broadside of 8 rows (C-Band), 12 rows
(K-Band) of short monopoles mounted on a ground plane and spaced approximitely one-fourth of a wavelength
apart. Each row of elements consists of a reflector, a feed, and several director elements forming a Yagi
configuration., The elevation beamwidth of the array is determined by the number and longitude spacing of
the elements. The azimuth besmwidth is determined by the number of rows of elements and spacing of the
elements, The gain or directivity of the antenna is a function of the horizontal radiating area measured
in square wavelengths.

The angle of maximum radiation above the horizontal is a function of the phase velocity in the end-
fire radiating elements, which, in turn, are functions of the length, diameter and spacing of the monopoles,
The taper on the length and the spacing of the monopoles is adjusted to provide optimum azimuth sidelobe
levels. The antenna design permits the use of a single-channel output instead of the normal two-channel
outputs required in monopulse tracking systems. The array uses stripline-combining techniques. A spoiler
is mechanically switched in to change the elevation coverage from 15 to 30 degrees.

2.6 LOCKUP

Upon completion of the Sensor-Relay or Relay-Surface-Terminal linkup, a 'link lock' confirmation is
exchanged and displayed on the oper ‘or panels. A 'system lock' confirmation is exchanged and displayed
when the Sensor-Relay-Terminal or Se.sor-Terminal linkup has been satisfactorily completed. The linking up
of any pair of JIFDATS subsystems can be achieved automatically within 90 seconds with no prior knowledge
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of each other's relative or geographic location. If any part of the link 18 interrupted, a ‘link lose®
indication is displayed on all operator panels and a high-speed reacquisition routine is executed to re-
establish the affected link and reconfirm 'system lock’.

Tracking 18 continued by a rate memory servo for 10 aeconds after link loss prior to initiating the
reacquiaiticn cycle. This shortens the communication down time during temporary fades, interference or
extreme aircraft maneuvers.

The airborne antenna coverage is adequaie to permit data link performance in a wide range of attitude
variations of the sensor or relay aircraft. Coverage 18 achieved by use of upper and lower antennas, and
variable beamwidth. In cases of severe sensor aircraft maneuvera, data transfer may be degraded, but track-
ing can be maintained by use of the sensor's beacon-only mode.

2.7 Manual Acquisition Mode

The JIFDATS acquisition and tracking systems provide a manual override capability for each airborne
terminal and the surface terminal. In the airborne systems, the operator selects manual operation by
pulling out the Antenna Bearing Controller knob. This action switches the appropriate receiver and trans-
mitter to the pre-aelected Directional Antennas. At the same time, the LINK LOCK indicator becomes an ID
code indicator. Rotation of the Antenna Bearing Controller provides the operator with a variable slew rate
capability in order to orient the antenna to the proper bearing (in the manual mode, LINK LOCK can he
assured only when the general location of the signal source is known). In the Relay aircraft, signal
strength meters are provided; consequently, recepifon of an RF signal and its relative strength is indicated.
No signal strengtx meter is provided in the Sensor aircraft due to a lack of panel space; however, if its
antenna receives an authentic signal, the ID code indicator lamp will illuminate (manual mode only),
thereby providing a basic source of feedback to the operator,

Subsequent returning (pushing-in) of the Antenna Bearing Controller to the automatic mode position
will result in:

(a) Immediate automatic trscking if an authentic signal of adequate magnitude is present,
7o) The autoriatic acquisition sequence if either of the above conditions are not present,

At the Surface Terminal, the Manual position mcde of operation may be selected as a secondary oper-
ating mecde. The antenna's position may be controlled by the Azimuth and Elevation Manual position controls.

The Manual position controls are connected to the 1:1 synchro to: wue receiver (TR) rotor through an
electro-mechanical clutch and a gear train. The gear ratio is 15:1 producing one revolution of the TR rotor
for 15 turns of the control. The clutch is energized by 28 volt current supplied by logic whenever the
Manual mode is activated.

3. TYPICAL SCENARIO

The following is a scenario designed to illustrate the operation of the JIFDATS system., The 1illus-
trations below depict a typical JIFDATS mission plan and a nominal flight profile for the Sensor and Relay
aircraft, The aircraft launches from the base after preflighting the equipment, climbs out under departure
cortrol and corducts a post-launch equipment test. The Relay aircraft acquires the Surface Terminal after
entering assigned orbit. The Sensor aircraft then initiates acquisition of the Relay aircraft just prior
to entering the threat area. After system link-lock is established, the Sensor aircraft turns toward the
target arza and descends for the run, leveling out at the Initial Point (IP); makes the rum using the KS-87
camera as the sensor; climbs out after the run and returns to base. Tactically, the aircraft could make
additional runs on other targets to the limit of fuel or film.
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In preparation for the mission, the sensor aircraft is serviced ard equipment preflighted. These
activities are conducted by the flight line crew and way be additionally checked by the aircrew just prior
to or during the aircraft preflight inspection and checkout.

Since a photo mission is scheduled, the ground servicing crew performs the following operations:

e Inspects and services the In-flight Photo Processor Scanner (IPPS).

Loads film,

°
® Inserts the mission ID code in the status controller.
'}

Performs an external inspection of the subsystem equipments.

Prior to applying ground power to the 8 craft and equipment, the operator's control panel and
circuit breakers are checked for proper positi ing (protective mode). After power is applied, the system
is warmed up by placing the operator's Mode Select Switch to STANDBY. When system READY is indicated, the
system is placed through a preflight test cycle by selecting TEST on the Mode Select Switch. When the TEST

"IN PROGRESS indication extinguishes, the system is GO and the preflight is complete. At that time, the
system is placed to STANDBY. In the event the system should malfunction, a FAIL indication would be pre-
sented on the control panel and examination of the BITE panel in the pod will provide information as to
the location of the fault. Corrective action may then be initiated and a new test cycle conducted after
repair or replacement.

The Relay aircraft preflight activities are similar to, but not as extensive as, the Sensor aircraft
preflight functions. In this case, ground servicing prior to conducting system check-out consists of
inserting the mission ID code in the Status Controller and conducting a visual inspection.

The preflight check-out is started by verifying that the system is in a protective mode, by inspecting
the operator contro’ panel and circuit breaker panel. After ground power is established, the system is
warmed up by selecting the STANDBY mode on the control panel. When the READY light illuminates, the system
is returned and placed through a preflight test cycle by selecting the TEST mode. Upor completion of the
test, the system is returned to STANDBY in preparation for launch. If a malfunction is indicated, the BITE
panel will provide information as to its location so that immediate corrective action can be initiated.

The Surface Terminal pre-mission preparations include those activities necessar; to initially prepare
the Antenna Terminal and Recording Terminal for receipt and recording of transmitted reconnaissance data
resulting from a JIFDATS tactical mission.

The Surface Terminal operation crew first conducts a mechanical equipment checkout prior to applying
power to the system. This check consists of the following:

o Verify that equipment and circuit breakers in Surface Recording Terminals (SRT) are in
protective mode.

e Enable power supply.
o Inspect power, coaxial and communications cables.

e Conduct visual inspection at Surface Antenna Terminal (SAT).

After the mechanical inspection has been completed, power is applied to the SAT and SRT and the SAT
is placed in STANDBY mode. After warmup is completed, the Tracking Antenna and Data Link equipment is placed
through the test cycle. Coincident with these activities one of the operators initiates pre-mission ser-
vicing of the Photo Recorder Processor Viewer (PRPV). After verifying that servicing is complete, which
includes film and expendable supply loading, power is applied to the recorder and GO status is verified.
With the SAT in STANDBY mode and the recorders in OPERATE mode, the remaining pre-mission activities are
completed, which includes checking mission schedules, supplies and routine housekeeping. At the completion
of these activities, one of the operators notifies the appropriate operaticns center that the terminal is
ready for tactical mission transmission as per schedule.
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Tactical mission operatfons start with the Sensor
and Relay aircraft takeoff, departure, climb and initial SENSOR CONTROL PANEL SETUP

cruise. All preflight and pre-mission operations have
been completed and all svstems GO. The Sensor aircraft
has leveled off after climb to cruise altitude and 1is
ready to initiate a post-launch test of equipment.

To test and verify the system status, the operator
sets up the control panel as illustrated:
1. Selects Channel 3 for transmission,
2. Selects RANGE mode - LONC.
3. Enables Tracking Link.
4, Selects PHOTO mode.
1 5. Selccts MEDIUM Resolution Mode for data transmission,

-“Ex p=>Po ZZO0NmMn

6. Selects TEST mode; initiates the test by depressing
the TEST switch; and monitors TEST IN PROGRESS indi-
cator and FAIL indicator. When IN PROGRESS indicator

3 extinguishes, the test cycle has been completed and

the system is GO.

RELAY CPERATOR’'S CONTROL PANEL SETUP
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After the Sensor aircraft is launched, tie
Relay aircraft takes off and initiates a climb to
cruise altitude, After reaching cruise altitude,
post launch activities are initiated.

At this time, the Relay aircraft operator
sets up the control panel in preparation for con-
ducting the first mission and in-flight system test.
As illustrated on the control panel, the following
selections are made:

<prmmo »-p0O ZZ0Nnmx |

1. Selects Channel 3 for reception of sensor
aircraft transmissions.

Selects sensor range mode - LONG.

Selects Channel 2 for transmission of data to
the Surface Terminal.

w

4, Selects Surface Terminal Range Mcde - LONG.

(:) .‘ (3) 5. Selects TEST Mode; initiates the test by de-
pressing the TEST switch, and monitors TEST IN
& PROGRESS Indicator and FAIL Indicator. When the

test has been completed, the TEST IN PROGRESS
indicator extinguishes.

Subsequent to the aircraft departures and in accordance with the mission schedules provided, the
operators proceed to set up the equipment for acquiring the Relay aircraft and subsequently recording the
reconnaissance data.

To set up the Surface Terminal equipment for acquisition of the Relay aircraft and receive data, the
following selections are made on the control panels located in the SRT.

1. The first mission ID code of 35 is set on the thumbwheels.

2. The K-Band select switch is depressed.
é 3. Selects Channel 2 for reception of data from the Relay aircraft.
4, Selects 35° EL SCIR for the antenna.
5. Verifies that system is GO.

At the completion of these activities, thz Terminal is now ready to be placed in operational status
te acquire the Relay aircraft at the scheduled time.

A drawing of the Terminal Control Panel is shown on the following page.
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4 As the Sensor aircraft approaches the threat area and the Relay aircraft approaches the orbit area,
the Surface Terminal initiates acquisition operations. The results of this activity will establish the
Relay/Terminal Link-Lock.
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The Surface Terminal operator, in accordance with the mission schedule time, initiates link-
acquisition with the Relay aircraft as follows:

1. Sets Mode Switch to "OPERATE".
2. Depresses "AUTO SEARCH" switch.

After enabling the system, the operator verifies that the following indicators are illuminated:

® K-Band

e SYSTEM GO

e 35° EL SCTR

e LOCAL
Antemna begins to search through 36)° and periodically the elevation angle changes.

The Relay operator, in accordance with the mission plan, initiates link acquisition with the
surface terminal as follows:

1., Sets mode selector switch to OPERATE.

2, Verifies that ANTENNA BEARING indicator is rotating.




After enabling the system, the operator verifies that the following indicators are illuminated
and modes sclected:

e Range LONG (Sensor and Terminal)

o Antenna - AUTO

e Channel 3 for Sensor

e Channel 2 for Terminal

3 TERMINAL CONTROL PANEL RELAY OPERATOR'S CONTROL PANEL
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With both the subsystems enabled and active at this time, the following sequence of events takes
place automatically:
e The Relay starts “ransmitting a beacon signal through the OMNI anterna.
e The Terminal Autenna starts searching for the Relay Beacon signal.
o The Relay aircraft directional antennas start searching for a beacon signal from the ground;
however, this beacon has not been enabled.
RELAY-TERMINAL LINK ACQUISITION INITIATED
RELAY AIRCRAFT

"""-_,..%.
f::? B v
® TRANSMITS BEACON SIGNAL :
THROUGH OMNI-DIRECTIONAL ! /./
ANTENNA i

ANTENNA TO ACQUIRE BEACON

\ “‘z_‘
© SEARCHES WITH DIRECTIONAL - j W Sa
SIGNAL FROM TERMINAL \

K BAND

"",r—hhq:::‘_‘h ~——

- }¥é) ® SEARCHES TO ACQUIRE RELAY'S
" K BAND BEACON SIGNAL

® K BAND BEACON TRANSMITTER
IS NOT ACTIVE

The Surface Terminal Antenna first acquires the Relay aircraft beacon signal on the acquisition
horns, decodes the iD and causes the antenna to start tracking the acquired siynal, After positioning
(pointing) the antemna in the correct azimuth and elevation, the antenna switches automatically to a
pencil beam and the surface terminal beacon is enabled.

The Relay aircraft meanwhile is searching for the beacon signal on the directional antennas. When
the beacon signal from the ground is acquired, the ID is decoded and the directional antennas stabilize
in azimuth and eleyation angle. At this time, the transwmitter and heacon signal is switched to the
directional antenna that has acquired the ground signal. Link-lock has now been established.
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RELAY ACQUIRES TERMINAL
4 (LINK LOCK)

RELAY AIRCRAFT

@ACQUIRES TERMINAL SIGNAL THROUGH %’E”’:ﬁ”:
DIRECTIONAL ARTENNA L=

@ COMPLETES ACQUISITION CYCLE AND
TRACKS TERMINAL SIGNAL

@ SWITCHES TRANSMITTER TO DIRECTIONAL
ANTENNA

@ TERMINAL TRACKS RELAYS SEACON
SIGNAL

@ TERMINAL TRANSMITS SEACON
SIGNAL

While the acquisition cycle is being accomplished automaticallz, the Relay and Surface Terminal
operators need only to monitor the process on their control panels. At the completion of acquisition,
the operators will be presented with the following indications.

RELAY

1. Signal Strength Meter will advance to an optimum position.
2. Antenna Bearing Indicator will stabilize in azimuthk.

3. ‘Terminal Link-Lock will illuminate.

TERMINAL

1. Relay Link-Lock will illuminate.

In addition, the signal strength meter will advance to an optimum position; the antenna azimuth
indicator will nearly stabilize; the AUTO TRACK and AUTO ACQ ENABLE indicators 1lluminate; and the BEACON

INDICATOR illuminates providing information that beacon data is received. In addition, the following
indications are also i1lluminated:

e K-Band
e System GO
e 35° EL SCIR
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Just after the Relay and Terminal have established link-lock, the Sensor operator notes that he is
scheduled to acquire the relay and sets the Mode Select Switch to OPERATE. This action enables the system
for automatic acquisition of the Relay aircraft as follows:

o The Sensor starts transmitting a beacon signal through OMNT antenna,
e The Relay is searching for the Sensor beacon signal with the directional antennas.

e The Relay acquires the Sensor beacon signal; decodes the ID and completes the acquisition
cycle; and begins tracking the Sensor signai.

e The Relay transmits bearing/lock data on the up-link heacon signal to the Sensor.




The Sensor receives the Relay bearing, lock data through the omni antennas.

: ® The Sensor directional antennas respond to the bearing data provided and point in the direction

£ of the Relay aircraft. At this time, the Sensor is ready to switch beacon transmisst‘on to the
1 Directional Antennas.

RELAY ACQUIRES SENSOR

® RELAY ACQUIRES SENSOR SIGNAL

: T et ® RELAY COMPLETES ACQUISITION CYCLE AND
1 z s e TRACKS SENSOR SIGNAL
SENSOR

® RELAY TRANSMITS BEARING/LOCK DATA IN
BEACON SIGNAL TO SENSOR

Laiteasy

@ SENSOR CONTINUES TRANSMITTING BEACON
SIGNAL THROUGH OMNI ANTENNA

@ SENSOR CONTINUES LISTENING FOR RELAY
SIGNAL WiTH BEARING/LOCK DATA

] During this acquisition operation the relay operator need only monitor the Control Panel for indi-

cations. As soon as the relay has acquired the sensor signal and started tracking, the following
indications are present:

4 1. The signal strength meter will advance to an optimum position.

2. The antenna bearing indicator will stabilize to indicate tracking of the sensor beacon signal.

With the system locked between the Sensor and Relay aircraft, the following indications will be
presented to the Sensor operator.

1. The antenna bearing stabilizes at tracking rate.
2. The LINK indicator iiluminates.

RELAY OPERATOR'S CONTROL PANEL SENSOR OPERATOR'S CONTROL PANEL
(RELAY ACQUIRES SENSOR) (SENSOR ACQUIRES RELAY)

TERMINAL

Q@) sramss

ATTRACKING RATS

SN@) moicars

SINSON/RNIAY LOCK
@ SIONAL STASNGTN

@ STABLIZSS AT 15ACKING BATS

Upon receipt of the bearing-lock data frcm the Relay, the Sensor responds as previously described.
When the Directional Antennas on the Sensor aircraft have been pointed at the Relay, the Senscr switches
the receiver and transmitter to them and starts tracking the Relay beacon signal. At this point, the
Sensor and Relay are tracking each other and the Sensor transmits a link-lock signal to the Relay aircraft,
Upon receipt of this signal, the Relay transmits the Sensor link-lock signal to the Surface Terminal.
When the Terminal receives the Sensor link-lock signal it generates a system-lock signal and transmits it

up-link to the Sensor aircraft. With the system locked so that data can be transmitted, the terminal
begins receiving a QPSK modulated signal.
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- With the link established between the Sensor and Relay aircraft, and the Relay aircraft and Surface
3 Terminal, a system-lock has been established. At this time, the following indications are present on the

operator's panels:
SENSOR
1. Link illuminated -- Sensor to Relay path established.
2. SYSTEM illuminated indicating a data path to the Surface Terminal.

Additional indicators illuminated are:

o TFHOTO SELECT

e TL ON

e Slack Box Empty
e Range - LONG

RELAY

1. Signal strength at terminal beacon signal carrier.
2. Lock indicdtion with terminal,

3. Signal strength of sensor beacon carrier signal.
4

. Lock indication with Sensor.
An additional indicator illuminated is:

e Range - LONG for both sensor and terminal

SENSOR OPERATOR'S CONTROL PANEL LINK LOCK INDICATIONS RELAY OPERATOR'S CONTROL PANEL LINK LOCK INDICATIONS
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System lock indications on the Surface Terminal control panel are as follows:

1. Signal strength of Relay beacon carrier,
2. TRACK LOCK illuminated indicating that the terminal 1is tracking the Relay.
3. LINK LOCK illuminated, indicating a data path between the Relay and Terminal.




4-13

DATA illuminated, indicating that the Sensor has switched over to 1*' \ mode.

w

o

. MEDIUM resolution, indicating photo sensor selected,

~

. BIT quality, indicating the quality oi" the data signal received.

In addition, the following other indicators cre illuminated:

e K-Band

e System GO
e 35° EL SCIR
e LOCAL

] SURFACE TERMINAL CONTROL PANEL LINK LOCK INDICATIONS
: (SYSTEM LOCK)
‘@ :::‘l“:m‘:f“ RECEIVED

FHOTO DATA
""""'@ SELECTED

__,...@ DATA SIGNAL RECEIVED

ATATEE STATME NS COMINOL

,@ SYSTEM LOCK

- — (3) unx Locx

Gt (I

1) SIONAL STRENOGTH

__-® TRACK LOCK

The Sensor aircraft is now approaching the target area and is maintaining LINK LOCK with the Relay
aircraft which is flying a holding pattern. At this point, the Sensor aircraft makes a rapid descent,
leveling out at 2000 feet altitude over the Initial Point, Over the IP the sensor operator verifies
system status and the selections made on his control panel. At the camera ON point, the KS-87 camera is
activated on the reconnaissance panel and the JIFDATS equipment responds accordingly.

When a violent maneuver is executed, the limits of the antenna beamwidth in the vertical plane can
be exceeded for a short interval of time. An explanation of the effects of the link break follows:

SENSOR - RELAY LINK BROKEN

RELAY A/C
oy

LINK BREAKS BECAUSE OF Fa b

VIOLENT MANEUVER
SENSOR A/C 2’)

SENSOR CONTINUES TO _lﬁ
ACQUIRE IMAGERY =

SURFACE ANTENNA
TERAINAL

) SURFACE RECORDING
¥ TERMINAL
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When the pilot makes a violent maneuver and the Sensor/Relay link is lost, the Sensor operatur is
given the following indications on his control panel:

1. The SYSTEM and LINK indicator extinguishes.

2. The ANTENNA BEARING indicator continues to track at the previous rate for 10 seconds, then

automatically switches to the acquisition rotation rate. Also, the FOOT SCAN meter stops
advancing.

When the link was broken, the scanner stopped advancing film and data transmission terminates. The
processor, however, continues to feed film into a secondary slack box until the link is automatically re-
established. If the link is not established in 10 seconds, and this probably would happen, the Sensor
would re-acquire the Relay using the procedures previously described.

The Relay operator, monitoring his control panel, notices the following indications when the link
is broken:

1. The SIGNAL STRENGTH meter drops until the link is re-established.

2. The Sensor LOCK light extinguishes until reacquisition.

3. The ANTENNA BEARING indicator continues to track for 10 seconds and then rotates at acquisition
rate until it reacquires the Sensor beacon signal,

Since reacquisition is an automatic function, the operator has only to monitor his panel until the
link to the Sensor is re-established.

RELAY CONTROL PANEL LINK LOSS INDICATIONS SENSOR CONTROL PANEL LINK LOSS INDICATIONS
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il FOR 18 55C AMD REVSATS 1O "3 55C AnD THEN RUVIATS TO
ACOVINTION 00TATION ACOWNITION 00TATION
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During the momentary link break, the camera coiatinues to acquire film and the reconnaissance run
is completed with no further incidents as the link is re-established in a few seconds. Immediately after
completing the run, the Sensor aircraft initiates a climbing turn, withdrawinrg from the target area and
heads for base after reaching cruise altitude.
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When the reconnaissance aircraft completes the run over the target, the Sensor Operator shuts down the
camera on the Reconnaissance Control Panel., Shutting the camera OFF, stops the film feeding into the IPPS.
However, the IPPS still has film to process and scan for data transmission. Therefore, his only duty for

the next several minutes will be to monitor the control panel for indication that processing and scanning
is complete.
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The Surface Terminal automatically recognizes that the PRPV operate command has disappeared when
the last frame has been scanned by the IPPS in the Sensor sircraft,

This action, in turn, causes the Terminal to generate an BEnd-Of-Target (EOT) signal which is trans-
mitted to the Relay aircraft and displayed. The PRPV continues to process reconnaissance data until the
last image recorded has passed the viewer. At that time the terminal PRPV transport will stop.

When all the film has been processed, scanned and the data transmitted, the sensor operator veri-
fies this fact by noting the following:

e Slack Box EMPTY indicator illuminates.
o FEET SCAN Counter stops advancing.

At this time, the operator depresses the EOM indicator switch. This action causes a signal to be
transmitted to the Surface Terminal and, in turn, it is transmitted to the Relay aircraft. If no more
targets are scheduled, the operator sets the Mode Selector Switch to STANDBY and proceeds to Base,

Upon receipt of the EOM signal from the Sensor aircraft, the Surface Terminal operator down loads
the JIFDATS reconnaissance imagery and prepares to deliver it to the Imagery Interpretation Facility for
rapid target detection and other exploitation.

If the Interpretation Facility is in the immediate vicinity, the film will be ouickly handcarried
between shelters. 1If, for some operational reason, the Surface Terminal must be remotely located, vehicle
couriers may be used to that extent necessary.

The mission results given in this illustration may be considered typical of route reconnaissance
type sorties. Of interest is the fact that more than 50 feet of film can be made available for rapid
target detection and command use approximately 12 minutes after the aircraft ended its reconnaissance
run., For a point target requiring cover of only 5 feer of film, the time would be coneiderably less.

4, CONCLU'SIONS

Among the advanced state-of-the-art technologies employed in several areas of JIFDATS are: 1) the
digital modulation-multiplexing technique which extends the range of transmission, increases the rate of
data transfer, and accommodates a wide variety of sensor output characteristics; 2) the design of the
airborne directiona! antennas which have high performance characteristics for their small size; and 3) the
film processing technique in the airborne photo processor-scanner set as well as the two surface recorder-
processor-viewers, in which high resolution imagery is reproduced in near-real time,

This paper has attempted to describe, in general terms, the JIFDATS system and more specifically,
the automatic acquisition and trackirg techniques empluyed in pointing the directional antennas of the two
aircraft and the qround terminal. At the time of its writing (June 1, 1972) the operation of this system
has been verified >y several months of flight testing at Edwards Air Force Base, California.
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Fig.1 JIFDATS data transmission system

Fig.2 RF-4C sensor aircraft — flight test




RECAY AIRCRASY

S WN-LINK —»

K-BAND
BEACON
RCVR

-— yP-LINK g
+
SAR WBA
DOWN-LINK = DOWN-LINK -»
DIGITAL C-8AND DOWN WCVR- DIGITA. REMOTE
TA -
PHOTON z::gmn . [ty oY, DEMOD SécopEn mp TELMINAL
MmOD
i AUX DATA DETECTOR
SAR = AUK CONTROLLER RECORDER-
DATA CONTROLLER | PROCESSOR
l VIEWER
BEACON
up- C-BAND BEACON -
LINK BEACON P f,':((gg:: PHOTO
COMMANDS RCVR RECORODER
-— PROCESSOR
- UP-LINK UP-LINK VIEWER
SURFACE TERMINAL

SENSOR AIBCRAFT

Fig.3 Data transmission system block diagram

CHARACTERISTICS rriotvy pag | BATEOT 2y saroprs | ek
¢ 23 2
TRACKING ANTENNA oM s MONOS " AN
K 069 4448
{CONE»
¢ Az nop
o Az 0o
COUISITION ANTEANA [ SoUNTIAL 10B1%G
X Ty ;
Bon <agR |

BEAM GEOMETRIC

DEFINITION \ /

ACTUAL BEAM \

NOTE:

PATTERN ANGLE STATED
AT -3 db FROM PEAK GAIN

ACQUISITION PARABOLIC
HORN ANTENNA TRACKING
K-BAND ANTENNA

ACQUISITION
HORN ANTENNA,
C-BAND

Fig.4 Antenna patterns — surface terminal




or

4-18

bt )

A=

4 SYETEM STATUS AMD COMTROL

e B |

Fig.5 Surface terminal cperator’s control panel

ELEV ATION
CONTROL r-il TACH
[ XxMTR | SLEW RATE 20°/SEC
SEARCH ANGLE |4° I ﬁ

(ASQ OR ARQ)
L -4 SYNCHRO Jp® SLEW
EL CMD.

TRACK  SEARCH

35° COVERAGE SHOWN; /

60° COVERAGE REQUIRES TWO

PENCIL

ADDITIONAL ELEVATION SECTORS
\ BEAM
S T ELEV.S TRACKING) =, RCVR TIME-SaRED }
) Y AFTER AZ ACQUISITION
i = CVH . BROAD ! \ "
27D ELEV,- 7S BEAM
SECTOR \. « (ACQUISITION)
. B ST %
o PR AZ
15T ELEV. """'"""‘---.... AZ
HIGH MED LOwW ' CMD.
~———ANTENNA SENSITIVITY \ |
h — SERVO |
AZIMUTH
N ’
CONIROL I (TRACK  SEARCH)
SLEW RATE 33°%/SEC L II TACH |
SEARCH ANGLE + 180°

(MSQ)

Fig.6 Acquisition — surface acquires sensor or relay




4-19

Fig.7  Surface antenna terminal at test site

Fig.8  Relay aircraft operator’s control panel
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DETSRMINATION OF AN OPTIMAL TRAJECTORY

IN THE PRESENCE OF RISK

A. Tiano, P. Dagnino, M. Piattelli

Laboratorio per 1l'Automazione Navale
Consiglio Nazionale delle Ricerche
Genova
Italy

SUMMARY

Let us consider a controlled dynamic system, displacing within an assigned space, where "r" moving
targets are contained.

The purpose of this report consists in choosing an optimal coatrol sequence transferring our system
from an initial point to a preset terminal point. In our case, the optimal trajectory is the one which,
complying with some safety constraints imposed by the targets, minimizes a given cost function, Assuming
that the system may be supplied with periodical information about the motioa of the targets, we can determine
a numerical aigorithm utilizing a dynamiz programming procedure. This procedure is applied to two practical
problems:

- marine anticollision aided by computerized radar systems in the presence of N targets;
- determination of an optimal evasion strategy in the presence of cyclonic disturbances.

The solution of the former applicatior is subordinated to the presence on board of a computer interfaced
with a radar, while the latter application is based on the availability of periodical radio weather messages.

ie INTRODUCTION

The development of transports by sea and the consequently increased shipping density have aggravated
the problem of the prevention of collisions at sea.

Although ships have been equipped with modern radar systems and with diffe:. ant devices intended to
facilitate the manual plotting, the collision danger is not yet completely averted; on the contrary, according
to recent statistics, the frequency and cost of collisions at sea have increased remarkably, and this is
mainly due to the larger size of the involved ships.

Furthermore, the traditional plotting presents the following limitations: the changes of course and
spreed of a ship are often assessed with a remarkable delay and therefore the necessary precautionary
measures are taken too late to have sure prospects of success; the number of the contemporarily considered
targets is very small owing to the laborious work required for the manual tracking of each of them; the
check of the validity of a preset evasive manoeuvre requires a laborious plotting.

In order to obviate such difficulties, a number of anticollision systems have been developed involving
the use of a computer interfaced with a radar, The computer aids the radar operator elaborating in real time
the kinematic characteristics of a certain number of targets which are auto-tracked by the system,

The computer alerts the crew of collision danger by an appropriate alarm and points out the threatening
target.

The vperations that can be performed by such computerized anticollision c¢ystems are:
- auto-tracking of the targets by manual .r automatic inizialization;
- automatic determination of the targets'position, speed and course;
- prediction of collision danger, deduced from the above infcrmation;
- eventual suggestion of evasive manoeuvres;
- check of the evasive manoeuvres.

Such systems, however, still present serious limitations: first of all, anticollision automatic systems
supply the operator only with an informative picture of the situation, but they do not give any suggection,
in case of collision danger, about the tactical geometry or the strategy to be adopted in order to formulate
& manoeuvre plan. Therefore, the operator must select a safe manoeuvre experimentally, and this imposes a
remarkable mental strain on him, just when he finds himself under the psychological pressure of the impending
danger,

The manoeuvre plans suggested by the operator are checked by the computer, which, however, tests only
whether the immediate danger situation is about to be overcome or not. In the worst situations,.,a manoeuvre that
had been formulated only on the ground of the threat assessment of a particular moment, may lead to the
impossibility of reaching the preset destination or, anyhow, to a more threatening situation than the escaped
one,

In short, the above mentioned serious limitations may be swmmarized as follows:
- the operator is demanded to perform an excessively laborious and hard work;
- the anticollision problem is faced only by an immediate tactical procedure and not by a strategic method.
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The approach proposed in this article tries to obviate such difficulties, since:
- it presents a manoeuvre plan, with qualitatively optimal characteristics, to the operator who has only to
take an acceptance decision;
1 - it calculates, in real time, the wnole manoeuvre sequence extrapclated in the future as long as to reach
the destination point, in other words, it presents a complete and constantly updated masceuvre st.categy.

2. STATEMENT OF THE PROBLEM

Let us consider own ship as a controlled dynamic system, whose state vector at time T, g(t), is
described for every te [to, + o ) by the differential equation:

¥

% = £ () (2.1)

Lol 12 caadie £

where the state vector _§ = (a, B), constituted by the ship's position coordinates, beiongs o a given sea
region XcC R2,

The control vector u = {¥,®), which is suppcsed to be constituted by the ship’s speed and ~ourse,
3 belongs to a suitable control set U, which takes the ship's characteristics into account,

e

The explicit form of Eq. (2.1) can thus be written componentwise:

:
E d
3 S - ¥ (t) cos &(t)
. dat
1 (2.2)
t_ dB
—— = ¥ (t) sin P$(t)
dt
Let us suppose that the above system must be transferred from an initial point 5_0 5 _§_ (to)to a given

] terminal point ﬁg = £ (tp) and that there is a cost functional V( §,u,t¢) associated to each admissible
trajectory § (t,u) connecting these points.

Within the sume sea region X, there are 'r" moving targets, the morions of which are describec by
equations analogous to Eq. (2.1):

ank

dt

= gk (m¥,g%,t) K = Tye00r (2.3)

{ where the control vector _gk, at the k-th target's dispcsal, is suppused to belong to a given control set
: 2
gk c Re.

Now, let us associate a risk function of the type:

¢ : X x X —> R K= 1,00ar (2.4)

to each admissible trajectory of the system, taking some safety requirements, imposed by the presence of the
moving targets, into account.

Supposing that at the initial time t, we have:

(pk(_g_ (to)y Z’_k (to)) =0 k= 1yeeer (2.5)

then we shall require for every k = 1,...r and every te€ [to.tf] that

Pk (5 (tyu), 7* (t,g5)) 20 K = 1ya0er (2.6)
for all gk € Qk.
In our case, the risk functions (Dk are assumed to be of the form
\ X >
P =a(§(tu) 7 (tvg_k)) i (2.7)

where € is a positive number and d 1is the euclidean distance in R2; we shall thus have a collision
avoidance problem, Therefore, the constraints expressed by Eq. (2.6) mean that, at each time instant,
collisicn is avoided if the distance from each target is not inferior than a preset safety value &

The problem we vant to solve may be formulated as follows:
"Determine a control E.(t)v based upon observations of the targets'trajectories, which transfers the system
(2.1) from the initial point _§_o to a given terminal point _§f, and minimizes a given cost functional
v {§ , ustg), while avoiding collision till time tg."

From the operational point of view, we have thought it rather justified to adopt the transfer time
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ty -~ t5 as the cost, since in most cases, this is the same as minimizing the ship's cost.

The solution of this problem within the variational optimal control theory, even in such a simple
case, is rather difficult because of the presence of time-dependent constraints, in relation to the time
evolution of the above mentioned targets.

In this connection, we mention the solution proposed by Warga [{] wvithin the relaxed control theory
and the solution suggested by Friedmann [2] within the pursuit-evasion differential games.

In this article, hovever, in accordance witk the need of a numerical solution, the problem will be
expressed as a multistage decision process and will be solved by Dynamic Programming.

Anyhow, we observe that 2 soluticn of the rroblem irvolving a time-continunus choice of the control
law g(t), based on continuous observations of the targets' states, may be undesirable from the practical
point of view. In particular, the problem has been studied with the view of an immediate operatioral appli-
cation aboard ships equipped with computerized anticollision radar systems,

3. COLLISION AVOIDANCE AS MULTISTAGE DECISION PROCESS

Let us refcrmulate our problem in terms of a multistage decisicn process.

The proposed method allows us to obtain a numerical solution by means of an heuristic adaptation of
the Dynamic Prezramming algorithm, which takes the risk functions, associated to the moving targets, intec
account, Therefore, let us discretize the ship's possible routes vhich are obtained by joining the initial
to the terminal point. For this purpose, we utilize the grid shown in Fig. 1, which consists of a finite
number of possible crossing points.

We consider the columns of the crossing points as stages of the process and associate a state variable
X, to the n-th stage; x, is supposed to take only a finite number of values vhich are represented by the
crossing points of the n-th column,

In this way, the set of the possible states belonging to stage n is:
Xn = {x;ll,... xnk“} n=30,..eN (3.1)

vhere k, denotes the number of the possible crossing points of the n-th column. The process lasts N+?
stages.

The geometrical structure of the grid, which depends on the presence of natural obstacles and also on
computing opportunities, will thus be completely defined as follows:

Xo € Xg ={xg}

Xa = (e o) (3.2)

Xy € Xy = {"111}

Supposing that at time t, own ship is at state x,, a decision must be taken about the value of the
state Xxp,q Wwe vant to reach at the subsequent stage,

Xn

It is convenient to reduce the number of the possible decisions by introducing a transition operator
I‘n+1 , which,for every fixed value xj of the state variable Xpy defines a set of possible values for
Xn+1 ¢ given by:
. iy ij in . .
Toeq xh = {xn,,,-,,... Xp+lpeee xn+1} i 1€ 11€ i€ kney (3.3)

Of course, the following relation must be verified
k i

n
xn+1 =il=J1 r‘n+1 Xn H n= 1,---N-1 (3-4)

Reciprocally, if xp,4q 1is given, x, must belong to a certain set Pn::'l Xp4+qe COnsisting of those
states from which xp,q may be reached,

We shall apply the term "policy from state x, to state xy" to any sequence of possible states such
that:

€ Tnxpq n PRl *ner (3.5)

The set of all possible policies thus cuns:sts of the set of all discretized rcutes joining the initial
to the terminal point,

To eacn pair (xn, xn,,,-'), in accordance with the constraints expressed by Eq. (3.3), let us associate
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a value of the transition cost V.4 (xn, xm-.). represented by the time elapsed to perform the transition
itself.

Ve shall assume that every transition occurs at a constant speed, which must be not greater than the
maximum speed allowed by the sea conditions and by the currents between states x, and Xxp,q. Therefore,
the constant speed value will be:

v = ¥ (xn, Xp,q)

The cost of the transition is then:

1) = a(xy, Xpeq) (3.6)

Vner (kne Xpy
¥(xns Xpyq)

where d(x,, Xp.7) is tne distance between the two states.
Since the cost is represented by time, we can utilize the additive property, and therefore we can

associate a total cost reprecsented by

N-1
I Ve (ne Xpyq)
n=0
to any policy.
Bearing the kinematic aspect of our problem in mind, the equations describing the ship's motion during

any transition from a state x, to another state x,,q are of the type:

a(ty+ ¥)

n

Cp + ¥ (Xpn, Xp4q) cos B, 7
(3.7)
Ba*t ¥ (s Xneq) sin d, v welo0, V]

Blty+ 1)

where (@, B.), (@ {ty+Vne1), B (tp+V..q)),are respectively the position coordinates of the crossirg points
Xy and Xp4qs ty iS the time instant at which x, is reached and &, is the heading determined by the track
joining xp to X, 4. Thus, each cecision corresponds to the choice of a constant value (¥ (x5 Xp+1)s F1)
of the control vector, on thke time interval [tn, t, + Vn+{] during which the transition occurs.

Furthermore, such decisions, based on observations of the targets' positions, must take the safety
constraints,expressed by Eq. (2.6), into account,

For this purpose, let us assume that the targets are periodically observed at some given time instants
th = temdTy(m = 0,7,..0). :

Supposing to know the Eqs. (2.3}, which describe tke targets'movements for each admissible control
vector qke:ok, we can, on the basis of the latest m-th position observation, determine for every
subsequé;t time t, a set of reachable points R%. (t), consisting of the positions where the k-th target
may be found at all time instants t>t! (see Neustadt [3], and Sugino [41).

These sets define the forbidden areas, delimited by moving contour lines, from which we must keep,
during every transition, at a distance not inferior than the preset safe value €. We shall deal later with
a practical way for easily computing the reachable sets under the hypothesis of radar observations,

Let us associate a value of the risk <p§+1 (xny Xp4qi ty) to the n-th transition, represented by:

k
P

oy (ke Xpgat ty) = Min [a (5 (t, +0), Rl:r;l (tg +7)) =€ ] (3.8)

re[0, Vn+1]

K = Tyeeor

where E(*) = (a(+), B(*)) is the ship’s positicn vector describing her transition from x, to x

according to Eq. (3.7), and t, is the time instant at which such transition begins.

n n+1

The evaluation of the risk, expressed by Eq. (3.8), connects the minimum distance from the k~th target's
reachable set, at which the ship will find herself while travelliug from x, to Xu.q, to the safety radius
€. The minimum value of the distance exists under fairly general hypotheses on Eqs. (2.3) and on control

sets Qk, which assure the compactness of the reachable sets and their continuity with respect to time (see
Neustadt [3]).

The safety constraints (2.6) require that

¢LJ(M“XN4;%)2O i¥k = 1,007 (3.9)
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The problem we are dealing with consists thus in determining the optimai policy (xo,...xH) from the initial
state X, to the terminal state xy, which minimizes the travel time and satisfies the constraints (3.3)
for each n = 0,...N=1.

Owing to the dependernce of the targets' reachable sets Rk'(t) on index m, we rote that the case
m = 0 corresponds to the OFF-LINE determiration, while the case® m > 0 corresponds to the ON-LINE implementa

tion.
4. COMPUTERIZED RADAR SYSTEMS FOR COLLISION AVOIDANCE
The above introduced targets’ reachable sets are of the form:
t
k k k
) . a :a":+/ vi(T) cos Wle)er
R, (1) =< (a7, B )ex; B i (whyleasp  (4.7)
m
t

t
pk = Bi +/ wk(t) sin wk(t)dt J
t

k = 1,eeer

k k : . . .
where, according to Egs. {2.3), 9§ (t,) = (a_, Bk) is the k-th target's position vector cbserved at time t;,
and g¥ = (uk,q}) is its contrsl vector, which 1s ceonustituted -y the pair speed ané neading. g

It is worth noting tna: the use of the reachable sets, obtained from (4.1) is quite unprofitable from
a practical print of view, since such sets, by varying g on Q¥, may grow over and over, as time goes
by, gererating thus too larce fortidden areas.

In order to eliminate this inconvenience, we shall make some simplifyinc assumptions on the targets®
motion, basing ourselves on the availability on board of a suitaole computerized radar system, which may
supply us with complete information about the targets® kinematic parameters,

Computerized anticollision radar systems (which must be regarded as a part of more general integrated
navigation systems, like the one shown in Fig. 7) are ottained interfacing a radar wit: a computer, which
performs automatic calculations of the targets' kinematic parameters. Such calculations, which consist
mainly in conv~eriing range and hearing into position, spesd and heading, are baccd on filtering technigues
which combine recursively radar measurermants at successive times, in order to reduce the random errors
affecting such measurements. Once the targets' kinematic parameters have been determined, estimates of
their present and future positions can be made with accuracy, if their equations of motion are known a
priori.

For this purpose, we shall assuwme that the targets®' motion, during the time interval AT between two
subsequent observations. is described by equations of the type:

k k
ak{té +T) = a: + W, cos Y, € k = 14e00r
m=0y7500e (
4.,2)
kK k k T €/0,A4T
ﬁk(tr;1 +7t) = b, + vy siny T r d J

kK ok K-k y p -
where Qp, Bm, Wy Y, are the values of th= kinematic parameters at time tf;’l.

. - . k
X Fuprthermore, let us suppose to know, according to racdar statistics, the corresponding errors Aam, Aﬂi,

Awm'AVH’ affecting the observations,
Eqs. (4.2) do not mean but predicting tne targets' motions at successive time irc. i ts, on the basis
of the most recent observation and of the assumption of uniform rectilinear motion.

This assumption is satisfactory, acccrding to the normal operational praxis, as may oe Iwferrad from
the following practical considerations:
a) the uniform rectilinear motion is the normal operational condition of merchant ships and ti erefore is
the most likely condition;
b) the time interval AT between two Subsecaent observations is chosen in such a way that, within its dura
tion, the transients due to covrse var.ations, which are quite determining for anticnllision, can be
considered as extinguished.

13 :
The targets' reachable sets R.,(t) (we had better call the: predicted sets) are obtained by extrapo-
lating the uniform rectilinear mction to all time instants t >t} and by contemporarily taking the errors,
affecting the measurements of the kinematic rarameters,into account,

Since the positicn estimate is inferred from the estimate or speed and heading, le: us associate, to
eack. moving target, an angle amplitude 2A;§, whose vertex lies in the position ((zﬁ, Bi) at time t;, and
whose axis coincides with the heading direction wﬁ.

This assumption, together with the consideration of the error Awﬁ on the speed meaiurement, leads us

to suppose that, for each t >té, the k-th target lies,with probability 1, within the reachable set constituted
by the intersection between an angular and a circular region (see Fig. 2):
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: k
Ry (0= J(a g exs ©
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' k k k k k k
+v‘cosv (t-t,;) v e \.-m-dvm, "m"’d"m

(4.3)

et

k . ) 4 ) 4 k k _k ) 4
+v sin® (t-v) wvey -dy,y, +Avpm
Accordingly, the probability that the target, at time t, is out of such 2 set, is assumed to be zerc.

Se APPLICATION OF THE PRIRCIPLE OF CPTIMALITY

de determine now an optimal OFF-LINE pclicy for the collision avoidance problem, by means cf a dynamic
programming procedure.

Pirst ¢f all, we observe that, in the absence <7 targets, the possible transitions of the system from
one state to another of The following stage are controlled only by tke geometric operator rn+1 which acts
on the generic state x, Of the r~th stage according to Eq. (3.3).

1 In the presence of a risk cornected with the time evolution of the targets, it is opportune to
3 introduce a risk operator I,,,(t,) actir; on the states reachable from Xxp, and dependirg on the time t,
3 at which this state is reached.

This operator, owing to tke sarety constraints (3.9), acts explicitly 2s £o0llows:

i i: i ¥ k=1,..0r
1 j n
. I Xnaqameer Xppqeeees xm”] if ¢n+1“‘m xm,.,, t“)>0 ¥ j=14eeen
3 i i
Iner(tn) Ty 5y = : 2 . . (5.1)

] i i i, T PR YA : -
1 J n . k i ] 1 )
4 {x,m...., Ynaeeces x'n+1} if Praq(xp, Xpnps tn)<0 for sone k

Therefore, the. operator In”(t ) inhibits the possible transitions from a fixed state x to these
reachable states x'l 1 such that, for one target at least, the value of the corrvesponding r1sk is negative,

Jhe transxtlon risks ¢ (xn, Xns1i tn) are obtained, 2s we have seen in Section 3, by evaluating the
- reachable sets Rt (tn‘”) at each time instant, during the transition time interval [tn, t +Vn+ﬂ

¥e shall suppose that the value of t, is represented by the time associated to the subpolicy
transferrirg our system from x, to X, in an optimal way (that is in a miaimum time). We assume t_ = O
as the iritial condition.

For each stage, let us row define a set N, of forbidden states, which is constituted by those crossing
points which cannot be reached anyhow.

The sets N, .4 of forbidden states belonging to each stage subsequent to the initial one, can be
determined recursively forward, once the set N, of forbidden states of the preceding stage is known, and
utilizing the risk operator n+I(t )

For this purpose, to each state x,;q€ X, .49, let us associate the set Yn("pa.-‘)' which is <orstituted
by -hose not forbidden crossing points of the previous stage from which Xp.q €an be reached under safety
conditions (see Fig. 3). It thus follows that

[ -1 3 - .
Yn(xn+1) = 1 *n® ( Pn+1 xr'1<l~1 - Nn) / In+1(tn) Pn+1 xnnlxnﬂ} ’!g } (5-2)
= 0y00eN=1

and that

*141€ Ny o Yn(xnﬂ) =g (5.3)

Obviously, the initial state x, is not forbidden, i.e., it murt 2e N, =¢.
Now we can solve our problem utilizing Bellmann's iterative equation, for each not forbidden state of

every stage:

(x 4 x

Oyn+1 0 n+l

) = Min [fo,n(xo'xn) + Vn”(xn, xn+1)] (5.4)

xm~1e (xn+1 - Nm-‘u)

n = 0ye0el~1
where f£q (xo' "n) = t, is the minimum temporal cost associated to state x,, with the initial condition
£o,0(Xor X5) = Os

Under the hypothesis that Xm.-lanH, for every n = O;...N-1, Eq. (5.4) will allow us to determine
the optimal policy (XgseseXy) and the associated minimum total cost £,y (Xgs Xy)e

New, let us see, step by step, how the algorithm proceeds (see the flow chart of Fig. 4).

We shall begin by considering all the transitions from the initial statr x, to each state xq of

1+
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the first stage, and by computing the corresponding costs V1 (%o x1). For each transition, two cases may
occur:

3 x1

Y, {xq) = or (5.5)

#

according to whether state x, is reachable or forbidden. In the former case, we shall have 50,1 (xo, 11} =
= V; {x,y Xq), while in the latter case, we shall have x,€Ny.

The knowledge of the set N; of forbidden states,and of the minirum costs f£5,9 (%o x1) associatea
3 to not forbidden states,is utilized at the second stage, with the aim >f determining the sets Y (xp) for
3 each xpe€X5; from such sefs, it is then possible to Setermine, according to Eq. (5.3), the set Ny of
forbidden states of the second stage, and, according to Eq. (5.4), the minimum costs fo,2(xov xz)

3 associated to not forbidden states,

3 The procedurz goes on as long as to reach the termin2l state xy.

Of course, for the existence of the solution, it is required that no stage should be wholly constituted
of forbidden states. Snould this occur, it is necessary to change own ship's speed anq/or the geometrical
structure of the grid, and to perform new computations.

TR

The suggestions with which the operator is supplied, as a result of this first calculation, will be:
"Yenp a given heading for a given time at a given speed".

£ctually, the calculation of tre minimum times associated to the crossing points of the optimal policy,
must pe performed, taking cwn ship’s manoeuvrability into accouat. For this purpose, a "steering function"
is utilized which, from the krowledge oif' own ship's speed and steerage angle, allows us to compute the
manoeuvre time. Such time is equally subdivided between two subsecuent tracts.

The approrimatiors on manoeuvrability are verified by computing, at the end of the program, a tolerance
8T on time {i.e. the maximum deiay within which every crossing point of the optimal route may be reached
under safety conditions).

6. ON-LINE IMPLEMENTATION OF THE DYNAMIC PROGRAMMING PROCEDURE

The optimal ¢rf-line policy for the coilision avoidance prclem must ve periodically checked according
to the radar information flow about the motion of the targets and to the monitoring of own ship's position,
In other words, at each time instant t& =t Fm AT, when information on thne kinematic parameters of every
target are avaiiable, a decision must be tzkea whether to leave the optimal precomputed route unchanged or
not, In the latter case, tie entire optimal contro. sequence is recomputed, by using the computer in an
on-line mode.

Such on-line implementation proceeds according tu the schene chown in Fig. 3. The on-line program, the
flow chart of which is shown in Fig. 6, is composed of the following steps:

1 - Own ship's actual position, speed and heading are monitored. The grid has been constr&cted in such a

way that the shortest traunsition time is much longer than the radar updating interval; after the ship has
left ths iwitial point and is following the precomputed route, ac information arrive, it is necessaryv to
compute the distance te¢ go to the next optimum crossing point and the new corresponding arrival time,
Supgosing that own ship is travelling between x, and X1 ? in the case of a remarkable deflection from

the precomputed optimal route, we must update the optimum times (tn+1,...,tN) asscciated to the subsequent
crossing points (xn+;,...,xN), by adding them the delay with which the next crossing point x,,q, is

reacred. Then, according to whether or not cuch delar is less than the previously computed temporal tolerance
0T, we go to step 2 or step 3.

2 - Ve check if every tarcet has behaved as predicted. Should this not occur, we go to step 2, otherwise
the precomputed sptimal policy remairs wnchanged as long as new updated information are received.

3 - In case, owirg to some untolerable delay, the optimal times are shifted forward or 2 target has behaved
differently from pred.ctions,  dangerous interference may occuron the ship?s subsequent transitions. In
the first case, go to -}, otherwise store the updated kinematic parameters of the targets,

4 - If tre discrepancy allows us to end the actual transition under safety conditions, we must compute a
nev optiral policy teginning from the crossing point x,,q1s Otherwise we rely on tne manual operator who,
after overcoming the dungerous situation, will rely again upon the automatic operator,

Finally, we obzerve that this tyre of on-line implementation is operation~lly valid if recomputations
of the optimal pelicy do not occiir too often, For this purpose, the introduction of reachable sets
associated to the targets and of a temporal tolerance assovizted to the optimal policy will prove particular
ly useful.
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7. COMPUTER PROGRAMS FOR COLLISION AVOIDANCE

Following the dynamic programming approach,presented in the previous sections, FORTRAN computer
programs have been prepared and tested on land on the CII 10070 computer of the "Centro di Calcolo" of
! Genoa University.

At sea, the programs will be tested by the experimental equipments installed on the H/s "Esquilino”,
during a four months'! voyage that will begin about November 1972. The shipboard computer is a Selenia GP14,
marine type.

After these tests, the progranms will be translated into Assembler Language, as to adapt them to an
IBM System Seven (MSP7), which is installed on the first Itaiian superautomated ship "Lloydiana", The
characteristics of the IBM S/? seem particularly fit Zor such on board applications. In fact, applications
of dynamic programming to real procedures generally require a high speed working memory,and computation
j times often result too long. In our case, the duration of the on-line implementation program (see Fig. 6)
3 and of the main program (see Fig. 4) must be shorter than the time interval between two data acquisitions
from the radar system (about 2-3 minutes).

Tne CII 10070 System has a core requirement of about 5 k words and a processing time of about 1
minute for the main program, and about 0,20 minutes for the or-line implementation, when considering 40
targets and 22 stages.

In order to obtain these processing times, a Filtering Subroutine is employed by the main program
which excludes the targets that do not interfere at all with the discretized chip's routes, from the
subsequent computations.

8, NAVIGATION IN THE PRESENCE OF TROPICAL REVOLVING STORMS

The above proposed procedure for the prevention of collisionc at sea may be applied to another naviga-
tion problem, where the risk is represented by tropical revolving storms. We shall deal in particular with the
tropical storms of the South and Middle Indian Ocean, a brief description of which will be supplied in
Section 8.1. The problem consists in determining a minimum time evasion strategy in the presence of tropical
revolving storms, For this purpose, in Section 8.2, we shall briefly present the modifications that must
be made in the previously proposed procedure, on account of the different evolution of these phenomena.

8.1 MODEL OF TROPICAL REVOLVING STORMS

Several attempts, made in the past, to handle the meteorological informatioi®concerning these storms
from a statistical point of view, have 1l2d to scarce results, In particular, the results are largely
negative, if one wants to determine cycles, trends and space correlations (see Jordan and Ho 5] Yo

For ovr practical application, we have restricted the problem to the South and Middle Indian Ocean
tropical storms.CyClones usually originate between 8° and 20° latitude South, after which, the s*torm
travels to the eastward. The point of recurvature depends on the high pressure areas existing in the ocean,
However, some cyclones do not recurve, some others are most irregular and occasionally a small complete
loop may be included in a track.

A careful analysis by Kume kﬂ y which is based on the typhoon reconnaissance flights carried out,
after the war, by U.S. A.F. and Navy, allows us to subdivide the cycline trajectory into four idealized
parts (see Fig.11).

Part A: Origin. It is caused by the formation of small low-pressure areas, which are difficult to be fore-
casted.

Part B: Westward motion. The cyclone moves prevailingly between westward and southwestward. The direction
and the speed of the movement are quite stable, The speed value is normally between 8 and 12 knots.

Part C: Pcint of Recurvature. The point of recurvature corresponds to the position where the westerr side
of a high pressure area is reached by the cyclone, and its westward movement changes to an eastward move-
ment. Normally, it is easy to forecast the latitude of such a point, at least a few days before the
cyclone reaches it, but on the contrary, it is rather difficult to forecasti its longiiude.

Part D: Eastward motion. Before the point of recurvature it is very difficult to forecast which direction
the cyclone will take, During this part, the cyclone is generally accelerated and tke greater the accele-
ration is, the greater the curvature becomes,

8.2 MINIMUM TIME STRATEGY IN THE PRESENCE OF CYCLONES

The determination of a minimum time evasion strategy in the presence of tropical revolving storms
cannot be solved ir terms of optimal weather routing, since these storms are rather anomalous phenomena.
As in our case, safety is the prioritary exigence, we deem it preferable to deal this problem analogously
to the collision avoidance problem,

Let us suppose that cwn ship must travel from an initial point A “o the terminal point B, according
to a reference course, and that she is periodically supplied with information concerning:

(a) - position and speed of the storm eye and diameter of the storm field;
(b) - position and values of oceanic high pressure zones;
(¢) - weather forecasts.
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In the absence of tropical revolving storme, a aminimum time weather routing may be determined by
means of a stochastic dynamic programming procedure (see Zoppoli ﬁﬂ).

The meteorological conditions may be troated deriving their probability densities from radio weather
messages (c) and from monthly statistical data {Pilot Charts), The result of the procedure is the minimum
time routing, which is assumed to be the reference route,

In the presence of a cyclone, first of all we have to compute with which of its parts own ship may
interact, assuming that the storm travels at the maximum speced on the shortest path between its actual
position and own ship's future position. On the basis of the {a) information, we can know which stage of
its 1ife the cyclone has reached and its probabls track. From these data the cyclone reachable set is
computed and the evasion strategy is determined, adcpting the same procedure as in the ccilision avoidance
problem,

let us briefly see step by step how the evasion strategy may be determined.

1. A grid of the possible crossing points is constructed, the geometrical characteristics of which depend
on the distance between own ship and the cyclone. Since the fundamental purpose consists in evading the
cyclone, the grid Las not one terminal point, but a whole column of possible termiral points which
are ranged on an orthod omic arc, perpendicular to the above defined reference route, The distance
between two subsequent s ages of the grid corresponds to the distance covered by the ship during the
time interval (& hours) between two subsequent updated information about the cyclone,

2. The cyclone reachable set is computed according to its life stage and to the (a) information. In Part B
of the cyclone track, the motion is assumed to be rectilinear uniform. The indetermination of the
recurvature longitude fixes the angular uncertainty of the set, In Part D, we increase the angular
uncertainty and consider the North-Eastward track as the most probable (sec Fig. 12 ).

3. The safety radius extends, according to the diameters of the storm field, as far as to obtain that own
ship meets a wind strength not greater than Beaufort force 6 £ 7. The safety radius is measured from
the forbidden storm fie.d and takes the difference between the dangerous and the ravigable semicircles
into account. Therefore, the distance from the reachable set of the cyclone must not be considered
symetrically. In our case, the dangerous senicircle lies on the left rand side of the cyclone motion
vector. Thus, ou the lefl OF this arca, we shall assume a 5afety rad us yreater than the vue Impused
on the right,.

4, The cost associated to each tramsition is still time. It depends on the sea conditions with reference
to the minimum time weather routing procedure. It is assumed that *he ship's speed is the maximum speed
allowed by the sea conditions,

5. As in the collision avoidarce procedure, an off-line strategy and an on-line implementation, based on
periodical information, are determined. The on-line program includes a tactical procedure also in order
to minimize the danger when the storm field is very near, This tactical method is based on the above
fangaroas anl navigahkle semicircles; aml urilizes safery seorors 33 recommended By the sractiesl ruless

The above programs are about to be tested on land by simulation, and they w’ll be tested on board
during the "Progetto Esquilino II" in the next year.
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SPACE STATION INFOPMATION SYSTEM REQUUREMENTS -
A CASE HISTORY OF MAK-MACHINE SYSTEM DEFINITION

Author: C. R. Gerber
Project Engineering - Information Subsystem
Space Station Engineering
Space Division - North American Rockwell

ABSTRACT

The NASA Space Station (SS) Definition studies completed hy Space Division, North Americsn Rockwell
(SD) incorporate a mmltiplicity of automated svpporting functions to enhance the usefil work capability
of very few men. The SS Information Sjstem is the means by which the 2en interface with all subsystess,
srace experiments, otirer vehicles and grcund support facilities and personnel. It is therefore a driver
in determining what program and mission objectives can be satisfied.

The approach utilized by SD evolved a relatively simple procedure to rapidly identify the basic
system requirements for a large number of space operations by classifying the operations. Each class
was expanded to greater specifics until "drivers"” could be identified. Various levels of eguimmeat
capabilities (data rates, number of channels, etc.) were postulated, and tentitive "scenarios" developed
to relate the crew actions and the equipment capabilities to the selected operation. The information
was summarized in a standard format o that the potential users (crew and ground support representatives
and discipline experts (Comemnications, Data Processing, Software, Disolays and Controls, Instrumenta-
tion) from NASA and other contractors could critique, discues and suggest alternatives in a common meet-
ing. In this way, the expertise from those who would be most involved with the operating system was
integrated to develop the Information System performance requirements.

The verformance requirements were subjected to a sensitivity analysis by identifying the aucomation
support functions provided by the on-board Information Subsystem to other subsysiems, both onboard and
external. Certain assumed interactions were found to generate unrealistic burdens (scale factors) upon
the 1SS, and adjustment of the performance "requirement”™ was necessary.

The study resulted in the definition of an Irformation Subsystem consisting oi & unigne combiaation
of multi-proceseing computation, internsl data distribution via a digital data bus, crew interfacing via
a set of m:iti-purpose display and control consoles, and external data distribution via a combination of
VHF, S, and K band RF links.

1.0 INTRODUCTION

The NASA Space Station was conceived as an orbiting platform to conduct manned operations for
scientific, engineering and other applications uniquely served by that location. The crew of twelve
was to be relieved of routine housekeeping actions for the supporting subsystem functions; (automation)
to be independent of ground control in proceeding with their tasks (autonomy), and to be able to conduct
a mltiplicity of tasks concurrently. The vehicle was to be assembled in orbit using "modules” delivered
by the Shuttle Orbiter. FIGURE 1 indicates the co~struction and allocation of the several modules.

Aside from the on-orbit assembling of separately-launched modules, the snacecraft systems (Life
Support., Thermal, Stabilizatior, Power and Propulsion) are not uniquely different from those used 1in
previous manned vehicles, with the exception of the Information Subsystem. The Information Suosystem
includes all communications (internal and external), all data handling, and a large cent:al computer by
which the automation and autonomy characteristics are accomplished. In a manned vehicle this subsystem
also has the displays and controls that are the work stations for the crew.

It is necessary to distinguish between the Information Subsystem on the spacecraft and the total
Information Management System. The Information Management System is defined as a flexible combiration
of men and equipment, utilizing operations and software to acquire, process and distribute data which en-
ables man to control and support the station, logistics vehicles, launch vehicles, ground stations and
experiments. The Information Subsystem within the spacecraft in cooperation with other Informatinn
Subsystems (space and ground) ard their respective crews, constitute the total Information Manag: .ent
System.

2.0 ANALYTICAL APPROACH

FIGURES 2 and 3 list the functions that are allocated to the on-board and ground Irformation Sub-
systems. The on-board functions cover a wide spectrum, and at this point are not defined in terme of
hardware, software, crew actions -~ and this is what must be done to define the Information Subsysten.

This paper describes work performed by the Space Division, North American Rockwell, for the NASA
Manned Spacecraft Center under Contract NAS9-9953 for the preliminary definition of a manned space
station.
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¥h.e usuzl apoioach to design definition requires operations analysis, function allocation, equip-

mrat assignment anu performance definition. An operation is a task vo be accompiished, such as “Rendes-
sus and Dock Legistics Vehicle”; each task is segmented intn smaller tasks with greater details.

. i.ctions are allocated to the seversl design areas; the designers identify the ‘ype of equipment avail-
aole, and -aluate the expected performance needed to provide the function. This is en iterative pro-
ci3z, and may occur on several levels concurrently as well as consccntively. FIGURE 4 indicates these
relationships and FIGURE 5 shows that the Informstion Subsystem Requirement (ISR) is the link between
the operstions/functional tradeoffs and the equipment performance/capability tradeoffs. The ISR is the
unigue document too: that wav used to "short-cut” the wsual system definition approach.

At the initiation of this piogram it was estimated that about 3000 operations would be identified
(See FIGURE 6) To anaiyze so many operations by the usual apprcach would have required more resources
(men, time and funds) than were available. Fortunately, past experience in spsce programs allows a
method of reduction intn three classes: a rather large group that have been performed adequately by
existing systems; a smller group that can be performed with some modifications to existing systems,
and an even smaller group that are new to space operations. This last group, which requires the full
treatment, can then be compared and combined with the second group for further analysis.

Tre procedure actually used is shown in FIGURE 7, the ISR Procedurs Flow. The Space Station
Informstion System requirements identified by operations analysis werw claysified in an index (ISR Tree)
as in FIGURE 8. Then, by the above procedure those "critical" ISR's were identified (FIGURE 9). For
each of tlese aa ISR form was completed (FIGURE 10) to postulate that for one specific operation these
specific equipment capabiiities would be needed; ir this manner the urmanageable total problem was re-
duced to bite-siged chunks.

Rowever, even at this point there were insufficient resources to conduct equipment tradeoffs; in
liev of time-consuming anslysis ar approach was conceived to form a wurking group, limited in sise, to
evaluate and critique the postulated ISR. The working group was composed «f experienced pcrsonnel from
each of the functional areas which will eventually be involved in the operate of the space station:
the Ground Operations (FOD, LCC), the Ground Support Operations (KSC, GSFC), the Technology Support
(ISD, ESD), the Flight Operations (FCOD). Each ISR was presented, discussed, modified and eventually
disposed of by constructing an entry in the Space Station System Specification.

3.0 DESIGN RESILTS

The several entries in the Space Station System Specification were totalized, categorized and
sized by concurrent design anslysis. FIGURE 11 is a listing cf automatic processing functions, cate-
gorized by spacecraft subsystem, that were to be supnorted by the data processing assembly portions
of the Space Station information Subsystem. Each entry in this table was expanded on a detzil sheet to
furthsr identify the functional requirement in terms of processing rates, algorithms, etc. The total-
izing included all the automatic computation requirements.

In certain cases the speed of reaction and the sheer magnitude of data points forced a reassessment
of the requirement, or a reassignment of that function to a dif{ferer. eiement. For instance, the moni-
tering, control and backup of some 2000 solid-state circuit breakers (SSCB) proved to greatly load the
data bus and central computer; this function was divided into modular giroups and reassigned to small
mini-processors incorporated within the Electrical Power Subsystems, leaving only ihe master supervision
processing within the central computer.

Similar impact analyses were made relating the communications and «iisplay and control assemblies.

e resulting preliminary ¢osign of the Modular Space Station on-board Information Subsystem hzs four
major assemblies as indicated in FIGURE 12. Ssme of the major performance nmarameters are listed in
FIGURE 123. The Information Subsystem is housed in two identical control centers, each with a large
central computer in a mlti-processor, multi-programmed configuration (see FIGURE 14). Either control
center is capable of running all spacecraft operations; ore center is nominally designated as the
Operations Control Center; the other is a Backup fNperations Control Center and is nominally designated
to support Experiment Opersations. FEach center includes one or more Operations Console work stations.
The computers are linked to each other and to all subsystems and experiment sensors by a redundant,
time-shared high speed (10 Mbps) data bus. At certain locations one or more remote processing units
(mini-processors) perform local processing/control tasks, and report to and aceept commands from the
central processor via the data bus. At other locations several small consoles are provided for crew
acceys to the data system for off-iine tusks; for example, the station commander's console is provided
in his quarters for planning, scheduling, etc; another is rrovided at the palley for food inventory
records. A unique feaiure is the Pnrtable Console Unit that is used for subsystem trouble-shooting,
maintenance and repair operations. The ccntrol centers and crew are linked to other spacecraft and the
ground by radio, primarily through a Tracking and Data Relay Satellite System (TDRS). The Data Pro~
cessing Assembly (DPA) coafiguration is slected for incremental modular growth as well as redundancy
needs, and consizts of two large and several small computers to provide the total capability required.
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SUMMARY

The Automated Techniques for Spacecraft Monitoring study conducted by IBM and NASA at the NASA
Manned Spacecraft Center (MSC) in Houston, Texas addressed the practicality of efficient and reliable
spacecraft monitoring through automation. The automated monitoring study involved implementing and
evaluating a test bed program in the manned space flight grovnd support system. The test bed program
au*omated selected flight control functions and demonstrated software techniques for automatically moni-
toring spacecraft systems, iaitiating malfunction diagnostic piocedures, and aiding management of space-
craft consumrniables. Evaluation of this test bed provided insight into the feasibility and advantages of
automated monitoring.

The feasibility of implementiig automated spacecraft monitoring depends on four factors — sufficient
computer resources, suitable monitoring function definitions, adequate spacecraft data, and effective
and economical test systems. The advantages of automated monitoring lie in the decision-making speed
of the com.puter and the continuous monitor:ng coverage provided by an automated monitoring program.
Use of these advantages introduces a new concept of spacecraft monitoring in which system specialists,
ground based or onboard, freed from routine and tedious mor.itoring, could devote their expertise to un-
programmed or contingency situations.

INTRODUCTION

The increased coraplexity of future spacecraft hardware and the necessity to monitor more space-
craft systems has created a need to automate as many flight control functions as possible. The study
addressed the questio>n of how to achieve efficient and reliable spacecraft monitoring through automation
by conducting the Automated Techniqu=s for Spacecraft Monitoring study. The objective of the study was
to assess the practicality ard econoray of automating flight controller systems monitoring and evaluation
functions as part of the ground support system and as part of onboard monitoring in future spacecraft.

To study automated monitercing first hand, a test hed program was implemented within the configura-
tion of the Real Time Comruter Complex (RTCC), which is the core of NASA's Mission Control Center
at Houston, Texas. The test bed program automated selected flight controller functions and demonstrated
the effectiveness of software techniques to automatically monitor spacecraft systems, initiate malfunc-
tion diagnostic procedures, and aid management of spacecraft consummables. Evaluation of the test
bed's effectiveness provided data for formulating assessments of the feasibility and advantages of auto-
mated monitoring.

The remainder of this paper discusses the test bed program and the assessments formulated during
the study. The discussion of the {est bed program includes descriptions of the test bed environment,
the Apu“u epa;c».raft systernis tuoniftored by the test bed, and progratu lex’.huiq\A&b ustd. Assessnieuts
of automation are divided into assessments of automation in a ground support system and an assessment
of automation onboard future spacecraft.

ATISM TEST BED PROGRAM

The ATSM tesl bed propram was implemented within the ronfigupaticn of the FTGC, Currert RTCC
programs accept data from both onboard and ground based systems, process the data, format the results
into displays, and relay it to flignt controllers sitting a. monitoring consoles. The information is pro-
vided real time — almost instantaneously — sc the flight controllers can determine the status of onboard
systems, the condition of ‘he astroncuts, the position and velocity of the spacecraft at any desired time,
and the effect of planned maneuvers.

'The test bed program was implemented as an exter .ion of the current Telemetry subsystem suppcrt-
ing Apollo spacecraft. The Telemetry cubsystem provides information about the varicus vehicle sys-
tems required throughout a spaceflight. As data is received, it goes through several steps of processing
iucluding converting the transmitted data to engincering units (volts, pounds per square inch, ete.), com-
puting additional values, and formatting the data for display devices. Tyvpical display devices include
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digital television displays (information formatted on cathode ray tubes), chart recorders (data plotted
against time on paper charts), and eveni lights (lights indicating occurrences such as "cabin temperature
exceeds 80° Fahrenheit"). Developing the test bed program as part of the Telemetry subsystem per-
mitted atilizing much of this existing processing logic.

Output of the test bed program consisted of digital television displays. Displayed quantities included
specific parameter values, prose niessages, and binary status indicators (e.g., GO or NO GO). The
displays were formatted to facilitate rapid determination of the onboard system status and quick detec-
tion of system malfunctions.

The test bed processing can be divided into two categories: (1) the automated flight control monitor-
ing functionc and (2) the subsystem control processing. The four automated mornitoring functions are:
Control Systems Evaluation, SPS/G&N Preburn Checklist Monitor, SMRCS Leak Detection and Isolation,
and Water Management.

Each automated function addresses a unique area of monitoring responsibility. Hernce, each func-
tion operates independently excep! for Control Processor interfaces. The Control Processor performs
services that are common to more than one function.

The procedures used to evaluate the test bed programs, the onboard systems monitored by the test
bed, the test bed pregrims themselves, and the evaluation of each program's effectiveness are described
in this sec on.

Test Bed Evaluation Procedures

To assess the effectiveness of the ATSM test bed programs, the programs were demonstrated in
the RTCC under simulates mission conditions. The programs were executed on an IBM System/360
Model 75 compueter configured for Apollo 14 mission support. The operation of the test bed programs
was observed in the Mission Operation Control Room (MOCR) and the Stafi Support Rooms {SSRs) at the
Mission Control Center.

Test bed demonrstrations were attended by NASA flight controllers, flight support personnel, and
programming personnel. Following each demonstration, the observers evaluated the effectiveness of
each program, identified desirable program modifications, and assessed automated monitoring tech-
niques. The results of these discussions were recorded for subsequent use in formulating the study's
conclusions.

ATSM Control Processor

The ATSM Control Processor manages system initialization, digital television display requests,
and ATSM subsystem data control. System initialization consists of allocating sufficient core storage to
buffer the telemetry input data and cuveing the Apollo Mission System control process.:r to initialize the
Apollo mission support programs. Digital television display requests for ATSM displays cause the Con-
trol Processor to cue the appropriate monitoring function to format and output data to the designated TV
channel. ATSM subsystem data control consists of interrogating incoming telemetry data for changes
in the telemetered parameters. When changes are detected, the Control Processor cues the monitoring
programs and passes pointers to the latest telemetry data.

The concept of a single Control Processor proved an effective way to eliminate duplicated logic and
simplify system design. Centralizing the display request and data control logic eliminated the duplica-
tion of code that would exist if each monitoring program performed these functions independently. Fur-
thermore, the Controi Processor performed all the ATSM subsystem interfaces with other mission sup-
port programs thus simplifying system design and implementation.

Control System Evaluation

Guidance and control functions are performed on the Apollo spacecraft by the Guidance, Navigation,
and Control System (GNCS) and the backup Stabilization and Control System (SCS). The GNCS consists
of three subsystems — the inertial subsystem, the computer subsystem, and optical subsystem. The
Control Systems Evalu~tion test bed program automates monitcring some of the functions of the inertial
subsystem (ISS) and the computer subsystem.

The inertial subsystem is composed of an inertial measurement unit (IMU), a power and servo
assembly, and three coupling data unit (CDU) channels. The IMU provides an inertial reference with a
gimbaled, three-degree-of-freedom, gyro-stablized platform. The alignment of the platform is com-
manded by the CMC which sends digital commands to the CDU. The CDU converts the commands to
analog signals which drive the IMU to the desired orientation.

Any change in spacecraft attitude is sensed by comparing the spacecraft attitude with the alignment
of the inertial referenced platform. Resolvers mounted on the gimbal axes of the platform provide sig-
nals whkich represent the gimbal angles. The CDU converts these analog signals to digital pulses for
the CMC. The CMC compares these angles with the CMC desired angles, and if the angles differ, error
signals are generated. The error signals can be used to generate commands for spacecraft guidance
sy stems.

Mounted on the stable platform are the pulsed integrating pendulous a~celerometers (PIPAs), which
sense changes in spacecraft velocity. Any acceleration or deceleration results in output signals which
are representative of the magnitude and direction of the velocity change. The -utput signals are trans-
mitted to the CMC, which uses the information ic update spacecraft velocity data.

The Command Module Computer (CMC) performs guidance functions by executing internal programs
using predetermined trajectory parameters, attitude angles frorn the inertial channels of the CDU, veloc-
ity changes trom tne PiFPAs, and commands from the crew to generate control commands. The naviga-
tion function is performed by using stored star-landmark or star-horizon data, optics angles from the
optics channels of the CDU, and velocity changes from the PIPAs in the execution of navigation programs.
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The Control Systems Evaluation (CSE) program monitors and reports the status of the IMU and auto-
mates some of the flight controller procedures for evaluating and controlling operation of the IMU. The
status of the IMU's hardware is determined from CSM and CMC data. The IMU's performance is evalu-
ated by comparing CMC and SCS attitude and rate measurements. The IMU components monitored by
the program include the three-degree-of-fre. dom, gyro-stablized platform, the CDUs, and the PIPAs.

The program first determines the basic operational mode and submodes of each of the three IMU
components. Once the component mode has been determined, the program verifies the mode by check-
ing parameters associated with the mode. If the verification parameters do not reflect the expected
value, a message is displayed explaining the verification failure.

The program also determines the operational status of the three components and indicates the IMU's
ability to support the three spacecraft control functions — attitude reference, attitude control, and thrust
vector control. The status of these six items is represented on the display by status words — GREEN,
AMBER, or RED — which indicate satisfactory, uncertain, or critical conditions.

Finally, the program evaluates a series of binary expressions to determine if any procedure should
be initiated to modify the operational stat-< of the IMU or to improve its performance. The procedures
to be followed are indicated by messages on the program's D/ TV display.

The Control Systems Evaluation program performs IMU monitoring functions very effectively. Each
processing cycle the program evaluates the status of the IMU based on 113 CMC and CSM parameters.
Little or no manval intervention is required to operate the program. The program's output — action
and warning messages for the flight controllers — represents the kighest le--el of ground support moni-
toring feasible.

NASA flight controllers expressed a great deal of confidence in the CSE program's output. There
are two primary reasons for this high level of confidence. First, the CSE program devotes 15 percent
of its executable code to validating the input data. Input parameters are checked against predefined
limits based on the physical capabilities of the onboard system. Parameters which fail this off-scale
check are not used by the program. Parity checking is performed on other key CMC parameters before
they are used by the program. Use of some parameters is delayed for several sample periods until a
parameter's value can be verified by succeedirg data samples.

The second factor contributing to the high level of confidence is the use of mode verification logic.
After the program has determined the mode of a given IMU component, it attempts to verify the mode by
evaluating the starus of other IMU components as well as data from the SCS, which is the backup guid-
ance, navigation, and control system. If the mode is verified, the word '""VERIFIED" is displayed; if
unverified, "UNVERIFIED" is displayed along with the name of the parameter which failed the verifica-
tion check.

The action and warning messages and the IMU state messages result from evaluating a series of
binary expressions. The binary expressions proved to be a very effective technique to record the flight
controller's decision making processes. The binary expressions, however, were very difficult to test
because each combination of binary elements must be verified. A binary expression which contains
four elements requires 42 or 16 sets of test data. Thus, using binary expressions does simplify pro-
gram definition, but it does not lcnd itself to rapid program checkout.

SPS/G&N Preburn Checklist Monitor

The Service Propulsion System (SPS) is a non-throttleable, pressure fed rocket engine mounted on
the service module of the Apollo spacecraft. Thrust is applied through the spacecraft center of gravity
by orienting the gimbaled engine mount. As consumables are depleted during a maneuver, the engine
nozzle is gimbaled, readjus*ing the thrust vector to account for center of gravity changes. Commands
for this thrust vector control (TVC) can be initiated by the snboard guidance systems or the astronauts.

The guidance and control functions onboard the Apollo spacecraft are performed by the GNCS and
the SCS. Rotational and translational attitude and rate sensors provide data which is integrated and con-
ditioned into control commands to the propulsion systems. Guidance and control functions may be per-
formed automatically, primarily through commands from the CMC, or manually by the crew.

Spacecraft attitude control) is provided by the Service Module Reacticn Control System (SMRCS).
The SMRCS is normally used immediately prior to SPS burns to perform an ullage manuever, which is
a small X-axis translation. This action accomplishes fuel settling before SPS ignition.

The SPS/G&N Preburn Checklist Monitor program moritors guidance aad navigation (G&N) aspects
of SPS maneuvers controlled by the CMC. Preburn checklist parameters are tested against the desired
configuration and various pitch and yaw gimbal angle measurements are tested against critical lower
and upper limits. This checklist monitoring is segmented into tnree phases based on an ignition time-
line. Each phase represents somewhat different processing requirements and monitors up to 62 CSM
and CMC measurements.

The second program logic section collectively inspects the status of analog and discrete parameters
to detect and 1dentify system failures. This system monitoring involves evaluating ''failure equations'
(binary expressions) during thrust off, plus-X-axis translation, and thrust on activities. The detectable
system failures include hardware, instrumentation, or instrument faults.

The SPS/G&N program monitors a maneuver when requested if the timeline constraints are satisized.
Program status and monitor results are indicated on two digital television displays. On the primary
display, program status, checklist processing definitions, and checklist configuration status are indi-
cated. On the secondary display, time-tagged messages identifying any system failures are driven.

All parameters are validated so that a violation condition must be noted on four consecutive program
executions (normally 4 secoads) before it is indicated. All violations indicated on the displays are re-
tained for historical reference unti] removed by phase changes or manual request.

Implementing the SPS checklist function provided insight into automated checklist monitoring. The
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SPS program systematically monitors astronaut actions and critical maneuver parameters, freeing the
flight controller of \his responsibility. In addition, the program readily analyzes limit violations and
configuration anomalies and datects and identifies system failures.

1t should be noted, however, that the .. 53PS progiam does not completely automate verification
of the preburn checklist. Many of the discretes which the CMC moniturs orboard are not retained and
downlinked. The program also does not monitor the downlinked readouts of the astronauts' display se-
lect keyboard (DSKY) commands to the CMC. Thus, the program monitors only a subset of the onboard
procedures, although the switches 2nd analogs that are monitored are cspecially critical pa-ameters.

Flight ~ontrol personnel were not able to fully evaluate the effectiveness of the system failure
identification logic. The program successfully demonstrates the ability to perform system malfunction
detection and analysis. However, two weaknesses are suspected in the failure equation definiticrs.
First, some equations may be too simplified. By not considering all pertinent factors, the equations
sometimes become erronesusly conclusive. Second, since precise vehicle responses to certain situa-
tions are not always known, the equations are defined to detect the suspected rasponse.

Sufficient analysis of the failure equations was restricted by two circumstances. First, realistic
fault data is not readily available. Second, a significant period of “fine-tuning’ would be necessary to
identify the exact failure equations limit values.

Several modifications have been identified which would strengthen the overall effectiveness of the
SPS automated checklist monitoring program. These modifications consist primarily of implementing
more useful display formats, simplifying user interfaces, and reducing required program storage.

The use of event lights which readily indicate program and system status should be considered.

The lights would indicate wnether the programs were enabled and whether checklist anomalies or system
failures had been detected.

Flight controller analysis and interpretation time could be reduced by implementin_, a monitoring
display which readily identifies checklist anomalies and system failures. Individual columns would per-
mit indication of current analog violations, current event configuration violations, and historic vicla-
tions. Once a checklist violati.n no lenger exists, the indication would be moved to its respect:ve his-
toric column. System failures would be time-taggea and similarly logged on another portion of the dis-
olay. Implementating a reset (clear) PBI would then be useful for cueing rernoval of the historic check-
list and system failure messages. Figure 7-1 shcws a suitable monitor display format.

If the new monitoring display were implemented, a feedback display to indicate the checklist pro-
cessing definitions should be considered. For each analog, the display would indicate the limit delta
and in which phases the parameter is enabled for testing. 1f the delta is centered about the gimbal trim
angles rather than zero, an additional indicator would be provided. For each configuration discrete the
display would indicate the test value for each enabled phase.

Parameter characteristics should be restricted to the test condition and whether enabled or disabled
for testing dur‘ng each checklist phase. Also, the capability toc override knownr faulty input data should
be provided. Finally, manual entries can be simplified by (1) eliminating those quan-ities used only for
display, (2) basing ullage information on a single, digital autopilot modes entry, and {3) defining limits
with a single, deolta value.

SMRCS Leak Detection and Isolation

The SMRCS eonsists of fou: functionally identical, physically independent systemns loeated 90 de
grees apart around the forward portion of the service mcdule periphery. Each system, called a ''quad, "
includes four rocket engines mounted on the outer surface of the service module and a propellant stor -
age and delivery system inside. The propellant delivery system uses pressurized helium gas to trans-
fer fuel and oxidizer to the engine combustion chambers.

The propellant storage and delivery system consists of a single helium storage tank, two fuel stor-
age tanks, two oxidizer storage tanks, plumbing lines, and flow control valves. (Refer to Figure 7-2.)
The helium storage tank contains pressurized helium gas that can be isolated irom the remainder of the
sy stem by two independently operated helium isolation valves. High pressure helium is reduced to the
desired working level as it flows through pressure regulators downstream of the helium isolation valves.
Regulated helium pressure is directed to the fuel and oxidizer tanks through check valves to prevent re-
verse flow of propellant vapors or liquid. Regulated helium entering the propellant tanks exerts pres-
sure on the propellent storage bladders forcing fuel and oxidizer through the propellant distribution lines
to the engine. The propellant flow can be stopped by closing the propellant isolation valves between the
propellant storage tanks and the engines. Propellaat flow from the secondary fuel tank can also be
stopped by closing the secondary fuel pressurization valve above the secondary fuel storage taunk.

The state of each quad can be determined from transducer readings. The pressure, temperature,
and pressure-to-teraperature ratio of the pressurized helium gas are measured by transducers in the
helium tank. The regulated helium pressure is measured by the helium manifold pressure transducer.
Fuel and oxidizer pressures are measured respectively by manifold pressure transducers.

The SMRCS Leak Detection and Isolation program automatically monitors the four SMRCS quads for
leaks. The program detects and confirms leaks, aids in locating leaks, and aids in Fetermining the
status of quads based on the mcnitoring of 42 spacecraft measurements. The program compensates for
faulty data or failed transducers by validating all input values. Manual controls allow the fligl:it control-
ler to alter the logic flow whenever necessary.

The quad monitoring routine compares eacii pressure measurement in each quad to lower limits to
check for pressure drops. When a drop in pressure is detected, the program checks to determine if the
drop can be accounted for by use of the quad (jet firings). 1f a pressure drop can be accounted for by
quad use, the program resets the lower limit and exits. 1f a pressure drop cannot be accounted for by
quad use, the program indicates a leak and cues the leak isolation routire.
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The leak isolation routine searches for the leak by requesting that valves within the quad be opened
and closed in a prescribed sequence. As valves are closed, each isolated 2rea is monitored for further
drops in pressure. When the leak is located, the program displays the location of the leak and recom-
mends the best valve configuration to conserve the leaking material. The program also computes and
displays the actual leak rate and time-to-depletion.

Since the Apollo spacecraft can be operated only by the crew and there is no telemetry indication of
SMRCS valve positions, the leak search routine compensates for this condition by interfacing with a
ground controller. When a crew action is required, the program displays the desired action and sus-
pends leak search processing. The ground controller then makes the desired request via veize loop,
waits for crew confirmation, and enters a PROCEED command. The leak search routine assumes the
requested action has been performed and resumes processing.

The overall effectiveness of the SMRCS Leak Detection and Isolation program was assessed by eval-
uating the significant features for degree of automation, system impacts, and man/machine communica-
tions. Significant program features include leak detection, thruster activity determination, leak location,
and time and quantity predictions.

The l=ak detection capabilities of the SMRCS program are effective and useful. The program detects
leaks of any magnitude rapidly and accurately. Leak detection is automated to a high degree requiring a
minimum of human intervention.

Location of leaks is fast and accurate. However, the lack of onboard sensors increases the man/
machine communications required, thereby reducing the overall level of automation. Interfacing through
the flight controller to manipulate onboard valves does permit effective leak isolating and requires little
flight controller time.

Suggested improvements are primarily concerned with thruster activity determination logic, trans-
ducer shift detection, status indicator output, and action recommendations. The improvements would
reduce the possibility of erroreous results, increase the degree of automation of the program, and im-
prove the usefulness of the program.

The degree of automation ¢f SMRCS monitoring could be increased by using a status indicator for
each quad. The indicator would illuminaie when the program dstects a leak, cueing the flight controller
to monitor leak isolation processing on the SMRCS MONITOR display. The "sff'' condition would signify
that no problems existed in the quad. Thus, contiauous monitoring of the display would not be necessary.

The program could dstect more problems if it monitored all pressures in the quad concurrently.
Leaks currently are detected by initially monitoring only the helium tank pressure, since all leaks will
eventually cause a drop in helium tank pressure. Monitoring the marifold pressures, for example,
would enable the program to detect transducer shifts and very slow manifold leaks. This logic would
allow more complete system analysis during contingency situations.

The possibility of erroneous leak indications could be reduced by monitoring the commands from the
rotation hand controllers or the translation hand controllers to detect manually initiated SMRCS maneu-
vers. The program could suspend leak detection during the maneuver and reset lower l:mits following
the maneuver. This logic would compensate for pressure drops resulting from jet firings during the
maneuver.

Action recommendations following locatior of a leak should incorporate the status of all four quads
instead of just the leaking quad. Recommendations as to how to configure the entire SMRCS (all ‘our
guads) would increase the degree of automation and would be more useful to the flight controllere and the
crew.

Water Management

The water system consists of a potable subsystem and a waste subsystem interconnected to permit
proper distribution of water. The system includes a 36-pound capacity potable tank, a 56-pound capacity
waste tank, distribution lines, flow control valves, and an overboard dump facility (refer to Figure 7-3).
Valve configurations are controlled by onboard switches.

Water from the fuel cells is accumulated in the notable tank while the tank is less than full and the
potable tank inlet valve is open. If the potable tank is full or the potable inlet valve is closed, the water
is diverted to the waste tank. Water for crew consumption flows out of the potable tauk to the food prep-
aration unit and the drinking water unit.

Waste water, which is the excess potable water from the fuel cells and water collected by the cyclic
accumulators (cabin dehumidifiers), accumulates in the waste tank. This water supplies the glycol evap-
orators during periods of evaporative cooling. During most mission phases the evaporators are not used
and excess water must be dumper overboard. The dump valve is opened by crew command or automati-
cally wher the waste tank is full. Automatic dumping is undesirable because the smali amounts dumped
sometimes result in rapid freezing of the dump lines. Crew control of the dump valve permits dumping
ir a steady stream at a predetermined time, and, since a dump can disturb spacecraft trajectory, per-
mits dumps to be coordinated with spacecraft maneuvers.

Telemetry sensors indicate the waste and potable tank quantities in percent of total tank capacity.
The dump rozzle temperature is monitored to prevent freezing of dump lines.

The Water Management program automates management of waste and potable water. The program
displays current amounts available and estimated amounts available at selected future times based on
five spacecraft measurements. Additional estimates can be requested by manual entry. Manual over-
rides to telemetry inputs are provided to compensate for faulty transducers or lack of data.

The progrom computes and displays the amount of potable water available currently and at the next
three planned meal times using the potable quantity sensor reading, fuel cell production, crew use, and
potable tank inlet valve position. Meal times are entered manually.

The amsurt of waste water available curreully and at the neat three plawned mecal times is computed
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and displayed using the waste quantity sensor output, current amounts of waste and potable water, cyclic
accumulator production, fuel cell production, crew use, evaporator use, potable tark inlet valve position,
and waste tank inlet valve position. The program also estimates when the waste tank will be €5 percent
and 100 percent full to aid in scheduling water dumps.

Additional predictions of times and juantitie= are performed upon manuz! request. Manual entry of
a waste or potable quantity ucs ik program to estin..lr when that quantity will be available. Entry of a
future time cues the program to estimate the waste and potable quan.iiliz ~vailable at that time.

The program attempts to estimate the »verage crew consumption rate and the avevrage fuel cell pro-
duction rate Ly monitoring crew use and fuel cell production. The results are usec to refine the initiai
estimates of crew consumption and fuei cell production rates. More accurate estimates of these rates
would provide more accurate predictions of waste and potable quantities.

The estimates of future quantities are accurate, useful, and require minimal fligh controller inter-
face. The computations indicating when the waste tank will be 85 percent and 100 percent "1l are espe-
cially useful when coordinating water dumps with spacecraft maneuvers.

The capabiiity of the program to refine initial estimates of fuei cell production and crew use .. not
effective. The granularity of the data is not sufficient to determine crew use, and periods of 1aissing oc
faulty data degrade the fuel cell production estimates. Although they reduce the level cf automation,
manual overrides for these quantities are more accurate and require fewer system resources.

The capability *o obtain additional time and quantity estimates is useful and does not significantly
effect the system resource requirements. These estimates aid in projecting conditions past the last
meal time or between planned meal times, thus increasing the degree of water monitoring automatior.

Prougram output would be more useful if presented in a combination plot and digital format. The
display would show actual and predicted quantities plotted against time and would present readouts of
plotted quantities in digital form. A display of this type would help the flight controller determine the
accuracy of the predictions over a long period, aralyze long term system trends, and make rapid analy-
sis of future conditions. 3

ASSESSMENTS OF AUTOMATION IN THE GROUND SUPPCGRT ENVIRONMENT

The study assessed the practicality and economy of automated monitoring in the ground support sys-~
tem from data gathered throughout the ATSM study. Data was gathered from technical documents describ-
ing Apollo hardware and ilight controller monitoring techniques, from technical meetings with NASA
flight controllers, and from implementing and evaluating the ATSM test bed program. The assessments
we formulated took into consideration the following items:

Degree of automation

Resource usage and size of overall system
Complexity of overall system
Man/machine communications

Confidence levels attained.

The degree of automation measured how completely and effectivzly the automated program performed
the monitoring function. Resource usage and overall size measured the resultant system impacts to cen-
tral processing unit (CPU) utilization, to high speed and bulk storage requirenients, and to any required
peripheral devices or other computer resnurces. Both the intricacy of developing program logic and
operational difficulties were considered in evaluating the extent and impact of user interfaces. Finally,
confidence level assessed the accuracy and completeness of the program outputs.

The assessments of autor ation in the ground support environment are discussed in this section.

The assessments are presented in the chronological order of automated monitoring program development,
including the problems of definition and design, instrumentation and data validation considerations and
testing and evaluation considerations. Within each subheading, the assessments are presented in order
of significance, the misst significant first. Finally, the overall asgessmient of the feasibility and Lene-
fits of ground support automation is discussed.

Definition of Flight Controller Functions

Automating flight controller functions begins y defining flight controller activities. The eventual
b nefits derived di oK n? upin tha ool ‘i.‘?',' af theae definitionin., l_h;'l'_'l:g!h [ jm,;_-]-‘h dofinitiona T rrrit e -
veloping more efficient and more useful programs. During development of the test bed program, several
assessments of flight controller function definitions were formulated and should be considered in future
automation activities.
1. Complete and detailed definitions of flight contrnller functions must be developed.

Definitions must present all aspacts of monitoring the onboard system « all the factors a flight
controlicr considers, the order in which the ilight controller considers these factors, and their
relative importance. Formulating these definitions requires thorcugh knowledge — derived from
actual design and operation — of the onboard systems. Expertise must include how the system is
to be used, how the system will react under given conditions, and the potential :-ilures of the sys-
tem. Knowledge of current spacecraft sys*>ms should be provided by flight controllers or astro-
nauts who have observed and monitored the svstems. Knowledge of new systems such as the Space
Shuttle should be provided by the engineers who design and build the systems.

Knowledge of onboard systems must be combined with a thorough understanding of flight con-
troller activities to formulate useful definitions. Expertise in flight controller techniques must in-
clude knowledge of current monitoring methods, air-to-ground interfaces -vith onbkoard systems, and
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a detailed knowledge of flight controller analysis techniques. This knowledge can be provided only
by experienced flight control personnel.

Function definitions must include provisions for program aciions if undefined situaticns arise.
Since most flight controlier functions are complex, there are likely to be some gituations which are
extremely difficult to pregram. Rather than precluding an effort to automate all functions, these
situations should be consideied in the function definitions.

Several qualified persons should collaborate on flight controller tunction defiitions.

Since flight controller functions are complex, better definitions will result when several ex-
perienced flight controllers or engineers contribute to the effort. Additionally, flight controllers
use slightly different methods. More methods ar. available to choose from if several knowledgeable
persons are involved. -

Design of Automated Monitoring Programs

1.

Primary and secondary output indicators should oe designed to simplify the monitoring, analysis,
and interpretation of ontoard system status.

The primary automated program output should be indicators which readily reflect the system
state. For instance, a three colored light — clear. amter and red — could indicate whether the
inertial measurement unit status is satisfactory, unknownm, or disabled. Such indicators eliminate
the need for constant monitoring of digital television displays.

The secondacy output should be prose descriptions of system anomalies and recovery procedures.
These would be highly szlective digital television displays which permit rapid absorptior of data with
minimal analysis and interpretation. Only currently significant information would be presented, and
the messages would be simple and concise. In addition to simplifying monitcring, these displays
require less system exper‘ise to comprehend. The data presentation displays used in the current
support system would be monitored only in contingency situations.

1t should be noted, however, that prose displays require a significant amount of storage to con-
tain predefined messages. This storage represented 5 to 10 percent of the overali ATSM test bed
size.

An automated monitoring program should be designed so that changes can be easily implemented.

Precisely defining a total flight controller function is difficult. Changes in the initial definition
of the automateo monitoring program must be anticipated. Hardware configuration changes will
have more impact on automated menitoring programs than they do on current data presentation pro-
grams. Designing the program so that chauges can be easily made will decrease the implementation
time for developing and testing program modifications.

Automated monitoring programs should extensively use process control tables.

Process control tables are tabular specifications of actions to be performed by the executable
routine. The tabular elements consist of control codes, processing ccnstants, and pointers to re-
lated information. An executable routine scans these tables, element by element, and responds to
the indicated action. This technique divorces the execution logic from the specific processing de-
scriptions.

Process control tables are especially important to automated monitoring programs for two
reasons. First, these takles make processing modification easier, since the tables may be revised
or replaced without disturbing the exec itable routine's logic. IMew and different operations also
may be more easily included in the executable code. Second, program testing is easier when pro-
cess control tables are used. Less executable code requires verification, and each possible logic
path must be checked only once. The process control table logic often can b2 verified independently.
When specific tabslar processing requirements change, only the process control table must be veri-
fied. Thus, the effort both for initial development and testing and for subsequent changes is mini-
mized using process control tables.

User interfaces are required in a ground support environraent.

Manual overrides are required toc compensate for missing or bad data. When the onboard sys-
tem sensor coverage is insufficient to provide all the needed moritoring inputs, these measurements
nmst be entered manually. Similarly, when sensors fail, either the user must provide valid inputs
so that the automated program outputs will be correct or additional program logic must be provided
to compensate for the missing quantities.

T"ser inlerfaces are required to initiate actions recommended by automated monitering programs
since the ground support computer software generally does not directly interface with the onboard
hardware systems. The highest level of ground suppo~t automation possible is the external indica-
tion of recommended actions. Such information must be monitored by the flight controller, relayed
to the spacecraft, and executed by the astronauts.

Spacecraft Data Collection and Verification

The data available to automated monitoring programs is especially important since a primary goal is

complete automation equirirg minimum user interfaces. Specific ground support data collection and
verification consider: ions are discussed below.

i,

Sample rates may limit the effectiveness of an automated monitoring program.

Berause spacecraft data transmission is limited, all samples of all onboard measurements are
not sent to the RTCC. Sample rate reduction of Apollo spacecraft data hetween Manned Spaceflight
Network (MSFN} remote sites and the RTCC is but one instance. For example, certain measure-
ments of 50 samples per second, collected onboard and transmitted to the remote site, are reduced
to ten samples for Coramunications Command and Telemetry Systems (CCATS) input and one sample
per second for RTCC input.
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Since a higher sample rate is not available, accurate results from some automated programs
are limited. For example, the reaction control system program which accumulates jet ON time
sums only wnole seconds since jet ON/OFF indications are available only approximately ance per
second. This degrades most performance analysis programs which require precise calculations.
Automated monitoring of onboard systems requires sufficient sensors to determine system changes.

The degree of automation is determined by the placement of sensors within an onboard system.
Since sensor coverage on the Apollo spacecraft is not adequate for completely automated monitoring
of some systeras, limitations must be compensated for by man/machine interfaces. For instance,
if a leak detection program recommends closing a valve as part of an isolation activity and no sen-
sor is available to indicate the valve position, a manual entry is required to inforin the monitoring
program when the valve is closed. Similarly, within a checklist monitoring routine only those
switch configarations that are reported oy sensors can be automatically monitored. 1n the Apollo
potable and vraste water system, actual crew usage is not measured and therefore must te estimated.
Thus, the degree of automation is a direct result of sensor coverage.

Data validation is mandatory for an automatec monitoring program.

Since data validation logic compensates for or ignores faulty data such as transmission errors
and hardware failures, it is the most important confidence factor in program monitoring. However,
data validation significantly increases program implementation time and computer resources by re-
quiring a large amount of designing, <oding, and testing effort. Several validation techniques were
implemented in the test bed program. These techniques include verifying the measurement with
succeeding sampies, testing the measurement ageinst a preselected range which can be dynamically
adiusted to reflect spacecraft operation, and checking associated parameters for averall consistency
of measurements. Within the test bed prcgram this data validation logic represents approximately
15 percent of the overall size.

Automated monitoring is limited by the granularity of the data received.

Data received in the RTCC prevides for only 256 date points. Thus, the data appears to change
by discrete amounts instead of smooth curves, and the granularity is sometimes too large to achieve
the desired degree of automation. For example, a routine to refine the estimated crew water usage
based on potable and waste vrater measurements was ineffective in the test bed program. Cne pulse
code modulation (PCM) unit represents so much water (9. 2 pound) that crew usage must accumulate
significantly tefore the refinement routine can recognize any change.

Program Testing and Evaluation

The

Testing and evaluating the automated monitoring programs of the test bed program is very difficult.
experience gained during the study provided insight for formulating the program testing assessments.
Current data generation capabilities are not sufficient to economically test automated monitoring
programs.

Data generation systems currently available for testing automated monitoring programs are
either uneconomical for initial levels of testing or do not sunply adequate test data. The following
paragraphs briefly discuss the requirements for automated monitoring program test data, the re-
quirements of an economical testing system, and why current testing systems do not meet these
requirements.

Data to test automated monitoring programs must be realistic — parameter values must closely
approximate onboard quantities and must change in the same manner and by approximately the same
amount as the quantities being simulated would change. Parameters must also change concurrently
with other parameters to accurately simulate onboard activity. For instance, when the inertial
measurement unit (IMU) in an Apollo spacecraft torques, nine separate telemetry parameters chinge
as the platform moves. Hence data to test an IMU monitoring program rmust include a case where
the nine measurements change concurrently to simulate an IMU torque.

The economideal requirements for 3 tesling eysteny are difficult to define; however, a good indica
tion is the number of ccmputers required. The most economical testing system would reqguire only
one ~omputer. Testing automated monitoring programs is not as economical when additional com-
puters are required.

Erpnomical methudz of generating test data [or antoinabed monitiring pearran < shonld be studied.

Program reliability depends upon complete and thorough testing and evaluation. Further study
of testing automated monitoring programs is necessary to identify new and better methods of generat-
ing test data.

Prograriming man hours and computer hours must include provisions for reprogramming and re-
testing.

Critical evaluation of a program's usefulness should be performed during the program testing
phase. When this evaluation was performed during the ATSM test bed program demonstration, IBM
found that automation of all four flight controller functions could be significantly improved by imple-
menting suggested program modifications. For instance, the SPS/G&N Preburn Checklist Monitor
was dramatically improved by changing only a few predefined parameter limits. The SMRCS Leak
Detection and lsolation program was much more useful when instructions to enable complete reini-
tialization of the program at flight controller command were added.

Flight controller functions usually involve analyzing complex factors to make decisions. It is
difficult to include all factors and to evaluate the relative importance of each factor in a program.
Therefore, the first attempt at automation of a function usually results in gross approximations of
the flight controller's task. However, most programs can be refined if sufficient time is allowed for
program redesign and retesting.
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4. The ratio of testing hours to programming hours for automated monitoring programs is greater than
for current ground support programs of comparable size.

During the testing phase of the test bed program, it was found that testing autormnated monitoring
programs required considerably more man hours than testing current telemetry programs of the same
same size. The difference in effort is illustrated by comparing the SPS/G&N Preburn Checklist
Monitor, which is one of the test beo programs, and the Apollo 14 Universal Plot Processor. The
Universal Plot Processor is a telemetry program which plots parameters against time and provides
for extensive dynamic definition ot plot characteristics.

The ratio of testing hours to programming hours is .55 for the automated monitoring program
and .32 for the current ground support program.

SPS/G&N Preburn Checklist Monitcr | Universal Plot Processor
Program size in bytes 6274 8284
Man months to program 6.0 6.3
(design and code)
Man months to test 3.3 2.0
Test-to-program ratio 55 .32

The primary reason for the difference was the time spent preparing test scripts. Scripts for
testing automated monitoring programs must represent very precise and complex conditions. Fur-
thermore, analysis of onboard activities to be simulated by the test data is difficult and time con-
suming.

Overall Assessment of Ground Support Automation

Two primary questions must be asked in assessing the practicality and economy of ground support
automation: (1) Is implementing automated monitoring programs feasible? (2) Do the benefits justify the
effort?

Implementing automated monitoring is feasible in a ground support ervironment if the required re-
sources are available. Since the demands on systems resources increase as the level of autornated moni-
toring increases, the primary consideration is computer resources. The processing performed in the
current ground support system is primarily data presentation. The next three levels of automation —
status monitoring, malfunction diagnosis, and action recommendations — each cause increased system
demands. Each level also represents greater difficulty in defining the flight control function and in de-
signing and testing the automated monitoring program.

Alternatives are availabie for controlling computer resources. Some flight controller functions can
and should be implemented in off-line systems to relieve the burden on the reat time computer. Most
aspects of consumables management functions and post-performance analysis functions are off-line sys-
tem candidates. They are c.ncerned with long-term trends, iuture activity planning, and detailed anal-
ysis of past occurrences. This type analysis and decision-making does not require as rapid response as
other functions and does require considerable storage for historic samples. Thus, these functions can
more effectively be implemented in off-line support sy.tems.

As previously identified, computer processing load can be controlled by manual interfaces and super-
visory processors. Manual interfaces permit direct flight controller initiation or termination of pro-
grams, whereas a supervisor can control load based on program priorities, mission phases, or other
criteria.

The second major consideration is that sufficient data must be available. To achieve complete auto-
mation of an onooard system, both adequate sensor coverage and adequate sample rates must be provided.
The inadequacies of either can in some instances be compensated for by user entry of the needed data,
thereby increasing the user interface requirements. Nevertheless, the overall degree of automation is
primarily dependent upon the direct availability of spacecraft data.

The third and fourth major considerations are function definitions and test data generation. Flight
control functions must be precisely and completely documented in sufficient detail before automation is
feasible, and economical test data generation capabilities must be developed to support initial levels of
proram testing.

Ground support automation is desirable because the computer system can assume much of the work-
load and free flight control personnel for higher order tasks. First, the automated monitoring program
can monitor a total system in a shorter time span than a flight controller, it can often analyze system
status faster, and it can consider more possibilities. The flight controller, on the other hand, can con-
sider only the most probable situations when performing status or malfunction analysis with a given time
constraint.

Second, an automated monitoring program can provide continuous monitoring over extended periods
without being effected by the tedious nature of monitoring. This task cannot be done as effectively by an
individual. Therefore, the monitoring program is more likely to readily identify any anomalies which
may o<cur.

Finally, an automated monitoring program reduces the amount of flight controller time required to
monitor a system. The simplified high levels of output — status indicators ard selective prose displays —
reduce both the amonnt of information to be monitored and the analysis and interpretation required; there-
fore, a flight controller can monitor more systems concurrently and can readily evaluate current sys-
tems or systems that are even more complex.

£ new concept of nidssion grourd support cian evolve through the use of autvrmated monitoring pro~
grams. Suitable definition of high level outputs would permit fewer flight controllers to monitor routine
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mission activity. The particular system specialist, no longer responsible for this nominal mission
monitoring, would provide support for unprogrammed or contingency problems.

ASSESSMENT OF AUTOMATION ONBOARD
FUTURE SPACECRAFT

To assess the practicality of placing automated monitoring programs in an onboard environment,
informa‘ion was gatliered from experience with previous ground support systems, experience and know-
ledge gaired fr.n implementing the ATSM test bed program, and from contacts with other groups par-
ticipating in fu*t -e mission studies. Information from these three sources was applied to an onboard
environment a 1 used to ass.5s onboard automation.

Assessing the practicality of integrating automated monitoring programs onboard future spacecraft
involves weighing the resources required for such an effort against potential benefits. Onboard auto-
mation depends upon the availability of onboard resources, the most important of which is the onboard
computer's capabilities. As the level of automation increases, the computer assumes more of the bur-
den of monitoring and controlling the spacecraft. This requires more CPU time, data storage, and
input and output interfaces as the size and complexity of th.e programs increase.

Methods have been identified to enkance the use of onboard computer resources. When ground sup-
port of spaceflight is still maintained, functions such as consumables management and post-performance
analysis could be autornated in the ground support system. These functions do not require instantaneous
decisions and often do require large amounts of storage for historical data. Additionally, measurement
samples could be recorded onboard and periodically ""dumped’ to the ground system to avoid some of the
currert cample limitations.

Manual controls and supervisor programs are two other significant methods for controlling com-
puter resource use. Manual controls for initiating and terminating processing would allow the flight
crew close control of the computer load. A supervisor program to monitor and control the processing
l»ads could establish processing priorities during heavy CPU usage to ensure that the most critical pro-
cessing was performed first. Thus if sufficient computer resources were not available, these two tech-
riques would facilitate at least partial automation of onboard monitoring functions.

Another resource requirement for onboard automation is sufficient sensor coverage of onboard sys-
tems. Sensors must measure enough parameters at a high enough sample rate to allow thorough and
accurate determination of system state and performance. This data must be communicated to the pro-
gram in a timely and efficient manner to best automate system monitoring. Lack of sensor coverage
can sometimes be overcome by manually entering parameters not measured by a sensor; however, man-
ual inputs reduce the potential level of automation and increase the burden on the astronaut.

1f the goal of total onboard automation and resulting spacecraft autonomy is to be achieved, the hard-
ware and software interfaces must be modified to permit software control of hardware. Current hard-
ware and software interfaces permit only monitoring of hardware activities. 1f the software doces not
also have hardware control capabilities, the astronaut monitoring and interface requirements would be
comparable to flight controller ground support responsibilities.

However, before implementing any programs to monitor and control hardware, the capability of the
hardware to monitor itself should be considered. Switching to redundant backup systems in the event of
primary system failure might be more practical than inplementing softwa>e to control the system. The
ability of some hardware to detect a fauit in itseli and notify the compute: of a suspected anomaly could
be used to reduce the size of the fault detectior logic in the program.

Onboard automation has several advantages over ground support automation. Most of the advantages
of onbvard automation arise from the proximity of the hardware and software. Closer integration of hard-
ware and software facilitates data collection, decreases software-to-hardware response time, and en-
ables a higher level of automation.

Programs placed in an onboard environment can maintain constant contact with the data source. The
necessity of long range data transmission with its associated sample rate reduction is also eliminated.
These data implications result in constant and more complete analysis of onboard systems, quicker de-
tection of problems, and faster diagnosis of anomalies. Constant receipt of data enables the software to
maintain a complete history of system performance and provide accurate analysis of system trends.

The level of automation of flight monitoring and control is potentially higher onboard than in the
ground support environment. Concurrent design of software and hardware would permit the most appro-
priate trade-offs and would ensure sufficient interfaces. Potentially, software automation could free the
astronaut from tedious monitoring and routine spacecraft operation.
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SOME DEVELOPMENT TRENDS IN THE INTEGTATION OF SLEC-
TRONIC SYSTEMS JN THE SWEDISH AIRCRAFT 37 VIGGEN
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SUMMARY

The Swedish 37 VIGGEN Aircraft is being developed in several versions and the eliectro-
nic systems of the attack version and the later fighter version are compared and some development
trends are discussed. An increased rdle of the central computer is recognized as well as a trend
towards digitalization of several subsystems.

1. INTRODUCTION

The 37 VIGGEN aircraft has been developed by SAAB-~SCANIA, Linkoping, for the Swedish
Air Porce. Using the same basis airframe and engine three versions of the aircraft will be produced
for attack, reconnaissance and fighter combat roles respectively, The attack version is presently
under series delivery to the Swedish Air Force with the reconnaissance version to follow, The figh-
ter-interceptor version is in its early stage of development and intended for series delivery in
the late seventies. A common trainer version is 21so being produced,

The aireraft is a single-seat STOL aircraft mainly recognized by its canard configura-
tion, see fig. 1,

The design of the electronic systems of the different versions is carried out in close
cooperation between SAAB~SCANIA as the main contractor, the Swedish Air Materiel Department and
the different equipment contractors.

The main object of this paper is simply to show some development trends in Swedish,
military avionics, with special attention tc the use of digital eguipment,

2., THE ELECTRONIC SYSTEM OF %YE ATTACK VERSION

The electronic system of this version was defined in the time period 1962-64 and among
the decisions taken was to generate a main part of all tactical combat functions by use of a centrel,
digital computer, see fig 2, Also included was an electronic head-up display with a mainly analog
wave form generator, The flight control system was indepcndent of the central computer and so was
a conventional set of primary and standby cockpit instruments,

The signal communication with the digital computer was mainly analog with A/D and D/A
time-~shared converters in the computier I/O-unit. The system further comprised a conventional, two=-
gyro reference platform with mainly analog electronies, an analog air data computer, a fixed, navi-
gation Doppler sensor equipment, a microwave ILS, a ground mapping and attack radar with analog
electronics, an analog cu*omatic flight control system, a fixed accelerometer package with analog
signal generation, a radio nzvigation equipment an a radar altimeter, to mention the more important
parts of its mainly analog, e.ectronic sensor system,

To a limited extent, digital communication with the central computer was used. '

The displays, including the electronic HUD and the radar indicator, were driven with &
conventional, analog technique,

The central computer had the following essential data:

[ memory: ferrite nore RAM
° memory volume: 16K X 13 bits
] data word length: 26 bits
. instruction word i-»neth: 13 and 26 bits
] cycle time 2,8 usec,
) add time 5,6 usec,
. multipl. time 23,8 usec.
. ‘7eight of power unit,

memory unit, processor

unit and 1/0 units: ~ 60 kg
[ power consumption: 600 7

. 1/0 signals: ~ 70 DC z2nalog, 35 x 13 bits parallell binary
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The number of system variables in the attack version computer programs, that is va-
riables which carry main information of a quantitative or logical nature betweer. the different
program blocks, is about 700 with the number of program blocks about 30.

3, THE ELECTRONIC SYSTEM OF THE FIGHTER-INTERCEPTOR VERSION

The fighter-interceptor version is now being designed very close to ten years later
than the attack version, During this time electronic systems have moved towards digital solutions.
"he use of general purpose computers is no longer felt as pioneer work as was the case in 1962 when
the attaszk version digital computer was introduced. Figure 3 illustrates with double contours where
mainly digital equipments are now being used for the fighter system.

The general system layout remains fuu ihe earlier version with a central, general pur-
pose digital computer for the generation of main taciical fuanctions. The air data computer is now
digital and so are important sectiorns of the automatic flight control system including autothrottle
functions, The gyro platform has been replaced by an irnertial platform which is tied to the central
computer for the generation of the ravigation and velocity vector functions, Purthermore the dis-
play generation has becomne digitalized and now drives three electronic displays including an elec-
tronic map display. The ralar also has a digital control.and data processing unit with digital in-
terface with the display generator, Several tape equipments are tied to the digital processors,

Eac: of thc different digital programmable processors that have been mentioned above
communicate witax the central computer via time-shared, serial binary channels,

A digital data communication link from the ground control system is tied to the central

computer. The central computer has grown due to increased demands from the intercept functions., Some
of its main data are:

[ memory: ferrite core RAM

. memory volume: 48 K x 16 oits

. data word length: 32 bits

. instruction word length: 16 and 32 bits

] cycle time: 1,9 psec,

. add time: 3,8 psec.

° multipl. time: 742 psec.

. total weight: 27 kg

[} pover consumption: 500 ¥

. 1/0 signals: ~s 35 DC analog (Inputs)

46 x 16 bits serial binary
32 bvits parallell binary
2 parallell binary 8 bit buses

The number of system variables has now grown to about 1500 and the number of program
blocks to about 40,

We can thus recognize two trends in the digitalization process, Firstly we can see an increased use
of digital techniques in ssveral subsystems, where a programmable processor portion is combined
with special purpose circuitry to generate specizl functions.

Especially where high procersing rates are needed like in the display generator or in
the radar data processing, local, special purpose computsrs are coming into use. Secondly the de=
mands on the csntiral computsr havs increased due to the need of more, integratsd system functions,
Ths signal coamunication system between the CDC and ths rest of the electronic system is mainly
serial hinary. The conversion has to a large sxtent bssn moved out to the sensor equipmsnts or to
special adapter units which are located close to ths placss of use,

4, RELIABILITY, MONITORING AND TEST FUNCTIONS

4.1 Reliability relationships

The situation concerning the total failurs rates of ths more central parts of ths
electronic systems in ths attack version versus the fighter vsrsion is shown in figures 4 and 5.
It is seen from fig 4 that the central computsr rsliability in the attack vsrsion was well matched
to ths reliabilities of the main sensor and display equipments, It is also evident that the basic

aircraft with ths engine and the main supply systems give 4 very large contribution to the overall
rslibility,

T gy TRy
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Ir the fighter version, fig 5, 7e can see certain relizbility improvements as more di-
gitalized equipment is introduced. The central computer has improved due t¢ improved comvorent
technique and due to an increased use of dirital sigral communication, in spite of a capoeity and
rorformance increase of about 3 times relative to the CNDC in the attack version, Although the sig-
nal communication system has been modernizcd largelr to serial binary transmission, it still re-~
tains its contribution to failure rate, partlr due to the inerease of information flow, partly due
to the high number of components that are still needed in each channel, The digital AT gives a
definite improvement, and so does the introduction of the inertial platform, partly due to the eli-
mination of repeater servos, and partly due to the generation of inertial navigation functions in
the CDZ, The radar LTBY has not been improved, nor have the electronic displays, T.e latter
have been expamied in the fighter version to 3 displays from two in the attack version, "he two ra-
dars can hardly be easily compared as they are designed for quite different rdles.

It can be seen frer fig 5 that the basic aircraft is an even more domirating contrivu-
tor %o the fighter version total failure rate.

4,2 ilonitering ard reversionary modes

The ability of digital equipments to perform selfmonitoring is used as mueh 2s 15 rea-
sonable in the fishter version tosether with monitoring of the t:'pe used in analos egquipments 21-
ready in the attack version. In an attempt to give the pilot a reasonaltle amount of reversionary
nedes whicn he can learn to handle, three main levels of srstem operation rhave teen defired, see
fig 6., The highest level represernts all tactical functions and svstems at full performence, The
basic level contains the central computer in operation and has retanined 2 certain tactical atility,
The back-up level is designed to make it possible to fly the aircraft safely back fo its base and
does not deperd or the central computer.

Hedundancy techniques are applied mainly in the automatic flight contrel srstem where
a two-channel, fail-safe redundancy is used for sensors and critical parts of the control srstem,

It can be seen from fig 6 how the main part of the electrunic system has beern grouped
in 3 very different failure rates for the 3 levels,The supply s 'stems likewise throusgh redundancy
can show a definite step to thelwe—u. level, The engine and the orimarr flight contiol srstem are
larse contributors in all three function levels and canrot be divided like the electronic swstem,
Tzis should be a gquestion of ccncern to the designers of engines, fuel systems and nechanicnl-
krdraulic svstems.

4.3 Builtein test

“ith the introduction of more digital equipment there is a frowinsg trend ‘towards built-
in test functiors. In the attack version centralized test for fault lccalization and performnnce is
performed by use of an external "test vehicle", This is a costly and time-consuming vrocess and tne
fighter version will sse a larger portion or built-in test functions, controlled by the central ccm-
puter in cooperation with the other digital equipments, and which %ill to a large exient be inde-
pendent of elaborate external equipment.

5. CENTRALIZED VERSUS DGDICATED COMPUTSR COHCEPTS

The discussion concernins centralized versus dedicated computers deeply cngages peovle
in the avionies field in Swveden us well as elsewhere, ‘e are of the opinion though, that it is not
a question of either -~ or, but rather a question of both., leliability investigntions naturally
show that in general simple functions get their reliability decreased if ther are integrated in a
larger computer, whereas more complex functions get their reliability decreased if thcy are divided
between several small computers,

Hence sizaple functions that are essential for flight safety will continue to be mecha-
nized with independent, small computers, in some cases with the use of redundancy techniaues to
achieve fail-safe or fail-operational function. An example of this is the flight control system.
Another reason for the application of small, separate computers is the need for verr high iteration
rates, often combined with the use of considerable amount of special purpose circuitry.

Examples of the latter trend are the digitilization of the electronic display renerator
and of the radar, Of importance here also is the mana;ement of the equipment developmeat, where a
functionelly natural bhoundar; should be defined so that the volume of communicatior with the rest
of the sysiem is reasonablv small,

‘hen we come to tne reneral tactical fuunctions of a2 modern, sinjsle-sent military aireraft such as
naviration, intercept and vectoring functions, fire control, integrated displa and control func-
tions etc, we believein the use of one, central computer in order to keep the %4otal reliabilit: up.
Another reason is the hirh degree of integration of functions and mode losic which is necessary if
a single mar shall be able to operate the svstem ir combat situations, and which requires a high
volume of communication between the different functional blocks, ‘e c¢an for example recall that
the number of quantitative an logical variables communicating bectween the CDC program bleeks in
the fignter version is about 1500. (In a certain sense we Liny consider that the siugle brain and
limited sense system of the one man is matched by the single, central computer with its intesrated
functions adapted to an coptimized communication with this one man through a highlry intesrated dis-
play and control systen).
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Hore sophisticated weapons are satisfactorily controlled by a central computer, due to
the velatively low weapon reliabilities, whereas simple vweapons may be given a back-up level mode
independent of the main part of the electronic system including the CDC, in order to retain a cer-
tain tactical self-defense capability in cases of electronic system failureg., It is thus the authors
opinion that we will see both a trend towards increased, dedicated digitalization in sybsystems,
especially where flight~sefety is involved and hence often redundancy techniques have to be used,
as well as a trend towards centralization of navigation and tactical functions which require a hig:
degree of integration especially in single seat aircraft, The dedicated approach should be used
with caution, though, ard only where special reasons are proven to exist, in order to Xeep the
total component amount low, Getting the aircraft off the ground with full performance at a low
maintenance cost should remair an important object.

i
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MULTILOOP ATTITUDE CONTROL SYSTEM

FOR A SATELLITE WITH FLEXIBLE BOOMS

R. OI LORENZGC & E. DE BERNARDIS

AERITALIA, Centro Slettronico Avio
CASELLE TORINESE
ITALY

SUMMARY

A clas of hange devices ] configurations has been considered, namely that which provides a momentum quite jarger along one body
axes rather than along the other cues.

Thbe general equations of a satellite controlled in such 2 way have been used, iu order to provide a comtrol system which is independent from the parti-
cular devices used (double gimballed flywbeel CMGs, etc....); these equatious have been modified in order to take into that the Ui

has a couple of flexible booms (for instance, very large roll-out solar arrays etc. ). :

A simple multiloop controller has been designed for such equations, and it is shown that to adapt it to each particular actuators configuration it is

only necessary to design three very conventional inner control loops.

Finally, a slmulation of the full flexible system has been made, using FORTRAN V, with reasonable numerical values of the satellite dynamics para-
meters, where it is shown that a coutroller designed idering rigid the whole satellite results either in instability or very degraded pointing accurary.

1. INTRDDUCTION

The majority of papers published, in the authors' knowledge, on satellites with flexible appendages
(solar arrays, antennas, etc.) may be classified broadly in two main classes: a) development of models
and b) stability analysis of the uncontrolled system.

For point o) see for instance ref. 3, 6, 9, and for point b) see ref. 4, 7, 8.

For what concerns the design of an attitude control system of a satellite of this type (referred to,
heretofore, as "flexible satellite”), generally the procedure depicted in fig. 1 is followed:

a control system is designed considering rigid the satellite's appendages, then a simulation is made
where the appendages are modeled as flexible; if the simulations results are still acceptsble the
A.C.S. designed in such a way is retained.

When the flexible appendages are very large, generally, owing mainly to coupling effects between the
satellite’s axis, a large loop gain results in instability, and a small loop gein results in very de-
graded pointing accuracy (see ref. 1).

This fact points out the need of designing a controller specifically for the satellite's dyr. nics with
the appendages considered flexiblo, as they actually are (see ref. 2).

Attempts in this direction are very few todate (see ref. 2, 5, 6,); a new approach is proposed herein.

2. MOOELING OF THE SATELLITE
We will consider here a very simple satellite configuration, i.e. the one shown in fig. 2 where:
xXyz = principal axes of inertia of the undeformed satellite
XYZ = axaes through the setsllite center of mass, fixed in space
¢.8,¢ = Euler angles, pitch, roll and yaw
p,q.T, = Satellite main body angular velocity components referred to the principel exes of inertia.
The flexible soler arrays are modeled hers as shown in fig. 3 (see ref. 2): a point mass may have linear
two-degrees-of-fresdom movements with respect to a meterisl frame which can only rotete with respect

to the x axes. All the movements are harmonic with some damping, assumed, for simplicity, proportional
to the velocity.

The dynamics of the satellite, when momentum exchange devices do not act within it, can be described
in terms of Lagrange's equations of motion {see ref. 10) as follows:
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Where T is the kynetic snargy of the system; M , M and M_ are the torques (external and/or jets) appli
ed to the main body of the satellite; Ky, Kz, 4 ? Y the 2 spring constants and C , C_, C the dam
ping factors, as shown in fig. 3. In fig. 3 are also shown the free coordinates d!.ﬂv,zola,ﬁ:.itﬁg which
describe the positions of the movable parts with respect to the main body. 8ot indicates differentia-
tion with respect to time.

I, I andI_are the principal moments of inertia of the main body, and I ¢ is the moment of inertia
o¥ th& movabfe material frame with respect to the x axes.

If we consider dy F, small, equations (1} become:

Tep « gr (Ty-Te) -Tp (45t ) = Mx Togarp(te-Tx)e AP (Pr-de) < My
Ili"*rq(lx-ly)+Q?(;iv-§q)= Me
(2}
doeSdye Xdy o P8 PrepreZipy i e Qe Ko = 4f
s ° 3 S Ci & K L1 -- X . K = _a
Pulefe e pes 4t deeglderftde s op Pregipregps o

where: Q = value of the point mass
1 = distance of the point mass from the satellite center of mass

Assume p, q and r very small; therefore nsglect their products. In such a case:
p= @ q%8 vy (3)
Moreover, if:
J=dy-py v e derpe o Badps By (a)

the dynamics is described by the decoupled set of equations:
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It can be concluded that the dynamics around each ber . .zs is described by a set of equations of the
type:
A6 +By = M . Cf*DK*EV ~-Fs
(6)

Where 6 is tne angular displacement of the main body with respect to an inertial reference, 7" the cne
of the flexihie arrays with respect to the main body, A ...... F suitable coefficients, and ¥ the
control torques applied to the main body. If we let:

X‘=6; X'_‘r,' X3 = 6 ;X‘=r (7)
(6) take the form:

X¢=X; N X;:AA)(,,+A,_X,+A3M

. (8}

Xg * )(A : Xy = -ALX(,—Agxz,‘AsM
Where A1 .........AG are suitable coefficients.
It may be verified, by means of a continuous controllabllity test (see ref. 11), that this linearized
system is ccntrollable.
In particular, this means that it is possible to find a time history for M (the torque applied to the
main body of the satellite), which is able, starting from arbitrary velues of displacements and vibra-
tions, to force the system to an established position in space, with zero rate and with vibrations
completely damped out.

3. VALIOATION OF THE MOOEL

Following Liking & Fleisher (see ref. 6), modeling very accurately, 1.e. with a whatever large number
of masses and springs, the flexible appendages of a satellite, the dynamics of the syster for each
axis can be described by the block diagram shown in filg. 4, where:

I =inertia of the rigid pert (main body)
T = applied torque

d = attitude angle

éj = natural frequency of the j-th mode
9] = damping factor of the j-th mode

S5 = weighting factor of the j-th mode

For reasonable values of the paremeters, it can be shown (see ref., 1) that 51 is much greater than
S., HOCT G B0 000
2" 73

It is then generally possible to neglect in fig. 4 all the feedback blocks except the one which repre
sents the first vibration mode.

If this is done, the transfer function for one axls becomes:

3
N A e293845 + 3y
£ - n
Ty 13{}@_%)*;5’1 8uN +dy ]

formally identical to system (8).

It must be pointed out that the assumption of a damping force proportional to the velocity 1is not
completely correct. Huowever it is possible to choose ¢ in such an optimum way as to make the effects
of an histheretic damping equivalent to those with a demping propurtional to the velocity.

This is left for future investigations.
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4. CON’~3L WITH MOMENTUM EXCHANGE DEVICES

When .n actuator is used which provides a momentun H, with respect to the body axes, the forces it
exerts or the satellite are (see ref. 2a and 12):

"’r=‘éi+'H7-qHZ S Mv:-;{y$PH!‘fHX B Ml="%1"ﬂH"’kHy (9)

whers: Hx, Hy and HZ are the comoonents of H along the body axes.

Usually the actuators configur-ation emplcyed provides a momentum which is quite larger alonz one axis
(say x) than along the other ones; as p, q and r are considered =mall, it is possible to rewrite (9)
as follows:

Mx=-Hy My-. “}"‘Y—YHO’)—!‘HV_IT,}—HD H Ml'—‘".ll *ﬁHO :-;“! 4*éﬂo (10)

where Ho is the nominal value of H , the largest component of H.
If {10) is substituted into (S5), the set of equations describing the flexible satelZite is the fol-

lowing: wl .
Ing+Ipk = ~fix
Teb+ Cof 4 X GT¢-
TRl AR G o
IVG*Ho%*sz;:—‘:‘Y Q.V.L*lel\;“Kavkg. 2,(.§QY—_ o
. o . N q - (12)
IZ;};_HO\?.‘,QQ;: —H; q7+C17+KV7+i“1’Q‘Y_=O

Ir: such a way the system breaks into two linear ones, the former describing only the behaviour around
the x axis, and ihe latter descriting the behaviour of the coupled y and z axes.
Using Laplace transform, from (11) and (12):

1
it (13)
0= -AFl Hvﬁ»HuH; ‘P= 'Hch‘AFV Fa (A4
AR Fa 4 WY A By Fe +Hod
where:
Fy= Iy Fe = Ly o= L2 @A)
i1f the satellite is considered rigid, and:
[3 Ix Ix
e i Tl
451—/)5-7-1' ﬁf_
Iy T¢
I
a‘(xv-zQQ’)M%cl‘%Ka (16)
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if the satellite is considered flexible, as it actually is.

As the problem of designing a control loop for the decoupled x axes, described by (13), is quite simple
and classical, it will not be considered here. We will design a multiloop controller for system (14),
describing the coupled motion of the y and z axis.
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MULTILOOP CONTROLLER DESIGN

The synthesis method desc:ibed in ref. 14 is used to design a multiloop controller for system (14).

Such a method is referred tc, in the literature, as “"decoupling via feedback®™, as it enables to

control independently the state variables. In our case it means that a command on > does not effect
¢ end viceversa.

We wili not attempt t> describe the method hers, and give only the synthesis result, shown in fig. 5.
A and A_ are the resuiting open loop transfer functions for the y and z axis respectively; to have
aysuitab.a clozed loop response they have been chosen:

{3
w
=As = ——— e
Av =As oteLdn WnS (17)

with:
é. =0} = 04 (18)

Fx' Fy and Fz are represented by (15) if the satellite is rigid, and by (16) if it is flexible.

SIMULATION RESULTS

A simulation program, using FORTRAN V, has been written, using the followirg set of reasonable
numerical values (see ref. 2):

I, = 1500
I = 1800
z
Glr.gs 1072
TR
Ke Kz -2
S&ea 0
=4
Q =7
= 100
o}

To show the effects of flexibility on a controller designed considering rigid the solar arrays, two
types of simulations have been made:

al) using (15) in the controller and (16) in the satellite dynamics (referred to here‘ofore as "rigid
controller” case)

b) using (16) both in the controller and the satellite dynamics (referred to heretofore as ®flexible
controller” case)

In figures 6 and ? an acquisition is shown (step input withak =1.0 and ¥e = 0.8), for the flexible
and rigid controller case respectively; with the flexible controller the response is exactly what is
expected and the satellite is pointed correctly, while with the rigid controller persistent oscilla-
tions remain after the acquisition.

In figures 8 and S the satellite behaviour during normal mode operations is shown. Ye and ¢ are
kept to zero, and a constant disturbance torgue equal to 104 Nw . m is supposed applied to the sa-
tellite y axes. Fig. B shows the satellite behaviour in the flexitle controller case, ¥ and ¥ exibi-
ting steady state oscillations, tougether with the time history of H and H_. The pointing accuracy is
lower than 2.8 . 10°% degreas. y z

Figure S shows instability for the rizid controller case.

CONCLUSIONS

In the simulation I and I_ are higher than 2012: the opposite case mak - & zero with positive real
part appear in some fo the controller transfer functions; in such a case the scheme used in this
paper is no more directly applicable, but, using refszrence 14, it shoud be possible to modify it

in order to achieve the same results.

Actually, in fig. 5, H and H_ are electi‘cal signals and not momentums; thus, when designing the
real attitude control gystem.zit will be necessary to draw two inner control loops to include the
actuators, as shown in fig. 10. The transfer function characteristius of these inner control loops,
as well as those of the sensors used, can be considered in the design of the controller; this would
not be very easy to do using already developed methods, like WHECON or GRASP (see ref. 15 and 16),

e s e R ol D S e 007 e H e
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which apply, moreover, only to the double gimballed flywheel actuator configuration.
The results nresented in this paper should point out two basic facts:

a) To take into account flexibility is in the majority of cases much easy, as very complicated
models are not necessary.

b) When designing an attitude controi system with momentum exchange actuators for a flexible space-
craft, flexibility should be taken into account from the beginning, as an attitude control system

designed for a rigid spacecraft could result unstable or very degraded from the pointing accuracy
point of view.
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SUMMARY

A deterministic simulator is described which models the Automatically Reconfigurable Modular Multi-
processor System (ARMMS), a candidate computer system for future manned and unmanned space missions. Its
use as a tool tv study and determine the minimum computer system configuration necessary to satisfy the
on-bvard computaiional reuyuiremerts of a typical mission ir presented.

R L ek

The effectiverness of a simulation model of a computer system as a design tisi depends on the accuracy
and fidelity of the definiticn of the specific data processing load. Hence the =in ilation techniques are
described in velation to a specific spacecraft performing a specific mission, ramely the proposed Reusable
Shuttle Booster (RSB) stage.

While ARMMS is not a candidate for the RSB computer, this application was chosen because of the
availability of a detailed description of the RSB data processing workload in which the computational
requirements of the various RSB subsystems have been identified by mission phase and are used as para-
metric inputs to the deterministic model of the complete data processing system,

The paper describes how the computer system configuration is determined in order to satisfy the data
processing demand of the various Shuttle Booster subsystems. The configuration which is developed as a
result of studias with the simulator is optimal with respect to the efficient use of computer system y
resources,

1. INTRODUCTION

The advent of third generation computing concepts has created problems in the selection or design of
a computer to process a given workload. For example, multiprogramming enables the computer system to
process more than one task concurrently, allowing more efficient utilization of system resources such as
central processing unit and input-output subsystems; this concept, however, has made the selection or
design of a computer system no longer the relatively simple task it once was.

IR | o T

A great amount of effort has been expended on this problem of mstching a modern computer system to its
data processing workload resulting in msuy different approaches such as simulation, msthematical modeling,
ete., (NIELSEN, N.R., 1367), (GAVER, D.P,, 1967). In order to accomplish such an optimized match, however,
detailed knowledge of both the proposed system and workload is required.

This paper presents an approach to the optimization of the Automatically Reconfigurable Modular Multi-
processor System (ARMMS) to a well-defined data processing workload. ARMMS is presently being designed by
Astrionics Laboratory of the Marshall Space Flight Center, Huntsville, Alabama, and is addressing the
anticipated requirements for both higher computing capacity and reliability which may characterize space-
borne computers in the late 1970's to mid-1980's. ARMMS is intended to achieve both of these objectives
through a highly modular computer architecture which can be configured as a multiprocessor for maximum
computing speed or as a triple modular redundant (TMR) system with standby spares for extremely high
reliability. Moreover, the configuration will be dymamic in that it will be possible to change the con-
figuration in real time as needed by various mission phases or events,

The workload used in this study was that for the Reusable Shuttle Booster (RSB) Stage. While it is
recognized that ARMMS is not a candidate for the RSB computer, this application was chosen because of the
availability of a detailed description (Univac Report, 1971) of the RSB data processing workload. This
combination of the ARMMS system description and the RSB workload description is used to illustrate the
optimization procedure through a method of d!~ital simulatien,

The RSB data processing workload is typical of most aerospace applications in that it consists of a
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number of repetitive tasks which iterate at various rates. In the RSB application, however, many of these
tasks must operate in a high reliability, i.e., TMR, mode, Hence, the situation exists where such a task
will usz three CPU's for a few milliseconds and then release them for use by other tasks which may be

e required to operate in the simplex mode, i.e., single CPU, for a further few milliseconds. These tasks

- will update system date elements, which in turn will be used by other executing program modules.

In an environment of such complexity, simulation of the system is imperative in order to determine the
values of system resources such as number of CPU's, width of data busses, number of input/output channels, etc.

The remainder of the paper describes such a simulation model together with the results of a series of
simulation runs in which various parameter values were established for the ARMMS system in its hypothetical
role as the on-board computer for the Reusable Shuttle Booster.

2.  SYSTEM DESCRIPTION

. 2,1. ARMMS Baseline.

The basic ARMMS configuration is shown in Figure 1. It consists of a Central Processing Element
(CPE) composed of a number of central processing units (CPU's) which execute programs contained in a random

1 access memory (RAM) backed up by bulk storage. External subsystews communicate with the computer via a
: number >f Input/Output Elements (YOE's). Various data busses interconnect the system modules, as shown in
i Figure 1.

The system operates under the control of a dedicated executive module, tihe Block Orgzanizer and
System Scheduler (BOSS).

The number of CPU's, size of RAM, rumber of input/output elements and the widths of the various
data busses will be dictated by the data processing and reliability requirements of each particular mission.

g Tm—

2,2, Workload Description.,

A A detailed (ita processing workload analysis is essential in order to perform a realistic design
3 of the associated da® processing system. Such an analysis has been perfoimed for the Reusable Shuttle
Booste~ (Univac Report, 1971) and was used to define the requirements of an on-board computing system.

This workload descr’ption consists vf the identification of a number of discrete mission time-phases during
> which specific program modules are executed and interant with specific data elements., Each program module
is defined in terms of the amount of memory required, the number and type of instructions executed, the
input and output data rates and the program iteration rate. The program mcdules interact with a number of
data elements, each of which is defined by its size, the vpdate iteration rate, &né function, i.e., whether
it is a source of or a destination for data associated with the program modules and external subsystems,

Shuttle Booster Mission Phases

The various phases of the Shuttle Bcoster Stage have been identified and are shown in Figure 2.
Note that this timeline refers to a reusable booster stage which is intended to re-enter the earth's
atmosphere after each launch, then cruise and land like a conventional aircraft.

Program Module Description

A sample program module descriptiorn is shown in Figure 3. The program module described 13 called
BIGP (Boost Iterative Guidance Program) and is defined in terms of 1ts total number of instructions, the
number of lorg and short instructions executed in a normal iteration, the required data space, the number

of times the program executes per second, the reliability requirement, and the mission phases during which
the program executes,

This description allows an exact allccation of wemory space to be made to each module, consisting
of an instruction area and a data area. Also, kaowing the CPU execution speed, the amount of CPU time per
iteration may be found directly from the total numtar of instructions executed per iteration.

The reliability requirement determines whether one or three CPU's are required each time the
program executes,

Data Element Description

A data element is defined by the number of times it is used per second, its size in bits, its
sources of updated data and the program elements and/or subsystems which use its data.

A nvuber of such data elements are described in Figure 4: for example, ABEFU and BPAYAC are
both single source/single destination, ABEFU being updated by the Navigational Subsystem NAV and used by
orogrum module SDSU, while BPAYAC is updated by program module BIGP and is used by the Flight Control Sub-
system FCS, Other examples are shown in Figure & for single source/multiple destination, multiple source/
single destination and multiple source/multiple destination elements.

Data Base Description

The above information concerning program modules and data elements is combined into a single data
base entry for each executing program. A sample entry for BIGP is shown in Figure 5.
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3. SIMULATOR DESCRIPTION
3.1. General Description

The simulator to be described “.1lows the interaction of the various program modules, data elementa
and external subsystems to be analyzed. A portion of this complex interaction ia ahown in Figure 6, where
the basic ARMMS system of Figure 1 has had superimposed upon it some of the interacting program modules and
data elements described above. Figure 6 shows the program module BIGP in executfon at a rate of 1344 short
and 376 long instructions two times per second. BIGP requires 707 words of instruction space and 97 worda
of data space. It requires updated infcrmation from data elementa INEVAP and TPINCT which are themselvea
updated at rates of 32 and 2 per second respectively. BIGP aupplies information to data element BPAYAC,
which in turn is used by the Flight Control Subsystem (FCS).

Figure 6 represents a snapshot of an instant in time; when BIGP finiahes a particular iteration
it releases its CPUs for use by another program module(s). Should any program module feil to iterate at ita
required rate, due say vo priority conflicts with other modules, the simulator will flag the event as
real time violation. It is the object of the simulation to have all program modules and data elements
executing at their predefined rates within a minimum aystem urder the constraint of no real time violationa.

3.2. System Simulator

Tke system simulator is a program which implements the functions described in Figure 6. Ita
flowchart is shown in Figure 7.

Each program has a pre-assigned priority based upon its iteration rate and reliability require-
ment, The priority asaigned to each program is given in Table 1, where a high figure implies a high
priority; the letters T and S refer to the TMR and simplex modes of operation, e.g., 16/T describes a
program which iterates at a rate of 16 times per second in the TMR mode.

Itn, Rate/Mode |[64/T| 64/S| 32/T| 32/s| 16/T| 16/S| 8/T | 8/S [4/T |4/S |2/T|2/s {1/T| 1/S

Priority 14 13 12 11 10 9 8 7 6 5 4 3 2

ra

Table 1. Program Priority Scheme

From the iteration rates shown, it is obvicus that each progrem has a deadline time which must be met in
order to avoid a real-time violation. Hence for no real-time violations, programs having priorities 13 or
14 must execute every 1/64 sec., those with priorities 11 or 12 every 1/32 sec., etc.

When a program's deadline time arrives, a check is made to see if the previous iteration of that
program is complete: if it is, the program is entered in the CPU queue; if not, a real-time violation (RTV)
flag is set., When a program completes execution, it is re-entered into the CPU queue.

Programs are selected from the CPU queue in order of their priority, higher priority programs
having the ability to preempt executing programs of lower priority. Execution takes place for a time
determined by the number of long and short irstructions to be executed per iteration. This execution
allows data elements and/or subsystems to be supplied with updated data.

After each execution iteration, the processor(s) are released for use by other programs of lower
priority which are currently resident in the CPU queue.

3.3. Interface Simulator

As was stated in Section 3.2., the duration of each iteration cycle of each executing program
module is determined by the number of short and long instructions executed per iteration. Examples of short
instructions are ADD, SHIFT, JUMP; while MULTIPLY, DIVIDE are typical long instruction types. The execution
times for each instruction is specified for the ARMMS CPE and hence, by assuming a Gibson mix (SMITH, J.M.,
1968) for all programs, an average execution time may be determined for both long and short instructions.
Referring to Figure 1, the basic ARMMS configuration, which represents a system having a number of CPU's
interactiug with a random access memory consisting of a number of moduies, a situavrion can arise where more
than one CPU will try to access a given memory module. When this occurs, interferenie takes place with a
resultant delay in the execution of one of the conflicting programs. In an environmenrt such as this,
therefore, it is no longer valid to determine the execution time of any given program on the basis of
average instruction execution time alone.

In order to take the effect of memory interference into account, it was necessary to simulate the
interference at the CPE/RAM interface, This was done by means of the Interface Simulator.

The flowchart of Figurz 8 illustrates the function of this simulator: it is initialized by
specifying all input parameters such as number of CPU's, number of memory modules, data bus widths, number
of instructions fetched per access, etc.

The Interface Simulator operates under the assumption that there is always a non-zero set of
instructions awaiting executicn by each CPU; this represents a worat case condition. Note from Figure 8
that an instruction fetch and data fetch are not initiated for all instructions executed: for example,
an instruction fetch is not always necessary if a multiple instruction fetch is incorporated in the
simulated CPE; similarly, a data fetch is not required for every instruction executed, e.g., JUMP, Values
of functions defining the fetch/no fetch ratios are supplied as inputs to the simulator. This fetch/no
fetch ratio is a function of the system being simulated and the data fetch/no fetch ratio is a function of
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the instruction mix; in the present aimulation, a Gibson mix was asaumed.

The Interface Simulator computes the total executior time for both long and short instructions
by aimulating the execution of a large number of inatructions. This number, which is supplied to the
simulator as input, is presently set at 3000, giving a variance of less than 1 percent on the computed times,
4, SYSTEM SIMULATION

4.1 Introduction.

This section describes how the simulation models were used to determine values for those parameters
necessary to specify the design of a minimum computer system capable of performing the data processing ior

(a)

Caila s

(b)

i

(c)

@

()
(h)
(1)
The
(a)
(b)
(c)
(d)

1 all mission phases of the Reusable Shuttle Booster.

In the work to be described, certain system parameter values were fixed due to constraints other
than data processing throughput; in addition, certain assumptions were made. Theze are:

The maximum number of tasks which can proces; concurrently is three. This figure was
derived from consideration of the load placed upon the executive module, BOSS.

There are two one-way busses for communication from the CPE to RAM, and another two connect-
ing RAM to the CPE. These busses are time shared by the three instruction streams assumed
under (a); two busses were considered necessary for the purpose of reliability.

The processing speed of the CPE i{s fixed: This arises due to the fact that ARMS is an
extension of the Space Ultrareliable Modular Computer (SUMC) which is presently under

development at MSFC, and it is anticipated that a version of SUMC will be the processor
module of the ARMMS system.

The RAM cycle time is assumed to be 750 n.sec: This is available using prz2sent-day passive
memory technology and is close to the memory speed proposed for ARMMS. Destructive readout
is assumed.

There is no triplicaticn of stored data for the TMR operation: All memory transfers will
be parity checked and the data fanned out into three CPU's where TMR is rz:quired.

A single address instruction format is assumed; in general, one operand is fetched from
RAM and the other from a bank of general registers located in each CPU.

The bus transfer time is 100 n.sec.
The time taken to assign a task to a processor or pre-empt an operating task is 100 u.sec.

The basic machine word length is 32 bits,

simulation models were then used to determine:

The effect of multiple instruction fetches per memory access;
The number of CPU's;
The number of RAM modules;

The widths of the system busses,

The approach taken was to inspect the workloads for each mission phase and select the one which
appeared to place greatest demands upon the computer system, Mission Phase 18 appecared to be the most
stringent in its requirements and was selected as the workload on which the initial investigations were
performed. This phase was characterized by the requirement that all tasks were required to operste in the
TMR mode, constraining the system to operate with a multiple of three CPU's,

4.2, Determination of Number of CPU's

Since the actual average long and short instruction execution times are functions of the system
configuration and the resulting memory/CPE interface conflicts, a set of runs was made in which the
execution times were varied over a wide range and any real-time violations noted. Figure 9 shows the
results of such a set of runs as simulated for three CPU's; it can be seen that, if the long instruction
execution time exceeds 5 usec for a 1 usec short instruction execution time, or 3 usec for a 1.5 usec
short instruction execution time, real time violations occur, The corresponding times for the SUMC
processing unit are known to be of the order of 6 and 2 usec, respectively, and, hence, a single TMR
processor set is inadequate for the task of processing the Mission Phase 18 workload.

Figure 10 shows a similar chart for six CPU's, i.e., two TMR sets. 1t can be seen thst this
configuration will readily process the Mission Phase 18 workload under the constraint of the SUMC process-
ing times.

Note that these tests were carried out on a system having a single TMR input/output subsystem
and a single bit CPE-IOE bus width, These parameter vslues were chosen after it was established that
they imposed no constraints on the system due to the relatively light amount of I/0 activity to and from
the external subsystems.

Hence, it is concluded that the ARMMS system will require six CPU's in order to meet the data

il

i, s BT



10-5
processing and reliability resuirements of Mission Phase 18.

Having establizhed the need for six CPU's, the Interface Simulator was then used to determine the
effect upon instruction execution times of

: (a) varying the number of RAM modules

'3

E (b) mu tiple instruction fetch

%

1 (c) varia-ion of the width of the RAM/CPE busses

All these tes%s were performed with relation to Mission Phase 18 in that two instruction streams
were simulated representing the fwo TMR sets required by that Mission Phase.

Also, an analysis of the proposed instruction set as mapped into a Gibson mix revealed that 16
percent of all instructions required no D-bank access, and this figure was used in all experiments performed.

The RAM/CPE busses were assumed to be 32 bits wide.

1 4.3 Determination of Number of Memory Modules

A set of tests was carried out on the Interface Simulator to determine the effect, upon instruction
execution times, of varying the number of RAM modules assigned separately to the storage of instructions

and data, Table 2 shows the instruction execution times obtained from these tests as a function of the
number of I-bank and D<bank modules.

E I-Bank Modules 4 8 16

: D-Bank Modules 8 16 32
SIT (usec) 2,02 | 2.01 1.99
LIT (usec) 6.20 | 6.19 6.16

3 SIT = Short Instruction Time

é LIT = Long Instruction Time

Table 2. Instruction Execution Tive as a
Function of Number of Memory Modules

It can be seen from Table 2 that the amount of memory interference is small when greater than
12 memory modules are used. The total memory requirement for Mission Phase 18 is approximately 32K of
I-bank and 64K of D-bank; hence, Table 2 represents the effects of varying module size from 8K to 2K.

From the standpoint of reliability, it is unlikely that an 8K module would be used since it

represents too large a “throwaway" module. Hence, the 4K module was chosen and used in all further studies
to be described.

4.4 Multiple Instruction Fetch

The design contractor of the ARMMS system (Hughes Aircraft Company) has recommended the concept
of a small local store within each CPU, A major function of such a local store would be to retain a smll
number of previously executed instructions so that, should a branch backwards within this bound occur, an
instruction fetch from main memory is not required. After a detailed analysis of an extensive set of aero-
space programs, Hughes state that a saving of 4 percent in the number of instructions accessed in main
memory is achieved for an eight instruction retention capability. While this has a negligible effect upon
instruction execution times, an eight words instruction retention capability will handle approximately 35
percent of all branch instructions (Hughes Report, 1972), The remaining 65 percent of the branch instruc-
tion3 are jump-szhead type, and were essumed to represent 10 percent of all other instructions,

These figures were used as the basis for a set of experiments to determine the effect of multiple
instruction fetch upon instruction execution times. Table 3 shows the results of these experiments for 2,
4 and 8 instructions fetched per memury access.

Instructions per Fetch 1 2 4 8

SIT (usec) 2,01 { 1,63 1.40 1.29

LIT (usec) 6.19 | 5.75 5.57 5.45
|

SIT = Short Instruction Time
LIT = Long Instruction Time

Table 3. 1Instr:ction Execution Time as a Function
of Numser of Instructions per Fetch
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The greatest percentsge improvement is observed in going from one to two imnstructions per fetch,
and this improvement was used in thc next aet of experiments as a trade-off against reduction in RAM/CPE
bus widths,

Note that a two-instruction fetch implies reading a double word from memory on each memory access.
4.5, Determination of RAM/CPE Bus Widths

Frowm Figure 10 it can be seen that the 6 CPU configuration can meet all real-time requirements
with execution iimes of up to 3 usec for short instructions and up to 8 »sec for long instructions. Table 3
shows that the twe instruction fetch produces execution times of 1,63 ssec and 5.75 ssec, respectively,
for short and long instructions when using 32-bit-wide RAM/CPE busses. Instruction exacution speed is
traded off against BAM/CPE bus width in Table 4 which summarizes the results of a set of tests where the
RAM/CPE bus widths were held equal but reduced from the 32-bit baseline value down to a width ot &4 bits.

BAM/CPE Bus Widths (bits) 32 16 8 4
SIT ( uaec) 1.63 1.91 | 2.48 3.63
LIT ( usec) 5.75 6.03 | 6.62 7.68

SIT = Short Instruction Time
LIT = Long Instruction Time

Table 4. Instruction Execution Time as a Function
of RAM/CPE Bus Widths

These results show that the RAM/CPE busses csn be reduced to a width of 8 bits snd still satisfy
the real-time requirements of Mission Phase 18.

Hence, bssed upon the computational requirements of Mission Phase 18 together with the constraints
stated in Section 4.1., the optimum configuration of the ARMMS system is

. 6 CPU's

) 8 x 4K RAM modules for instruction storsge

° 16 x 4K RAM modules for dsta storage

* 2 instruction fetch per memory access

. 8 bit RAM/CPE busses

. single TMR Input/Cutput Element (IOE)

. single bit CPE/IOE bus

The sbove configuration was then used in the simulstion of the dsta processing required by Mission
Phase 9, the one assessed to be next most demanding upon dsta processing resources sfter Phsse 18: Phase 9
is characterized by having mixed mode execution, i.e., both simplex and TMR.

The instruction execntion times produced by the Interface Simulstor were 2,53 usec and 6,73 saec,
respectively, for short snd long instructions. These times were derived under worst case conditions where
a three instruction 3tream environment was sssumed for the whole of Mission Phase 9. Since this Phase is
mixed mode, two instruction stream operation will occur psrt of the time when two TMR progrsms are executing

concurrently.

Using the above instruction execution times, s1ll Phase 9 programs were simulated without producing
any real-tine violations.

The simulation of Mission Phase 9 wss repeated with the same configuration, but this time under
the assumption thst all programs executed in the TMR mode. Imstruction execution times of 2,48 and 6,62
u sec, respectively, were used as derived for the :case of two instruction streams. Again, no real-time
violations occurred,

Checks on seversl other Mission Phases revealed no real-time violations when using the two TMR
set configuration; hence, for the Reusable Shuttle Booster applicstion, all programs should execute in the
TMR mode, thereby relieving the Executive Module BOSS of the tssk of acheduling for a mixed mode operation,
5. CONCLUSION

A deterministic simulatcr has been described and its application as s design tool illustrated by the
hypothetical example of defining a minimum Automatically Reconfigurable Modulsr Multiprocessor System
(ARMMS) which can process the data pertsining to the Reusable Shuttle Booster misaion,

It has proved possible to define the required ARMMS hardwsre in terms of

(a) number of CPU's

s it . oo Bt
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(b) number of RAM modules; and
(c) width of the system busses.

This definition was based upon a data processing load description which was broken down into a number
of mission phases, each mission phase being defined in terms of the erucuting program modules and associated
data elements. The program module description consisted of the total number of instructions, the number
of long and short l.3tructions executed per normal iteration, the required data space, the number of times
the program executes per second, and the reliability requirements., Each data element was defined by the
number of times it is used per second, its size, and its sources of updated dsta and the program elements
and/or subsystems which use its data.

It is concluded that, provided the data processing requirements can be defined to the above level of
detail, a minimum hardware configuration can be derived. Further, in an environment where high reliability
is a requirement for some programs, this type of model can be used to determine the effect of executing

all programs in a high-reliability mode, with the attendant advantage of relieving the Executive System
of the task of mixed mode scheduling.
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10 BEGINNING OF LAUNCH
11 INITIATION CF PITCHOVER
18 END OF BOOST SIGNIFICANT ATMOSPHERE
19 BEGINNING OF THRUST TERMINATION
20 BEGINNING OF COAST
30 BEGINNING OF REENTRY
32 ENTRY INTO SIGNIFICANT ATMOSPHERE
34 END OF SURVIVAL PHASE
40 BEGINNING O¥ CRUISE
50 BEGINNING OF LANDING
51 INITIATE LOWZR LANDING GEAR

52 LANDING GEAR DOWN
60 TOUCHDOWN

6l END OF TAXI

70 FERRY TAKE OFF

71 LANDING GEAR UP

80 BEGINNING OF BOOST ABORT
81 END OF BOOST ABORT

82 PILOT INITIATION
83 PROGRAM COMPLETION

Fig.2 Shuttle booster mission phases
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PROGRAM NAME BIGP
TOTAL INSTRUCTIONS 707
SEONT INSTRUCTIORS EXECUTED 1344
LOi'G INSTRUCTIONS EXECUTED 376
CONSTANT (24-32 BIT) 0
CONSTANT (12-16 BIT) 21
VARIAVLE (2£-32 BITY) 8
VARIABLE (12-16 BIT) 60
ITERATIONS/SEC 2
REDURNDANCY YES
INITIAL SCHLDULING PHASE 18
DESCHEDULING PIASE 2

Fig.3 Sample program module

{
i
DA'TA ITERATION SIZE UPDATED USED 1
ELEMENT RATE (BITS) BY BY
ABEFU 16 576 NAV SDSU
BPAYAC 2 32 BIPG FCS
INEVAP 32 192 SD64 SD32
sD16
sh02
BGFP
COGP
MPST
AILSDO 1 4 A1LC NAV
AILM
OCTRUL 4 7 EGST EGS
TCHMP EGCP
TGSP
Fig.4 Sample data element description




10-10

PROGRAM
NAME IBANK DBANK SINST LINST PRATE ™R INPUT IRATE OUTPUT OPATE

BIGP 707 97 1344 376 2 1 INEVAP 32 BPAYAC 2
TPINCT 2

!‘ Fig.5 Sample data base entry

e s i M

E RAM

BPAYAC
(ORATE=2)

INEVAP TPTNCT
(IRATE=32) (IRATE=2)

q i

™

I0E IBANK (=707)
DBANK (= 97)

A

é

CPE

External
Subsystem BIGP
(FCS) SINST (=1344)
LINST (= 376)
PRATE (= 2)

Fig.6 Portion of ARMMS baseline data flow simulation
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LONG INSTRUCTION EXECUTION TIME
(MICROSECONDS)

Fig.9

LONG INSTRUCTION EXECUTION TIME

(MICROSECONDS)

6| NO
5| YES
4| YES NO
3| YEs YES NO
1.0 1.5 2.0
SHORT INSTRUCTION EXECUTION TIME

(MICROSECONDS)

YES - All program deadlines met
NO - Some program deadlines not met

Results from system simulator with 3 CPU’s

11 | YES
10| YES
9| YES NO
8 | Y&s YES
71 YIs YES
6 | YES YES X0

2 3 A

SHORT INSTRUCTION EXECUTION TIME

(MICROSECONL. }

YES - All program deadlines met
KO - Some program deadlines not met

Fig.10 Results from system simulator with 6 CPU’s
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EXTENSION OF SIMULA 67 FOR PROCESS CONTROL

Juliusz H. Fardasz
ISTITUTO DI ELABORAZIONE DELL'INFORMA2IONE DEL C. K. R.
55100-Pisa
Italy

SUMMARY

This paper presents an extension of SINULA A7 towards process control. The extension
is prepared with an idea of using it to control large systems of interconnected devices
where, besides the fundamental control &ctivities, the necessity for real-time simulat-
ion arises, in order to define a future behaviour of the system. This exterision combines
both characteristics of procedural and fill-in-the-hlank (format oriented) languages.
The programming requirements for process control applications are discussed and a compa-
rison is made between some algorithmic languages with respect to the degrees in which
they meet these requirements. This discussion shows that SIMULA 67 requires the introduc
tion of less new concepts than other languages in order to be extended for process
control, These new concepts include first of all the "interface with a process" which is
introduced by an external class to be implementation defined. A procedural language is
used for constructing the body of the system, composed of procedures and classes.

Using the facilities of Simula 67 for the preparation of problem-oriented languages, the
particular applications can be treated by the introduction of parameters for a fill-in-
the-blank language based on the hody of the system previously introduced.

1. INTRODUCTION

In this paper an extension of SINULA 67 towards process control is presented.
The idea of extending this language was motivated by a conviction that there is a need
in process control environment for a language, which is powerful enough to be suitable
not oaly for very simple types of process control loops, but also for cases of control
tasks comprising a great number of interdependent control loops together with a possible
variable arrangement of process and control devices.

The requirements which should be met by such a language are discussed in Section
1 and some comparisons of a possibility to me2t them by algorithmic programming languages
(ALGOL 60, SIMULA A7, FORTRAN, PL/I) are given. In the literature, various extensions
of other algorithmic languages, and especially ALGOL 50, FORTRAN and PL/I are to be
found; therefore a brief account of these works is given in Section 2. Data reported
both ir Section 1 and in Section 2 indicate that SIVMULA A7 (Dahl, 0.J., 1968), being
itself a very powerful system, requires a minor amount of new concepts than other pro-
gramming languages in order to he extended for process control. This is why this paper
is directed towards indicating the philosophy of using SIMULA 57 for process control
rather than towards introducing large amounts of new concepts. Section 3 contains a
discussion of the requirements reported in Section 1 in the light of the possibilities
of SIMULA 67, as well as the extensions which are to be added to SIMULA 67 in order to
meet these requirements. Section 4 reports an organization of application programmes
for process control, expressed in a suitably extended SIMULA 67.

Two features of SIVULA 67 are extensively utilized in this work. The first of
them is the concept of "selfextendibility", and the second is the concept of "external
class". The selfextendibility of SIMULA 67 meets the fundamental requirement of process
control languages to be both procedural and fill-in-the-blank. The body of a system is
written in the procedural language SIMULA 67 and contains a number of procedures and
classes. These procedures and classes may be changed and updated when a need arises for
new statements and declarations. The hody of the system is expressed as a rlass in
SIMULA 67 which is callea "pricess control". This class being expressed by standard
SINULA 67 features is implenentation independent. A problem-oriented language enables
the user to program a specific control system configuration and the corresponding control
task, by defining parameters for procedures contained in the class "process control".
This problem-criented language has a fill-in-the-blank character and is composed of a
"declaration part" and a "generation part". In the declaration part, the structure of a
particular control system is defined by the user; and in the generation part, cdetailed

|
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characteristics of the control devices are introduced.

The process interface is expressed by the implementation-dependent external
class "process interface”. This class provides process measurements from sensors, con-
trol signals for effectors, activation of alarm devices and cooperation between multiple
3 peripkeral devices.

i s |
s e AL RRITIY ]

This extension can use the classes and procedures of a recently defined, a
SIMULA 67 based, language for the simulation of the dynamic behaviour o” chemical plants
(Kardasz, J.H., Molnar 5., 1971); such a combination facilitates the creation of soft-
ware packages for process control, taking into account the results of a previous simula-
tion.

2. PROCESS CONTROL PROGRAMMING REQUIREMENTS

In order to examine the necessary extensions to SIMULA 67, the process control
prograrming requirements are summarized in Tabie 1. These requirements are compared with
the existing programming structures of the following languages: ALGOL 60, SIMULA 67,
PORTRAN and PL/I. This table shows clearly that SIMULA 57 requires fewer extensions
than other languages in order to be used for real-time process control. All the subsets
3 of five out of the nine fundamental sets of requirements, as well as a great number of
i other subsets, are satisfied by SIMULA 67.

Table 1: A comparison of process control programming requirements with a possihility of
meeting them by general purpose programming languages without extensiona.

bRk s e Sl

Process control programming requirements SIMULA 67  ALGOL 60 FORTRAN PL/I
1 2 3 4 5 |
; 1. General requirements
1 1.1. Algorithmic capability. This is re- sufficient sufficient sufficient sufficent ;
; quired in a degree similar to scien- i
' tific computation. i
1.2, Easy decomposition. Indispensable good no no fair

for modular approach in order to de-
compose large control systems into
small elements.

1.3. Application language capability. A good no no fair
possibility of introducing new
concepts,

1.4. List processing capability. Indis- good no no yes

pensable for treating sysiems com-
posed of number of elements.

1.5. String handling. good option poor yes

1.6. Selfextendibility of programme struc- flexible fair no fair
ture.

1.7. Selfextendibility of data structure very good no no yes

1.8. Dynamic memory allocaticn. yes yes no yes

1.9. Quasi-paraliel processirng. yes no no yes

1.10. Remote~access for variables. yes no no poor

2. Data Acquisition snd Direct Control

Functions.
2.1. Scanning of sensors. Provides the in no no no no

terfacing required for communication :
between the process and computer.

2.2. Converting analog variables. The an- no no no no

alog input signals are converted by

the computer to digital values(usu-

ally in engineering units) and stored

in storage locations.

Alarms. Checking the process varia- no no no no

P T T QP T RT Wn T 1 T i
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1 2 3 4 5

bles against preset limits for normal

and safe process operation.

4 2.4. Logging. Informing the operator about no no no no
%*ns process behaviour by writing or

displaying appropriate messages.

2.5. Closed-loop set point control. no no no no
2.6. Direct digital control. no no no no
2.7. Equipment control. no no no no

3. Optimizing coentrol functions

3.1. Steady-state performance optimization yes yes yes yes
for processes for which reliable models
are available.

3.2. Determination of safe trajectories for yes yes yes yes
operating point change.

3.3. Control and determination of start-up yes yes yes yes
and shut down sequences.

3.4. Dynsamic performance optimization. yes yes yes yes

4. Adaptive control functions

4.1, Mathematical model identification and yes yes yes yes
modification.

4.2, Security sensing and evaluation. yes yes yes yes

5. Management information system

5.1, File handling. yes no no yes

5.2. Information retrieval. no no no no

5,3. HNaintenance of operating standards. yes no no yes

5.4. Scheduling. Production planning and yes no no yes
scheduling based on sales, demand, or
raw materials.

5.5, Reporting daily production records for yes no no yes
individual units and for the entire
plant.

5.6, Development of economic reports for yes no no yes
plant management.

5.7. Text processing. yes optional poor yes F

6. Special Software features
6.1. Introduction of Assembly type program- impl.dep. impl.dep. impl.dep. impl.dep.

ming.
6.2. Interprogramme communication. yea(by files) no no yes }
6.3. Rich supply of data types and struc- yes no no yes

tures including different character
codes, strings, labels, lists, etc.,
for the variety of programming tasks
which arise in operator communication,
file handling, executive programme, and
control programmes like the DDC system.

6.4. Ability to reference the hardware fea- no no no no
tures of the system.

6.5, Compatibility with the language struc- yes no no no
ture of the special purpose control
languages.

6.6, Relative location of the programme and no no yes mixed

data are known at compile time or only
at the object time.

6.7. Possibility of treating different hard- no no no no
ware configurations.

6.8. Ability to teot programmes when the sys no no no no
tem is on-line.

6.9, Communication elements: device descrip- no no no no
tion, channel rates, code format, mes-




11-4

sage recognition, header analysis, va-
lidation, acknowledgement, logging,
storing, header composition, transmis-
sion, pclling, interruption.
6.10. Resolution of conflicting demands: no no no no
scheduling algorithms, pricrity levels,
dyramic priorities, queue management,
queue gpecification.
6.11. Time reference: absclute time, elapsed no no no no
time,time limits, real clock, pseudo-
clock, sequential ordering, precedence.

6.12. Handling of real-time analog/digital no no no no
signals.
6.13. Handling external attention signals no no no no
(iaterrupts).
6.13. Tayloring of programme segments (task- yes no no yes E
ing).
6.15. Multiprogramming facilities. no no no yes
6.16. Machine and configuration independence yes yes yes yes p
of language. ;
6.17. Memory protection. no no no no }
6.18. Compiling of the programme when computer no no no no
is in control (not language dependent).
€.19. Possibility for a compiled programme to no no no no ]
be tested and debugged while the com-
puter is controlling the process.
6.20, Common data base. yes no no yes
7. Special system functions
7.1. Activation-deactivation of single alarm no no Nno no
points or entire blocks of alarms.
T7.2. Activation-deactivation of specific no no no no !
centrol loops.
7.3. Changing of control loop parameters. no no no no
7.4. Changing of coefficients in analog con- no no no no ; 3
version equations. %
7.5. Changing the state of contact inputs. no no no no
T.6. Activation of central computer pro- no no no no
grammes and other special process
programmes .
7.7. Printout or display on specified pe- impl.dep. impl.dep. impl.dep. impl.dep.
ripheral devices.
7.8. Determination of control actions by no no no no

means of decision tavles of logical
variables describing external events.

7.9. Specification statements to enable the no no no no
user to describe the physical proper-
tiss of objects such as motors, valves,
ana control loops.

7.10. Activation-deactivation of specific de- no no no no
vices (pumps, motors, valves etc.).

i i N

8. Hardware interface

8.1. Input of data to programme and output yes impl.dep. yes yes
of results in the traditional sense.
8.2. Conversational communication between no no no no

operator and computer through console
or typewriter,

8.3. Handling of multiple peripheral devices. yes impl.dep. yes yes
8.4. Handling of peripheral-device failures. no no no no
8.5. Abtility of handling process input/out- no no no no

put.
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1 2 3 4 5

8.6. Queueing of conflicting requests for no no no no
i/o devices.

9. Other requirements

2,1, Curve fitting cof miscellaneous process yes yes yes yes
data.

9.2. Development and testing of new process yes yes yes yes
models.

9.3. Evaluation of design performance. yes yes yes yes

9.4. Simulation of proposed process changes ves difficult difficult yes
and expected process behaviours.

9.5. Execution of routine engineering cal- yes yes yes yes
culations.

9.6, Ststistical data reduction. yes yes yes yes

9.7. Debugging and testing new prograrmes. yes yes yes yes

3. TYFPICAL EXTENSIONS OF ALGORITHWIC PROGRAMYING LANGUAGES FOR PROCESS CONTROL

Several authors have created extensions to existing algorithmic programming
languages in order to adapt tnem for process control tasks. Theses extensions were essen-
tially made by providing the possibility of using new special purpose process-control-
oriented concepts without increasing the general power of the basic languages. A list
of the main features thus intrcduced is given below, with an indicative purpose and
without any detailed description (which can be found in the references).

3.1. ALGOL 60 (Gertler, dJ., 1970)

a) "variable classes" and "variable forms" for handling process variables, b)
special standard functions: sampling, time-sequencing, differentiation and integration,
checking, control, positicning, c¢) "latent parameters" and "substituting parameters" for
gimplified call of standard functions, d) multiprogramming facilities, e) interrupt
system.

3.2. FORTRAN (Roberts, B.C., 1568)

a) FNCODE/DECODE feature (formatted read/write of core buffers), b) zero and
negative subscript’ g of variables, c) expression evaluation in DO parameters, I/0 lists
etc., d) extended format features, e) variable subroutine returns, f) REPEAT WHILE and
REPEAT FOR statements.

3.3. FORTRAN (Hochmeyer, R.E., et al., 1968)

a) reentrant library, b) BYTE statement, c) RELATIVE statement, d) ASSEM sta-
tement, e) common data storage, f) MONITOR, g) on-line debugging capability.

3.4. FORTRAN (Mensh, M., 1968)

a) CONNECT INTERRUPT statement, b) CCHNECT CLOCK statement, ~) CONNECT TIMER
statement, d) overlapping of input/output and computation, e) assigned dynamically pro-
gramme priorities, f) DEVICE statement, g) ability to transfer information between
named files in bulk storage and aricys in core.

3.5. PL/I (Boulton, P.I.P., 1970)

a) attribute ANALOC, b) attributes: REFERENCE ACCESS, COMMAND ACCESS, PERIOD
ACCESS (time expression), INTERRUPT (interrupt expression, ¢) HISTORY, d) TIME, e)
INTERRUPT, f) programme segment interrelation, g) PRIORITY, h) STATUS, i) COMPLETION,
j) EXCLUDE prefix, k) EXCLUSIVE prefix.
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4. EXTERSION OF SIMULA 67 POR PROCESS COHTROL
4.1. Extension of syntax

In order to be able to ireat real-time process control programming requirements
the foilowing syntactical extension is introduced:
(type declarttion}:: {type)(simple Algol variabld)f,(simple Algol variable)]...‘ggj {type)
(simple Algol variable )B(simple Algol varisble)i...
{type) := real ‘integer Boolean | character | text' ref (process identifier>)
¢(simple Algol variable) := ¢VARIABLE identifier)

Every declaration implying ext is defined by implementation, and the user can
use an external variable as if it were declared by the declaration suggested by the
extengion shown in the above syntax. All the external declarations are included in the
class "process control" during implementation.

External definition defines tr.e types for external variable which are means for
communicating with external devices. The values of an external variable, of real, integer,
Boolean, character or text type are defined by the input devices if it represents "process
input". The output for process effectors is defined by the programmer. In the case ext
ref the reference value is always defined by the programmer, but the external device can
resume the object referenced by it as a result of an interrupt.

All the implementation dependent features are included in the class "process
interface” which enters the class "process control". Obviously, any object reference
assigned to an ext ref variable must be generated from a subclass of "process interface".

4.2. System defined class "process control"

All the necessary non syntactical extensions of SIMULA 67 are introduced inside
the system-defined class "process control". This section contains a list of the particular
classes and procedures forming class "process control" together with a discussion of those
features of SIMULA 67 which do not require any sxtension, as they are introduced automati-
cally by the SIMULA 67 common base. The order of the discussion is the same as in Table 1.

4.2.1. General requirements. All of these requirements are met by SIMULA 67. There is
no need for the introduction of new concepts.

4.2.2. Data acquisition and direct digital control function. No one of these requirements
is met by SIVMULA 07 and some new concepts should be introduced. All the required new con-
cepts can be introduced easily by using the general SIMULA 57 framework. For the introduc-
tion of these concepts, the concepis of class and of procedure are used.

4.2.2.1. Scanning of sensors. Provides input of both analog and digital signal values, and
their updating, at fixed intervals. A data gathering function scans the set of sensors
which interface the process, to read the various variahles. This activity can be expressed
in SIMULA 67 by the procedure "scanning".
procedure scanning;

ref (sensor) sensed value;

ref (pracess interface) clock, procin;

comment "procin" and "clock" are declared in the class "process interface" and stand

for external process input variables and for the time clock;

begin

if clock true do

begin

L:Y:-sensor list;

for Y:-Y.succ while Y =/= none do

begin

Y.sensed value := procin ( ... );

:

4.2.2.2. Conversion of analog variables. The analog input signals are converted by the
computer to digital values, usually in engineering units, and stored in storage locations
reserved for the engineering units table. Functional programmes use only the ergineering
unit values of the process variables from the enginerring units table. For converting analog
variables, the procedure "conversion" is used.
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procedure conversion;
ref (sensor) sensed value, conversion coefficient, measured value;

ref (process interface) clock;

F
»
>3
=

if clock true do

begin

:Y:-gensor list;

or Y:-Y.succ while Y =/= none do

i

Ind

4
1]
=]

i
.measured value := Y.sensed value x Y.conversion coefficient;

0 to L;

B
IS

" we we

end
end
end;
4.2.2.3. Alarm scanning. The alarm scanning programme is used to check the process variables
against preset limits for normal and safe process operation. An alarm list specifies the
actions to be taken by the control system on abnormal conditions. All analog inputs and
celculated variables such as ratios, efficiences, etc. may be scanned by the programme.
Depending upon individusl system design, limit checking may be performed before cr after
conversion of the readings to engineering units. ‘fhere is also & possibility to use more
complicated process characteristics for alarm checking, as for instance the balances upon
some process units. The procedure "alarm scanning" defined below is basecd only on checking
the process variables against preset limits.
procedure alarm scanning;

ref (sensor) measured value, alarm value;

ref (process interface) clock;

begin

if clock true do
egi
Y:-sensor list;
r Y:~Y.succ while Y =/= none do

;

=2l | o4
=]

=

0

]

i
if Y.measured values Y.alarm value do "alarm actions";

B[]
=]

(=7

Tl
Tl

1]
(=7

Procedures based on other checking principles can be written in a similar way.

4.2.2.4. Logging. This operation provides information on process behaviour for the operator.
There are two possihle types of logging: at defined periods of time, or after an alarm based
on the results of an slarm checking. The logging procedure essentially types out the results
of measurements or states of devices on the operator's typewriter.

procedure logging:
bezin

comment there is the specification of texts and data to be typed;

4.2.2.5. Closed-loop set point control. This is a computer control of an individual loop.

4.2.2.6. Direct digital control.

4.2,2.7. Equipment control. The computer modifies setpoints and controls parameters for

the control loops at specified time intervals or when process variables exceed preset limits.
In equipment control calculations are designed so as to control a single piece of equip-
ment within an overall process.

The points 4.2.2.5., 4.2.2.6., 4.2.2.7., are discussed jointly because they use
the same elements of the general extension of SIMULA 67. The following extensions are in-

troduced:

The action of sensing elements and their performance is expressed by the class
sensor. This class contains all the information concerning sensors in the process loop
and in an overall layaut of the plant. This information contains data on: process units
at which the sensors are attached, nature of measured variable (e.g. temperature), etc.
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class sens-r (sensed value, conversion coefficient, measured value, alarm value, inp);
ril \s'wmsor) succ;
reul sensed value, corversion coefficient, measured value, alarm value;

begin
if sensor number == none then sensor list :- this sensor

elge sensor number.succ :- this sensor;
sensor number :- this sensor;
end;

Characteristics of effector elements and their performances are expressed by
the class effector. The class effector contains all the information concerning actions
and connections of effectors in the plant. This information contains data on: process
units at which the effectors are attached, and their way of acting on the process.
class effector (inp, out, contrcl value);

ref (controller) out;
real control value;
bezin

end;

The actions of controllers which determine the control actions are represented
by the class "controller". This class contains information on connectiors of control
loops with the aprropriate sensors and effectors and data on the types of process control
actions to be performed by the controllers. The following control actions are used in
this extension of SIMULA 67: proportional, integral and derivative either simple or
combined. Other control modes may be introduced by the user in a similar way by creating
ad hoc classes.
class controller (inp, out);

ref (sensor) inp; ref (effector) out;
begin

end;

Particular types of controllers are:
controller class inoffcontroller (maxvalue, minvalue);
real maxvalue, minvalue;
begin
out.controlvalue := if inp.sensed value {maxvalue or inp.sensed value) minvalue
then O else sign (maxvalue - inp.sensed value)
end;
coniroller class analcontroller (setpoint, devnull, CP, CD, CI);
real setpoint, devnull, CPk, CD, CI;
begin
real oldreg, tegral, setdev;
oldreg := setpoint;
setdev := inp.sensed value - setpoirt;
tegral := tegral + setdev x dt;
out.control value := devnull + CP x setdev + CI x tegral + CD x {(inp.out.control
value - oldreg)/dt;
oldreg := inp.sensed value;
end;

The clused-loop eet point control iforms then a special class prefixed by the
class controller.
contraller class closed-loop set point control;

begin
end;

The direct digital control forms an another class prefixed also by the class
"controller". These two classes are used alternatively. Anyway, both of them remain in
the system and their effective use is determined at the generation stage.
controller class direct digital control;

begin

end;

Tk e =g " il it e o ; - n 4 . s
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The above discussion shows that all the necessary concepts for data acquisition
and direct control functions can be expressed by the SIMULA €7 facilities. For programming
them, no additional requirements are necessary. It should be noted, however, that data
from the sensors and signals for the effectors should be provided by special, implementation
created facilities. This point requires an appropriate computer process interface wnich in
some sense is independent of the language definition.

4.2.3. Optimizing c¢ffect of the control function. The computer is used to optimize process
efficiency, productivi:y, product distribution, or product quality according to the given
mathematical models ¢f a process. Linear prograrming, search techniques, simulation methods
or statistical methods are used to define the operating conditions for process optimization.

SIMULA 67 contains all the facilities necessary for prograrming different algo-
rithms used for optimization. It should be pointed out that, in this case, it is possible
to construct appropriate procedures which define the control values according in tne user
defined goal function, taking into account the me: sured variables. For the multivariable
control, the programming in SIMULA 57 is more convenient than in other languages.

4.2.4. Adaptive effect of the control fu