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INTRODUCTION 

Much of the early research on high-enthalpy ,high-Mach_number flows was accomplished 

in shock tubes in which the flow duration was of order ten microseconds. Valuable infor¬ 

mation was obtained from such experiments, however, since the main problems associated 

with re-entry bodies having ballistic trajectories concerned the stagnation region. For 

these problems Mach number simulation is not so important as the attainment of the correct 

enthalpy. Stagnation temperatures up to 6000 K and pressures up to 11 MN/m2 may be 

obtained in shock tubes operated in the straight through mode with cold hydrogen at 

100 MN/m2 as the driver, and the use of a combustion driver at a maximum pressure of 

100 MN/m^ to raise the driver gas sound speed enabl'”- conditions of 10,000 K and 

9.5 MN/m to be reached, thus increasing the range of simulation and permitting a 7 km/s 

re-entry body with a ballistic trajectory to be studied down to impact. In straight- 

through shock tubes the flew duration is a function of the driver and driven tube lengths 

and in facilities used for bluff body research the flow duration was typically 20 to 

40^43. In such flow durations it is possible to measure heat transfer rates and pressure 

distributions, although the main emphasis in early work was naturally on heat transfer 

rates, since pressure distributions were less likely to be affected by real gas effects 

and could therefore be measured in perfect-gas facilities. Although it is theoretically 

possible to increase the flow duration in straight-through shock tubes by lengthening 

both «-he driver and driven tube the attenuation of the primary shock wave reduces the 

benefits to be gained and few high enthalpy shock tubes have been constructed with lengths 

greater than about 30 m, with flow durations of about 30 jus. More importantly the 

shock attenuation causes severe spatial non-uniformity of gas properties behind the inci¬ 

dent shock wave since the gas immediately behind the shock and first to pass over the 

model has been processed by a weaker shock than that which passed through the gas nearer 

to the contact surface. Allowance for such non-uniformity can be made but the reliabi¬ 

lity of the data obtained is reduced. At shock Mach numbers below about 4 the shock 

attenuation is a less severe problem and the theoretical advantages of increasing the 

tube lengths can be realised. 

Expansion of the gas behind the incident shock wave was first employed at Cornell 

Aeronautical Laboratories to produce hypersonic flow Mach numbers at stagnation tempera¬ 

tures up to 6000 K. The starting processes in the nozzles of such simple expansion 

shock tunnels leads to a reduction in the flow duration, which is already short; to 

overcome this limitation, tunnels operating in the 'reflected shock- mode (in which the 

high-pressure and high-temperature gas behind a reflected shock is used as a reservoir) 

were proposed by Cornell Aeronautical Laboratory (1). The flow duration in such tunnels 

can extend to 15 ms and working section Mach numbers between 6 and 24 have been achieved. 

Operation in the 'tailored interface' mode (in which reflections from the contact 

surface are prevented by matching of the sound speeds on either side of the contact 

surface) enables the flow duration to be further extended until the limitation is ulti¬ 

mately imposed by the length of the driver section. Beginning with the pioneering work 

at Cornell Aeronautical Laboratory the concept of the tailored interface shock tunnel 

has been extended and applied in a large number of facilities so that it now represents 

one of the commonest forms of operation. Although pure hydrogen at room temperature, 

when used as a driver gas, will only provide tailoring conditions at a shock Mach number 

of which results in a stagnation temperature of about 3200 K, the imit may be lowered 

by the use of suitable nitrogen-hydrogen dilution mixtures as shown by Woodley and 

others (2) . 

At about the same time that shock tunnels operating in the reflected-shock mode were 

being developed in the United States the gun tunnel became established as an alternative 

hypersonic facility. Cox and Winter (3) laid the foundations for a facility which has 

since been developed at Imperial College, London (4), Oxford University and Southampton 

University (5) and at other centres. This relatively simple device has the advantages 
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of a longer running time, typically 30 to 50 ms, which enables detailed studies of 

boundary layer transition, boundary layer profiles and other phenomena to be made. Gun 

tunnels, however, appear to have been less useful in the investigation of real gas effects 

since their mode of operation has been typically at stagnation temperatures below 1200 K 

and generally at temperatures just high enough to avoid condensation in the working 

section. 

Two further similar devices employing free pistons for gas compression have also had 

an important effect on the progress of hypersonic research. The first, the free piston 

tunnel R4CH developed by Leuchter at ONERA (6), employs isentropic compression of a 

preheated gas to attain temperatures up to 1700 K. A 1.5 kg piston is accelerated 

slowly in a compression tube of length 10 m and volume 0.11 m3to achieve final pressures 

of 25 MN/m and flow durations between 0.2 s at M = 7 and 0.5 s at M = 14. The flow 

duration in this tunnel enables many conventional techniques to be employed for the 

measurement of aerodynamic quantities such as forces although heat transfer rates are 

obtained from thin wall calorimeter gauges whose response is transient in nature. The 

second type of free piston compressor is the 'Longshot' originally developed by Perry 

at Republic Aviation (7) and subsequently installed at the von Karman Institute for Fluid 

Dynamics. In this device a 0.125 m3 volume of gas is compressed by a heavy piston, 

2.3 to 8.8 kg, and the resulting high pressure gas is trapped in a reservoir by an array 

of 48 non-return valves. Extremely high pressures may be obtained from this ballistic 

piston compression process, 400 MN/m3 being the current limit with a planned increase to 

1350 MN/m . Since the gas is trapped at constant volume the pressure falls during the 

tunnel running time and the analysis of the data must take this into account. A con¬ 

tinuous measurement of dynamic pressure enables corrections to be made to free flight 

determinations of forces and moments, which have been one of the major contributions 

from this facility. 

Arc heated tunnels, which form an important part of the range of hypersonic facilities, 

were first developed at A.E.D.C., Tullahoma (8) as short duration facilities with flow 

durations up to about 30 ms. The energy for these first tunnels was derived frcm 

inductor or capacitor storage systems. Their advantages at that time were the high 

stagnation pressures which could be obtained by virtue of the nature of the reservoir 

itself, a closed volume, which could be stressed to withstand pressures up to 170 MN/m2 

at temperatures after arc discharge of 8000 K. The use of such intermittent arc 

driven tunnels has become widespread and five large installations are in use in the 

United States and in France. Arc heaters have been employed for tunnels with lor^er 

flow durations than is common in the 'hotshots' described above. Tunnels have been 

built with flow durations ranging from 15 s for the N.O.L. high energy facility, which 

operates at a stagnation pressure of 6.7 MN/m2, to continuous operation for lower 

pressure systems such as the PK2 plasma tunnel at D.F.V.L.R. Porz Wahn in which the 

stagnation pressure is 1 MN/m2. 

The very high stagnation temperatures and pressures which may be obtained in short 

duration facilities is of course the main reason for their widespread use at hypersonic 

speeds but their performance must be compared with conventional hypersonic tunnels 

which are capable of continuous or near continuous operation. A broad classification 

of hypersonic facilities has been attempted in Fig. 1. It will be seen that there is 

a considerable amount of overlap in flow duration at the lower end of the time scale 

and in particular between about 1 and 20 ms. In this regime both straight-through 

and reflected shock tunnels (1) , gun tunnels, (3), (4), and the V.K.I. 'Longshot', (9), 

are available and in these facilities most aerodynamic tests may be made although the 

shorter times around 1 ms permit only simple studies such as heat transfer rate. At 

the upper end of the scale (at about 20 to 40 ms) the flow duration is adequate for 

multicomponent balances, free flight techniques and detailed pressure distribution. 

Intermittent arc facilities ('Hotshot' tunnels), the ONERA free piston adiabatic 

compressor R4CH and Ludwieg tubes, (10),(11), span the range between 0.1 and 0.5 s and 
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in the last case the tunnel stagnation temperature may be up to 1100 K for M = 9 

operation in the D.F.V.L.R. 0.5 m Ludwieg tube at Göttingen. Between the upper end 

of these intermittent tunnels and the lower end of the operating time scale of hypersonic 

blowdown tunnels only one facility is at present capable of operation at high stagnation 

temperature, the N.O.L. hypervelocity tunnel (12). This tunnel is capable of 1 to 4 s 

operation at stagnation temperatures of 2800 K. Several blowdown tunnels are capable 

of high stagnation temperatures but in general the upper Mach number is limited to 

about 15. 

A comparison of the various types of hypersonic tunnels may be. made on the basis of 

Reynolds number. Although the test core is often substantially smaller than the tunnel 

exit, a comparison based on tunnel exit dimension indicates the size of the tunnel as 

well as its working pressure. Such a comparison is shown in Fig. 2 where it will be 

seen that, with the exception of the 0.75 m diameter M 16-20 blowdown tunnel at Wright 

Patterson A.F.B., most high-Reynolds-number,high-Mach-number facilities are essentially 

of the short duration type. The exceptions are seen in the N.O.L. hypervelocity tunnel 

whose ReD is 10 a'; M = 10 and the 0.75 m continuous hypersonic tunnel at Wright 

Patterson A.F.B. with Re^ between 1.5 and 2.5 x 106 at Mach numbers between 16 and 22. 

This volume is the first of several AGARDographs which it is hoped will review the 

techniques available for making measurements in short duration and rapidly varying 

flows. Since the extreme aerodynamic heating undergone by re-entry bodies was one of 

the phenomena which stirulated the development of short-duration hypersonic tunnels it 

is appropriate that the measurement of heat transfer rate should be the subject to be 

treated. Perhaps few other techniques developed especially to meet the demands of 

short duration flows have found such widespread application or encouraged the use of 

intermittent techniques in general to the same extent as have fast response heat flux 

gauges which were originally proposed by Vidal at Cornell Aeronautical Laboratory (13). 

Indeed the measurement of heat transfer rate is easier in almost all transient facilities 

than in continuous hot tunnels because in a continuous tunnel the model must be internally 

cooled to establish the temperature gradient from which the heat transfer rate is 

deduced, it must be capable of withstanding the recovery temperature continuously, and if 

the model has a large thermal capacity the tunnel itself must be operated for an extended 

period to achieve uniform conditions within the model. In transient facilities, on 

the other hand, the model never attains an equilibrium temperature and it is the nature 

of its approach to such thermal equilibrium that enables the heat flux rate to be 

determined. Thus models may be constructed from relatively simple materials including 

thermal insulators such as quartz and conductors such as metals, and used in flows 

whose stagnation temperatures may approach 15,000 K. The sudden onset of the high 

temperature flow results in a rapid rise in the model's surface temperature and a variety 

of transducers is employed to measure this temperature-time history. 

The literature on heat transfer measurements in transient facilities is extensive but 

there have been to date no publications which have attempted to provide a unified 

theoretical treatment. One of the objects of the present monograph, therefore, is to 

demonstrate that the analysis of many types of heat transfer gauge may be approached 

from a single theoretical model of transient heat conduction in a two-layered mediun. 

Accordingly section 1 is concerned with the theoretical derivation of the temperature 

at any point within a layered medium comprising two separate substances in thermal contact. 

The solution, in terms of integral transforms, enables the temperature to be determined 

as a function of time for prescribed heat transfer rates. The analysis of the many 

types of heat transfer transducer may then be obtained quite simply by applying the 

appropriate boundary conditions. A thin-film resistance thermometer heat-transfer 

gauge, for example, consists of a two-layered material in which the front surface 

material is a thin conducting sheet mounted on a semi-infinite material of low thermal 

conductivity (section 2.a). A thin wall calorimeter model (section 3.b) is analysed by 

allowing a finite thickness conducting element to be backed by a material of negligible 



4 

thermal conductivity. By including the effects of thermal conductivity in the 

substrate in this latter case it has been possible (section 3b (iii)) to apply the unified 

theoretical approach to the investigation of the effects of heat losses on the frequently 

used 'thick film' heat transfer gauges (called 'Rose' gauges in this monograph after the 

originator). The analysis of the errors which arise in the use of heat transfer 

gauges has been aimed at predicting effects (such as that due to the presence of the 

thin film in section 2.c) on the measured heat transfer rate, which is the error which 

the user wants to know, rather than effects on the surface temperature. The effect of 

non-linearities in thermocouple sensitivities and of the variation of thermal properties 

of the metallic and insulating components of the transducers is also discussed and the 

likely effects on the overall accuracy is assessed. 

Other types of heat transfer transducer also dealt with in the present volume include 

radiation gauges suitable for use in aerodynamic facilities (section 5). Section 6 is 

devorted to optical methods in which the surface temperature is indicated by thermo¬ 

sensitive paints, pyrographic phosphors or liquid crystals. Finally section 7 deals 

with the effect of any surface temperature discontinuity due to the presence of a heat 

transfer gauge on the inferred heat transfer coefficient. 

Throughout the monograph the aim has been to emphasise the fundamental processes of 

heat conduction which govern the function of each transducer and to demonstrate the 

transient response time, sensitivity and possible errors which characterise each tech¬ 

nique. It is hoped that sufficient practical details have been given for new techniques 

to be used with confidence. Methods of data analysis have been discussed in some 

^etaü the case of the thin-film resistance thermometer, for instance, including a 

critical appraisal of all the electrical analogue circuito commonly used in conjunction 

with this form of transducer (section 2.g(ii)). Seven, charts have been devised to 

assist in the design of thin film gauges and calorimeter gauges for a wide range of 

expected heat transfer rates and flow durations. Any errors noticed in the published 

literature were corrected in the preparation of the monograph. 

It is hoped that the monograph will fulfil the role of a useful reference source for 

the expert, bringing together some of the widely scattered information to which he 

constantly needs to refer. In addition, the very powerful heat transfer measurement 

techniques now available for exploiting the advantages of short duration wind tunnels 

will find application in other research fields. 

1. ONE-DIMENSIONAL ANALYSIS OF HEAT TRANSFER GAUGES 

The basic time dependent problem of both thin film gauges (i.e. those relying on 

conduction in a semi-infinite medium) and calorimeter gauges is that of conduction into 

a slab of material (medium 1) mounted on a semi-infinite extent of another material 

(medium 2) as shown in Fig. 3. In the case of a thin film gauge this slab is a thin 

metallic film deposited or. the surface of the medium 2 in order to monitor the surface 

temperature. It is desired that the film is of such a thickness that it does not affect 

the temperature history of the substrate surface. On the other hand a calorimeter 

gauge employs a relatively thick slab as medium 1; the temperature of this is measured 

using thermocouples mounted at some point in the slab and it is necessary to know how 

this measured temperature is related to those throughout the slab. Furthermore it is 

necessary to deduce how much heat is lost from the slab into any backing material or 

supporting structure on which it is necessary to mount the calorimeter. 

In this section therefore the basic equations common to the above situations are set 

out; these will subsequently be expanded in later sections dealing with specific pro¬ 

blems. In order to determine the response tim« of gauges, for example, the following 

equations are solved for the particular case of a seep function input of heat transfer 

rate. 
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The differential equations governing heat flow in the two media ares 

W, / Ô77 

9 at1 oc/ 

31¾ _ / 

at 

a~£ 

at 

(i) 

(2) 
3acl 

The temperature is 7" at a distance x. from the surface, at time t ; 

is the diffusivity of the material defined in terms of the thermal conductivity, 

k* , the density, ç , and the specific heat, C , oc* Vec . The suffices 1 and 2 

refer to the slab and backing material respectively as shown in Fig.3. If the surface 

heat transfer rate is q/t) , then: 

, 977 
— K., - s= O at JC =3 O 

At the interface between regions 1 and 2, 3C=ai^£ : 

k, = ko OIL and T = X 
' dx. 2 3jc 7 2 

Also Ti—O atXlssoe . 

Taking the Laplace transforms, denoted by “ we obtain: 

e2-T A == 

- A. t 
- 72 “«a 

which give the general solutions: 

T, = ^ e ^ ^ 8 90 (/*/">) 

Transforming the boundary conditions of Eqs (3) and (4) we have: 

il _ X 
' a- doc 

*, if 

at ac 

97¡ 
at 3c 

" Sac 

^ == O at x 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

OO 

(9) 

(10) 

(ID 

and using these to eliminate the constants from Eqs (7) and (8) we obtain: 

T 
- (/-cl) tT^Æ, J 

(12) 

T2 - 

^/V^[ (1+«-) e J 

(13) 
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where 
Ça. cx 

Çt C/ k, 
The transformed time derivatives of temperature are given by the equation 

1L = t>r (i4) 
at 

These solutions (Eqs (12),(13) and (14) are applied to the problems that arise in the 

following sections which in general involves inverting the transformed quantities and 

using numerical techniques or expanding in approximate forms. 

This set of transformed equations forms the basis for the unified treatment of all 

types of calorimeter heat transfer gauges, thin film gauges and thick wall transducers 

and are thus the central feature of the present monograph. The process of Inverting 

these transformed equations is simplified in the thin film gauge for example iv allowing 

¿ to tend to zero. For the calorimeter gauge JL is finite and a is usually much 

less than unity so that a second form of simplification is possible. 

2 CAUCES OPERATING ON THE SEMI-INFINITE PRINCIPLE 

Cne of the heat transfer gauges most commonly used in short duration facilities is the 

thin tilm resistance thermometer. The surface temperature is determined from the change 

of resistance of the film and the heat transfer rate is inferred from the application 

of Eqs (12) and (13) in the preceding section. The surface temperature of the model 

may in fact be determined by a variety of methods employing surface thin film thermo¬ 

couples, semiconductor resistance thermometers or by the use of thermosensitive paints 

but to a large extent the basic theory will be the same. It is the object of this 

section to determine the magnitude of the surface temperature rise v/hich occurs under 

different conditions of heat transfer rate and flow duration, the effect of the thermal 

properties of the substrate on this rise and the thickness of the jubstrate which must 

be employed to ensure that simple one-dimensionel theory may be applied. 

Variation of Surface Temperature with Time and Heat Transfer Rate 

Assuming in the first instance that the surface measuring film has negligible effect 

on the heat conduction process, the surface temperature of the substrate may be found 

by putting £■■ O in Eq(13). The temperature of the substrate then becomes! 

/ I, 

where ( gc k ) and oc refer to the substrate properties . 

At the surface,X*0, 

(15) 

^ - Vec* L ST 
(16) 

and inverting the transform, 

'S 
Vrr' V<’C~V ft-r) 

(17) 
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Alternatively the heat transfer rate at the surface may he obtained from Eq (16) in the 
form 

is — tsJF 

(18) 

Inverting Eq(18) yields: 

is dr 
(19) 

This form is inconvenient for data reduction since it Involves the differential of the 

surface temperature and the presence of noise will make the determination of Eq (19) 

difficult. Integrating Eq (19) by parts with T(t) - T (X) ■■ 2, 

For tr » o, T(r) - O ; 

wi5' t(^] ] 

hence : 

Iß +-[ Xit)-T(-C) _ 
vT -i ft - ,:<r 

(20) 

This is the form of the solution which is most convenient for data analysis when the 

heat transfer rate is not constant. In this form there is, however, a singularity in 

the integral term att-“T which will give rise to errors in the deduced value of <j s . 

These errors will in general be larger for t small and numerical techniques which either 

reduce or avoid this difficulty are discussed in detail in section 2g(l). 

If the heat transfer rate is. however, constant, Eq (17) above reduces to: 

t, = no 
■y/Tr V ÇC*. 

and it is seen that under such conditions the surface temperature is parabolic in form. 

The first important criterion is then how thick the substrate should be to enable the 

above analysis to be applied. This depth may be obtained by considering the solution 

of the heat transfer equation for the temperature 75c at a depth X . if the surface 

is subjected to a step function of surface heat transfer<¿s whose Laplace transform is 

is/P • the temperature may be obtained from Eq (15): 

(21) 

X — 

7? 
ck. 

Inversion of this expression gives 

Tx = -ILc- 

” JA 

a 

(22) 

frP 

= - Ac 
3x. 

(23; 

(24) 

fia 



8 

Introducing a dimensionless penetration depth X?— x./Jcx' and putting 

o in Eq (23) to obtain the surface temperature 

— = - yrP X* erfc X.* (25) 

_ zrfc X* (26) 

Values of Tx/Ts and are plotted in Fig.4. The ratio Toc/Ts - o.o/ 
at JC*“/-®® and at X* m. !■ 87. 

It should be noted that the penetration depth is often quoted as ,i.e. 

0-5 , but it will be seen that at this depth the heat transfer rate is 50% of 

its surface value and the temperature 35% of its surface value. Dimensions for 
if 

heat transfer gauges calculated on the basis of a penetration distance JC = 0.50 

will therefore result in serious heat loss from the rear of the sensitive element. 

Thus the ratios T3cj~rs and not t0 0«°1 until x. = 3• /6 */o< 

and X. = 3 T^^trespectively. The penetration depth at which ^,/7s and (¿¡c/é ^ are 
1% of their surface values are plotted in Fig.5.for some commonly used metals and 

insulators assuming constant thermal properties. It will be seen that the two criteria 

yield depths so close to each other that a convenient rule of thumb would be jc ■■ 

For most metals this would yield x(c/n) ^ and for innulators 

x(crn) = O..J sj t sec . For reasons of mechanical strength/insulating substrate 

heat transfer gauges should probably exceed 2 mm in thickness and are thus satisfactory 

for all flow durations less than 0.3 second (for a 1% heat loss at the rear face). In 

the case of metallic gauges working on the 'semi-infinite' principle lengths between 

4 and 12 cm are required for blowdown tunnels with flow durations between 1 and 10 

seconds respectively. Clearli in the longer gauges great care has to be taken that 

heat transfer does not occur between the gauge and wall by the use of suitable thermal 

insulation. Values of as a function of t when ^=1- 10^ W/cm^ are shown In 
Fig.6 for several substrate materials. 

The various techniques which are commonly used for the measurement of surface tempera¬ 

ture are the subject of the next section. For low heat transfer rates or short flow 

durations accompanied by high heat transfer rates it is convenient to use thermally 

insulating substrates so that the surface temperature rise is higher and larger 

electrical signals are obtained from all transducer types whether they be thermocouples 

or thin film resistance thermometers. For higher heat transfer rates or longer flow 

durations at reduced heat transfer rates the substrate may be metallic since the 

surface temperature rise may make it possible to employ surface thermocouples (e.g. 

copper-constantan) in which one arm of the junction is formed by the substrate (e.g. 

copper) itself. 

The same basic theory developed in this section applies to all types of transducer 

operating on the semi-infinite principle but care must be taken in the design of metallic 

substrate units. Using simple one-dimensional semi-infinite heat conduction with 

constant heat transfer r*te to a copper slug/for example/the surface temperature can 

be shown to be Ts — O 32! qjt' , Ts “C, W/cm*', t S , and the expression is 
plotted in Fig 7 with ^=1 W/cm2 to 10 kW/cm2. This graph should be read in conjunc¬ 

tion with Fig.5 in order to determine the thickness of the gauge required to restrict 

heat loss from the rear surface to 1% of input heat transfer rate. It is clear that 

transducer lengths may become excessive (10 cm for 10 sec flow duration) if high accuracy 

is sought although the rear of the slug may be curved to fit inside the model, provided 

care is taken to insulate it. The metallic slug has been used (14) for a wide range of 

heat transfe. measurements down to 10 W/cm , the lower limit being set by the thermo¬ 

couple voltage. Fig.7 shows contours of constant thermocouple output between 0.1 and 
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and 10.0 mV lor copper-constantan junctions. For thermocouple signals to be above 

0.1 mV at low heat transfer rates, less than 10 W/cm2 for instance, flow durations 

greater than 1 s are required. 

2.b Measurement of Surface Temperature with Thermocouples. Thin Film Resistance 
Thermometerg_and_Semlconductor Resistance Thermometers. 

The surface temperature rise in the substrate discussed in the preceding section may 

be measured in several ways but the most common are the thin film resistance thermo¬ 

meter and the surface thermocouple. The thin film resistance thermometer has been used 

chiefly on insulating substrates but the thermocouple may be used on both insulating 

and conducting bases and in the latter case the base itself often forms one leg of the 

thermojunction. In both the thin film thermometer and thin film thermocouple errors 

may be introduced by the finite thickness and thermal conductivity of the metal layer; 

these errors are treated in detail in section 2.c. 

A comparison of the sensitivities of the two types of surface temperature gauge, the 

thin film and the thin film thermocouple, may be made by reference to the following two 

tables. 

Table 1 

Temperature sensitivities of some common thermocouples 

Metal Combinations Sensitivity (0-S5°C) 

/UV/K 

Copper-Constantan 

Iron-Constantan 

Chrome1-Alumel 

PIatinuu-Platinum/Rhodium (13% Rhodium) 

Platirum-Platinum/Rhodium(10% Rhodium) 

Chrome1-Constantan 

40 

50 

40 

6.0 

6.0 

63 

Table 2 

Temgerature_sens^ti^/ities_for__some_common_resJ^stance_thermometers 

for V0 = 1 V 

Metal Temperature Coefficient 

, K_1 X 103 

Sensitivity 

V/K 

Aluminium 

Copper 

Gold 

Nickel 

Platinum 

Rhodium 

Silver 

4.05 

3.90 

3.41 

5.40 

3.01 

•' 30 

3.79 

0.00405 

0.00390 

0.00341 

0.00540 

0.00301 

0.00430 

0.00379 

The temperature sensitivities of the resistance thermometers in Table 2 have been 

compared at a constant value of mean film voltage, in this case 1.00 V, but the sensiti¬ 

vity is directly proportional to the mean film voltage since ÙV/Vo = °c* 4T 
It would thus appear that higher sensitivities could be obtained by operation at as high 
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a film voltage a- possible, within the limits set by heat dissipation. To some extent 

this is the case and a figure of merit has been suggested by Metcalfe (15) whereby 

AV/áT is compared when the films are dissipating equal power per unit area since this 
takes into account the differing resistivities of the materials. With the restriction 

of equal power the mean film voltage is then proportional to the square root of the 

resistivity and thus the overall sensitivity dV/AT is proportional to Je*'*'* • 

Metcalfe has suggested figures of merit for several commonly used thin film thermometers 

and his comparison is shown in Table 3 below using, however, the values of oc^from 

Table 2 where available. 

Table 3 

Figure of merit o<. n for metals 

Metal 

Resistivity 

ohm cm x 106 

Temperature Coefficient 

“C K-1 x 103 
^ « y?*" 0 

K~'SL,/x C/n/t-x/O* 

Platinum 

Gold 

Nickel 

Chromium 

Copper 

Iron 

90.0 

2.44 

11.1 

13.0 

1.7 

17.8 

3.01 

3.41 

5.40 

3.00 

3.90 

14.70 

28.5 

5.32 

17.95 

10.83 

5.08 

62.00 

It will be seen that on the basis of this comparison platinum is better than all other 

metals with the exception of iron which has not been used so far for thin film thermo¬ 

meters. Nickel is also better than chromium and gold so that either platinum or nickel 

are recommended for th¿s purpose. Silicon semiconductor resistance thermometers are 

now available with temperature coefficients of 0.0069 K_1 in miniaturised form with 

dimensions 1.5 mm x 0.5 mm suitable for fixing to both metal and insulating substrates. 

Reference is made to this type of temperature sensor in section 3.e where their use 

on calorimeter gauges is discussed. As surface thin film thermometers they would suffer 

from the relatively fragile nature of the lead connections but this restriction does 

not of course apply when the units are mounted on the rear face of calorimeter gauges. 

Although the temperature coefficient is not significantly greater than that of most of 

the metals quoted in Table 2 their resistance is very high, of order 5000 ohms. The 

power dissipation is limited to 50 milliwatts so that the supply current must not 

exceed 3.16 mA but this current will produce a voltage drop of 15.8 volts and the 

temperature sensitivity A V/ A T will be 0.109 volt/K about 50 times that of a plati¬ 

num ’.esistance thermometer. 

Although the sensitivity of the thin film resistance thermometers listed above are 

much greater than those of the thermocouples there have been recent advances in semi¬ 

conductor thermocouples which promise to reverse this situation. Thermocouples of 'p' 

and 'n' germanium junctions have been reported with sensitivities of 2.0 mV K-1 

although at present their internal impedances are higher than those of thin film gauges 

and electrical interference difficulties would therefore be more serious although not 

necessarily insuperable. The advantages of the thermocouple system are the smaller 

sizes which may be attained in the thin film form and the relative simplicity of the 

electrical leads which/being inactive,may be made narrower than the leads for a thin 

film resistance thermometer. It is also possible to utilise the model Itself as one 

leg of the thermojunction if it is made of a suitable material such as nickel. A thin 

layer of insulating material such as silicon dioxide is put down with a gap into which 

the other thermojunction metal penetrates, (see detail in Flo.8). Alternatively the 

model itself may be made thermally insulating and both legs of the thermojunction laid 

down on the surface by vacuum evaporation, (Fig.8(a)). The thickness of the insulating 
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layer n,ust be sufficiently thick to appear 'semi-infinite' for the duration of the flow 

in the facility and it will be seen from Fig.5 that this dimension need be only 3 mm for 

a second flow duration for quartz or Pyrex insulation. In the case of the solid 

metal model in which the model forms one arm of the thermojunction, however, it will be 

seen from Fig.5 that a thickness of 3 cm is required for the same flow duration if the 

model is to appear 'semi-infinite'. This thickness is excessive for a metal such as 

nickel and such techniques are more suitable for flow durations shorter than 1 second, 

a thickness of 3 mm would be satisfactory for a flow duration of 10 ms. An example of 

a semiconductor thermocouple gauge suitable for use in tunnels with a flow duration 

less than about 70 ms is shown in Fig.9. The substrato length is 0.5 cm of germanium 

w th a surface thin film cf gold approximately 1 micron thick bridging two bars of 'p' 

type and 'n' type germanium respectively. This type of gauge was developed by Dixon 

et al (16) for the measurement of low heat transfer rates of order 0.1 W/cm2. The 

scheme is outlined in Fig.9(a) where it will be seen that the temperatures T. and T- are 

equal as are T2 and T4 so that the effect of the lead wire connections is self cancelling 

Thus only the thermal gradient 4 T established by the unsteady boat conduction within 

the semiconductor bars will affect the measured voltage A V. For the p-n germanium 

3unction the measured sensitivity was 2 mV/K and the loop resistance was 1300 ohm. 

The samples were cut from material with resistivity of 0.25 ohm cm 'p* type and 

2.5 ohm cm 'n' type and exhibited a deviation of less than 2% of 2mV over the tempera¬ 

ture range from 5 to 50°C. This sensitivity is however the same as would be achieved 

with a conventional thin film gauge of platinum with a temperature coefficient of 

0.002/K when operated with a mean film voltage of 1 volt. 

With combinations of heat transfer rates and flow durations which result in elevations 

of substrate temperature above about 50°C the non-constancy of thermal properties reduces 

the accuracy of measurements made with conventional thin film resistance thermometers. 

This topic is dealt with in detail in section 2d(ii) and although there are techniques 

available for the correction of tne data there are advantages in using metallic 

substrates operating in the semi-infinite mode. Heat transfer rates between 500 and 

1000.W/cm can cause severe thermal stresses in insulating substrates and the surface 

may 'spall', small pieces being ejected from the surface. Erosion due to particles 

in the flow may also be troublesome particularly in arc-heated facilities and in both 

of these situations metallic substrate thermocouples are useful. Reference to Fig.7 

in section 2.a shows that the surface temperature rise of copper for instance is about 

l/20th of that of quartz. Examples of surface thermocouples mounted on metal substrates 

are shown in Fig.10. The type shown, comprising an insulated constantan wire fixed 

coaxially with a Chromel-P tube has been described by Kendall and Dixon (17). The 

ends of the wire and tube are ground and polished so that no overlap of metal remains. 

The surface may be ground to the contour of the model before deposition of the chromium 

film. The surface is then vapour plated with chromium to a thickness of 1 to 1.5 « m 

establishing contact between the constantan and chromel. In all such vapour deposited 

thermojunctions the sensitivity must be carefully checked since the standard thermal 

«mí instants may not be applicable. Thermal emf's of metal/metal-alloy thermocouples 

are generally less than the thermal emf's of bulk materials when prepared in thin film 

form. It is also necessary to avoid lateral temperature gradients so that the thermo- 

junction records a unique temperature. In coaxial systems such as that described above 

this will only be achieved when both the diffusivity and thermal conductivities of the 

two materials are the same. 

Although thin film surface thermocouples are relatively insensitive their response 

is less likely to be affected by severely eroding flows, for instance at the stagnation 

points of bluff bodies. Provided that their internal resistance is low compared with 

the input impedance of the measuring system, changes in thermocouple resistance due to 

erosion damage will not affect the measured output voltage. An example of chromel- 

constantan thermocouple deposited at the end of a Pyrex 7740 rod is shown in Fig.10(b) 
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from Kendall et al (17),4(18). Wires of chromel and constantan are carried through the 

Pyrex rod and films of the two materials are vapour deposited to form a thermojunction. 

2.C Errors Introduced by the Presence of the Surface Sensor 

Although the thin metallic layers deposited on the surface of an insulator to form 

either resistance thermometers or thermocouples have thicknesses typically between 0.01 

and 0.1 yum they have an effect on the surface temperature history which cannot be 

neglected. An analysis of the effect of finite thickness metallic films was first 

presented by Vidal (13) although the study was confined to errors in surface temperature. 

Subsequently Maulard (19) examined the effect of the surface element on the value of the 

heat transfer rate which would be deduced from such surface temperature measurements 

but his simplifying assumptions have resulted in an overestimate of the fractional error 

(q - q)/q by a factor of ^/2,(^ being the heat transfer rate in the absence of 

the surface film and q the measured heat transfer rate). It is, of course, this ratio 

which is of more interest to the user than the error in surface temperature although it 

is possible to obtain some idea of the errors involved from the analysis of the 

temperature behaviour. 

In this section a rigorous analysis of the effect of the surface film is presented 

in a form which enables it to be applied to any metal/substrate combination. For the 

particular case of a platinum film on a Pyrex substrate the ratio q/qQ is calculated in 

terms of the dimensionless time °C,t/Z* . This is compared with an analysis following 

that of Vidal (13) of the ratio of surface temperatures with and without surface films 

of finite conductivity. 

The heat transfer rate is found from the temperature history of the thin film by 

assuming that this is the same as the surface temperature Ts , of a semi-infinite 

insulator subject to the same heat transfer history and hence the heat transfer rate is 

given by the inversion formula; 

/freira 
's "" ir 

Ts(t) + 
-Ts(T) i rs(t) 

J (t - z)* 
dr (27) 

which in terms of the Laplace transforme is: 

(28) 

The above assumption can now be tested by putting into the above equation an exact 

solution for the average temperature within the thin film for a step function in surface 

heat transfer rate and seeing when the rate deduced from the equation above, <£. , 

approaches the actual value, <¿0 . The average temperature is sensibly that measured 

by monitoring the resistance of the film as shown by Rose (20). 

As shown previously in section 1 the temperature distribution within the thin film 

for a constant-heat transfer rate i'j given by Eq (12) with /P 

T 
k, 0+a) « J 

(29) 
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Thus 

and 

h*~- 
jt kifi 

/ r*-— 

tJ t‘ 

/ - 
ZCL 

'av 77 cfjc 

'30) 

(31) 

Inserting Ta^ from Eq (31) into Eq (28) for the heat transfer rate we have 

_Vga cz jm «X/ J__¿a __ /_1 

(/+a-) C. ^J4r; ~(t- 

which on expanding the denominator_of the second term becomes 

3" c2 2a 

k, Z 

Taking the inverse transform of this eguation we have 

(32) 

(33) 

i. 
— = 2 aZ 

where z _ Vk/t' 

(34) 

This series may be evaluated for small values of t directly from the above equation; 

tor large times this is difficult because the series converges only slowly and a 

solution for large times may be found by approximating it.rfc.oc. as, 

Urfc * = > (, + **) 
V" 

In this case the approximate solution is, for é large, 

4--/- =!—/4-4) 
t. Vr^z a/ 

(35) 

From this equation the time taken for the fractional error in the deduced value of ¿ 

to be reduced to ÿ is given by: 

"y**/ ^ 2«./ ry 

A plot of ¿lUo versus Z is given in Fig.11 for a, = 0.1. Fig.12 is a plot of 

4./Í0 again for = O.lj in this case the abscissa is in terms of !(iyu.-mŸ' 

i.e. for a 1/cm film, t. is in microseconds. Thus we see that for a 1 /cm film 

approximately 517^w.s is required before the deduced heat transfer rate is within 5% of 

its correct value. 

Maulard (19) has performed a calculation similar to that just examined. The average 

film temperature was calculated as in Eq (31) but the heat flux rate inferred from this 

average temperature was found from the following equations 

• •J'iïÇx, Ca k\ Tity 
* ~ 2 VF' 

This last step is only approximate and the full equation relating the heat flux rate 

to the surface temperature, Eq (28) , should be used. Maulard produces an approximate 

value of %)l t large, applicable when CL« I , givings 
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i.-i SF 
T. 2«.Z 

compared to that of Eq (35) which gives: 

-¿„—i_= / 

(36) 

VtPa. Z 

It would appear therefore that Maulard has overestimated the error In the inferred 

heat flux rate by a factor ir/2. 

The response times above are shorter than those evaluated by Vidal (13) for the 

actual temperature of the film which always lags the ideal temperature by a fixed amount 

This is due to the fact that the inversion depends largely on the derivative of the 

temperature with respect to time as seen by Eq (28). Busing (21) has measured the 

film thickness achieved by painting techniques and has found these to be approximately 

O.S^m for single coat films. In this case approximately 100 us is required before 

the accuracy in the deduced heat transfer rate reaches 5%. Care should therefore be 

taken in interpreting results with such thin films in very short duration flows, such 

as encountered behind the incident shock wave in straight-through shock tubes. 

In order to investigate the effect of the metallic surface film on the surface 

temperature in the presence of a prescribed heat transfer rate Eqs (12) and (13) may be 

arranged,following Vidal as¡ I“ 

X 

where <T“ 

ng Vidal as¡ 

t’-JF 

fc, ./p 

/üüT-./x [¿U? 
V V f* clki 

/ + or e.~ 

-/ 

•f / 

(37) 

(38) 

l-OL 

! + OL. 
(39) 

In this form these solutions for the transformed temperatures are not readily inverte« 

The denominator may, however, be expanded in series form for 0~< I to give: 

-£LiíjVxvÇ (40) 

(41) 
r TA^ - 

These expressions are now in a form which carT/fe inverted to obtain solutions for the 

temperature T, and TJ noting that the inverse transform of f ^ „ 

\TrZ) g. for ^>0 and also employing the convolution theorem: 

^ [f> (f>) t //>)] (*-*) FxA dA 

-r 7 ^ i/*) - *2 
V ■■ TzJ'^r ! TlX e dX k,-iTr 

+ 
*** L, 

V a/ 

(*n/+ x)2 (inl-nt 
^ 4«, (t-A) 

dk (42) 



15 

5 
t -*• vi?~l 

eT »ft--») J 
¢// 

(43) 

77 “O 

Eqs (42) and (43) are the exact solutions for the temperature in a semi-infinite body 

which comprises two thermally dissimilar materials whose thermal properties are such 

that c-< / or ÇiC/either T/ °r 7J_ were known from experimental 

measurements it should be possible to calculate the unknown rate of heat transfer 

*l(t) from the appropriate expression but the process would be complex and with certain 

simplifying assumptions the calculation of i(t) from temperature data may be made much 

more straightforward. 

If it is assumed that (1) the thickness of region 1 is very small 

(2) the thermal conductivity in region 1 is much greater 

than in region 2, 

(3) the time intervals of interest are much greater than 

the characteristic time JL^foCt 
then the temperature of the metallic film corresponds to the temperature of the front 

face of the semi-infinite insulator and Eq (42) becomes 

vt)“ mfM It 

71-/ 

(44) 

The three assumptions made above concerning the effect of the surface film would also 

suggest that the surface temperature would be dominated by the properties of the sub¬ 

strate (region 2) rather than by the metallic film (region 1). Thus the surface 

temperature would be similar to that of a homogeneous slab of material 2 with a correc¬ 

tion term to account for the presence of region 1. Eq (44) assumes this form if the 

term QP * „ 

17«/ 

is added and subtracted from the equation. With the added simplification that 

o■/ /-r -y ÇzCik} n*/ 
Eq (44) becomes forxso 

7/0— 7- ' fj-i/*) jj, 
V^eaci*a VVt-A ' 

-Jrrf,c,k, ' ¿_± -1 

dj¡ (45) 

nm/ 

It will be noted at once that the first term of Eq (45) is the exact solution for 

the surface temperature of a homogeneous semi-infinite body of material 2 and the second 

term is a correction which accounts for the presence of the surface metallic film. A 

further simplification in the correction term can be achieved through integration of 
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the correction term: 

\dX 

nxV- 

« . f _ 'nH'- I 

•JTre>c<^> J.Vt-À J 

nmí 

Expanding the exponential and error functions in Eq (46) in their series form, and 

substituting Eq (46) in Eq (45), the solution for the surface temperature becomes: 

(46) 

T,(t) fW'VïiF 
fa ci -¿Vft -A) 

n»/ 

A i n+£+ 1 rx+ —'RTTi-mx^-  I t/A) («,(t -/ 6 
(47) 

If the thickness of the surface film X is sufficiently small it should be possible 

to neglect the series terms involving higher powers of the thickness and so obtain a 

first order thickness correction for the effects of region 1 on the surface temperature. 

In this way the solution for r/t) ^is obtained as: 

vn> ~ - V<J7T (¾¾ - j 
An estimate of the accuracy involved in the assumptions made above may be arrived at 

in the case of a constant heat transfer rate. For this case Eq (42) becomes: 

'••‘-"’[-"(rSf)]] (49) 

Eq (44), the solution for the surface temperature becomes, again for constant 

at jc a o ; 

v‘’-2VKf +21‘ 
L 'n ■/ 

<r C 

*>«/ 

/ -erf nZ ~| (50) 

Wà 
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Eg (48), the first order solution for the surface temperature then becomes: 

Numerical evaluation of the three equations (49), (50) and (51) for the case of a plati¬ 

num film on a fused quartz substrate has been made by Vidal (13) and the results are 

plotted in Fig.13 in terms of non-dimensional temperature versus non- 

dimensional time ot't/A*. in addition the solution for a single insulating slab is 

shown lor comparison, this being the first term in Eq (51). 

The exact solution, Eq.(49) was evaluated for x: . L/l on the assumption that if 

the instrument were a thermocouple it would record the temperature mid-way through 

two equal thickness deposits, and if it were a resistance thermometer the average 

resistance would be the resistance of an element in the centre of the deposit. In the 

evaluation the series were continued until the last term affected the result by 0 05% 
or less. 

Comparing Eqs (49) and (48) in Fig.13 it will be seen that the exact solution and the 

surface temperature T,(t) are nearly identical after a short time interval and it can 

be concluded that the surface temperature closely approximates the measured temperature 

corresponding tojc-i/2. Comparing the results of the first order solution, Eq (51), 

with the solution for a solid quartz model it can be that the first order solution is 

the quartz solution with a more or less constant temperature lag which is determined 

by the thickness of the surface film and the relative thermal properties of the two 
materials. 

Comparing the solution for the surface temperature and the first order solution in 

Fig.13 it can be seen that for relatively small values of non-dimensional time the first 

order solution gives substantially smaller values for the surface temperature than the 

exact solution. For non-dimensional times of the order of 1000, however, the discrep¬ 

ancy between the two solutions is acceptable. In the limit ast^oo the first order 

solution and the exact solution approach the same value. 

The data presented in Fig.13 can be summarised in tabular form for the case of a 1 

micron thick platinum film on a fused quartz substrate. Table 4 indicates the serious 

discrepancy between the exact solution and the first order solution and between the 

exact and the solid insulator (homogeneous slab) solution for short times. For instance 

it can be seen that for the case of the 1 ^m thick element the first order solution 

is acceptably accurate for times in excess of 50 s while the solid insulator solution 

is still in error by 17% after 100 yus. 

Table 4 

Temperature errors resulting from first 
order and solid insulator approxinations 

1 platinum element on fused quartz 

cx¿/¿2 250 500 1000 1500 2000 2500 

t yU S 

first order % 

Solid insul.% 

10 

-23 

60 

20 

-11 

39 

40 

-5.4 

27.7 

60 

-3.3 

22.3 

80 

-2.8 

19.0 

100 

-2.0 

17.2 

Although Table 4 indicates that the first order solution and the solid insulator solu 

tion are very inaccurate it should be noted that the error is .a linear function of film 

thickness. For instance the error between the homogeneous solution and the first 

order solution is the temperature lag in Eq (51)¡ 
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• J_ _ /1 
x* k, J 

This term Cc\n be made small in comparison with the surface temperature by making 

Ç/Cik-f * > by making fc/ as large as possible and by making X (the film 

thickness) as small as possible. It is undesirable to make PaCakj too large since 

the detector sensitivity will be thereby reduced although there are advantages in this 

approach in the measurement of high heat flux rates when the surface temperature may 

exceed iOO°C and non-linear effects in and ^2. become apparent. Examination of 

Table 5, reproduced from Vidal, shows that there is little advantage to be gained by 

the use of metals other than platinum and most by the use of very thin films, less 

than 1 yum thick. On the other hand a figure of merit for the sensitivity of films 

operated under conditions of constant power dissipation per unit area shows that plati¬ 

num is at least as good as all but iron, see section 2.a. 

Table 5 

Thermal_gropertles of commonly used metals relative to fused quartz 

Surface Film e, 5 , 
X 

Aluminium 

Copper 

Gold 

Nickel 

Platinum 

Steel 

234 

577 

336 

142 

83 

27 

99 

144 

107 

170 

120 

155 

From the tirst order solution for the surface temperature, Eq (51) 

where AT = 6/ c> */ _/] 

The solution for the surface temperature of an homogeneous solid is given by: 

Te — 2¾. / t 
's/™'?! czk-z 

JZL H / - JL |~ ft C! k, _ y i j 
To k, 'J /jrrez czki 

_ fiifd' _ /1 
leiCtki J Lf J 

thus 

(52) 

Thus the error in surface temperature may be expressed more conveniently in terms 

of t/jt1 in a similar manner to the error in heat transfer measurement. Values of 

the ratio for platinum on quartz are shown on Fig. 12 together with associated 

errors in heat transfer measurement previously deduced. 

The large errors in deduced heat transfer rate caused by the use of thin film 

resistance thermometers of 1 yu m thickness can be clearly seen in Fig.12 and compared 

with the corresponding reductions in surface temperature. Fortunately the errors in 

heat transfer rate are less than those in surface temperature. For example with 
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a 1 film the error after 100 is approximately 11% in heat transfer rate com¬ 

pared with 18% in surface temperature. Both errors are reduced markedly by the use 

of thinner films since the thickness term appears squared. For a 0.1 yii m film 

typical of vacuum deposited elements (see section 2f) the heat transfer rate is in error 

by 5% after 0.4 ps and 1% after 120 ^s. The very gradual reduction in errors in both 

quantities with increasing time is clear from Fig.13 and caution must be exercised in 

the use of such gauges in shock tubes whose flow durations are less than 100 /4s. 

On the other hand negligible errors will arise from this source in facilities whose 

flow duration exceeds 0.1 s. For the shock tunnel case in which flow durations are 

typically between 5 and 10 ms the errors arising from the use of 1 yum films are 

approximately 2% which is within the generally acceptable error level. 

2.d Thermal Properties of Substrate Materials 

If reliance is to be placed on quoted values for density, specific heat and thermal 

conductivity for the purpose of data reduction, then a material such as quartz has 

several advantages. Its thermal properties are reasonably well documented and samples 

from different sources, although showing variations (19) are sufficiently consistent 

for use to be made of this material as a substrate for thin film heat transfer gauges 

without resort to individual calibration except of course for the temperature coefficient 

of the metallic film itself. 

The density of fused quartz at 20°C is between 2.20 and 2.21 g/cm3 and there appears 

to be little variation from one sample to another. The specific heat at room tempera¬ 

ture is between 0.73 and 0.78 J g'1 K-1 (0.175 and 0.186 cal g-1 K-1), the variation 

with temperature being shown in Fig.14. The variation of the thermal conductivity of 

fused quartz with temperature is shown in Fig.15 and the mean of the values quoted at 

20°C is 0.01425 J cm 1 s 1 K 1 (0.0034 cal cm"1 s"1 K-1). The value of the thermal 
- -2 

K s ^ at 20°C and it will be seen product (çckÿi thus has a mean value of 0.15 1 J cm 

later (section 2.e(i)) that this is in close agreement with the figure obtained by 

calibration of thin film heat transfer gauges on quartz substrates using an electrical 

discharge technique. There are, however, as will be seen from Figs.14 and 15, quite 

marked variations in specific heat and thermal conductivity with temperature. These 

may become the cause of quite serious errors in the deduced heat transfer rate if the 

substrate temperature rises much above 100°C. The following two sections, 2.d(i) and 

2.d(ii) present data on the currently available values of c and as a function of 

temperature for both quartz and Pyrex (type 7740 Corning) and the likely effect on the 

inferred heat transfer rate. 

2.d(i) Variation with Temperature 

Some of the currently available thermal conductivity data for fused quartz extracted 

from Ref (23) are shown in Fig.15. It will be seen that there is a fair measure of 

agreement between the different measurements up to 400 K but between 400 K and 800 K 

there appears to be a consistent difference amounting to about 0.02 J s"1 cm”1 ^-1. 

At 300 K the mean value of 0.01425 J s 1 cm 1 K 1 is in close agreement with the value 

of 0.01446 deduced by Hartunian and Varwig (24) from an electrical pulse calibration 

technique (see section 2.e(i)) in which the value o{ ((ck.) is determined and k. may be 
found by assuming values for £ and c . The available data for the specific heat of 

fused quartz shows a high degree of consistency. Fig.14, and the mean value of 

•;.75S J g K at 300 K is probably correct to within + 3%. Using these data for the 

variation of specific heat and thermal conductivity it is possible to estimate the 

variation of the thermal productand this is shown in Fig.16 and compared with 

measurements at room temperature by Bogdan (25), Maulard (19), (22). Hartunian and 

Varwig (24) determined the variation of the thermal product over a temperature range 

20 to 160°C and the agreement with the predicted value is seen to be good at least to 

100 C. This general agreement over the temperature range normally encountered in thin 
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film heat transfer gauges and the excellent agreement obtained by all three groups at 

room temperature give confidence in the validity of the pulse calibration technique 

used throughout. There appears to be little justification for separate calibration 

except to obtain the value of the temperature coefficient of resistance of the metallic 

layer. This may be readily measured In a constant temperature bath to a high degree 

of accuracy. In calculating the theoretical estimate in Fig.16 the value for the 

density of fused quartz has been take-, as 2.20 g cm-3. The ratlofr f ck)r / Cf 

Is also shown in Fig.16 based on the theoretical estimate of (fCfc) from TPRC (23). 

It will be seen that this ratio reaches 1.1 at a temperature of only 70°C and thus 

heat transfer measurements based on constant thermal prooertles would be In error by 
• 2 1 

10» if the rate was lOO W cm for 10 ms. The errors which arise from such variation 

in thermal properties is dealt with in detail in section 2.d(ll). 

Pyrex, although widely used as a substrate materiales available in a variety of 

mixtures although Corning type 7740 appears frequently. Hartunian has reported (24) 

a series of experiments to determine the variation of the diffusivity oC with tempera¬ 

ture. The results for oc and values of ( f are tabulated below and it will be seen 

that the variation in all parameters is much greater than with fused quartz. 

Table 6 

PYREX. CORNING 77-10 

Temperature 
specific 
heat 
C 

thermal 
conductivity 

k 
diffusivity 

oc 

-
'I

t' 

u
 (e *0* 

o
 

o
 cal 

TT 
cal 2 

cm 
s 

cal 
cm2 k cm s T< 

24 297 

50 32 3 

82 355 

100 373 

120 393 

129 402 

147 420 

174 447 

0.185 

0.193 

0.203 

0.208 

0.515 

0.218 

0.223 

0.231 

3.26 10-3 

3.59 

4.33 

4.37 

5.10 

4.76 

5.23 

6.03 

7.93 10-3 

8.21 

9.58 

9.40 

10.67 

9.83 

10.51 

11.66 

3.675 10"2 

3.93 

4.44 

4.51 

4.96 

4.82 

5.11 

5.59 

0.152 

0.164 

0.185 

0.188 

0.2C7 

0.201 

0.214 

0, 233 

Hartunian and Varwig's values for the product (ÇCfcJ can be compared with theoretical 

estimates based on separate determinations of C and k. from TPRC (23). The agreement 

at room temperature is only fair, Fig. 17, and a value of between 3.25 and 3.75 x 10-2 

cal cm 2 K 3 s 0.136 and 0.157 J cm 2 K 3 s would appear to be a realistic 

estimate. 

Despite the greater discrepancy between experimentally observed values for the thermal 

product (fcfc)4and the theoretical estimate,Pyrex is a cheaper and frequently used sub¬ 

strate material for thin film resistance thermometers. In view of the discrepancy 

noted above it is probably worthwhile to perform calibrations on each sample to obtain 

the thermal product if accurate absolute measurements of heat transfer rate are desired. 

For many applications,howver, relative heat transfer rates are all that are required and 

in these circumstances the value of (pcfc )^ is less critical than a knowledge of the 

temperature coefficient of resistance of the metallic film. Pyrex may be optically 

polished to the same surface finish as quartz and is perhaps slightly easier to work in 

the initial stages of substrate preparation. 



2>d(il) Effect of the Variation of Thermal Properties on Calculated Heat Transfer Rates 

Non-uniform properties are unlikely to be of importance in metallic substrate gauges 

since the temperature rises are generally small but with thermally insulating substrates 

the temperature rise may be in excess of 100°C, even for short flow durations, Fig.6. 

There is a body of evidence which demonstrates that heat transfer measurements will be 

subject to errors of about 10», if uncorrected,when the substrate temperature rises 

above 150 C. It will be seen from Fig.6 that shock tubes with flow durations less than 

about 200 yis are unlikely to encounter conditions in which the substrate will exceed 

100 C if the heat transfer rate is below 1 kW/cm^, but longer running time facilities 

will meet them even for rates as low as 100 W/cm2. Possible methods of correcting 

for the effects of non uniform properties have been investigated by Reece (26) and 

Hartunian and Warwig (24) . Cook (27) has made a theoretical study of heat transfer 

phenomena in homogeneous materials and of the effect of variable thermal properties on 

heat transfer rates deduced from surface temperature measurements. Rearranging 

Eq (21) asi 

T.Jír leck 

** - t"7 V 
it is seen that the product (fcfc/*- is important rather than the separate parameters ç , 

C and k. and also that for a constant heat transfer rate, in which case 7} rises 

as ¿4., the value of ^deduced will be directly proportional to the value of (çckfá 

used. Values obtained for fused quartz and Corning Pyrex type 7740 have been plotted 

in Figs.16 and 17 and a compilation of all currently available data on the ratio 

[rec<c;T/(pck)ao]'4 for Pyrex 7740 is shown in Fig.18. 

It is clear that there is a large discrepancy between the data obtained by Bogdan, 

Skinner, Walenta and Hartunian and Varwig who all used essentially the same technique. 

Hartunian and Varwig,s data do net allow for the known decrease in gauge sensitivity 

dR/dt with temperature but this should not cause the wide differences seen in Fig,18. 

The corrections to be made to account for this variation in thermal properties are 

unfortunately not straightforward since because of the rapid variation of the temperature 

only laminae near the surface experience temperatures high enough to affect their 

properties. Hartunian and Varwig (24) have obtained an approximate solution noting 

that the diffusivity, oc , is itself only slightly temperature dependent. They obtain 

a corrected expression for the surface temperatures 

where 

(53) 

Tw “ corrected surface temperature 

ka = thermal conductivity at initial temp. 

To - initial temperature of substrate,K. 

the thermal conductivity k assumed to be of form (a + b log10 

b/k0 . 4.73 Pyrex j 

1.75 Quartz j Hartunian and Varwig 

T ) 

1.81 

The correction factor 

Plate Glass 

has been evaluated by Hartunian and Varwig for the case in which constant. This 

factor is plotted versus Tw °C in Fig.19 for substrates of Pyrex (7740) and quartz ana 
it is apparent that Pyrex requires most correction although Reece (26) has pointed out 

that at 150° the factor should be 1.36 instead of 1.44 and Cook (27) determined 

iact/% Mxpt/ • rati° of the heat transfer rates calculated on the assumption of 

variable and constant properties (using Hartunian and Varwig’s data, Table 6). The 

errors predicted by Cook are seen from Fig.20 to be somewhat different from those 
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deduced .y Hartunlan and V’arwig. The present situation is thus somewhat unsatisfactory 

since no straightforward technique for correcting for variable thermal properties 

exists in any but the fySt) = constant and cases, and even in these 

simple cases there exist quite large discrepancies between the corrections recommended. 

Electronic circuits which compensate for the variable properties have been investi¬ 

gated by Reece (26) and Walenta (28). These are based on the assumption that the 

variation of (ft) with temperature is small and that the thermal conductivity k 

increases linearly, k* k0 ( / ■+ b T) . This results in the surface temperature (Ts) 

ideal based on the assumption of uniform properties being higher than the measured 

temperJture 4 

T’ ,*«/ - Ts T ^ bTs 
The coefficient b for quartz has been the subject of much research but the discrepancy 

between different investigators is not reassuring. The electrical correction networks 

of Reece and Walenta contain proportional plus squaring amplifiers, Fig.21. The 

output current i from the squaring amplifier SQ is proportional to the square of the 

input voltage 

and 

-t 

-t 

* C, 

0 

c ) e i ^ 

e¿ < 

o 

o 

The operational amplifier A has a large open loop gain and the summing junction S is a 

virtual earth. If the operational amplifier draws negligible current 

SL — 0 

Thus «o — C¿( l+k €¿) 

Reece uses b = 0.25 to achieve a correction factor of 1.25 for Pyrex substrate 
temperatures not exceeding 100°C. Walenta has shown that the above form for the 

correction is at least as good as Hartunian and Varwig's more complex functions 

k. > 

To 

where To is the initial surface temperature. Reece has also developed a varistor 

(voltage-variable resistor) circuit for performing the same correction. Both Reece 

and Walenta perform the correction to the measured temperature on the assumption that 

the heat transfer to the surface is constant but the correction is dependent on the 

boundary conditions as has been shown by Cook (27). Cook’s corrections illustrated 

in Fig. 20 differ depending on whether is assumed constant or varying with (the 

shock tube side wall boundary layer case) and this difference is seen to be about 7Ï 

at a wall temperature of 200°C. In view of the greater uncertainties surrounding the 

right form and magnitude of the correction, this discrepancy is acceptable and Walenta 

has demonstrated that his simple quadratic correction for thermal conductivity gives 

heat transfer results which are in much better agreement with theoretical predictions 

than the uncorrected data. 

In view of the loss of accuracy which results from the use of substrates such as 

quartz and Pyrex in tests in which the substrate temperature rises much above 100°C 

the use of alternative insulating bases would appear to be worth investigating. 

Firstly to reduce the surface temperature rise and hence delay the onset of the non 

linearity an insulator with a higher thermal conductivity is required. Such materials 

will result in reduced overall system sensitivity but this is unlikely to be a dis¬ 

advantage since the problem only arises at high heat transfer rates or in long duration 

(0.1 to 1 s) facilities. Ceramics such as alumina (A1,0,) and beryllia (BeO) have 
-1 -1 ¿ * 

thermal conductivities of 0.376 and 2.80 W cm K respectively at room temperature 

in contrast with 0.0142 for quartz. The specific heat of a 96% Al2°3 ceramic is 
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approximately 0.72 J g * K * and a 99.5% BeO ceramic (Coors BD-995-2} 600 9th Street, 

Golden, Colorado 80401) has a value of 0.9 J g’1 K-1. 

The resulting sensitivity of such ceramic based gauges In terms of their surface 

temperature rise In response to a constant heat flux is shown In Fig.6. It will be 

seen that the alumina substrate has a 'sensitivity' 18.2% and the beryllia substrate 

a 'sensitivity' of only 7.8% that of quartz. The variation of (fckfá with 

temperature In alumina and beryllia is shown in Fig.18. Beryllia appears to offer 

considerable advantages although great care must be taken In machining this material 

because of Its toxicity. Over a range of 160°C the value of does not 

depart by more than 1% from Its room temperature value and heat transfer measurements 

to within 2% may thus be made with this material as a substrate up to 1 kW/cm2 for 

flow durations of 0.1 s. This may be compared with an error of 5% arising from 

the use of quartz at heat transfer rates of 100 W/cni for 0.002 s flow duration. 

2.e Calibration Techniques 

2.e(l) Electrical Discharge Calibration of Thin Film Heat Transfer Gauges 

Whether the heat transfer rate to be measured Is constant or not the value of 

(eckfr/oc* must be knowr. This arises because the temperature rise 

in Eq (21) ‘ 

at; 
2Ò / t 

r. _ _/- for a constant heat transfer rate 

is generally determined by the change In voltage across the thin film when supplied with 

a constant current lo. Since 

Thus 
I. AR. 
0( m To R 

^ -4T, 

AV 

^«4 
- ATS (54) 

and fg becomes, for the case of constant heat transfer ratet 

^ AV TTpck / 
7¾- 

The temperature coef f icient oCg may be determined in a separate experiment and care 

should be taken that the measurement is made spanning the range of expected surface 

temperatures where this Is possible since is not constant. A closer approximation 

to the variation of A with T" is A ■ Ro ( ^ + “nXT + MW*) and Bogdan (29) has 

shown (d*ldT)T'K of the formt 

i.e. fin is negative. ' 

A convenient calibration technique to obtain (fckfö / used by several laboratories 

consists in passing a constant current through the gauge itself for a short time so that 

ohmic heating within the film produces a change in resistance (30, 31). A suitable 

circuit is shown in Fig.22 in which Ro is the thin film to be calibrated by the discharge 

of condenser C through the linear resistors Rg and Rj. The time constant 

C(Rg + R2 + Rq) is arranged to be about 0.1 s and the testing time is confined to the 

first 500 yus during which period the current is constant to within 0.5%. The heat 

generated within the film is transferred to the substrate if the test is conducted in 
2 2 

vacuo and hence q = lo Ro/A W/cm , where A is film area. The out-of-balance bridge 

voltage caused by a small increase, AR0 , in the test gauge's resistance is given by: 

AV_ ARp Rl £ä 
To ZA 
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If the variation of the thin film resistance is approximated by a linear law 

it can be shown that the parameter oc^ f^c/c)-^2 is given by 

Vec^ 2 TS ^.1 Ä, JT 
This procedure is relatively sample but has some disadvantages: 

(1) It is necessary to measure the film area which may not be straightforward 

on curved surfaces. 

(55) 

(2) Although the bridge may be balanced under D.C. conditions using R/ as a 

variable and a galvanometer, this balance may not hold dynamically if 

there are inductive and/or capacitive elements. An initial transient 

will then appear at the output although this need not be serious if it 

is rapidly damped since only the slope AV//F is required. 

(3) The temperature coefficient ocÄ is subject to changes with time in some 

films (see Section 2.f) and a combined coefficient does 

not permit corrections to be made for this variation. If oc^ is 

separately measured, however, (pck)'/3- can be evaluated and allowance 

made if oc^ has in fact altered. 

(4) Non-uniformities commonly found in certain types of thin film may pro¬ 

duce quite serious errors, up to 15%, in the deduced value of (?ck.)'/l 
This source of error is discussed in section 2.e(iii). 

The errors introduced by the measurement of the film area may be 

avoided by a double calibration technique. The film is first pulse 

calibrated in air and the factor ArJ/F deduced; in the case of 

Fig. 22 

4* - 
T.*, 

AVZR 

The film is immersed in a fluid whose thermal properties are well known 

and stable. Following the analysis given by Maulard (22), if a frac- 

tion m , of the heat generated diffuses into the liquid, AHi/Jt? 
is the slope of the curve deduced from an experiment in air and 

ARi/yr the slope for a similar experiment conducted in a fluid of 

known thermal properties , we obtain 

yïr' A ( 4«2 /JF) 

(56) 

«.«a Jrr A (ARi/JF) 

(fckfi 2F RIZ 

*o<** ‘/tr A (ARJJTT) 

where F is the unknown factor which accounts for the non-uniform 

film heating, (section 2.e(iii)). From the above equations the 

correct value of (ecR)^ can be shown to be 

ARJJT 

ARjSt 

(59) 
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Thus the effect of non-uniform film thickness on a calibration in air and 

inaccuracies in the determination of film surface area are eliminated. 

This method does not, however, furnish the value of Ro**-* which is required 

in data reduction although a separate calibration in a thermostatically 

controlled bath will give ocÄ with high accuracy. Maulard has demonstra¬ 

te'1. that the optimum ratio of the slopes to give the least error in 

(fck)/* + and thus the liquid should in principle have thermal 

properties such that: 

-J?ck™bstr 

Maulard recommends glycerine as a test fluid, whose thermal properties 

(fckyi-are 0.0925 cm ^ K * s ^ + 4%, although the ratio of ( 

glycerine to (?ck)* quartz is only 0.6 instead of the optimum value of 

1.414. 

2.e(ii) Thermal Radiation Techniques 

Maulard has described (32) a radiant flux method for the calibration of thin film 

gauges although the technique may be used for (almost all) other heat transfer gauges. 

The equipment consists of a bank of 6 infra-red lamps with a total power of 11 kW 

housed in an aluminium reflector fitted with a diffusing screen of silica 30 cm x 15 cm 

capable of producing a maximum of 25 W/cm2. The transducer-to-source distance may 

be varied to alter the incident heat flux and a high speed water cooled shutter is 

arranged to expose the transducer for preset time intervals. The calibration unit is 

illustrated schematically in Fig.23. The infra-red lamps are fed from a three-phase 

supply with the usual arrangements to reduce current surges during starting,and attain 

an equilibrium state in about 3 minutes. The power level is controlled by a rheostat 

and monitored with a wattmeter. Spurious heat flux from the wall is reduced by a 

coating of lampblack and water cooling to lower the wall temperature. The surface 

of the transducer and that of a reference (see section 2.e(iv)) are coated with a layer 

of about 1 m of lampblack (0.25 mg/cm2) which increases the time constant of the 

gauge by about 2 to 10 ms. 

This additional time constant is of no importance in the case of gauges which are 

intended for long duration applications (0.1 to 1 s) but it does impose restrictions 

on the testing of systems intended for shock tubes, shock tunnels and gun tunnels. 

The depth end width of the substrate in these latter cases are usually based on thermal 

diffusion times perhaps 5 or 10 times the flow duration and care must therefore be 

taken in using radiation calibration techniques in which circumstances may cause the 

simple one-dimensional heat conduction theory to be invalid. Maulard points out, 

however, that calibrations performed by this radiant flux method are in good agreement 

with other techniques. This observation is consistent with the data shown in Fig. 5 

which show that even for a test time of 0.10 s, a substrate thickness of 0.1 cm 

is adequate to ensure conditions within 1% of one—dimensional, using this calibration 

technique Mauiard has obtained from a series of 78 tests on 24 quartz substrates a mean 

value of (pck)^ of 0.155 J cm 2 K 1 s Although this is 8% above Maulard’s own data 

deduced from the air/glycerine tests, it agrees well with the value obtained by 

Hartunian and Varwig at room temperature and also with the best estimate based on 

separate determinations of the three thermal prooerties, as shown in Fig.16. 

A similar radiation calibration system has been described by Schulte, Puronen and 

Dixon (33) who employed a rotating disc shutter which was contoured to provide a 

period of constant radiation and a period of variable radiation through the optical 

aperture. The apparatus, shown schematically in Fig.24, comprises a motor driven disc 
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which exposes the sensor to be calibrated to a 40 ns interval of constant heat transfer 

rate in which the height of the aperture remains fixed. The aperture width is fixed 

and the initial phase of heat transfer is followed by a period during which the 

contoured edge of the disc imposes a heat transfer rate which varies at t^. The 

second interval results in a surface temperature recoro on thin film detectors which is 

of constant amplitude, also of about 40 ms duration. In order to prevent the sub¬ 

strate temperature rising with each pulse a second solenoid shucter is included in the 

optical path and this is arranged to close after the disc has completed one revolution. 

The sensor must then be allowed to return to thermal equilibrium before a repeat 

calibration is performed. The source used was a GE Q1000T3/4CL lamp and only the 

radiation from i of the total filament length was used to obtain approximately constant 

spatial flux densities. As in Maulard's equipment the surface of the sensor to be 

calibrated was coated with flat black paint whose absorptivity was determined separately 

to be 0.98 within the wavelength band from 0.25 to 2.7 yum. Absolute calibration of 

the source may be made with a rapid response gauge such as the Gardon disc radiometer 

(see section 5) . 

2.e(ill) Errors Introduced by Non-Uniformity in Thin Film Thickness 

It is frequently assumed that a thin film resistance thermometer is homogeneous in 

structure, uniform in thickness and regular in area. Unfortunately this is far from 

reality except in the case of evaporated or sputtered gauges. Microscopic examina¬ 

tion of films prepared by deposition from liquid bright paints reveals that they are 

pitted with small holes and have irregular areas. The effect of such irregularities 

may be reduced by the application of severu coats of paint but unless care is taken 

to achieve a high degree of coincidence of each layer on the previous deposit, the 

non-uniformity is increased. In addition to this class of non-uniformity there may 

be a thickness variation of a more regular nature which is caused by surface tension 

effects in the liquid. Busing (21) has demonstrated that films prepared by hand 

painting have approximately parabolic thickness variations in the transverse direction. 

Fig.25 redrawn from Busing's report illustrates this phenomenon. Maulard (22) has 

pointed out that the effect of such non-uniformities in film thickness may result in 

serious errors in the value of the thermal product obtained by electrical 

discharge calibration. Maulard's analysis, which is followed in the present section, 

differs in its conclusions from that of Busing who also studied the consequences of , 

film non-uniformity but predicted less severe errors. 

Referring to Fig.25, the thin film may be considered as a set of parallel resistances, 

each having the same terminal voltage V. For an element of width dx. , 

\*.j ■l 
The heat generated, Cf (x.) , 

Î lx) — 

er^ Z(x) dx 

in the discharge calibration procedure is thus! 

y 7. Vxaz Z(x) dx 
-*71- 

( 60) 

(61) 
L dx. Ra I LS 

Considering a time scale in which lateral conduction within the metallic film is small 

in comparison with the heat transferred to the substrate, (Zjz << /) , each segment of 

the substrate is heated only by the film immediately above it. The rise in surface 

is thus! ¿4(X>/r 

Ti (x) 
•Jir çck 

l/T z(x) dye 

where (çck.) refers to the substrate 

(62) 

•Jrrçclí Lx 
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(63) 

The mean temperature rise of the substrate under the film is given by: 

(mean) = Ts(x)dJC 

- 

However, Ts (/»eon) cannot be determined and an error arises in assuming that it is 

equal to where AR is the increase in mean film resistance. From 

Eq (60) the resistance may be found by integrations 

•7- — -73 /"ZU) dx. (64) 

Allowing a simple linear variation of conductivity 0\ with temperature of the form: 

0“ — «S«//--**7*) (65) 

we obtain, with AR. the change in resistance due to a ch< nge in temperature 

I~TKk “ ^/t0-^Ts)zMox ,66, 
From Eqs (64) and (65) the change in resistance AR may be found: 

AR ^ Jéis Zfx) dx. 

Z (x) dx 
(67) 

In conjunction with Eq (62), which expresses the space dependent surface temperature in 

terms of the film thickness, we obtain: 

_ 2 yr ftzxu)dx 

-^TTfck'' L* Z (x)ebc 
(68) 

From Eq (63), which evaluates the mean surface temperature in terms of the film thicknes« 

Z^) , the value of ( eck)'A would be deduced to be: 

f. *(*)<** 
v9P Z'L 

If it is assumed, incorrectly,that: 

7s (mean) 

(69) 

(70) 

(71) 

*o-C* 

— = 777 
^ ZTx) dx 

If the form of Z(x) is a parabola, for instance, i.e.: 

Z(x) = Zjl- 4*7/*; 

Maulard has shown that: 

= 5/6 

In fact the ratio of the integrals in Eq (71) is always less than unity if Z is variable. 

There is seen to be an error of about 17% arising in the value of (fck)'^ deduced from 

electrical pulse calibration if the film is not uniform in the transverse direction, the 

calculated value being less than the true value. If the non-uniformity is in the 
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longitudinal sense, a similar analysis by Maulard has shown that the derived thermal 

product will be: 

If the thickness is uniform but the area is not rectangular, the thermal product which 

will be derived is: 

In both the above cases of non-uniformities in the longitudinal direction and in area, 

the error again results in the derived value of being less than the true 

value. If, for instance, a fraction n of the film's length has a thickness rr\Zm 
where the thickness of the remainder of the film, it can be shown that the value 

of the thermal product derived is given by: 

(72) 

A film whose thickness over half its length is double the thickness over the remainder 

would be found to have a thermal product of 0.9 of its true value by electrical discharge 

calibration, a less serious error than in the case of transverse irregularity, but 

still above the error levels which should generally be sought in the measurement of heat 

transfer rates. 

Electrical pulse calibration also introduces a further error if the test pulse dura¬ 

tion is long in comparison with the characteristic diffusion time of the substrate. 

In use the thin film is considered to be on the surface of a semi-infinite solid in 

which one-dimensiona1 heat transfer takes place. In the pulse calibration technique 

heat is generated within a narrow strip, and then only uniformly if the film is of 

constant thickness, and diffuses in two dimensions. Spence (34), in an analysis of two- 

dimensional heat conduction problems related to shock tube measurements .showed that 

the mean temperature of the substrate beneath the film with constant was given by: 

where & is the width of the film. Thus the temperature at a time t is reduced below 

that which would be observed for strictly one-dimensional heating by a factor 

(/_r/r4/vF)) where <f , the penetration depth after a time t , is equal to 

2. Jtx.t'' . Taking, for example, a film of width 1 mm it is seen that an error of 

-5% in surface temperature occurs after only 39 ms on f quartz substrate. 

Care must be taken in the use of the electrical pulse calibration procedure to reduce 

the errors caused by the following: 

(a) Initial imbalance of the bridge circuit resulting in a step in the bridge 

output at the origin. If an analogue circuit is also employed with the 

bridge this transient appears as an infinite heat transfer rate and the 

time constant of the analogue must be made short in order that the correct 

analogue output level is rapidly attained. 

(b) The bridge circuit must be made as free of inductance as possible so that 

oscillatory responses are either avoided or rapidly damped. 

(c; The duration of the test must be neither so long that the substrate heating 

ceases to be one-dimensional (40 ms for 1 mm wide film on quartz) nor so 
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short that the film time constant is important (250 yus for 0.1 m 

thick film and 1% error level in surface temperature measurement) . 

(d) The film area must be measured with as great an accuracy as is required 

of the final data or a double pulse calibration system must be used, 

preferably with glycerine and air as working fluids. 

2.e(iv) Standard Heat Transfer Gauges 

A standard heat flux transducer for the measurement of the heat flux incident on the 

test gauge is necessary for the regular use of such radiation calibration techniques and 

Maulard (35) has described a circulating water calorimeter which fulfils most of the 

requirements. This reference transducer, illustrated in Fig.26, incorporates a lamp¬ 

black coated metal disc of area 10 cm2 inside which water circulates in a spiral groove 

from centre to periphery. The inlet water temperature is monitored by a thermocouple 

in the hose 3 and after thorough mixing in the reservoir 7 its temperature is again 

measured. The tank is insulated with expanded polystyrene and fitted with an overflow. 

A guard ring 1 is maintained at the temperature of the disc to reduce radial heat 

conduction. The response time of the system is about 1 minute. The heat transfer 

rate is obtained direct ly fr om the heat balance equation m fñ C A7~/ S . is the 

mass flow rate of coolant water determined by catching and weighing the cooling water, 

C its specific heat, S the area of the disc and the temperature rise. Maulard 

estimates the total error in m AT to be about 2% and allowing a possible error of 1% 

in effective receiving area considers the final accuracy to be + 3%, equal to that of 

"standard" thermal inertia systems described later in this section. The water 

calorimeter must be coated with the same lampblack as the transducer to be checked so 

that the emissivity of the coating does not appear in calibration. 

In addition to the use of a standard water-cooled calorimeter there are other refe¬ 

rence transducers whose design is based on the "inertial" calorimeter. Although the 

first type to be described is simply a larger versior of the commonly used inertial 

heat transfer gauge its size does enable more accurate measurement of the heat transfer 

rate. Fig.27 illustrates a reference gauge described by Maulard (35) and it will be 

seen that this incorporates features which enable this improved accuracy to be obtained:— 

(a) The area of the active element can be measured to within 1%. 

(b) Improved thermal isolation from the supports is possible. 

(c) The thermocouples may be positioned so that the temperature measured is that of 

the rear face and the size of the element relative to the thermocouple wires 

renders the corrections for heat conduction down these wires negligible. 

The reference transducer constructed by Maulard has an active surface 25 mm 1- 

diameter and 4 mm thick in copper held by three 0.5 mm diameter pins providing a 1 mm 

air gap. The chrome1-alumel thermocouples are soldered directly to the rear face of 

the copper disc and all interior surfaces are highly polished to reduce radiation losses. 

The lampblack coating may be included in the weight of the copper disc. Sources of 

error are thus confined^to the area of the disc and in temperature measurement. The 

overall error in q (= dT/dt) is estimated at + 3%. The gauge sensitivity is 

about 0.00715 °C/s per J /cm2 and its time constant about 80 ms before the rate of rise 

of temperature is within 1% of i.;s final value. Measurements made with this type of 

reference gauge at heat transfer levels below 40 W/cm give results comparable with the 

water calorimeter and with an error of about 5* attributed chiefly to the determination 

of the slope dT/dt. The error is also due to an uncertainty in the value of the 

specific heat of copper whose value of 0.38 J g-1 K-1 at 272.18 K is only thought to be 

accurate to 3* for very pure copper. In order to reduce heat losses the slug tempera¬ 

ture should not rise much above ambient; thus dT/dt should be measured within the 

first stages of heating although a compromise is necessary to achieve an adequate signal 

level. The thermocouple may be separately calibrated to establish its temperature 
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sensitivity and this should be carried out over the temperature range expected in 

practice. 

2 • f Cons^t^uc^^on^o^^TlTiji^ri^ln^and^jrherniocou^le^Gau^G^ 

The major requirements of thin film resistance thermometer heat flux meters are (a) a 

non-zero temperature coefficient of resistance which should remain reasonably constant, 

(b) strong adhesion to the surface and (c) ease of attachment of electrical leads which 

should themselves be electrically and thermally inert. One of the most commonly used 

metals is platinum whose temperature coefficient in bulk form is 3.92 x 10~3/K 

between 0 and 100 C and whose stability in oxidising atmospheres makes it widely 

favoured as a thin film material. In thin film form deposited from liquid bright 

platinum (Hanovia 05-X) the material has a coefficient around 2.4 x 10_3/K. Nickel 

has a much higher temperature coefficient, 6.63 x 10_3/K between 0° and 100°C and is 

frequently used in gauges prepared by vacuum deposition. Platinum films are readily 

formed on insulating substrates by the use of commercially available preparations such 

as "Liquid Bright Platinum 05-X" (Englehard Industries Ltd). The deposition technique 

will be described in some detail since unsatisfactory results will be obtained if care 

is not taken. The liquid contains fine metallic particles in suspension and chemical 

agents which lightly attack the surface of the substrate to give a highly adherent- 

film. The liquid should be strongly agitated before use to redisperse the metallic 

particles and preferably stored away from daylight. The surface of the substrate, 

whether it be quartz or Pyrex, should be optically polished since the resulting film 

will be about 0.1 ^m thick and sharp discontinuities in the surface increase the risk 

of the film itself being irregular. The surface should be thoroughly degreased 

although excessive attention to this point does not appear to be justified. The 

liquid, which may be thinned with proprietary thinners may be applied with a fine brush, 

drawing pen or air brush and allowed to dry, using a lamp if desired. The liquid 

should be thin enough for brush marks to flow out and dull; poorly adhesive 

films may result from too thick an application Oj. liquid. The substrate should be 

inserted in an electric furnace supported r.i a stainless steel base or refractory brick 

which has itself been thoroughly pre-baked. The furnace should be clean and not used 

for the heat treatment of metals or other material. The furnace should be lightly 

ventilated; this appears to be important in the earlier phases of the baking process 

when the organic base is evaporated. The temperature is raised to 650°C in the case 

of quartz and 660°C for Pyrex over a period of about 1 hour and maintained at that 

temperature for a further 30 minutes. 

The cooling should be done with substrate in the furnace. Rapid quenching of the 

substrate is undesirable since this resulto in internal stresses in the metal film. 

These stresses appear to be the cause of instability in the electrical properties of 

the film and its resistance may increase with time due to stress relief. At room 

temperature this resistance change may amount to 5* over a period of a few weeks and 

is accelerated at higher temperatures. The variations in resistance do not appear 

to affect the value of the temperature coefficient but if they are troublesome may 

be substantially reduced by annealing. A period of 12 hours at 160°C virtually 

eliminates this form of instability. 

It is preferable to build up a series of coats with separate firing between each 

coat especially if the substrate is not of high optical finish. It is, however, 

necessary to ensure that each successive coat is applied exactly over the preceding 

film. Failure to achieve this degree of coincidence in successive layers of film will 

result in unsatisfactory calibrations when the electrical discharge method is used 

since the local joule heating effect will be non uniform. The adhesion obtained with 

the liquid bright platinum technique is improved by firing at as high a temperature 

within the ranges quoted above as is consistent with minimum distortion of the substrate. 
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With care the films may be prepared with consistent temperature coefficients from batch 

to batch and their abrasion resistance is excellent. 

The thickness of films prepared is generally quoted as being between 0.1 and 1.0 

micron. Busing (21) has determined the surface profile of painted films and reports 

a parabolic cross-section with maximum thickness of 0.71 urn in films of widths 0.88 mm, 

the minimum thickness measured being 0.16 ^m on a film of 0.20 mm width (see also 

section 2.e(iii) and Fig. 25). It is more difficult to achieve close tolerances on 

final resistance values although light polishing with jeweller’s rouge may be used to 

increase the resistance. 

Electrical leads to the film may be formed by enlarging the width of the deposit 

although it must be remembered that both leads and film are subjected to the same heat 

flux. The lead resistance may be substantially reduced by the application of a thicker 

conducting paint such as Johnson Matthey Silver Paste X351 and X353 or quite simply 

with solder but care must be taken to ensure that these thicker layers do not affect 

the boundary layer. A model on which the leads have been prepared using this technique 

is shown in Fig. 28. If the lead resistance cannot be reduced,care must be taken in 

using the electrical discharge calibration technique to compensate for the relative 

¿reas of leads and active film. In arranging the leads it should be borne in mind 

that the ends of the active portion of the film must be at least as far from the edge 

of the substrate as from the rear to preserve the assumptions of the semi-infinite theory 

This may be achieved by Increasing the width of the film at the edges of the sub¬ 

strate as shown in Fig.29 which illustrates a form of thin film heat transfer gauge 
produced by the DISA Coy. 

Further examples of heat transfer models shown in Fig.30 have substrates inserted 

into recesses so that their surfaces are continuous with that of the model. In cases 

in which the substrate is curved it is ground and polished in a supporting mandrel 

which is the size and shape of the required final model. The polishing process is 

continued until the surfaces of the substrate are flush with the mandrel; the films 

are then deposited on the substrate which is cemented inte the model with an epoxy 
resin. 

Painted and fired thin films have several advantages: (1) good adhesion, (2) films 

may be put down on complex curved substrates, (3) a wide range of resistances may be 

obtained. They do, however, suffer from irregularities in surface area, thickness 

and to a lesser extent in temperature coefficient. Thin films prepared by vacuum 

deposition, on the other hand, have controllable thickness and the area may be defined 

by a masking process. So far the adhesive properties have not equali-d those of 

painted and fired films, which are preferred for stagnation point heat transfer gauges. 

Two methods of vacuum deposition available at present are capable of producing films 

with a high standard of geometric uniformity and quite good abrasion resistance. 

Sputtered thin film gauges have been described by Rabinowicz et al (31), Nicholas (36), 

and an extensive literature, well »urveyed by Holland (37), deals with the method of 

deposition. Nickel is preferred as the metal with the best all-round electrical and 

mechanical properties, and films deposited by R.F. bias sputtering have quite good 

adhesion. Recent advances in electron beam evaporation have enabled films to be made 

from a wide variety of materials without the complexity and expense of R.F. sputtering 

equipment. Chromium forms a firm bond on Pyrex and quartz substrates and nickel, 

when deposited on this sub-layer results in films of good mechanical strength. Abras¬ 

ion resistance may be greatly improved by the deposition of a final layer of silicon 

monoxide, this may be done readily by electron beam evaporation. Such layers have 

been used for the purpose of electrically isolating the film from conducting liquids 

and ionised gases but the silica has the added advantage of strong adherence to the 

metal layer and is itself mechanically robust. 
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Film electrical stability is also improved by the deposition of this further layer 

which prevents incursion of oxygen. Magnesium fluoride has also been used for the same 

purpose in the production cf abrasion resistant thin film resistors for semiconductor 

applications. Electron beam evaporation techniques permit the deposition of refractory 

materials ^.n very thin layers and such normally high melting point substances as 

zirconium dioxide and cerium dioxide have been used. Current practice for heat trans¬ 

fer gauges appears to be to use quartz as a surface coating; this is entirely satis¬ 

factory but in extremely hostile conditions other refractory materials should be con¬ 

sidered. 

The properties of thin films made by deposition in vacuum cannot be predicted from a 

knowledge of the bulk properties since quite marked structural changes occur within the 

range of thicknesses commonly employed for such films. An equally important factor is 

the pressure of the residual gas in the deposition chamber although it is not proposed 

to discuss this in great detail. Taking for example a chamber in which the residual 

pressure is 10 5 torr and a vapour source 30 cm from the substrate it is found that less 

than 5% of the evaporated metal atoms undergo collisions before reaching the surface. 

At the surface, however, the bombardment by gas atoms is about ten times the rate of 

arrival of the metal atoms for deposition rates of 1 to 2 8 /s . The probability of 

gas absorption by the surface is thus very high and the electrical and thermal 

properties of the metal film will be seriously affected by the trapped gas. It is 

necessary to reduce the chamber pressure to at least 10-7 torr to ensure that the film 

will not be adversely affected by the residual gas. The substrate temperature is also 

found to have a marked effect on the film properties. Gas absorption is reduced by 

elevated substrate temperatures and it is standard practice to heat the material by 

radiation to between 300 and 400°C; adhesion of the film is thereby improved and the 

homogeneity increased. The stability of the deposited film may be improved by sub¬ 

sequent annealing, which may conveniently be performed under vacuum after deposition by 

the use of the same radiant heater. 

The resistance of thin films is much higher than that which would be predicted on 

the basis of the bulk resistivity. The increase depends on both the metal and the 

film thickness and can be as high as 150 times the bulk value for film thicknesses 

less than about 100 8. Silver apparently behaves in a more normal manner and the 

resistance ratio varies from a value of about 4 at a film thickness of 100 8 to 1.2 

at 1000 8. Fig.31 presents comparisons between observed specific resistances at 20°C 

and those computed from the resistivities of the bulk metal. The specific resistance 

in this case is defined as the resistance of a square film measured between opposite 

edges. The experimental and observed curves, redrawn from Winding, Topper and Baus (38) 

are nearly parallel when the film thickness exceeds about 200 8 but when the films are 

thinner the observed specific resistances rise more rapidly than would be predicted on 

the assumption of a constant resistivity for the material. 

The temperature coefficients of resistivity of evaporated films diminish with 

decreasing film thickness and may, as they do for chromium, pass through zero and become 

negative for thinner films. Fig.32, again from the data of Winding, Topper and Baus, 

illustrates this effect for chromium and nickel. Nicholas (36) has reported an 

extensive study of evaporated, sputtered and painted films specifically for use in heat 

transfer gauges. It was concluded that evaporated films prepared by the usual tech¬ 

niques were insufficiently adherent and Nicholas recommends the superior properties of 

sputtered films laid on substrates heated to 300°C. The temperature coefficients of 

resistance and the specific resistivities were determined for platinum films deposited 

directly onto quartz and also with sublayers of chromium to improve adhesion. 

Resistivities of the platinum films with sublayers of chromium were slightly higher than 

without. From Nicholas' results it is possible to estimate the effect of film thick¬ 

ness on the overall temperature sensitivity. For a square deposit of thickness <f the 
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resistance between opposite sides ls and the temperature sensitivity may be 

expressed as: 

Values of psocÄ/<f ( ohm K 1 ) for platinum deduced from Nicholas’ data are shown 

in Fig. 33 and compared with those for nickel from the data shown in Fig.31 from Winding 

Topper and Baus. The sensitivity is seen to fall rapidly with Increasing thickness and 

nickel at a thickness of 0.1 ^»m is about 2.5 times as sensitive as platimun. This 

feature, in addition to its greater resistance to abrasion, accounts for its wider use. 

Chromium is seen to behave in an anomalous manner at thicknesses below about 600 8, 

0.06 m, in that its temperature sensitivity changes sign. At thicknesses above 

800 8 its sensitivity is much the same as that of nickel and platinum and the advantages 

of thin layers, say 500 8, as sublayers for either platinum or nickel are apparent. 

Table 7 

Temperature coefficients of resistance 

of vacuum deposited thin films 

Metal Temp. Coeff, K-1 Bulk metal 

(0 - 100°C) Lowest Highest 

Gold 

Platinum 

Rhodium 

Nickel 

Pt-Ir(90/10) 

Chromium 

Ni-Cr 80/20 

0.0016 - 0.0028 

0.0015 - 0.0025 

0.0018 - 0.0020 

0.0003 - 0.0011 

0.0007 - 0.0018 

<0.0001 - 0.0006 

0.0001 - 0.0002 

0.0034 

0.0039 

0.0046 

0.0064 

0.0012 

from ’Thin Film Microelectronics’, Ed Holland (39). 

A list of the temperature coefficients of resistance for some of the more useful metals 

in thin film form is shown in Table 7 and compared with the bulk value for the pure 

mac6rial. It will be seen that platinum and gold have the desirable features of a 

relatively high temperature coefficient and that the value for chromium, which is useful 

as a first deposit to increase adhesion, is low so that the sandwich layer formed by the 

two films (say nickel on chromium) has thermal properties dominated by the nickel film. 

The adherent properties of chromium are also useful in the formation of electrical leads 

since the soldering process is less likely to remove the film when a high temperature 

gradient is established. It is less useful as a thin film thermometer on its own 

since the temperature coefficient is low, and may even be negative but such films have 

been used where the sensitivity of the detector was not of importance. Alloy films 

such as nickel-chromium may also be prepared by electron beam evaporation; the composi¬ 

tion of the deposited film, although different from that of the source from which it is 

prepared, is sufficiently close to retain the very low temperature coefficients found 

in bulk in this material. Temperature coefficients of 0.01% K_1 have been reported 

for 50 8 nickel—chromium films and this low value can be exploited in the preparation 

of leads to the sensitive portion of the heat transfer gauge. 

In order to avoid lateral heat conduction effects in heat transfer gauge substrates 

it is highly desirable to confine the active part of the sensor to a region where the 

heat conduction process is strictly one-dimensional. This may be achieved by 
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increasing the width of the film to forir. the leads and the net increase in resistance 

due to aerodynamic heating in such leads is lower since the initial resistance is lower. 

Where space considerations are important the use of such low temperatura coefficient 

metal alloys as nickel-chromium or indeed chromium alone may be advantageous. A 

summary of the important practical requirements for the production of low temperature 

coefficient leads includes the following! 

(1) The substrate must be held at a temperature above 200°C and preferably 

as high as 300°C during deposition in order to relieve internal 

stresses in the film. 

(il) The deposited film must be annealed for stabilisation; this process 

may be carried out in atmosphere at a temperature within the range 

250-350°C. 

Soft soldering is adequate for the connection of leads to chromium films or nickel- 

chromium films although a further layer of gold facilitates this process. The choice 

of a flux is Important in order thet the active materials left on the surface do not 

cause chemical decomposition of the metal films. There is also the problem that many 

thin films are soluble in soft solder unless precautions are taken to avoid this. A 

small quantity of silve, in the solder prevents the solution of platinum and silver 

films but in most cases a 60-40 tin-lead resin cored solder will be found satisfactory. 

If gold films cannot be overlaid on the chromium for soldering a copper deposit, wither 

an electrochemically formed or a vapour deposited film is equally suitable. A low 

power soldering iron should be used with a small bit although hot gas streams are now 

available which form excellent connections. Preferably both parts should be tinned 

before the connection is completed in either case. 

The surface condition of the substrate is of greater importance in the preparation 

of vacuum deposited films than in the case of paintid and baked films. Since it is 

feasible and indeed desirable to restrict the thickness of the film to something less 

than 0.1 m, 1000 8, the surface should be smooth to approximately 100 8 lest the 

discontinuities affect the resistance and the film's stability. A film in which the 

mass per unit area is ncs-unlform is unlikely to have a uniform resistivity and dis¬ 

charge methods of calibration will then be unreliable. The required smoothness can 

k® attained if the substrate is polished a.id this should be done wherever possible. 

Small pit holes in the substrate may be tolerated but in the case of ceramic bases the 

disadvantage of roughness may be overcome by coating with a suitable glaze. Suitable 

glazed ceramic substrates are now becoming available for the microcircuitry industry 

(Corning Glass Works, Corning, N.Y.), and although these are generally in 

the smaller sizes they can be employed for inserts on heat transfer gauges. In the 

case of vacuum deposited films the precleaning of the substrate is important and 

general practice in this respect should be followed. Many instances in which Inadequate 

adhesion has been found are attributable to the precleaning and substrate heating cycle. 

One of the most effective methods is as follows: 

(i) Rub with a synthetic leather wetted with an ionic detergent. 

(ii) Rinse in de-ionised distilled water. 

(iii) Clean in an ultrasonic bath containing de—ionised water, or a 
proprietary cleaner. 

(iv) Immerse in alcohol. 

(v) Dry rapidly with hot air jet. 

Ion bombardment cleaning in the vacuum chamber prior to metal deposition is also 

recommended and in most equipment there is a facility for doing this just prior to the 

deposition itself. 

There are several useful reference books which may be consulted for the techniques 

of vapour deposition and it would be inappropriate in the present context to describe 

the process in great detail. The current widespread use of the mithod for the 
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preparador of thin film microcircuits has resulted in a more thorough understanding of 

the electrical properties of the films so produced. This was not the case until the 

last five years or so. The Handbook of Thin Film Technology edited by L. I. Maissel 

and R. Clang, (40), Vacuum Deposition of Thin Films, (37), and Thin Film Micro¬ 

electronics, (39), both by L. Holland »contain sufficient detail for the potential user 

of this technique to acquire the skills involved. 

2,9 Analysis of Data from Thin Film Heat Transfer Gauoes 

The evaluation of the heat transfer rate from the observed surface temperature record 

may be carried out numerically or by the use of electrical analogues of the heat conduc¬ 

tion process. The numerical procedure is convenient if the original surface temperature 

data is recorded on magnetic tape in either analogue (a voltage proportional to tempera¬ 

ture) or digital form. The electrical analogue circuits, which will be described in 

detail in this section, are widely used. A filter circuit, suggested by Skinner (41), 

also enables the heat transfer rate to be determined directly from the surface tempera¬ 

ture signal in real time. Both the electrical analogue and the Skinner filter circuit 

may produce high noise levels at their output terminals and practical circuits will be 

described which enable the signal/noise ratio to be maintained at an acceptable level 

even for very low heat transfer rates. 

2.g(i) Numerical Computation 

There are several alternative methods of dealing with the analysis of the surface 

temperature record. If the heat transfer rate is constant, or very nearly so, direct 

application of Eq (21) is pos.'ible. Small departures from a uniform rate may be taken 

into account by plotting fÇ)4 versus t and obtaining the best fit to the resulting 
straight line. From Eq (20)s 

i(t) SidT 

with 

/ f* Eft 
Je (t- 

E(t)- E(T) 

the rise in the surface temperature T*t). 

r)Va (74) 

Numerical integration of the second part of the expression enables q(t) to be aeter- 

mined when the heat transfer rate is not constant but there is a singularity att -T. 

Cook and Felderman (42), Maulard (19), Henshall and Schultz (30), Vidal (13), and 

Jones (43) have all recommended numerical procedures for reducing the errors intioduced 

by the uncertainty in the integral term. The effect of this is greatest for small 

values of t if constant steps of integration are maintained (obviously the most con¬ 

venient for digital computation). Jones uses a trapezoidal rule to evaluate the 

integral over the first (n-1) time divisions and the contribution of the last interval 

is evaluated by assuming a linear voltage-time relation and integrating directly. Vidal 

also recommends the use of the trapezoidal rule but taking the integrand to be zero at 

the upper limit. In the case of constant heat flux the Integrand vanishes. Whatever 

technique is employed to avoid the singularity in the integral the errors are reduced 

with Increasing time from the start of the run. 

Cook and Felderman assume £ f'T) can be approximated by a piecewise linear function 

of the form 

É-ÍT) _ + 
TF 

where t,_/ < T < 'é¿ and ¿a it 2,3,-7). 

The integral in Eq (74) may be written as: 

*(t.i _ ± r* fit.) - Ern 
2 i (*. - 1)¾ 
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Considering the first integral in Eq (76): 

X-, A.-V* ” ” 2 [(v^T ¢^5¾] 
Considering the last integral in Eq (76) and integrating by parts: 

.0¾¾ '• - [ tKsKC, - C «fts 

Substituting Eqs (77) and (78) into (76): 

*rtJ-ÍZ -elt^] [iiTyiT 
*•/ 
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Now: 

(fn-t£fí(tn-t, .ft = Jl~*(-1__ _ - _ 

and substituting into Eq (79) and grouping terms: 

- E(t„) -E(t£) ft E(tñ)-E(ti-,) 91 oft \ _ V ^ '£^) V7 E(tJ-E(t^) . „V7e«¿)--0 
* ,4 L -:.-.,)¾ + 2L<i¿íF-<t,.^)¡i 

At i = n, the first term in Eq (80) is indeterminate. Since, however, Eft,) was 

as piecewise linear: 
Um I K I 

0 
Urn T K 
T-+t^ |_ (th J" 

Eq (80) may therefore be written as: 

n-i 
E(tñ)-E(ti) E(tH)-E(t£J 

4-/ 
-ZÍ^ 

Illiii_l + ; tm -1£ >'4 +(u-tCHyfkj 
-t- 2 : 

Eftrf-Bfti-,) ! , E(tn)-E(tn_,) 

VZ? 

(76) 

(77) 

(78) 

(79) 

(80) 

taken 

(81) 
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Eq (74) may now be written as: 

•fictr i(t) _ F + YfE'tñ)-E(t¿) _ 

L/C l±\(U-tt)Vi 

4- P \ i ett„)-E(tñ_,) “J 

T^W t ('t.-t.-.,)*/ + —73?-J 
(82) 

The only approximation involved in the use of this equation is the local linearisation 

of Eft) . The expression in Eq (82) may be further simplified to a form which requires 

less computation time as follows by noting that when t#-0, Eft#)«0 ,- 

VecÃT 

Vrroc. E 

CY f - Ettj.,)_“I 
(83) 

2.g(ii) Analogue Circuits 

Although the numerical techniques described in the preceding section are quick and 

accurate there are many advantages to be gained by the use of electrical analogues for 

the processing of surface temperature information. The flow of heat into a semi- 

infinite material with specified thermal properties ç and k is directly analogous 

to the flow of current into an R-C transmission line. An alternative approach is to 

design a filter network with the correct transfer function. Both of these methods 

will be discussed in detail. 

The flow of heat into the semi-infinite material is analogous to the current flow into 

a medium containing distributed capacity and resistance. The analogy may be seen by 

paralleling the equations governing both cases, Fig.34, 

a* at 
^ ar 

-Ü 
at at 

t aK 

1 r* ax 

where c and T* are the capacity and resistance per unit length. Thus 

i - i T V 

k = TT' çc sa c' 

Solving either case we obtain, using Laplace transforms, the equations 

i -Jtï-Æ' 7 
t (84) 

when 
7" — K r- 

r — i/ . 
o 

o 

■for t mm O 

for Jc = eo 

In practice an analogue consisting of discrete A C blocks is used to approximate 

to the electrical case as shown in Fig.35 and the output signal from the thin film heat 

transfer gauge is applied to its input. The input 

K-« 
K» T 

where is the film set voltage and oeftthe temperature coefficient of resistance, gives 
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an Input current 

»* -M •‘.r-T 
and hence this current and the heat transfer rate to the Insulator are related by 

Thus 

'•/e 

"A *o 
//1 

‘'/z* 

(85) 

(86) 

(87) 

may be found from the voltage, y out 

i-j7^ r- 
across the Input resistor Ã/ , giving, 

/ 
(88) 

c' ^/ 
For correct termination, Ã, Is related to the chain resistance Ã , being equal to 

ß/2 for a T-section circuit shown by the dotted lines in Fig.35 .Sucha circuit has 

been shown by Meyer (44) to have a faster response time than other arrangements. 

Naturally the value of r'f c' is given by ã/C at large times. 

The rise time of the T-section analogue is approximately ÃC and this determines 

the 'lump* size required. The duration for which this circuit will reproduce a step 

function in heat transfer rate to within 1.4% has been determined by Meyer as: 

t * 0 2 f?1 (RC) <89) 

where n is the number of stuges of the analogue. If relatively long times are requi¬ 

red Meyer has shown how the circuit may have arithmetically increasing lumps (Fig.36(a)) 

in order to reduce the number of comt^nents used. In this case the number of arith¬ 

metic lumps, h , may be regarded as equivalent to a number of uniform lumps, o ,given by: 

„ _ h (±±!l (90) 

However, it is necessary to have at least 2 uniform sections as input stages to improve 

the frequency response of the circuit. 

The analogue may be calibrated electrically, a gain measurement at a known f-aquency, 

<ti , within the working range being sufficient. From Eq (84) 

in 
(91) 

Kf/i Vin 
and hence the quantity may be found. Furthermore, a check on the working 

frequency range may be performed by measuring the frequency response of the circuit 

which should exhibit the ■/«O " dependence of Eq (91) in this range. An example of this 

is shown in Fig.37 for the circuit in Fig.36(b). Indeed, such a plot revealed that 

the arithmetically lumped circuit of Meyer had uniform input lumps of different r‘, c' 
from those for the arithmetic section. This required correction to the circuit shown 

in Fig.36(a) where r'/c' = R/C and a typical analogue used in gun tunnels is shown 

in Fig.36(b) where its operating time and aoproximate sensitivity are given. 

Skinner (41) has proposed a diffe.ent form of analogue circuit, in which the network 

is treated merely as a filter, Fig.38, with the transfer function defined by Eq(91). 

Analysing this circuit, the output may be derived as follows: 
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The current through all RC elementa Is the same, hence: 

Ke ~ Kx/t ““ 

From the above two equations 

Hii/t 

Vfn 

b 
/ ! + pRñCn 

*. 
~m—-- (92) 

Skinner shows that this expression may be put in the form: 

a,) • Ip+On) (p+Om) 
(93) 

Vfn (t>+b) •• (P + à,,) (p+bm) 
where añm t/RñCñ and bñ is a rather complicated function of a„ and R0Cn . By 

suitable choit-e of the resistors and *0 and the capacitors C„ it is possible to 

approximate to a transfer function of the correct form, l.e.~-/^ . This may be seen 

in a Bode diagram shown in Fig.39. 

Naturally the values of £„ and Cn required are not easily defined and were computed 

by Skinner for a certain number of stages. The circuit and frequency response of a 

5-stage analogue is given in Fig.4o and for an 8-stage analogue in Fig.41, the value of 

Ro being equal to 1/1 in both cases. From Eq (92) it can be seen that the parameters 

affect the frequency scaling whereas in order to change the Impedances the 

values of Rq and Rn may be altered. Therefore the basic analogues of Figs 40,41 may be 

adapted to any frequency range by changing C,, to C„ / ^ and this will make all points 

at to in Fig.38 go to ifco , the impedance of the circuit remaining the same. 

Similarly if it is necessary to change the Impedance this may be done by varying«- and 

by a constant fraction whilst maintaining «„C„ constant by changing C„ . 

The analogues of both Skinner and Meyer operate well, but the question as to which 

form is tne more efficient in its use of stages requires investigation. Meyer (45) 

has indeed done a comparison of his uniformly lumped analogue with Skinner's five 

section analogue and comments that the former gives only a slightly better output than 

the latter wnich has considerably fewer components albeit of rather awkward values. 

The arithmetically lumped circuit was not compared and it is instructive to do this by 

matching the range of operating frequencies. Of the alternatives the eight section 

analogue of Skinner covers a frequency range of four decades and a circuit due to Meyer 

with ten arithmetically lumped sections preceded by two uniform sections was found by 

experiment to cover the same frequency range. There is therefore little to choose 

between the analogues although those of Skinner are calculated for set frequency ranges 

whereas those of Meyer may be extended to cover any range. It is perhaps more con¬ 

venient to be able to use high tolerance components in multiples as required in the 

Meyer circuit than to match the exact component values of the Skinner circuit. 

A direct comparison between the performance of analogue circuits and digitally 

reduced data provi jes a further check on the accuracy of the former if care is taken to 

use a short sampling time in deriving the heat transfer rate numerically. Two examples 

of such a comparison are shown in Fig.42. In Fig.42 (a) a comparison is shown between 

the output of a 5-section filter circuit (Skinner) and the data derived numerically at 

0.10 ms intervals. The agreement is seen to be well within the natural fluctuation 

level of the heat transfer signal itself. A second example, shown in Fig.42(b), is 

the comparison of a 30-section uniformly distributed analogue network designed on 

Meyer s principles ( C = 0.02 F, R = 5 kdl. ) with digital data derived every milli¬ 

second. From a comparison of the analogue network output and the computed data it 

■ 
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In practice 

was deduced that the analogue 'sensitivity' was 32 ^V per W/cm while the theoretical 

value would have been 32.5. From the close agreement commonly found between analogue 

and digital data there appears to be little advantage to be gained from the use of 

the more complex digital technique unless of course the signals are recorded in digital 

form, say on magnetic tape, in the first instance. Provided care is taken in the 

design of the analogue or filter network, together with its accompanying amplifying and 

recording units, the accuracy and sensitivity should be entirely satisfactory over a 

wide range of heat transfer rates. In section 2.h following, practical circuits 

involving a new type of analogue-amplifier interconnection are illustrated. 

2.h Practical Circuits for use with Thin Film_Heat_Transfer Gauges 

A practical circuit is shown in Fig.43(a) and consists of three parts, a constant 

current supply, an analogue network and an amplifier. These may be separate inter¬ 

connected units or they may be built as one unit. The current supply utilises the 

characteristic of a single transistor to provide a constant current, independent of the 

collector voltage, which may be adjusted by means of the base current. The output 

voltage V due to a variation Aß in film resistance R is given bys 

_L *c A* 

"" ä-#-äc R 
where Äc is the collector resistance and V0 the steady film voltage. 

Rm SOIL and Rcm 5 x IO*fL and thus 

^ at -oc^AT 
V. * 

to within 0.1%. The power supply required for the circuit must provide a steady voltage 

since any voltage ripple from the A.C. mains affects the base voltage via the potential 

divider which is used to set the base voltage, although this effect may be reduced by 

placing a large condenser between the base and earth. In operation the current through 

the thin film is set using the potentiometer in the base potential divider circuit and 

the current is read on a moving coil meter. Provision is made for monitoring the thin 

film resistance on the same meter by passing a known small current through the film with 

the push button shown. 

The collector voltage output is then fed to the analogue network described in section 

2.g(ii). The analogue is usually connected such that the output across ftj , Fig.35 

section 2.g(ii) is relative to earth, the input being fed to the first capacitance, 

Fig.43(a). This output may then be amplified in the normal manner. In Fig.43(a' 

the circuit has been further simplified by using the analogue current monitoring 

resistor R, as the input resistor of a conventional voltage amplifier, the gain being 

given by the ratio of to R, . Conversely this amplifier circuit may be considered 

as a current-to-voltage converter giving an output voltage proportional to the analogue 

input current. This mode of interconnection is much superior to that in which the 

voltage across is monitored with a high input impedance voltage amplifier because 

the signal to noise ratio is considerably improved. 

Using the circuits shown in Fig.43(a) it is possible to measure heat transfer rates 

of 10~2 W/cm2 in flows of 30 ms duration. Typical examples of surface temperatures 

and corresponding heat transfer rates obtained from the circuits described above are 

shown in Fig.43(b). The records were obtained in a slow piston isentropic compressor 

whose flow duration was 210 ms. and a shock tube in which the steady flow duration was 

only 0.5 ms behind the primary shock wave. In the case of the free piston compressor 

the falling heat transfer rate is associated with the rise in wall temperature. 
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CALORIMETER GAUGES 

3,3 Zhg...Meal Calorimeter and Limitations of the Simple ThPnry 

All calorimeter gauges, as the name implies, attempt to determine the instantaneous 

heat transfer rate to a surface by measuring the time rate of change of the thermal 

nergy within an element of the surface. The element concerned is usually in the form 

surac^" M may be eÍther l0CallS°d U-e- thermally ln8Ulated surrounding 
from r COntlnUOUS with the «i the surface. The thermal energy is determined 
from temperature measurement in or on the surfaces of the 'skin' and it is the rate 

of change of this temperature that gives the heat flux into the exposed surface 

Assuming that no heat is lost from the rear surface, the heat transfer rate per unit 
area is by definition, 

For constant £ and C 

= 

/ec 2L ^ 
; dt 

Qci. dTmtan 

Jt 

(94) 

(95) 

(96) 

lor the on.^Umension.i c»s., uh.r> f and c „„ the den,lty >nd specific ^ te5pec_ 

“ thlckness / . T is the te.per.tere st s position 
JC within the surface as shown in Fia 44 Tn aii »-k«. ^ u . in rig.44. xn all the techniques used Eq (95) is 
approximated in the form 

%s sa çcJL dTtxb 

dt 
where TtXfi is the experimentally observed temperature. 

In the next section the manner in which djexp / dt is related to dT mean ! dt 
is investigated for the ideal one-dimensional case (i.e. no lateral conduction,. The 

presence of a backing material is included in the problem for in certain cases this is 

necessary and can have a significant effect on the measurement. Typical temperature 

measuring techniques are sketched in Fig.45. Of all these schemes, the technique illust- 

-rated in Fig.45(b), where the total resistance of the calorimeter is measured, has the 

highest frequency response since it can be shown that the temperature inferred from the 

change in resistance of the gauge is always close to the mean temperature as shown in 

sect.l.c in the cases (a), (c) and (d, there is a finite time required before 

dTexp/dt corresponds to the mean value, as seen in the example of Fig.47 where 

the front and back surface temperatures are shown for a constant heat transfer rate 

The presence of backing materia., necessary for structural purposes, renders Eq (95)’ 

approximate as heat is transmitted to the backing material and the order of this error 
has to be determined. 

Further, non-ideal effects such as lateral conduction due to temperature gradients 

produced by non-uniform heating in the thin skin model. Fig.45(a), or heat loss through 

the element supports in the case of the local calorimeter, Fig.45(d), need to be con¬ 

sidered. Results concerning the effect of connections such as thermocouple wires are 

discussed and the effect of a non uniform surface temperature on the heat transfer 

coefficient is considered. Experimental arrangements, their use and calibration are 

also examined in the following sections. 

3.b One^Dimensional Analyses 

3*b(i) Equatlon_forj_Surface_Temgerature Rise 

From section 1, Eq(12) the temperature within_the calorimeter for a constant heat ■ *   » a uux. e witnin 

transfer rate ^ may be found b> substituting, ^ 
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Thus, 

1, 
ksR, [ ft •> a)e^'<X'/) t (, ] 

(97) 

Note also that 

ÜL 

it 
-rf = /»7 (98) 

These equations enable the temperature history and the rise time of the gauge to be 

obtained for the case Q, s 0 i.e. no heat loss from the rear face of the gauge in 

section 3.b (ii) and 0.^0 as shown in section 3.b(iii). 

3.b(ii) Calorimeter without Substrate 

For the case of a. «0 i.e. no backing material, Eq (97) reduces to 

? _ cdOc-t)£ 

k, sínhl-fê' k, 

as given in Carslaw and Jaeger (46). Expanding the term lj(l- 9~2we obtain 

k, Lp** 
T, (99) 

n mo 

the terms of which have standard Inverse transforms giving 

Wr 

T, — Y+ terfc (V+Qt-A 
k, L\ zV*? ) 

fimO 

(100) 

The mean temperature is obviously a linear function of time from Eq (95) and the 

function of Eq (100) is plotted as the difference, k, ¿T/, between the actual 

and mean temperatures as a function of position for given times in Fig.46. These 

curves enable particular cases such as Fig.47 to be calculated and allow the temperature 

within the calorimeter to be determined as a function of time. 

From Eq (97) the time derivative of temperature is given by: 

JX= 

St *,p* (, - c~Zi^} 

(101) 

V ~ 
Expanding the term in brackets in the denominator again, the following equation is 

obtained s 
_ . /—» oo 

' 

« ” K 

These terms have standard inverse transforms and, in particular, give the following 

series at the front and back faces of the calorimeters 

Front 
dT, 

dt kft Jrfjot,? 
1\mO 

(103) 
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Back — « ¿o*/ ¿ I 

dt k.,L -/ïF -JoTÏ 
(104) 

T)-0 
Both of these series converge rapidly for the times of Interest and may be quickly 

evaluated to give the difference between the mean temperature derivative 

defined by Eq (95), and that in the calorimeter. Graphs of the function: 

(S 

mean 

mean mean 

are given in Fig.48 plotted against time for the front and back surfaces of the calori¬ 

meter. It can be seen that in order to approach the mean value to within 1% it is 

necessary that oc¡t / Jix . The response time will be rather faster at the 

mid-point of the calorimeter (see Fig.46) but it is safer to assume the rise time of 

the calorimeter to be the response time of the rear surface. Typical rear surface 

response times for different materials of various thicknesses are presented graphically 

in Figs.49, 50 and 51 for convenience along with typical rates of rise of temperature. 

The limiting temperature differences between the front and rear s’irfaces can be evaluated 

from the expression: 

T front — Trear a* K(rise time) X ( ■—■ ] 

V ^ Jfrate of rise) 

3.b(iii) Calorimeter with Substrate 

The analysis in section 3.b(ii) may be repeated for the case of a calorimeter with a 

substrate using Eqs (97) and (98) . In particular, the rate of change of temperature 

of the front and back surfaces are given by: 

Front 

Back 

dT 

dt 

4T, 

dt 

k. 

i-K' 2 1_'_Y [i-e.\n -tn+'/4£ (105) 

n» o 

k,L L L\'*a] J 
(106) 

n* o 

These functions are easily evaluated and are shown in Fig.48 for the cases a = 0.33, 

a = 0.10 and a = 0.05, the case a = 0.1 corresponding closely with platinum on Pyrex. 

(dT/dt)mean in these curves still refers to the rate of rise of temperature without 

a substrate. It is interesting that even in the case a = 0.10, the rate of change of 

temperature of the rear surface is always in error by at least 10%, the loss of heat 

to the substrate being substantial within the response time of the calorimeter. In the 

above case the rise time of the backed calorimeter is approximately that given for the 

unbacked calorimeter as might be expected. The minimum error in heat transfer rate 

measured using the rear face temperature is also shown in Fig.48 as a function of 

fib . This enables this quantity to be evaluated for any calorimeter - substrate 

combination. 

The error in inferred heat transfer rate for t large may be estimated by assuming 

that the error is small ,such that the calorimeter temperature is given approximately 

by that in the absence of a substrate. The calorimeter temperature may be considered 

uniform for t large. Thus the substrate temperature is known and an estimate of 

the heat lost to this may be found on the assumption that the substrate is semi-infinite. 

This in turn leads to a correction to the rate of rise of the calorimeter temperature 
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and the process may be repeated in order to obtain a more accurate correction as shown 

below. 

by 

The heat transfer rate to the substrate in terms of its surface temperature is given 

^ substrat* ~ ''J?*. CZ^2 ']/p' substrats. 

which may be expressed as 

* /-' * 

^ substrat*. — ¡ti C1 ^ substrat*. 
V A 

(107) 

aa TSubatrot* m° wh*n t' 

Assuming that the substrate surface temperature is equal to the mean temperature in 

the absence of a substrate, 

substrata % surfaca surfac* 'J0*'' 

for constant surface heat transfer rate. Substituting this into Eq (107) gives, 

CL Vo*? / ^substrat*— ^surfac* 

b* 

(108) 

Therefore from the energy equation, Eq (94) 

7 ^surfac* — 9. substrata 

P/C/ L 

The error in the rate of rise of calorimeter temperature is then obtained by taking the 

inverse transform of Eq (108)s 

(109) 

w7th without 
substrate suòstrate, ^ substrate 

^ surfac* ■Jrr 

(110) 

without 
Substrate 

A more accurate estimate may be obtained by substituting the corrected rate of rise of 

surface temperature back into Eq (107) for the heat lost to the substrate. The trans¬ 

formed differential of surface temperature is obtained from Eqs (108) and (109) as: 

7 -= 
^ surfac* 

P/C/ l 

and substitution into Eq (107) gives: 

^ substrat* V®6» I ! 

/ 

V b i 

a V°c 

^ surface 
inversion oi 

^ substrate 

The inversion of this equation then gives the desired result: 

a a íocttV2 f ^/t] 
(in) 

surf ace J \ ^ J 
The relationship q substrate/q surface is plotted in Fig.48 from which it will be seen 

that the approximate solution is quite close to the exact solution for errors In T up to 

20%. Using the above approximate solution it can be shown, for example, that the heat 

losses to air as a backing material for a stainless steel calorimeter of 0.25 mm 

thickness would result in an error of 1% after 2 seconds. 

Using the charts, Figs.49, 50 and 51, it is possible to design a calorimeter in most 
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of the commonly used materials suitable for wind tunnel models and to calculate the 

signal which would be obtained from a variety of temperature sensors over a wide range of 

heat transfer rates. 

3,c The Rose Calorimeter Gauge 

The Rose calorimeter gauge (20) was devised so as to measure high heat transfer rates 
2 2 

( > 1 kW/cm ) in times of order 100 ^us and typical sensitivities are 1 mV/s per W/cm . 

The gauge consisted of a strip of metal foil 0.003 cm thick) mounted on an insulating 

substrate (Fig.55(a)). The heat transferred to the surface is assumed to remain entirely 

in the foil, negligible heat entering the substrate. The instantaneous heat transfer 

rate to the surface may be found from Eg (95) where the space-average temperature is 

deduced from the net resistance of the foil. The temperature in the foil is far from 

uniform but Rose (20) has shown that for all times the average temperature of the foil 

is related to the net resistance by the usual relationship, 

mean - ] (112) 

to within 1% for typical gauges and heating rates. These gauges are necessarily of 

low resistance (-^4 x 10 -3vil ) and a large constant monitoring current ( ~ 5 A) is 

passed through the foil giving a voltage of order 0.02V such that the resistance change 

may be measured. 

The resistance of the foil may be determined by considering this to be a set of 

elemental laminae connected in parallel, the resistance of each corresponding to the 

temperature at its position in the foil. The total resistance of the film may be seen 

with reference to Fig.52 to be: 

is given by 

--11 D ¿-X O0 eg(x)L 
w Ax. 

£ 

f/e 

doc 

ek(x) - e*0 + ^773°) 

and hence 

I 

R 

M/ 

t*oL ° 

1 V /dx 

( I + ( / + OC TYxOj 

For oc , this iiiay be expanded to give: 

Ä £ 

_ W [(' ~ •‘a77’*) 7 'x) j 
* *koL ° 

i 
Therefore — 

A 

wl 

U- 
f I - oc T + oc2 T1 
V ä mean R mean ,)/ 

Inverting and expanding again we obtain: 

eonL 
R — 

T 
mean 

[(a.«, - (V»/]} 

( * ^ nTmean ~ 06a 

giving 
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Hence the mean temperature measured In this way is given by» 

ft - *o 
= T _ „ II T , 

tmean Tmtan [KL», - (Tm«/] 
and the fractional error is therefore» 

[M - (r)1 1 L' Imtan \ hntanA 
(113) 

mean 

Rose calculated the error given by Eq (113) by using the function given in Eq (97), the 

results for various materials on Pyrex are given in Fig.53. 

The loss to the substrate and its effect on the inferred heat transfer rate follows 

from Eq (94). Thus» 

• • a dT Ã — Q = OCX. —mtan 
Surf sobs dt (114) 

The quantity turf » which gives the fractional error in the measured heat 

transfer rate, has been evaluated by Rose for various metals on Pyrex and the results 

may be seen in Fig.54. It may be seen from this figure that the error due to loss to 

the substrate exceeds 3% for platinum on Pyrex when t (in seconds) is greater than 

Í. (in cm ). Thus a 0.003 cm thick foil is accurate to within 1% for approximately 

10 and after 100 ^s the error is approximately 10%. The above estimates are upper 

limits for this error for in general the thermal contact between the foil and substrate 

is far from perfect. The errors indicated by Fig.54 may be estimated from the approxi¬ 

mate analysis given in the previous section. Eq (111), section 3.b(iii), may be used 

in a modified form which corrects this for the lag due to the time taken for the heat to 

diffuse through the colorimeter to the rear surface. The time lag is given by, 

0-/67 

which may be seen from Fig.46. 

therefore» 

^ substrat*. 

$ sur faca 

The equation giving the heat loss to the substrate is 

(115) 

and this is plotted in Fig.54 for platinum on Pyrex and shows fair agreement with the 

numerical result of Rose. Thus the effect of substrates other than Pyrex may be 

estimated using Eq (115). 

The construction of the gauge and its circuitry may be seen in Fig.55. The chemically 

pure platinum foil was die-cut to the desired shape which consisted of the main current 

carrying strip with two narrow side arms for voltage sensing. The leads were soldered 

onto areas of thin platinum film painted and baked onto a polished Pyrex substrate, the 

foil also being stretched and soldered between these regions. In use a constant current 

of approximately 5A is supplied to the film from a battery through dropping resistors 

and the voltage developed across the potential sensing arms measured on an oscilloscope. 

The accuracy of the measurement depends on a knowledge of the geometry of the foil 

and values of £ , c and oc^for the platinum. As the gauge is heated appreciably by 

the monitoring current the initial temperature of the foil is liable to rise considerably 

above ambient and it was recommended by Rose that this rise should be kept below 50°C in 

order that bulk values of C and could be used. This temperature rise corres¬ 

ponds approximately to a fractional resistance change of 1.25. The voltage output of 

mm 
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the film Is given by: 

U - •'jL** 1 
pci. i t (116) 

The sensitivity of the gauge described above with a monitoring voltage of 0.02 V is 
2 

0.60 mV/s per W/cm as may be determined from Fig .49. 

Typical results obtained from the use of such platinum calorimeter gauges are also 

shown in Fig.55. The calorimeter in this instance was located at the stagnation point 

of a bluff body mounted in a shock tube. After a period of about 10 yus, during which 

the bow shock wave moved to its equilibrium position, the heat transfer rate fell from 

There followed a period of approximately a high value of 15 - 20 kW/cm2 to 5 kW/cm2. 

40 us of steady flow, indicated by region (2) in Fig.55(b)) a..d subsequently the heat 
2 

transfer rate increased to 10 kW/cm with the arrival of the contact surface. 

A different constructional technique has been employed by Aronson (47). An aluminium 

model was milled to receive an iron calorimeter element. After machining,the recess 

was anodised to provide an insulating layer which was in turn coated with 'Glyptol' 

insulating varnish. The model was heated and the calorimeter element pushed into the 

Glyptol varnish until it was flush with the model surface. Leads were taken through 

the model and voltage and current connections at the en^s of the element were covered 

with a layer of epoxy cement which was in turn made flush with the mod^l surface. In 

this instance there would be good thermal contact between the element and its substrate 

and the estimate of heat losses using the theory presented in this section would be 

realistic. 

The measurement of the average resistance of the calorimeter has been the basis of 

the 'Morgandyne' gauges (48) developed at A.E.D.C., Tullahoma. In this case, however, 

the resistance change was measured by making the calorimeter element the secondary of a 

transformer. The input impedance of the transformer was measured and this reflected 

the change in resistance in the primary. The calorimeter element was large and its 

resistance change small but the response of the device could be analysed in a similar 

manner to the Rose calorimeter gauge. 

In order to calibrate his gauges Rose (20) passed a heating current pulse of 700 A 

amplitude and duration of approximately 100 yus through the gauge. This current pulse 

was generated by firing a copper clad bullet through two plates to act as a switch but 

it should now be possible to use high current semiconductor devices such as thyristors 

to produce this pulse more readily. Sprinks (49) has proposed a method whereby the 

calorimeter gauge is plunged into a high temperature liquid and has analysed the process 

which subsequently occurs. Use of the bulk values of £ , c and k as advocated by 

Rose appear to be the best procedure at present although the method of radiation cali¬ 

bration proposed by Maulard (32' and Schulte et al (33) and described in section 2.e!ii) 

is also applicable. 

3.d Thin skin calorimeter models 

3.d(l) Elementary principles 

Thin skin ("thin walled") models are widely used in order to measure heat transfer 

on complex shapes. The skin may constitute the complete model or be confined to a 

region of particular interest. Various schemes showing the form of the construction 

are given in Fig.56; copper and stainless steel are favoured materials for the skin 

although platinum has been used, for example, in the free flight models. 

It is usually the rear face of the skin that is instrumented with thermocouples and 

the heat transfer rate is inferred from the rate of rise of the temperature thus 

measured. Typical rates of rise of temperature and response tines for a wide range of 

model materials are given in Figs. 49, 50 and 51, and these combined with the thermo- 
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couple sensitivities enable 

Thus 

äV 

dt 

the sensitivities of the various systems to be determine«!. 

dT 9. à 
a - M —_ 

dt f c X. 
(117) 

where cl Is thermocouple constant in ^»V/K. Table 1 (section 2.b) shows the value of 

O. for various thermocouples and Table A-l gives more detail of the variation of CL, 

with temperature. The temperature rise and associated thermocouple output for various 

combinations of calorimeter material and thermocouple are shown Ip Figs.49, SO and SI. 

Thus it can be seen that a stainless steel skin of 0.17 cm thickness instrumented with 

a chromel-alumel thermocouple will give a sensitiv.ty of 0.075 mV/s per W/cm2. 

3.d(ii) The variation of calorimeter properties with temperature 

As all the quantities £ , C and JÙ vary with temperature there Is a limit to the 

maximum allowable temperature before errors are Introduced by assuming that these are 

constant. Curves drawn showing the variation of the quantity 

with temperature for various combinations of thermocouples and calorimeter material are 

shown in Fig.57, hence an estimate of the errors in deriving Instantaneous heat transfer 

rates from the observed rates of change of thermocouple output with time may be founo. 

The linear coefficient of expansion of the calorimeter material, y , was found from 

ref. (23) and it was assumed that 

XT “ f. (' -lVT) (118) 

The variation of specific heat with temperature was also found from ref. (23). The 

variation of the thermocouple constant CL with temperature was obtained by differentiating 

the data givijn in ref. (SO). It can be seen therefore that there may be considerable 

errors in the deduced heat transfer rate due to the variation in ol/çcJL although in 

certain cases the variations due too. and c , which are the main factors involved, 

sensibly cancel one another (e.g. an iron-constantan thermocouple on a copper calorimeter). 

The temperature change in the experiment determines the error due to this effect and 

hence the error is dependent on both the heat transfer rate and thickness of the calori¬ 

meter. 

In many experiments the flow is reasonably constant and the rate of rise of thermo¬ 

couple output is taken immediately after the tunnel starting and calorimeter rise time 

In this manner it is possible to minimise the effects of the variation of properties with 

temperature and of conduction along the model surface. 

3.d(iii) Conduction effects 

In a previous section the calorimeter response time and also the error Introduced 

hy a backing material for a constant heat transfer rate were examined. In most 

experiments, however, it is the heat transfer coefficient that is constant and is to be 

measured, the heat transfer rate falling as the model surface temperature increases. 

Thus s 

4 - _ Pct M 
hn tan 

where and ^ are the flow recovery temperature and wall front surface temperature 

respectively. If the thin skxn temperature is moni -.ored on its rear surface then errors 

are introduced not only in (dT !dt)mtan but also in Tf , even for times much greater 
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than the re.pon.e time. The error, incurred by taking T 

to deduce the heat transfer coefficient ast ° 
the rear face temperature. 

h6 . fd 

Tm-Tè 

thTr^o :rrfhy TrlmPl JOneS (51) and Nay,mith (52)- The «muíate 

whereas Nay.Lt6 Z ^ ^ ^ ^ Pre8enC* of a backing material 
h IL ay’"lth Pr0dUCeS *n “PProximate expression which can be used to evaluate 
h Ihb ln th* absence of any backing material. The expression is : 

(120) 

^ " 1 iffl 
f.r t > SI (121) 

which gives numerical results in agreement with ref Í51» for ^ 

r r ::rr=—Ih* 

the criterion ZZ \ !/1 ^ pointBd out bV George and Reinecke (53) 

- “V u tM, r"“7 h 

h..t transfer r.t., . r..„H In .gr...e„t ,lth th. ^ "MÍÍ " 

<5,,x ^ »*«.<,«. 

characteristic «.U ecT/X.X2l XT"* ^ te™.°!i*r.t 

- r:.rrtic ”*u rh- -4__ ^ « fc/ * whereas t, corresponds to twice 

hi. Ik M h PreViOU8ly USed here- The rati° of the times r2/r. is in fact 
hZ/k • ”hlch “evalller and Leuchter refer to a. a »all Nuaselt n™K.r .. a, 

P";““r r,,'""d “ ln “• r™«™ »“«»P». Th. author, produce ,I.phr“l0n‘ 

»xd %:r “ nd t Tdr ^ "ror ^th* inf""a 9 n^ea9 w ^ / oc. $ this quantity tends tn a 

TXlX “ •PPrOXl“t*11’ häl' -eat transfer coefficient given 

'l““' P°l"M °nt ln P"''10““ •P«1»« that heat 1, lo.t to any hacking substrat. 

transfer'rate “.TV" ““ "" ‘ *»*« »” «>• »"'-red heat 

the rear «fit. ' X' ‘° ^ ' "»"“»“»P «>• c.lorl.eter tenperatur. on 
the rear surface cause, large errors and If the (rear surface, re.pon.e tl»e 1. plotted 

the .177 i' th0’e f0t »*« transfer r.t. fro. the c.l.ri™t.r7 
the substrate for various mtals on Pyrex, ri,.5<, lt oan b, ,ee„ that 

there Is already a significant heat loss to the substrate. 

ei,7 i:r,:i7“d bï heat io,t to backin9 ^ ^ 

.without substrato.] 

‘The heat lost from the rear of the Rose calorimeter, on the other hand, does not affect 

s'eu i LVT"9 1Íke the Sane eXtent‘ ThlS arlSeS beCaUSe the — constant 
itself short and measurements can be made in the early phases of the flow before anv 

substantial heat loss to the substrate has occurred. V 
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for various values of (-^ cx^-2 *nd in particular can be seen 

for a Pyrex backing in Fig.54. Coopfcr and Mayo (55) made a rough estimate of the effect 

for the case of constant heat transfer coefficient h by assuming that the calorimeter 
temperature was the ideal value and using this as a boundary condition for a balsa wood 

backing and comment that 'the simplicity of data reduction makes elimination of the 

insulating fill material (i.e. the substrate) far more preferable than attempting to 

account for its Presence*. As already mentioned in this section Trimpi and Jones (51) 

present exact calculations for the effect of losses to balsa and mahogany substrates. 

The above conduction effects are termed 'normal* for they are one-dimensional in a 

direction normal to the skin surface. Conduction may also take place along the skin 

if there are temperature gradients and this also will produce errors in the Inferred 

heat transfer rate. George and Reinecke (53), have examined this transverse conduction 

by assuming that the temperature is uniform normal to the skin although varying with 

position and write the equation for the temperature variation as: 

fcZ — mm + Z * 3ra<* T (122) 

3vrf. con dvc tion 
hoot tranmf. boat transf. 

If the transverse conduction were zero, ^ constant in time and the skin thickness 

constant, the solution would be: 

Therefore 
conduction hoot transf 

(123) 
surface, heat transf 

is 

and it is required that this be very small depending on the accuracy required in the 

measured The error increases linearly with time and is independent of the wall 

thickness and hence it is desirable to measure as early as possible in the experi¬ 

mental running time. If the heat transfer rate to a sphere of radius R close to the 

stagnation point is taken to be: 

% ~ ( - 0 * *V *a> (124) 

where is the stagnation point value and x is the distance from this point to the 

position considered, then the value at the stagnation point is: 

(125) 

4# R 
The expression (124) was obtained using a simple fit to the data of Kemp, Rose and Detra 

(56). Substituting Eq (124) into Eq (123) we obtain the heat lost by conduction as: 

conduction loss 14oet 
(126) 

surface heat transfer rate ^ 

Thus the time required for a 5% error in the stagnation point heat transfer rate to a 

nickel sphere of 1 cm radius may be evaluated as approximately 130 ms. 

Further conduction effects may be experienced due to the presence of thermocouple 

wires attached to the skin. The effect of these wires was first considered by Burnett 

(57) who represented the wire by a cylindrical heat sink whose value was determined by 

the heat lost down the wire on the assumption that the temperature at the skin-wire 

junction was given by the rear face of the skin in the absence of the wire. The 
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Table 8 

Conditions relevant to the measurement of rear surface temperature 

Condition Implication 

t << n£ 
h 

Time is short compared with the time for the wall to reach 

the adiabatic wall temperature. The heat transfer rate 

will be sensibly constant. 

~ < < / 
k 

The temperature difference across the wall required to con¬ 

duct the heat transfer rate characterised by /> is small 

compared to the driving temperature. The wall is there¬ 

fore at an approximately uniform temperature , the 

magnitude of the correction due to the small non-uniformity 

on the inferred heat transfer coefficient being h¿/(3k) 

t > iÜ* („j.) 

•c 
The rise time of the rear surface such that the rate of 

change of temperature is within 1» of the mean value. 

, > « ‘ The condition that transverse heat conduction is small com¬ 

pared with the incident heat transfer rate. 

/*1*1 *1 <oos /- < 0-09 

V c> */ 

The rear surface temperature time derivative can come within 

5% of the ideal value without a substrate at although 

at longer time intervals the error will be greater as shown 

in Fig.54. 

percentage error in the rear surface temperature at the skin-wire junction was evaluated 

as a function of oc, t / £ for several ratios of skin thickness to wire diameter; the 

result is shown in Fig.58(a). O.N.E.R.A. (58) have extended these calculations and 

have also presented the results in the form of the error in the inferred heat transfer 

rate, shown in Fig.58(b,c). From these results one may see that the effect of a wire 

mounted on the rear face of the skin produces a great deterioration in the response time 

of the system, such that a wire diameter to skin thickness ratio of 0.08 produces a 1% 

response time of oc,t / _ 5 compared to 0.5 without the wire. Further it is 

shown in ref (58) that a thermocouple with its junction situated at the mid thickness of 

the skin would considerably alleviate this situation and the constructional technique to 

obtain this location is discussed. Conditions relating to the operation of thin wall 

calorimeter models which have been discussed in this section are summarised in Table 8. 

3.d(iv) Construction techniques for thin skin models 

The construction of thin skin models may take many forms. Thin sheet may be bent to 

the desired shape and mounted on an insulating former, (59, 60, 61). Electroformed 

models have also been used and this technique is especially useful in the construction of 

models having complex curvature, (62). Harvey (63) gives a detailed description of the 

construction of a lifting reentry configuration for testing in the NASA Langley Hotshot 

tunnel. In this case a series of stainless steel panels of 0.4 mm thickness were 

pressure formed in moulds and then secured to a core which was provided with apertures 

at the selected measuring points, Fig.56(b). Starner et al(64) used a copper strip bonded 
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onto a 'Lucite' model with epoxy cement and measured the rear face temperature of the 

copper strip as shown in Fig.56(d). This latter technique will be subject to substrate 

losses, which may be calculated using the theory given in section 3.b(iii), a fact 

recognised by Starner. Thin skin models have also been made from porous materials 

(61, 65), although the energy balance is somewhat different from the analysis developed 

in the present volume. The thermocouples are usually attached to the model skin by 

spot welding, soldering, electron-beam welding or by purely mechanical means. The 

thermocouple wire may be set into small holes drilled into the skin prior to soldering. 

Chevallier et al (58) have described in detail techniques whereby the thermocouple wires 

are installed in the models used at O.N.E.R.A. Self-explanatory diagrams illustrating 

these techniques are shown in Fig.59. In Fig.59(a) a standard soldering technique is 

shown whereas the use of an auxiliary plug is illustrated in Fig.59(b); the means 

whereby wires are pulled into very thin walls is shown in Fig.59(c). The advantage 

claimed by Chevallier et al for the use of this auxiliary plug is that it permits an 

accurate determination of the wall thickness at the point at which the temperature is 

measured. Naysmith (52) describes the method used for spot welding fine thermocouple 

wires onto stainless steel skins. A simplified circuit suitable for this process is 

illustrated in Fig.60 although trial and error is required to determine the voltage, 

current and junction pressure to produce a sound connection. The thermocouple wires 

should be welded close together in order to define the measuring position. It should 

be noted that in the case of wires which penetrate the skin, the emf generated corre¬ 

sponds to the lowest temperature of the therrnojunction. The connection of the thermo¬ 

couple circuit may be effected in several different ways which are illustrated in Fig.61. 

In Fig.61(a) the conventional arrangement using a reference temperature bath at the cold 

junction is illustrated. A simpler system is shown in Fig.61(b) where the cold junction 

is at the amplifier terminals and provided that this is at the same constant temperature, 

the same thermocouple emf will be measured. This circuit may in turn be modified using 

larger diameter extension leads of the same material which do not affect the circuit and 

the junctions need not then necessarily be at the same constant temperature, Fig.61(c). 

Further, copper leads may be attached to the thermocouple wires as shown in Fig.61(d) 

but in this case this junction becomes the cold junction and must be maintained at a 

constant temperature. The thermocouple wires need not necessarily be connected at the 

same point on the skin as shown in Fig.61(e) and Fig.59 and furthermore, a common return 

line may be used, Fig.61(f). Examples of these arrangements are also shown in Fig.56. 

In the system employed at O.N.E.R.A., Fig.56 (a), the thermocouple-copper junction is 

located in an oil bath within the tunnel working section. The common return mode of 

connection is shown in this figure and also in the model used by Varwig, Fig.56(d), 

where the wall itself constitutes one of the thermocouple materials. 

The results from, various arrangements were compared by Marvin and Akin (62) on a 

hemisphere-cylinder model. The following techniques were employed on an electro- 

deposited copper wall of thickness 0.25 mm:single constantan wires silver soldered into 

holes drilled in the wall with a common return copper wire silver soldered to the rear 

of the model; pairs of copper-constantan wires silver soldered in the same manner but 

without the common return lead; copper-constantan thermocouples spot welded to the 

rear surface. All systems were reported to give experimental results in close agreement. 

Temperature calibration of the thermocouples is possible if the entire model may be 

submerged in a constant temperature bath. The radiation sources described by Maulard 

(32) and discussed in section 2.e(ii) may also be used to calibrate the model directly 

in terms of the heat transfer rate. Harvey (63) has constructed a hot gas source 

for the same purpose. Use of the bulk values of £ , e and k. with a temperature 
calibration of the thermocouple and precise determination of model wall thickness should, 

however, be sufficient for most purposes. 
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An example of thin skin model construction technique is shown in Fig. 62. 

The thin copper skin is supported at nose and base on a Nylon framework and longitudinal 

slots are left beneath the instrumented section of the surface (66). 

3.e.. Capsule and 'Slug' Calorimeter Gauges 

lie capsule gauges are very similar to the thin skin calorimeters discussed in section 

3,d differing only in that the skin is limited to a small area and is mounted on an Insert 

which fits into the model. Typical examples of these may be seen in Fig. 63. The 

tempi 'ature of the element is usually sensed by a thermocouple (67) although platinum 

film!- (68) and semiconductor resistance thermometers (22) are used. 

The response times and sensitivities may be determined in a manner similar to the 

thin ikin calorimeter on the assumption that the element support does not Introduce heat 

losses, and thus sensitivities may be obtained from Figs. 49-51. In the original gauge 

of Leqford, (Fig. 63a), the element was copper and its thickness ranged from 0.051 mm to 

0.51 mm ; the thermocouple was chromel-constantan. From Fig. 51 this gives a response 

time of 15 yus and 1.5 ms and sensitivities of 3 and 0.3 mV s /watts cm respectively. 

In a later version (68), Fig. 63(b), an aluminium element, 0.25 mm thick, was used and 

this was anodised on the rear surface providing an insulating surface and thus enabling a 

thin platinum film of resistance ISoXL to be denosited by sputtering. A bridge circuit 

was used in order to find the resistance change and hence the temperature rise of the 

element. For a film voltage of approximately 1 volt the sensitivity of such a film 

would be ~ 2 iriV/°C compared with that for a thermocouple (chromel-alumel) ^0.04 mV/°C 
-1 -2 

giving an overall sensitivity of 34 mV s /watt cm whereas the thermocouple would give 

0.7 mV s Vwatt cm 

Maulacd (35) has described a similar gauge used at O.N.E.R.A. utilising a silicon 

resistance sensing element, Fig. 63(c), and this device has a high sensitivity by virtue 

of its mi.ch greater resistance. A bridge circuit is used to monitor the resistance change, 

one arm cf the bridge being an identical silicon resistance installed within the gauge 

and compensating for ambient temperature changes. The resistance thermometer has a 

temperature coefficient cf resistance of 7xlO-3K-1and the sensitivity of the gauge 

is given by 

where R is the sensing element resistance and OC R the temperature coefficient of resis¬ 

tance. In the gauge described by Maulard the silicon resistance thermometer was 

mounted on an anodised aluminium calorimetric element of thickness 0.3 mm, as was the 

platinum film of Ledford et al (68), and a typical value of ecV°V* quoted for these 

gauges was 10 ^ W cm ^/ß s 3 . This would imply that the resistance of the silicon 

element was approximately 1 kß . Such silicon resistance sensors are marketed by Kulite 

of New Jersey, U.S. A. and have a maximum allowed power due to the monitoring current, 

which would limit the sensitivity of the gauge. A maximum safe current expected for 

the O.N.E.R.A. gauge described above would be approximately 3 mA and this would give a 

thermometer sensitivity of 20 mV/°C and an overall sensitivity of approximately 0.3 Vs / 
-2 

watt cm . A comparison of the three gauges is given in Table 9 where details of a 

gauge used by Kipke at Braunschweig, (69), are also given. 

The construction of the gauges may be seen in Fig. 63 and in all gauges the calori¬ 

metric element is mounted in a nylon support. In the A.E.D.C. gauges, Fig. 63(a), (b), 

the element is bonded around its periphery with adhesive whereas in the O.N.E.R.A. gauge 

this is held captive at only 3 points within a recess. These different modes of 

construction influence the heat losses from the element which have been shown to amount 

to a 50* error in deduced heat transfer rate for the A.E.D.C. gauges under certain 
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heating conditions (67). 

If it is assumed that any heat conduction loss is proportional to the temperature of 

the calorimetric element, above that of its mounting, the energy equation may be 

written ast 

i$ - ecJt — + <l27> 

dt 

where /C is a "loss’constant. Solving this equation for constant and taking T«» T0 

.at t — O we obtain: 

- J& 
T -T.e ecl - 

*4 
IT 

(120) 

substituting Eq(127) into Eq(128) we obtain: 

^ Tt - (’c- H 
As the Inferred heat transfer rate is (>c£ dT/dt we obtain from Eq(129) 

dT 
at 

* ffi 
If T0 is zero Eq(130) reduces to: 

V-meas — e eci 

(129) 

(130) 

(131) 

Table 9 

gauge 
overall 
dlam. min 

overall 
height mm 

calorimetric 
element 
material 

temperature 
sensing temperature 

sensitivity 

mV '’c-1 

overall 
sensitivity 

mV s-1/ W cm“2 diameter mm 
thickness mm 

lead thick¬ 
ness mm 

Ledford 

A.E.D.C.(67,68) 

6.35 7.62 

copper 

4.75 

0.051+0.51 

chrome1 
constantan 

0.051 

0.04 3 + 0.3 

Ledford 

A.E.D.C.(67,68) 
6.35 7.62 

aluminium 
(anodised) 

platinum 
resistance 2 34 

(1 volt across film) 4.75 

0.25 

0.02-^0.05 

copper 

Maulard 

O.N.E.R.A. (35) 
3.5 9.5 

aluminium 
(anodised) 

silicon 
resistance 20 300 

(3 mA sensing current) 
2.5 

0.3 

0.05 

gold 

Kipke (69) 
Institut für 
Strfimungsmechanik 
Braunschweig 

3.5 7.0 

copper 

2.5 

0.2 

copper 
constantan 

0.04 0.6 
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Hence from Eq(130) It may be seen that if the flow starting process produces a high heat 

transfer rate prior to the establishment of steady flow and there is subsequently a 

steady heat transfer rate, the net effect will be to produce a high value of and 

consequently large errors will occur in the measured heat transfer rate. This was the 

case in (67) where a value of < was assumed in order to correct the heat transfer data. 
The va^^e of IC/pc for the gauges in (67), (Figs. 63(a) and (b)), may be deduced from 

the data given there as ranging from 1.4 x 10 to 0.7 x 10 cm sec for gauge thickness 

from 1.0 mm to 0.05 mm. In the gauge of Maulard (35) the value of K j ÇC may be estimated 

from oscilloscope traces gi.en as being 1.2 x 10-2 cm s-1 for a gauge of thickness 0.3 mm 

which is app "iximately the same as above. In the latter, however, the gauge diameter 

was 2.5 mm compared to 4.75 mm in (35), indicating that the insulation of the calorimetric 

element was superior in the O.N.E.R.A. transducer. 

Starner (70) has considered the case where the calorimetric element is not insulated 

but its periphery is held at a constant temperature. For this case Starner has estimated 

that the time at which the cold boundary affects the temperature in the centre of the 

element is: 
2 

t . 0-05 * (132) 

For an aluminium element of diameter 5 mm this time is approximately 13 ms. This 

characteristic time may be compared with the response time of the Gardon gauge which is 

of order 100 times greater and corresponds to the total time for the element to attain 

a steady state. The gauges of Starner (70) were used in an arc tunnel and were 

traversed rapidly through the flow to prevent the probe malting under the conditions of 

high heat transfer rate. Kirchoff,(71), has considered the problem of the melting of 

calorimeters and has given a criterion for the optimum thickness such that the maximum 

test time is obtained: 

1 optimum<133> 
/3*6 Ò 

XS 

where is the melting temperature of the calorimeter material. This situation 

arises because the time taken to reach the melting temperature increases linearly with 

increasing thickness, while the response time increases as V-í- » the test duration being 

the difference between these two times. Starner (70) , however, points out that this 

criterion would be seriously affected due to the deterioration in response time when a 

thermocouple is fixed to the rear face as considered in section 3.d(iii). 

A form of calorimeter used for measuring high heat transfer rates is the 'slug' 

calorimeter described by Hiester and Clark (72), Vojvodich (7j) and Pope (74). Examples 

of the slug calorimeter are shown in Fig. 64 where it may be seen that the calorimetric 

elements consist of a thick piece of copper mounted within a stainless steel body, 

thermally and electrically insulated from the supports by a small air gap. The element 

is supported on sapphire spheres or thin stainless steel pins and a chromel alumel 

thermocouple is spot welded onto or 'peened' into the rear face of the sensing element. 

The heat transfer rate to these gauges may be found from the simple relation, 

. m c elT 
—- (134) 

* /\ dt 

where m is the mass of the calorimeter and A the area exposed to the heat flux. This 

equation is equivalent to Eq (96) and assumes that there is no heat loss and that the 

time available for measurement is greater than the response time based on sensor thick¬ 

ness. The "response time” at the rear face of the gauge shown in Fig. 64(d) is 
-1 -2 

approximately 0.3s and its sensitivity approximately 0.02 mV s per W cm . 
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3.f Thick Wall Calorimeters 

This class of calorimeter is used for the measurement of very high heat transfer rates 

In, for example, rocket thrust chambers (75,76) where rates of the order of 

5 X 10 W cm" were encountered with test times of order 1 second. Free flight tests 

(77) have also been carried out with these transducers. In general the sensing element 

is relatively thick and the response time^ »O.si2/«.,, is long, hence within the test 

time no useful approximation can be made relating the variation of local temperature at 

some point within the wall to the heat transfer rate at the front surface. Furthermore, 

large temperature rises often occur in the calorimeter and the variation of the thermal 

properties and radiative heat losses must be taken into account. 

In general the front surface temperature cannot be measured due tc the severe external 

conditions and consequently temperatures must be measured within the calorimeter. 

Examples of typical calorimeter construction are shown in Fig. 65. The principal 

difficulty in the analysis of results from such devices is, therefore, the solution of 

the time-dependent heat conduction equation, Eq (1), for a finite slab, in order to 

obtain the surface heat flux, the temperature history at certain points within the slab 

being known. This analysis is usually termed the "inverse" problem of heat conduction. 

This "inverse" problem has been approached in numerous ways (75, 78, 79, 80, 81, 82) 

and these are briefly outlined below. The general one-dimensional solution in trans¬ 

formed coordinates for the temperature distribution in a slab with constant properties 

in the absence of a substrate and without losses is given by Eq (12) with 

set equal to zero. Thus 

x _ CO«A 

k, Vfi St'nh i V? 
(135) 

At X* o li m and 

k, V/T sink £ T« 
(136) 

Dividing Eq (136) by Eq (135) yields the surface temperature as a function of the tempera- 

~ at some point,ac , within the slab, ture 

T, 
co«A 

(137) 

If it were possible to invert Eq (137) then the surface temperature and the temperature at 

other locations within the slab could be evaluated from a single measured temperature. 

Further, it would be possible to obtain the surface heat flux by the application of 

Eq (3) k/ 37$ j 3* . Unfortunately, as stated by Sparrow ét al (79), "cá'reful 

study shows that there is no inverse transform of this equation as written". 

A more direct approach is that of Stoltz, (78), who approximates the surface heating 

by a sum of step functions which start at different times. Thus the first step function 

at time zero is calculated so as to give the correct temperature at the measuring location 

after the first time Interval. The temperature at this location due to the initial 

step function is then calculated after the second time interval and this temperature is 

compared with the observed value. The error found is then corrected by a further step 

function of surface heat flux which originates after the first time interval. This 

process is then repeated for all time intervals. Howard (82) describes a similar pro¬ 

cedure but in this case a program for computing the temperature within the slab for a 

given surface heating rate, allowing for surface radiation loss, is used to determine 

the temperature at a certain location for two input heat transfer rates. These tempera¬ 

tures are then compared with the observed temperature and a corrected surface heat 

transfer rate found by linear extrapolation of the results. The procedure is repeated 
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for subsequent tine intervals and the resulting constant levels of heat transfer rate are 

taken to be the actual values in the centres of the time intervals. Howard compares his 

results with those calculated using an integral method, (83) where the heat transfer rate 

as defined by the energy equation (Eq(94) section 3.a) is re-written as: 

* dt L f 
(138) 

Thus 

dx. (139) 

where Ç is assumed constant and 9T^evaluated by a curve fitting the experimental points 

at specified positions within the calorimeter element. Stroud (81) also describes an 

integral method which may be used if at least two experimentally observed temperatures 

within the calorimeter element are known. The two outer measuring stations should in 

this case be close to the bo^idaries of the calorimeter. From the known temperatures 

the temperature between the measuring stations was found using a finite difference form 

of Eq (1), and not by simple curve fitting. The temperature between the boundaries 

and the extreme measuring stations was found by extrapolation. The heat transfer rate 

was then evaluated from the energy equation, Eq (138), and radiation losses and variable 

calorimeter properties were also included. A similar technique was employed by Powell 

and Price '80) to determine the temperature within the calorimeter. In this case, 

however, the surface heat flux was found from the temperature gradient at the surface 

of the calorimeter, Eq(3). 

The approximation to the semi—infinite solid case has been used by Quentermeyer et 

al (75) and Howey (84). In (75) the surface heat transfer coefficient,:: , and the 

adiabatic wall temperature ,Taw, are assumed to be constant which enables the temperature 

rise, T^, within the calorimeter to be written as, 

T, 

T - T- aw 't 

, erfc 
hx. 
~*L 

[hx + hzt ”1 

~ir -JSi- -/- 

i/hL* 
/W" 

Vf/C./C, 
(140) 

The calorimeter properties were determined at a reference temperature 

Tref . y. T¿ 

where and T¿ are the surface and initial temperatures respectively. The adiabatic 

wall temperature was known and at a given time T, was evaluated from Eq (140) with an 

estimated value of h . The result was compared with that observed and the value of 

h corrected and the process repeated until a value of /> consistent with the experi¬ 

mental temperature was found. Howey (84) employed a cylindrical cavity in the calori¬ 

meter, within which his thermocouple was mounted, so that the cavity end-wall tempera¬ 

ture was approximately equal to the surface temperature of an undisturbed semi-infinite 

body. This was termed a ’null point calorimeter' and required that the ratio of 

the cavity radius to its depth from the surface was equal to 1.1. The temperature 

histories for several calorimeter geometries were computed and an optimum design chosen. 

The construction of various thick wall calorimeters may be seen in Fig. 65. Thermo¬ 

couples are used in all these gauges for the measurement of temperature. In Fig. 65(a) 

the gauge of Powell and Price (80) is shown. This consists of a calorimetric plug of 

the same material as the rocket nozzle under test and two insulated thermocouple wires 
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are swaged into the element. The plug is fitted tightly into the nozzle and finished 

flush with the wall under examination. The monitoring surface is then electroplated 

to form the thermocouple junction. In certain instances copper nozzles were instrumented 

with copper plugs which had a single constantan wire plated with copper (i.e. a common 

return system as shown in Fig. 61). A thermocouple was also used to measure the rear 

face temperature as shown in Fig. 65(a). The distance of the thermocouple measuring 

junction from the surface (i.e. the thickness of plating) is important in that it deter¬ 

mines the extrapolation necessary to find the front surface temperature gradient and 

hence heat transfer rate. An estimate of the error may be found by taking the semi- 

infinite solution of Eq (26) for the heat flux rate at a position oc # 

? X — if — 
* 4*t 

F°r X- small, such that X^J^oct^«! the approximation 

may be made. The error in inferring the surface heat transfer rate when making a 

measurement 10 cm from the surface of a copper block is thus 0.5% after 1 s. This 

estimate may be compared with 1% quoted by Powell and Price (80) for the same geometry 

in an actual rocket nozzle test. Chin (85) has evaluated the errors in inferred surface 

heat transfer rate due to thermocouple position error for a slab. The calorimeter used 

by Stroud (81) to test his numerical procedure is shown in Fig. 65(b). This comprises 

a nickel cylinder into which grooves were machined allowing the 0.0025 cm diameter 

thermocouple wires to pass through the cylinder. The thermocouple beads were 'peened' 

in position and the cylinder fitted into a nickel sleeve. The thermocouple wires 

were insulated with quartz sleeving and were increased in diameter twice before external 

connections were made. The rod calorimeter of Qutntermeyer et al (75) (Fig. 65(c)), was 

screwed into the nozzle wall, the thread being oxidised to reduce heat flowing between 

the rod and the wall. Both wall and calorimeter were of copper,and chromel-alumel 

thermocouples were installed along the rod, being 'peened* into position. The insulating 

cavity around the rod was pressurised in order to prevent hot nozzle gas leaking into 

this cavity. 

3.g Total Calorimeters 

Two methods have been used for the measurement of the total heat transferred to a 

body and although not widely used are of interest. The first method (86) has been used 

in a ballistic range, the model being retrieved after deceleration down the range and its 

rise in energy determined. The second method (87) uses a model filled with mercury 

and monitors the increase in volume of the mercury due to its rise in temperature. 

A diagram illustrating the first method is shown in Fig. 66(a). The velocity of 

the model is determined throughout its flight enabling the instantaneous heating rate 

to be estimated. At the end of the ballistic range the model is brought to rest by a 

series of paper barriers, the arrested model falling under gravity into a paper funnel 

and finally coming to rest in a calorimeter. The temperature in the calorimeter which 

is in thermal contact with a heat sink is monitored with thermocouples. From the 

subsequent rise and fall of the calorimeter temperature the total heat addition to the 

model may be found. Total heat quantities in the range 0.03 - 0.3 J were measured with 

the system and the results were in fair agreement with predictions. 

The model used for the second method is shown in Fig. 66(b), A thin walled nickel 

or stainless steel model was filled with mercury and supported ac its base where any 

aerodynamic heating could be ignored. A spring loaded piston, located within the sting 

support system was coupled to a displacement transducer. The displacement of the piston 

was related to the change in volume of the mercury which was, in turn, given by its 
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temperature change, effects due to pressure variation being considered negligible. The 

total heating rate was found from the time rate of change of the volume variation of 
the mercury i 

A "*c ¿V 

where m is the mass of the mercury and c its specific heat» W/>Tn is the rate of 

change of volume with mean temperature as determined by static calibration. A typical 

rate of rise of temperature measured fo;: the hemisphere-cylinder was 30°C s-1 giving 

a piston velocity of 0.25 cm s"1 corresponding to a heating rate of approximately 

30 watts. In practice the model was hydraulically injected into a steady flow and 

maintained there for some seconds, although the technique could be used in short duration 
flows. 

4* PYROELECTRIC HEAT TRANSFER GAUGES 

Pyroelectric transducers depend for their effect on the change of polarisation caused 

by a rise in the temperature of the dielectric. This may be a serious disadvantage in 

pressure transducers which rely on the piezoelectric effect for charge production. The 

pyroelectric effect is not completely understood although Chenoweth (88) 

Cooper (89) and Lang and Steckel (90) have investigated the interaction of strain 

and temperature effects. There is apparently a primary pyroelectric effect, i.e. the 

polarisation of the dielectric caused by heating is not itself due to a straining within 
the material. 

Pyroelectric heat transfer gauges have not yet achieved wide application in aerodyna¬ 

mic facilities but they have proved to oe useful at low heat transfer rates and are 

widely used in chemical microcalorimeters. The pyroelectric charge production is inde¬ 

pendent of the temperature distribution and a function of the total energy absorbed by 

the crystal provided that the maximum temperature does not rise above the Curie point 

which is about 320°C in barium titanate and 575°C in quartz. The charge £$, generated 

by an effective temperature ÍT can be expressed Sq.AXST where A is the electrode 

area and V the pyroelectric coefficient , Ps = polarisation coulomb / cm2 
and from Fig^. ^67 it will be seen that this coefficient is approximately 

37.5 X 10 Cb/cm. °C in barium titanate. The heat £ absorbed by the element is 

pci ST and i(i) , the heat transfer rate, is pci dTjdt as in all calorimetric 

devices. Since ctQjc/t is the current from the transducer 

cfQ AY 
L(t) mm - . - <¿(t) (141) 

4* pel 

The equivalent circuit of a pyroelectric gauge is shown in Fig. 68(a). The electrodes 

may be either face or edge mounted, Fig. 68(b) and (c). The current generator 1ft) 

with infinite source impedance is in parallel with and C, , the internal leakage 

resistance and capacitance of the element. The external load circuit is represented 

by and CL resulting in a total load on the element of «T and CT . The Laplace 

transform of the output voltage is given by 

A * ci-_ 
(142) 

frZr 
and hence by convolution 

... AY / rt ^-¿n f. (t-V) 
dr (143) 

Two regimes of operation may be identified depending on whether RTCT g t and 
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taking the case in which is a constant ^ for 

and when *rcr 

dV 
~dt 

Vit) 

Ar (144) 

pc£ cr 

At 
çcL 

(145) 

i.e.R-r since Cn The sensitivity is seen to decrease with the time constant ft-j-C-y 
is largely governed by the element, cable and detector circuit. 

An example of the first case is shown in Fig. 69 (a).in which R-y = 20 x 106^7»/ 

CT = .00275 yuF, i.e. ftTCT = 0.055 secs. The transducer has a calorimeter response 

in which the rite of rise of voltage is proportional to the heat transfer rate. This 

approximation is valid to within 1% for ^ constant and Rt^-T = 50 t . Reducing the 

load resistance to 82 «IL results in the second type of response in which the instant¬ 

aneous voltage Wt) is directly proportional to the heat transfer rate, Fig. 69(d) but 

the signal level is seen to be much lower since the output voltage is directly 

proportional to R-j- and R-j- C7- . The time constant R7-C7- must be very much less than 
the resolution required, and with C7-fixed by the transducer element this can only be 

achieved by reducción of R-j- . 

The gauge sensitivity in the first case, dV¡dt proportiona?. to <£ (t) may be written 

dv_ I. Kt_ / 

dt. Io çc JL Cj 

and since the transducer is usually made from lead zirconate or barium titanate,C7will 

comprise mainly the element capacitance C-j- = K€eA u I hence 

r 
%i<- 

(146) 

It will be seen from Eq (146) that the sensitivity is a function of the physical 

properties of the dielectric only, not of its area or thickness. For barium titanate 

at 307°C the properties have be>n tabul«j*ed by Cooper (89), if in this case differing 

slightly from the value shown in Fig. 67 : 

-9 
pyroelectric coefficient if 
relative permittivity K 
density p 

resistivity P* 

specific heat C 

-52 x 10 

200 

6 gm cm 

-2 -1 
Coulomb cm K 

-3 

10^"° ohm cm 

0.502 J gm-1 K_1 

T-1 
The sensitivity of the transducer element as a calorimeter is thus 9.77 V J ^ although 

this would be reduced by cable capacitance. Wood and Andrews (91) have compared thin 

film and pyroelectric gauges and conclude that a PZT-5A gauge operated as a calorimeter 

would have a sensitivity about 50 times that of the thin film, but the same gauge in the 

short time constant mode would have about the same sensitivity as a thin film gauge. 

This type of heat transfer gauge is still in an early stage of development and too 

many effects, such as polarising volhage and mechanical strain, remain to be compxetely 

investigated. Chenoweth (88) has investigated the effect of polarising voltage on the 

sensitivity of such transducers and reports a somewhat complex situation. Spitzer (92) 

adopted the expedient in his instrument, Fig. 70, of polarising at 150 volts for 5 

minutes prior to each experiment to stabilise the sensitivity although he also noted 

that this was a function of the time of application of the polarizing voltage. 
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5. MEASUREMENT OF RADIATIVE HEAT TRANSFER 

5(a) Instruments Based on Thin Film Gauges 

Radiative energy transfer from gases within the shock layer may contribute substantial 

fractions of the total heat transfer. At stagnation temperatures of 7000°K the total 

radiation from air lies in the region above 0.2 yum where quartz, lithium fluoride and 

sapphire windows may be used to isolate the gauge from convection effects. At higher 

temperatures radiation is also appreciable in the vacuum ultraviolet and no windows of 

any sort may be used. Many heat transfer gauges may be made to measure radiant as well 

as convective heat transfer rates by coating the surface with a layer of carbon black or 

other material whose absorption coefficient can either be measured ¡s a function of 

wavelength and incidence or is close enoigh to unity not to require calibration. Such 

layers have been used on thin and thick film gauges for calibration under pure radiation 

conditions, see section 2.e(ii), but an increase in time constant due to the thickness 

of the absorption layer of up to about 2 ms results. If this increase in time constant 

is unacceptable a form of radiation detector such as that described by Gruszczynski 

and Rogers (93) may be used. This detector comprises a conventional thin film heat 

transfer gauge mounted on the inside of a cylindrical cavity, Fig. 71(a), with an 

entrance slit set off-axis. In this arrangement of slit and detector, which has a 

highly reflecting internal surface, little energy is re-radiated from the detector slit 

thereby fulfilling the requirement that its absorptivity be close to unity. The cavity 

comprises four cylindrical quartz elements whose internal surfaces are coated with thin 

films, opaque to the incident radiation, connected in series. 

At high gas temperatures photoemission from the metallic surface of the gauge may occur 

unless the unit is filled with a gas with a high electron collision cross section, such as 

nitrogen. A stagnation point radiation gauge fitted with a sapphire window suitable 

for wavelengths down to about 0.15 yum is illustrated in Fig. 71(c). The sapphire window 

is transparent into the near ultraviolet and was used by Gruszczynski and Rogers for 

radiation measurements at a temperature of 7000 K where the majority of the radiation is 

above 0.2 ^ m. At higher temperatures, say above 10,000 K,the total radiation from 

air approaches that of a black body and there is substantial radiation below 0.15 yum 

where all window materials absorb so that a windowless system must be employed. A radia¬ 

tion gauge with a fast opening diaphragm has also been described by Gruszczynski and 

Rogers. The diaphragm of this gauge is made of latex which is ruptured in about 15 s 

by a current pulse through a 0.05 mm wire in contact with the latex sheet across the 

entrance slit, Fig. 71(d). There was fourd to be a delay, constant at about 150 yU s 

between the initiation of the fusing puxse and the ruoture of the diaphragm»which was 

short enough tc permit triggering via shockwave detectors. Photoelectric emission was 

avoided in this windowless unit by the use of a mixture of helium and krypton whose 

stagnation pressure was set equal to that of the free stream to avoid massive efflux 

of the contained gas. Scagnetti and Crabol, (94), have described a heat flux radio¬ 

meter based on the thin film resistance thermometer for the measurement of heat transfer 

rates inside solid propellant rocket motors. Their detector is illustrated in 

Fig. 72(a) and comprises a conventional thin film resistance thermometer with a matt 

black front face which is in turn protected with a quartz disc. The absorption coeffi¬ 

cient of the surface coating was found experimentally to be 0.9. Similar transducers 

without the surface absorptive layer were used to determine the convective heat transfer 

rates which in their experiments were of the order of 400 W cm-2 as compared with 

150 W cm for the radiative heat transfer rate. Scagnetti and Crabol employed a 

conventional equi-sectioned analogue for the reduction of the thin film resistance 

thermometer signal to heat transfer rate and the number of stages was such that accuracy 

was retained for the flow duration of the propellant burning of 0.15 secs. 
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Scagnettl and Crabol have presented an analysis of the operation of their radiometer 

in the frequency domain. It is equally possible to examine the behaviour of such 

instruments in the time domain, as was shown in section 1 and then to make the conversion 

to the frequency domain by the appropriate transformation. The analysis which follows 

draws on the general solution given in Eq (12) and the transformation from a time to a 

frequency domain is made by substituting for p in the Laplace-"’! »nsform system. 

From Eq (12)(sectlon 1) the temperature within the absorbing layer isi- 

T - 
*,V5r[(,.a)eiV? ] 

At the rear of the absorbing carbon layer, oc m t, , on the surface of the radiometeri 

T, - 
X* 

2 ? ~fõ*' 
(147) 

When Illuminated by a modulated light source the heat transfer rate to the gauge may be 

taken as 

t, - 4. (' * 

In practice the steady term will disappear after an interval due to 3-dimenslona1 

effects and only the oscillatory term will remain. The solution of Eq (147) may then 

be obtained by replacing fi by j&) t 

T, 

ï. ~ 
+ ' — ( i- «L)m 1 J 

(148) 

which, on rearrengement may be expressed as 

¿v«* e 
-t-M 

(149) 

4. r 1 
i-a)* J 

Replacing CJ by2fr/ where f is <.e frequency we obtain the modulus of the temperature 

in the same form as Scagnettl and .abol (94)i 

-t-M ■jt 
(150) 

Recognising that 

[, , , 
>+ «■) - (/-*)« J 

_ jeiciki' 
"V e*c» k> 
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and substituting G for the last (square) bracketed term in Eq (150) we obtains 

(151) 

Scagnetti and Crabol have shown that this last term may be approximated by 

loa G (152) 

where m is a function of a. evaluated by them but varying relatively little for different 
values of a. Thuss 

[|x|vr] - 
(153) 

It is possible to check the assumptions on which Eq (153) is based by varying the fre¬ 

quency of the incident radiant heat flux and plotting tog tVT versus VT . Results 

reported by Scagnetti and Crabol are illustrated in Fig. 72(b), for the case of a heat 

flux meter without an absorbing layer and with layers of two different thicknesses. It 

will be seen that the relationship in Eq (153) is valid, the slope of the line giving 

(i (i-m)-//') = 1.1 X 10~2 for a thin layer and 1.6 x 10 2 for a thicker absorbing 

layer. In practice £ in Eq (153) is an 'effective1 thickness, shown by Scagnetti and 

Crabol to be about 0.44 of the total layer. It is necessary to calibrate each instrument 

for absorption coefficient and Scagnetti and Crabol performed this by an output versus 

frequency plot as shown in Fig. 72 (b). Extrapolation to the ordinate enables 

found since there the relationship in Eq (153) simplifies to 

q to be 

/cy T -/F ^ fog 

ca 
(154) 

If a value for V>2 <=2 kZ may be assumed either from calibration, as described in 
section 2.e(i), or from the use of published data, then may be found. The incident 

radiation £. must be obtained from a knowledge of the temperature of the source or from 

separate calibration utilising one of the 'standard' instruments described in section 

2.e(iv). From the knowledge of and , the absorption coefficient is deduced since 

°S- í/í • . The variation with wavelength of the transmission coefficient of the 1 mm 

quartz disc used on the front face of the transducer is shown in Fig. 72 (c) . A further 

check on the operation of the unit as a radiometer may be made by varying the temperature 

of the calibrating source and plotting the output at a constant frequency versus 

For the purposes of data analysis from their radiometers, Scagnetti and Crabol have 

employed conventional equal-section analogue circuits, such as described in section 

2.g(ii). In the solid propellant rocket motors in which the tests (94) were conducted 

the flow duration was approximately 100 to 200 ms with radiative heat transfer rates up 
2 2 

to 150 W/cm and convective heat transfer rates up to 400 W/cm , the latter being deter¬ 

mined with a heat flux transducer of the same construction but without the carbon film 

and quartz protection disc. 

5.b Circular Disc Radiometers 

This instrument, based on an early pyrheliometer of Abbot, was refined by Gardon (95) 

who investigated its behaviour in detail in 1952. The device is of elegant simplicity 

and the analysis, reproduced below from Garden's original paper, illustrates the assum¬ 

ptions which are made. As a radiometer its convenience and small size make it useful 

as a standard for the direct radiation calibration of many other forms of heat flux 

transducer. Radiation is absorbed by the blackened surface of a thin circular con¬ 

atantán foil. Fig. 73(a), which is soldered at its circumference to a large copper 
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block. Energy is absorbed uniformly by the foil but the copper block acts as a heat 

sink and a radial temperature field is established in the disc. The temperature of the 

centre of the foil is determined by means of a constantan-copper thermocouple whose 

cold junction is on the heat sink. Neglecting heat losses from either side of the foil 

and down the central thermocouple lead and assuming uniform temperature within the thick¬ 

ness of the film the heat balance equation may be written: 

a.rr r<^r 5 ZT — — — * arrrS 4 fi!! + LTW Aarrfr + <fr)< 
àt s 3r drzJ 

Thus 

21 ±s 
« at “ Sk 

3T 

3r drx 

(155) 

(156) 

with boundary conditions: 

T = 0 at t = o for O < /-< 

T =0 at 0 < t < OD for r = R 
oc = diffusivity Vec • 

The temperature distribution in the steady state(3T/at 

d*T 

= o) is obtained from the equation 

J, +J-1I 
Sk r dr 

+ O (157) 

whose solution with boundary conditions T = OatOctcoo and = ft , allowing k 
to be temperature dependent according to a simple law k » k0 (l + PT) , is: 

ß . Rx-rx 
is 4k. s <158> 

The temperature difference 4Tbetween 7« and the centre is thus obtained from 

ß 
(159) 

Thus if ß were zero, the sensitivity would be constant. The thermocouple sensi¬ 

tivity is not constant and Gardon selected copper-constantan junctions for which the 

output voltage could be expressed as 

2m 3 
E (mV) = 0.0381 AT + 0.444 lAT) - 28.7 (AT) (160) 

104 70^ 

Neglecting the third term the expression simplifies to 

E (mV) = 0.0381 AT (1 + 0.00117 AT ) 

which has an error of 2.5% at 190°C and 5% at 300°C (soft and hard solder melting points 

respectively). By this choice of junction Gardon matched the variation of thermal 

conductivity of constantan, which up to 100°C may be expressed as 

ko (J cm ^ K ^ s ^) = 0.02175 (1 + .00115 A T). The resulting error is thus only 2% 

due to the closely similar behaviour of k and E with temperature. The sensitivity of 

the gauge may therefore be expressed as 

£ ft2 
— — 0 0+37 — mV/ W cm 

-2 
(161) 

The response time of the transducer would be derived from a solution of Eq (156) with 

é a step function which has not yet been reported although Baines (96) has made a 

frequency response analysis. Gardon argues that the response time, "f , should be of 

order but this estimate is based on a one-dirensional conduction process which 

is certainly not the case in the disc radiometer. Nevertheless there is fair agree- 
2 

ment between Gardon’s estimates of 't' = 3.7R where R is the foil radius in cm/for 
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constantan at a mean temperature of 70°C and a series of measurements In three radio¬ 

meters (see Table 10). Sheppard (97) has shown that the transient response of the 

transducer can be described by a single time constant at least over a time interval of 

several times . The value of Sheppard's constant is Tc R.2¡(s-tSoi^rather less than 

the value suggested by Gardon. In fact as will be seen from Table 10 there is reason¬ 

able agreement between Garden's estimates and his actual measurements with errors in 

both the positive and negative sense but it is interesting to note that the response 

is capable of description by a simple exponential function because the user then has the 

capability of assessing the errors which will arise in making observations at any 

particular point of the rise time. 

The simplicity of Eq (161) governing the sensitivity, and the estimate of the 'response 

time' of the disc radiometer .enable a design chart to be drawn which has as axes foil 

diameter and foil thickness and enables the sensitivity and time constant to be read off. 

Fig. 73(c), reproduced from Gardon (95), Illustrates the wide ranges of sensitivities and 

response times which are available. For instance a small transducer with foil diameter 

0.2 cm and thickness 0.002 cm will have a sensitivity of 0.24 mV per W/cm2 and a time 

constant of about 40 ms. Gardon presented a series of design studies for radiometers 

with sensitivities between 0.043 and 0.43 mV per W/cm2. The results are summarised in 

Table 11 below and emphasise the importance of the correct choice of sensitivity to 

avoid radiation effects fron the rear face of the disc. Conduction losses in the central 

thermocouple wire have been neglected in the analysis given above. Malone (98) has 

investigated corrections which could be applied to measurements made with such disc radio¬ 

meters to allow for this loss under convective heating conditions. For a 0.0076 cm 

diameter central wire 0.128 cm long the sensitivity was found to be 97.5% and the 

response time 115% of the theoretical values. In fact Gardon's measurements in actual 

transducers showed that departures of up to 65% on ideal for sensitivity and 27% for 

response time so that there appears to be little advantage in attempting complex correc¬ 

tions. The transducers must be calibrated against some reference source, such as a 

water calorimeter, but their great advantage lies in the fact that they are essentially 

steady state instruments which have a comparatively short response time. Malone has 

also investigated the foil temperature distribution in the presence of convective heat 

transfer and concluded that it was possible to assign an effective temperature of 

Tedge + 0.75 (T centre - T edge) to the foil as a whole. 

Baines (96) has analysed the frequency response of thin disc heat transfer gauges. It 

was concluded that the quasi-steady value deduced for the heat transfer rate, i.e. 

4JÍM (T0-Tm) 

is valid for cj < o-o4 and here the phase error will be less than 1 degree 

a better approximation is given by 

For 

(162) 

and again the phase error will be less than 1 degree. For example a disc sensor with 

diameter of 0.3 cm will be satisfactory to the above quoted phase limits up to about 

7 Hz, this frequency increasing as the inverse square of the disc radius. 
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Table 10 

Performance Data on 3 Radiometers 

after Gardon (95) 

Radiometer 1 2 3 

Foil diameter cm 0.315 0.096 0.254 

Foil thickness cm 0.0025 0.002 0.0025 

Central wire diam. cm 0.0126 0.0025 0.0025 

Sensitivity 

theoretical 

mv 
-2 

J cm 0.432 0.05 0.282 

actual 0.5186 0.0827 0.378 

Ratio act/theor. 1.2 1.654 1.34 

Time constant 

theoretical s 0.093 0.0086 0.059 

actual s 0.11 0.011 0.043 

Ratio act/theor. 1.18 1.27 0.73 

Table 11 

Characteristics of Representative Radiometers 

after Gardon (95) 

Radiometer 
A1 A2 

B C D 

Foil diameter cm 0.034 0.034 0.107 0.34 

Foil thickness cm 0.00025 0.0005 0.00025 0.0025 

theoretical 
sensitivity 

mV 
“ -2 
W cm 

0.0502 0.0263 0.502 0.502 

theoretical 
time const. 

s 0.001 0.001 0.011 0.106 

q^nax W/cm^ 138(a) 263(b) 523(b) 26.3(b) 26.3(b) 

emf at q^nax mV 7 13 13 13 13 

approx, cool¬ 
ing losses at 
q max as % q 
max 

« 0.15 0.19 0.1 1.9 1.9 

a. foil temperature limited to 170°C. soft solder limit 

b. " " " " 280°C. hard solder limit. 

6. OPTICAL METHODS 

6.a Principles 

A number of optical techniques have been developed over the past few years which form 

a valuable complement to the heat flux transducers described in the previous sections. 

These techniques depend on the visual effects produced by surface temperature changes and 

they have proved particularly useful in the study of the distribution of heat transfer 

rates over complex shapes. It is often valuable to have an overall view of the distri- 
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bution of heat transfer rates before designing a model, instrumented with localised 

transducers, to obtain more detailed and accurate information. This research has 

gained impetus from heat transfer studies on possible space-shuttle configurations (99) 

an the use of optical techniques for mapping heat flux distributions is finding 

increasingly wide application. 

The underlying principle is similar to many or those previously discussed in the pres¬ 

ent monograph. Under transient heating conditions the surface temperature of a model 

increases and the temperature is determined in the present case by the dependence of 

radiation, either reflected or emitted by the surface, on the body temperature. The 

radiation may be detected and analysed by special wavelength-sensitive electo-optical 

transducers or the model may simply be photographed at a known time interval after the 

onset of the transient flow. In most cases it will be seen that the model surface is 

coated with special paints or other preparations which enhance the emission or reflection 

process and the surface finish of these preparations must be carefully controlled so that 

unexpected phenomena, such as tripping of the boundary layer, do not occur. Models are 

frequently made of good thermal insulators to increase the temperature rise of the model 

and hence the overall detection sensitivity. 

Temperature sensitive paints have been widely used in the gas turbine industry for 

the location of 'hot spots’ in combustion chambers and blading and were adapted to the 

examination of heat transfer rate in transient wind tunnels by Stainback (100) who 

investigated heat flux distributions on X-1S models. The various techniques which 

enable the change in surface temperature to be measured are described in sections 

6*b <i> “ (v) and the determination of heat transfer from them in section 6.c. 

6-b Surface Temperature Measurements 

6>b(i) Temperature sensitive colour-change paints 

This category of temperature sensitive surface treatment consists of a paint which 

contains metallic salts which liberate a variety of substances, such as carbon dioxide, 

at specific temperatures and the resulting colour .hange is irreversible. The paints 

are marketed under various names such as "Thermocolor" or "Detectotemp". The tempera¬ 

ture at which the paints change colour can range from room temperature to 1600°C and 

they may undergo multiple colour changes at a set of temperatures. Jones and Hunt 

(101, 102) report that these preparations exhibit an undesirable sensitivity to 

pressure and rate of rise of surface temperature, a higher colour-change-temperature 

resulting from a greater rate of rise of temperature. Some so called ’temperature 

sensitive' paints are sensitive to pressure and exhibit colour changes at constant 

temperature when the ambient pressure is changed. Sensitivity to pressure and humidity 

were not, however, observed by Sartell and Lorenz (103) in their experiments although 

the dependence on heating rate was recognised and a reference technique, to be described 

below, was used to eliminate this effect. The ’paint’ is usually available in powder 

form ("Thermocolor", Faber-Castell, Stein bei Nürnberg, "Detectotemp", Hardman Coy, 

Belleville, N.J., U.S.A.) and may be dissolved in alcohol, then sprayed or painted onto 

the model. Stainback (100) used a high temperature silicon lacquer, sprayed over the 

paint in order to bond the paint to the model. m practice the paint is illuminated 

by white light and photographed with a cine camera. 

6 .b (ii) 

These coatings consist of materials having calibrated melting points suspended in an 

inert volatile liquid and are marketed under the name "Temoilaq," (Tempil, 132 West 22nd 

St., N.Y. 10011). The coatings are supplied as liquids which may be mixed with thinners 

and sprayed or painted onto models to produce a dull finish, opaque film. Upon heating 

to the phase-change temperature the film melts and becomes a glossy transparent liquid, 

which if allowed to cool, solidifies but remains glossy. Jones and Hunt, (102), 

tested these coatings to examine their sensitivity to both pressure changes and heating 
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rates and observed that the temperatures at which they changed phase were independent of 

these effects and were in agreement with that quoted by the manufacturers for pressures 

between atmospheric and 3 mm Hg. Heating rates were varied from 0.2 to 100 K s-1. 

Coatings with phase-changes occurring at virtually any temperature between 38°C and 

1371°C are currently available. The model is illuminated and photographed with a cine 

camera. If the model is dark, this underlying colour is revealed as the paint melts , 

enabling the phase change to be clearly defined. Throckmorton, (104), avoided the 

effect of light reflections from windows and other surfaces by the use of polarised light 

with filters so arranged that the model was most clearly visible. 

6.b(iii) Liquid crystals 

One of the first aerodynamic applications of liquid crystals is that reported by Klein 

(105) who used the technique to identify regions of high temperature and transition on 

a model of complex shape. There appears to have been little development of the tech¬ 

nique for aerodynamic purposes although it has wide application in non-destructive 

thermal testing (106). Fergason (107) has given a detailed review of their properties. 

The crystals used for thermal mapping are compounds of cholesteryl, normally liquid at 

room temperature, which nevertheless have an Internal order resulting in the preferential 

reflection or transmission of light of certain wavelengths. Small changes in tempera¬ 

ture alter this internal molecular structure and hence cause the preferred wavelength 

for reflection or transmission to be altered. When illuminated by white light and 

viewed by eye the liquid will therefore pass from a colourless liquid through a range of 

colours to colourless again as its temperature is varied. The primary disadvantage of 

the substance for use in aerodynamic tests is its sensitivity, not unexpected in view of 

its structure, to mechanical shear such as that existing on a model surface in a wind 

tunnel (105). Further, most of these substances have an inherent response time of 

order 0.1 s (106). A more "robust" form is the encapsulated liquid crystal (106) where 

the material is enclosed in spheres of diameter 40-50 yum and this form would appear to 

have more promise for aerodynamic applications. 

6.b(iv) Thermographic phosphors 

As the name suggests, these phosphors form a class in which the intensity of emitted 

radiation is temperature dependent. In use the phosphor material is illuminated by 

ultra-violet light which results in excitation of the electrons, and these, during their 

subsequent relaxation to lower energy levels, emit visible radiation. The probability 

that the relaxation, and subsequent visible radiation emissionrwlll occur is temperature 

dependent and the amount of radiation may thus be used to determine local temperatures. 

The process is similar to the excitation of electrons in semiconductors and may be 

characterised by the transitions shown in Fig. 74. There are two energy bands which 

may normally be occupied by the electrons, the valence band and the conduction band, 

separated by a forbidden energy band. At sites of impurities in the crystal, some 

intermediate energy levels, forbidden in the pure crystal, may exist and it is these 

impurity centres which play an important role in the de-excitation process. The energy 

acquired by the electron in reaching tne conduction band may be released by several 

mechanisms but impurities, for example, allow the de-excitation to proceed to the inter¬ 

mediate levels. The intensity of the light is temperature-dependent because the 

stages in de-excitation are themselves temperature-dependent. A decrease in the 

phosphorescent intensity with increasing temperature, above a threshold level, is 

characteristic of the phosphors used for heat transfer investigations. The relaxation 

time for a strongly emitting phosphor is characteristically short and may be less than 

1 ms. 

The phosphors most widely used at present are prepared by the U.S. Radium Corporation 

and sold under the name of 'Radelin' phosphors. These may be incorporated in a lacquer 

which may be sprayed onto the surface to form a coating between 10 and 25 yii m thick. 

. 
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Dixon and Czysz (108) have reported the first use of these phosphors for the measure¬ 

ment of surface temperatures in wind tunnels ; they used an acetate lacquer to trans¬ 

fer the 9 yum powder to the model. 

The variation of surface brightness with temperature for a range of phosphors is 

shown in Fig. 75, where it will be seen that each phosphor is useful over a range of 

temperatures and its response within this useful range is approximately logarithmic. 

In use the model is illuminated with ultraviolet light and the visible radiation is 

recorded photographically. Very high speed film is required in short duration tests 

and Polaroid ASA 3000 positive film, ASA 400 Royal X Pan or 2485 Estar-AH (Kodak) are 

used. In order to 'calibrate' the overall system it is customary to fit the model 

with conventional surface temperature sensors so that contours of equal surface 

temperature may be drawn through these points along lines of constant photographic 

density. The photographic density depends on the angles of illumination and observation 

of the model and this factor must be taken into account in the data reduction. Dixon 

and Czysz employed a General Electric BH-6 high intensity lamp fed from a D.C. power 

source and filtered with a water cooled filter (Corning Glass Coy 5970) to produce 

maximum radiation at 0.356 ^m. With this high intensity source and Polaroid recording 

film it is possible to resolve about 0.2°C changes in surface temperature , which 

corresponds to a minimum heat transfer rate resolution of approximately 0.05 W/cm2 in a 

0.1 s duration facility when epoxy models are used. This resolution is reduced by a 

factor of ten if the model material is a good thermal conductor such as steel. An 

example of heat transfer results obtained by this method is given in section 6.c. 

6.b(v) Infra-red emission 

The surface temperature of a heated body may also be obtained from observations of its 

radiation at infra-red wavelengths. This technique has been embodied in two commercially 

available infra-red scanning cameras (AB Bofors and AB Aga) which have been used for the 

measurement ot wind tunnel model temperatures whence heat transfer rates were deduced 

(109, 110). The operation of the scanning camera may be seen in Fig. 76 and a calibra¬ 

tion curve for one field point obtained by Compton (110) is also shown. The object is 

scanned optically by an oscillating mirror which provides vertical scanning and a prism 

which rotates about a vertical axis. In the system used by Thomann and Frisk (109) 

and Compton (110) the vertical oscillation is at a frequency of 16 Hz (to give flicker- 

free images in normal usage) and the prism is rotated at a constant speed of 1600 rev/s 

The liquid-nitroqen-cooled indium-antimonide detector has a rise time less than 1 ps 

and it is sensitive in the region between 2 and 5.4 yum. The rise time is more than 

adequate for picture resolution which is generally limited only by the aperture required to 

attain an acceptable signal-to-noise ratio at the output of the detector. The overall 

resolution is at present »'pproximately 100 picture elements per line scan. The 

detector noise level corresponds to about 0.2°C in temperature resolution at 20°C 

ambient although this incremental sensitivity improves at higher source temperatures. 

Because of the losses in the optical path it is necessary to calibrate the model in 

place in the tunnel working section, and the overall sensitivity depends on the position 

of the scanning beam. Compton (110) employed a calibrating source coated with the 

same flat-black paint C3M', Nextel) as the model, which produced a slightly grainy 

coating, approximately 0.05 mm thick, resistant to abrasion in hypersonic tunnels. 

The model will also reflect infrared radiation arriving from other parts of the tunnel 

in addition to radiating itself and Compton reported difficulty in using the technique 

in a shock tunnel because of radiation, believed to be from hot dust particles in the 

flow. No such background radiation was apparent in either the NASA Ames 1.07 m hyper¬ 

sonic tunnel or the F.F.A. M = 7 blowdown tunnel in which Thomann and Frisk carried out 

the first experiments. The latter authors used a thin plastic foil (Cryovac XL, 

0.025 mm thick) supported by a perforated force-carrying metal sheet since the normal 

windows of the tunnel absorbed the wavelengths (2-6 yum) over which the detector was 
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sensitive. 

6.C The determination of heat transfer rates from optically recorded surface 
temperatures ———— 

Of the several methods currently available for the optical determination of surface 

temperature described above, thermographic phosphors, phase change paints and infrared 

detection have enjoyed a continued application as may be seen from the many papers in 

(99) which are based on these three techniques. Having obtained the surface tempera¬ 

ture, the heat transfer rate may be determined in the same manner as that described in 

sections 2.a and 3 depending on whether the model may be considered a semi-infinite 

medium or whether its skin is of finite thickness. In many instances the surface 

temperature rise is significant compared with the adiabatic wall temperature and the 

previous solutions obtained for constant heat transfer rates are no longer applicable. 

I- the heat transfer rate is not constant the surface temperature may still be expressed 

in the form given by Eq (16); 

î. - c2 k2 -fî'T. 
(163) 

The heat transfer rate may also be expressed in terms of the heat transfer coefficient, 

A ; 

*c - hlTaw-V (164) 

where "Tetw the adiabatic wall temperature. 

Ta „/ constant 

S — * Ta„ _ 

Transforming this equation with 

(165) 

Eliminating between Eqs (163) and (165) enables the surface temperature to be 

obtained in terms of the heat transfer coefficient h * 

T. hT aw 

t>(Vexciki VF -^) 
This equation may be inverted to give 

Ts - T¿ 
/ — 

Taw-T¿ 

- ^sszL i— 

* k* crfc 

(166) 

(167) 

where 7/ is the initial model temperature. Curves of this 

expression as a function of /3 = hi/<x2t/k¿ are plotted in Fig. 77 for a range ot 

fi from 10 to 10 and the equation itself may be obtained from Eq (140) by setting 

3c = o. The graph may oe used directly to determine the heat transfer coefficient 

/? if the model temperature Ts after a time interval t is known. Sartell and 

Lorenz (103), Kafka et al (112), C¿r¿suela et al (113) have all used colour change 

paints to determine heat transfer rates to complex shapes. The paints are sensitive 

to rate of rise of temperature as well as the actual temperature, as mentioned pre¬ 

viously, and all the authors quoted have employed reference spheres, made from the same 

material as the model to overcome this difficulty. The reference sphere is heated in 

the same flow as the test model. C¿r¿suela et al use the Fay and Riddell (114) theory 

for the prediction of the stagnation point heat transfer rate and the results of Smith 

(115) for the angular distribution. From the frame by frame examination of pictures 

such as shown in Fig. 78 a curve, Fig. 79(a) is drawn, tracing the movement of colour 

boundaries with increasing test time. By the use of the known spatial distribution 

of heat transfer coefficient Fig. 79(b), it is possible to eliminate the angular 

position e and obtain a calibration curve for the colour change such as shown in 
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Fig. 79(c). Such a family of curves enables a heat transfer coefficient h to be 

assigned to any point on a model, however complex in shape, where an identifiable colour 

change occurs at a known time. c/r^suela et al used models cast in RTV silicon rubber, 

the very low thermal conductivity of this material (see Table a-2) allowing thin coatings 

to behave in a strictly one-dimensional manner for the test times available (10 s). 

Fig. 5 includes a curve which enables the requisite thickness of RTV rubber to be deter¬ 

mined and Fig. 6 has curves which enable the surface temperature rise for a wide range of 

heat transfer rates to be determined. 

The phase change coatings discussed in section 6.b(ii) have been used on semi-infinite 

bodies by Jones and Hunt (102) and Throckmorton (104). The heat transfer rate may be 

found in the latter case from Eq (167) and Throckmorton has examined the errors which 

arise from the assumption of a constant adiabatic wall temperature and constant substrate 

thermal properties (See also section 2.d(l)). An example of the change in the appear¬ 

ance of the model after the phase change has occurred is shown in Fig. 80. The phase 

change coating used in this instance was 'Tempilaq'. The model consisted of a 

simple conical shape flown in an N.O.L. ballistic range. The model was photographed 

using a high resolution front-lighted laser system. In Fig. 80(a) the appearance of 

the model prior to flight can be seen. The light coloured areas are those sections 

of the model which ha/e been coated with the phase change paint while the dark areas 

show the surface of the model itself. Fig. 80(b) is a photograph taken at 3,353 m s-'*' 

in an ambient pressure of 10,000 N m ^ and the phase change, which appears at 1889 K, 

has not yet occurred. Fig. 80(c) is a third photograph,taken at 3,444 m s-1, again 

in an ambient pressure of 10,000 N m ^ and the entire surface of the model is above 

the phase change temperature. The surface of the model is seen through the now trans¬ 

parent, glossy surface coating. 

As in all optical methods of surface temperature registration, the thermographic 

phosphor technique requires the use of elaborata data analysis equipment. The heat 

transfer rate to optical density calibration must first be established. This may be 

done by reference to heat transfer rate sensors set into the model or by a separate 

experiment but it is necessary to allow for the differing angles of illumination which 

may occur and some form of source monitoring by an ultraviolet sensitive light meter 

is desirable. The resulting film, which must be in negative form, is then scanned 

by an 'isodensitracer' which produces contours of constant photographic density. From 

the calibration curves it is then possible to assign a heat transfer rate to each con¬ 

tour. An example which shows che high resolution attainable with this technique is 

shown in Fig. 81. 

The infrared technique described in section 6.b(v) may be used in a similar manner 

to the thermographic phosphors to obtain heat transfer rates. A calibration curve is 

first taken from a test plate coated with the same flat black paint, Fig. 76(b), and 

a selected point is matched to the shape expected of the curve from a knowledge of the 

detector spectral response and a black body source. Compton has pointed out that 

this calibration procedure is valid only for a single position of the scan point in 

the field of view. The calibration curve will be of the sane shane at all points 

of the scan but a further calibration must be carried out to allow for the Image spot 

location and both cf these factors must be used in data reduction to obtain correct 

temperature information over the entire field of view. Fig. 82 illustrates the close 

agreement which may be achieved tween thermocouple measurements of heat transfer r»*e 

and those derived from the infrared scanning system. In this instance the vertical 

scan was dispensed with and a scan was made along one generator of a thin skin model. 

The short period fluctuations are reportedly due to the introduction of noise in the 

data reduction process during which the information, in analogue form on magnetic tape, 

is digitised. The points labelled 'hand data reduction' in Fig. 82 were obtained 

directly from oscillograms of the camera output. 
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1• THE ERRORS IN DEDUCED HEAT TRANSFER RATE ARISING FROM A SURFACE TEMPERATURE 

DISCONTINUITY DUE TO THE PRESENCE OF AN ISOLATED HEAT TRANSFER GAUGE 

Many of the heat transfer gauges described in the previous secticvrs, when set into a 

wind tunnel model, assume a temperature different from the surround) model surface 

and this may introduce errors in the measurement. For example a slug calorimeter, when 

inserted in an insulating model, could assume a temperature lower than its neighbouring 

surface and the opposite would be true when a thin film heat transfer gauge on a Pyrex 

insert is mounted in a metal model (Fig. 83). It is to be expected that this would 

influence the measured heat transfer rate in two ways. Firstly the heat transfer rate 

to the gauge as defined by the equation 

would be influenced by a change in h , the heat transfer coefficient, due to the effect 

on the boundary layer of the surface temperature discontinuity. Secondly, heat losses 

from the transducer to the surrounding model will also occur. Naturally, any change in 

the wall temperature, , will cause the heat transfer rate to vary and this has 

already been considered in section 6.c for the case of a constant heat transfer coeffi¬ 

cient. 

Heat loss to the supporting structure in the case of a slug calorimeter has already 

been discussed in section 3.e. Experimental work on the magnitude of this error is 

described by Hornbaker and Rail (116) who subjected slug calorimeters to both radiant 

and convective heating. Matching the thermal response of the surrounding surface with 

that of the calorimeter may possibly alleviate this problem although the conduction 

effects due to an electrical insulator which necessarily surrounds the calorimeter 

produces further disturbances (116). The Gardon gauge (sec. 5) relies on conduction to 

1ts surrounding structure and heneo will not be subject to these losses and this type 

oi transducer is therefore well suited to examining the effect on the heat transfer 

coefficient alone. 

A similar heat loss phenomenon to that of the slug calorimeter occurs when a thin 

film resistance thermometer mounted on an insulating substrate is inset in a metal 

model, Fig. 83 (b). So long as the element is further from the metal boundary than 

theXy values shown in Fig. 5 the accuracy of the overall measurement would not, how¬ 

ever, be affected. 

The effect of a surface temperature di: continuity on the heat transfer coefficient 

has been considered by many authors, inci’ding Rubesin (117) and Kays (118), for the 

case of a flat plate with an incompressible, constant property, boundary layer. This 

particular problem is solved by Kays beth the cases of a laminar and a turbulent 

boundary layer. The solutions obtained by Kays will be used in this section to obtain 

an estimate of the error in the heat transfer rate and heat transfer coefficient pro¬ 

duced by such surface temperature discontinuities caused by the presence of the heat 

transfer gauge. It is exoected that a reasonable estimate of the error in compressible 

flows will also be given by the same analysis. 

The notation used in the analysis is illustrated in Fig. 83(a),oc being the distance 

from the leading edge of the flat plate which has an initial length, L , with wall 

temperature, , followed by a wall temperature for jc >L . The temperature 

Twz w°uld therefore be the surface temperature of a seri-infinite medium in the thin 
film heat transfer gauge or the calorimetric element temperature in the calorimeter 

gauge, Fig. 83 ( b) . 

From (118) the heat transfer coefficient on a constant temperature flat plate for 

an incompressible constant property boundary layer is given by: 

St Pr^3 = 0-332 Re.*’'/*- 
(laminar boundary layer) 
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and 

St Pn04- — 00295 P ex. 
-Vs 

(turbulent boundary layer) 
where the Stanton Number, St» hl( ol/c.k\ h u 

e —V and c, tn. ^T^lTp~r'tlClT 

Pnandt! „.»bnr ,„d Raynold. b,«d on d latan« from tha plata Lading 

respectively, Tbe heat tra-alar rata, i . to th. anrf.aa doan.traa. ot the d oontln- 
uity may be evaluated, following Kays (118)asr aiscontin- 

r^M'-sT 
~^V/ Iwt. 

To ~ Tv i t-) 
(laminar) (168) 

-^=1 + 

/ -/- 

Tv/ — T WÍ 

T0 - Tu W! 

Tvi Tu 

To - 

[, 

(turbulent) (169) 
'o 7^/ 

TrJul\?::c““is the h*at tr*,'si"rate th*‘TOuia « * p»“!»« 
T1 “a11 “ - teinperatura Tm . The function, J- and K 

hav, bean evaluated and ,r. plotted In Fig. The heat transfer coefficient In the 
two cases is given by: Aenc ln ttle 

h 

~ho 

T0 - Tyi 
T - rwl 

+ T*t -7L 
j-f-y 

To — 7^2 V^/ 
(laminar)(170) 

h 

ho 

T - T 

T - Tu 
+ Tv/ Tv* 

wi T - T W2 
& 

(turbulent)(171) 

thlnlul ZTS T“16 “e t» Pe estima tad In th. case of 
film heat transfer gauges where th. m.asurem.nt Is located at a spaclflc position 

on a Pyrax or quarts Insert. However in the cas. of a c.lorinet.r gang. th. finit. 

The“ b oaiorimetrlc .lament requires that an average heat transfer rat. be taken. 

The above equations, Eq, (168, and ,169,, ,r. therefor. Integrated over th. surface of 

the gauge and the following expression, for the average heat transfer coefficient, 

::y: hîzt the c"’tt* °f th' in the ^ “* 

hm (Lix.) 

"o 

h 

(^) 

m (L> x> 

ho < 
L+x\ 
2 ' 

< a 

F(é) + h 

Tw, - T W2 

T0 - TyyZ 
— > os (laminar) (172) 

(M r»/ - T( 

T. - T 

*2 

TWi 

(turbulent) (173) 

The functions F and H have been evaluated by Westkaemper 

approximation hn, (L>*> m_ 
- ! + H Í 1 Tv/ T 

W T0 - T rwx 

(119) and he proposes the 

(174) 
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for (l/x)70‘S. The functions I , H are plotted in Fig.84. The average heat tr* sfer 

rate is readily found from the average heat transfer coefficients using the relationships 

( Ç 
The case of the laminar boundary layer with a temperature discontinuity has been 

examined by Chapman and Rubesin (120) and with reference to the measurement of heat 

transfer rates using Rose calorimeter gauges by Sprinks (121). Sprinks uses the 

analysis of Lighthill (122) and arrives at the same result as that deduced from 

Kays (118) given in Eq (168). The turbulent boundary layer with the surface tempera¬ 

ture discontinuity has been studied by Rubesin (117) and Reynolds, Kays and Kline (123). 

The latter conclude that Eq (169) is a relationship which is valid for a wider Reynolds 

number range than that originally proposed by Rubesin (117). Rubesin integrated his 

relationship to give the error in the slug calorimeter situation whereas Westkaemper 

(119) integrated the relationship of Reynold et al (Eq(169)) to give Eqs (173) and 

(174). The equation obtained by Rubesin is similar to Eq (173), the values of 

and H(L/3t.) being greater than those given here although Westkaemper 

(119) notes an error in the value of F(l/x.) deduced by Rubesin. Experimental 

verification of the relationship expressed in Eq (174) and that for the turbulent 

boundary layer case proposed by Rubesin was performed by Bachmann, Chambers and 

Giedt (124) who used a Gardon gauge placed in both an isothermal and non isothermal 

structure. The results indicated that the change in heat transfer coefficient may be 

estimated using the equations given in this section. 

The effect described above may be quite large and has been evax^ated for the following 

situations: (a) A thin film heat transfer gauge and 

(b) A copper capsule calorimeter, both mounted in metallic flat plate models. 

We consider first case (a) in which a thin film is mounted 2 mm from the leading edge of 

a Pyrex substrate which itself is 5 cm from the leading edge of a flat plate model. Assu¬ 

ming a flow stagnation temperature of 1000 K and heat transfer rate of 100 W cm”2, the 

rate of rise of substrate surface temperature will be 100°C in approximately 20 ms (Fig.6) 

Assuming further that the rise in temperature of the metal is small,the wall temperature 

TW1 may be taken as 300 K. With To = looo K, Tw¡, = 400 K and I,/x = 0.96, the ratio 

h/h0 may be calculated from Eqs (170, 171) and Fig. 84 to be 0.63 for a laminar and 0.92 

for a turbulent boundary layer respectively. As an example of the case (b) above we may 

consider a copper capsule calorimeter gauge, similar to those illustrated in Table 9, 

section 3, set into a thick aluminium plate and located 5 cm from the leading edge. 

Assuming the same flow conditions as in case (a), i.e. T0 = 1000 K, q = 100 W cm"2, the 

model surface temperature will rise 10 K in 50 ms (Fig. 7). Taking, for the purposes 

of this example a calorimeter of diameter 2.5 mm and thickness 0.2 mm, it will be seen 

from Fig. 51 that the element will rise 75 K in temperature in 50 ms. The quantities 

To' ^W1 ' ant^ ^W2 are ^^ui3 1000 K, 310 K and 375 K with L/x = 0.952 respectively. The 

resulting average heat transfer coefficient over the surface of the calorimeter compared 

with its value at the centre in the absence of a temperature mismatch may te expressed 

by the ratio hm/hjL + x)/2 = °*63 and 0.92 for laminar and turbulent boundary layers. 

In view of the effects of such temperature discontinuities on meas ired heat transfer 

coefficients it is desirable to attempt to match the thermal conductivities of heat trans¬ 

fer gauges and model. If this is not possible the measurements should be made as far 

downstream as possible from any material mismatches in the model surface. 
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A-l 

Characteristics of thermo2<2n£2^_2~^£2^il 

Extracted from B.S. 1041: Part 4: 1966. 

Copper-Constantan 
0°C 

approximate EMF(mV) o 

sensitivity ( uV/k) 38 

Iron-Constantan 
0°C 

approximate EMF(mV) o 

Sensitivity ( yV/k) 50 

Nlckel/10% Chromlum-Constantan 

0oC 

approximate EMF(mV) o 

sensitivity ( yV/k) 59 

Nicke1/Chromlurn - Nlckel/Alumlnlum 

0°C 

approximate EMF(mV) o 

sensitivity ( yV/k) 40 

Platinum/10% Rhodium - Platinum 

0°C 

approximate EMF(mV) o 

sensitivity ( yV/k) 5 

100°C 

4.2 

46 

100OC 

5.3 

50 

100°C 

6.3 

68 

100°C 

4.1 

40 

ioo°c 

0.64 

7 

Platlnum/13% Rhodium - Platinum 

0°C 100°C 

approximate EMF(mV) o 0.64 

sensitivity ( yV/k) 5 7 

Platlnum/5% Rhodium - Platinum/20% Rhodium 

0°C 100°C 

approximate EMF(mV) 0 

sensitivity ( yV/k) 0.15 

Rhodium/Iridium - Iridium 

0°C ioo°c 
approximate EMF(mV) o 

sensitivity (yV/k) 3 

400°C 

20.6 

21 

400°C 

21.8 

50 

400°C 

29 

80 

400°C 

16.4 

40 

400°C 

3.25 

9 

400°C 

3.40 

10 

400°C 

1.4 

6 

400°C 

1.9 

5.5 

800°C 

800°C 

45.5 

50 

800°C 

61.1 

78 

800°C 

33.3 

40 

800°C 

7.34 

11 

800°C 

7.95 

12 

800°C 

3.3 

8 

800°C 

4.2 

5.5 
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A-2 

Insulator Density 

P 

g cm”'* 

Specific Heat 

J g”"1 K”1 

Thermal Cond 

k 

J cm s 

Diffusivity 

k/ p c 

cm^ s”1 

IV 

Thermal Product 

(pck)^ 

J cm ^ s ^ 

Pyrex ** 
Corning 7740 2.22 0.775 0.0136 0.00791 0.153 

Fused Silicon 
Si02 

L, "-f" 

2.21 0.755 0.014 0.0084 0.153 

Alumina 
99.5% A 203 3.89 0.71 0.376 0.136 1.02 

ft i um X n a 
96% A 203 3.72 0.8C 0.247 0.0755 0.90 

Beryllia + 
99.5% BeO. 2.85 1.01 1.59 0.55 2.14 

Epoxy * 
(casting) 1.15 1.7 -2.1 0.002 -0.005 0.001 -► .0021 0.063 +0.11 

RTV * 1.2 1.55 0.0026 0.0014 0.07 

Air 
(N.T.P.) 0.00129 1.005 0.000253 0.195 0.000574 

* Materials Engineering 

Materials selector issue, Vol. 70, No. 9, 1969. Reinhold Publ. Corp. 

+ Coors Ceramics Bulletin 952; 600 9th St., Golden, Colorado. 

Experimental values from Harturian and Varwig (24) . 

A-3 

Thermal Properties of Metals at 300 K 

(from TPRC (23)) 

Metal Melting 

Point, °C 

density 

0 

g cm ^ 

specific 

heat ~ 

J g”l x-1 

conductivity ^ 

J cm *■ k”1 s"1 

diffusivity 
2 -1 

a cm s 

thermal product 

(pck)^ 

J cm 2 s~h 

Platirurn 2047 21.5 0.13 0.70 0.25 1.40 

Steel(AISI 
4 30) 1683 7.9 0.46 0.18 0.05 0.809 

Copper 1356 8.9 0. 38 3.97 1.17 3.66 

Gold 1337 19.3 0.13 3.14 1.25 2.81 

Aluminium 933 2.71 0.86 2.37 1.02 2.35 

Lead 327 11.3 0.13 0. 35 0.24 0.717 

Nickel 1728 8.90 0.45 0.84 0.21 1.83 

Inconel 1683 8.47 0.43 0.14 0.04 0.714 

Chromium 2123 7.16 0.45 0.94 0.29 1.74 

Iron 1535 7.874 0.108 0.803 0.94 0.826 
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NOMENCLATURE 

a = (P2c2k2/Piciki^ 

a - thermocouple sensitivity 

an = value of a zero, Eq (93) 

A = arbitrary function of p 

A = area 

bn = value of a pole, Eq (93) 

B = arbitrary function of p 

c = specific heat 

o' = distributed electrical 

capacitance per unit length 

C = electrical capacitance 

C = arbitrary function of p 

D = arbitrary function of p 

} = thin film output voltaqe 

f = frequency, Hertz 

F(L/x)= function of L/x, Fig.84 

h = heat transfer coefficient 

h = number of stages in analogue 

circuit,arithmetic increase 

hb = heat transfer coefficient 

inferred from TR 

hm = mean heat transfer coefficient 

H(L/x) = function of L/x, Fio. 84 

i = electrical current 

^in = inPut current 

I(L/x) = function of L/x, Fig.84 

J(L/x) = function of L/x, Fio.84 

k = thermal conductivity 

0 
K 

K 

K(L/x) 

1 

1 

'mea 
ó 

qsurf'fls 

qsubst 

qx 
r 

R .n 

R = 

thermal conductivity at ref.temp. 

= "loss" constant, EqU?7) 

= relative permittivity 

= function of L/x, Fig.84 

= width of film, Fig.25(d) 

= calorimeter or thin film 

thickness. Fig.3 

L = distance. Fig.83(a) 

L = length of tnin film. Fig.25(d) 

L = length of calorimeter gauge,Fio.52 

m = mass 

m = fraction of heat diffusino into 

liquid, Eq(56) 

m = mass flow rate of coolant water 

M = flow Mach number 

n = summation integer 

n = number of identical stages in 

Meyer analogue circuit 

p = Laplace variable 

r = Prandtl number 

s = dielectric polarisation 

(¾ = heat transfer rate, specifically 

that per un< t area 

I = incident radiative heat transfer 

rate 

AP 

s 

S 

St 
t 

At 

T 

T 
aV 

R ' aw 
T 
exp 
T. 

m. p. 
TR'Tf 

1 subst 
T.. 

Twl'Tw2 

T ,Tt 

= measured heat transfer rate 

= constant surface heat transfer 

rate 

= amplitude of radiative surface 

heat transfer rate 

= surface heat transfer rate 

= heat transfer rate to substrate 

= heat transfer rate at depth x 

= radial coordinate of disc foil 

radiometer 

distributed electrical resistance 

per unit length 

= model nose radius 

= electrical resistance 

radius of disc foil radiometer or 

cansule calorimeter 

collector and feedback resistors 

= Reynolds number 

= stage resistance in analogue 

circuit 

= output resistance in Skinner 

analogue circuit 

= initial resistance of Rose 

calorimeter qauqe 

= output resistance in Meyer 

analogue circuit 

= resistance change 

thickness of disc foil radiometer 

= area 

= Stanton number 

= time 

= time difference 

- temperature or temperature change 

= spatial average temperature 

= recovei y or adiabatic wall temp. 

= experimentally observed temp. 

=*initial temperature 

= spatial mean temperature 

= melting temperature 

= rear and front surface temp. 

of calorimeter 

= surface temperature 

= substrate surface temperature 

corrected surface temiwçrature,Eq(53) 

- wall surface temperature ^ 

= wall surface temperature,Fig.83 

= temperature at depth x , 

= startinq temperature of 

calorimeter 

= substrate surface temperature in 

absence of metallic film 

= centre and edge temperature of 

disc foil radiometer 
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Va 

AT. 
• 

T 

U 

V 

Vin 

Vout 
V 
o 
w 

y 

y 

z 
Z(x) 

Zn 

a 

“l'a2 

e 
X 

p 

PR0 

/(pck) 

/(pck)„ 

/(pck) 
liq 

temperature in regions 1 and 2, 

Fig.3 

= temperature difference or error 

= dT/dt 

= velocity 

= voltage 

= input voltage 

= output voltage 

= initial voltage across thin film 

= width of Rose calorimeter gauge 

= distance 

= X//(4at) /(pck) 

= coordinate, Fig.25(d) 

= • fractional error in 

measured heat transfer rate, q 

= /(ajtj'/H 

= film thickness, Fig.25(d) 

= maximum film thickness 

= k/pc thermal diffusivity U,n(o) 

= temperature coefficient of 

resistance 

= surface absorption coefficient 

= thermal diffusivity in regions 

1 and 2, Fig.3 

= temperature coefficient of thermal 

conductivity 

= h/ftr2tT/k2 , non-dimensional 

subst 
a 

T 

T 

U 

dielectric constant of free snace 

angular position 

variable of inteoration 

density 

electrical resistaivity 

initial electrical resistivity 

density at temperature T 

thermal product 

thermal product at temperature T 

thermal product of calibrating 

liquid, Eo(56) 

thermal product of substrate 

(1 - a) / (1 + a) 

electrical conductivity 

variable of intearation 

rise time of calorimeter gauge 

circular frequency, radians s”* 

/ U(t)e ^>tdt, Laplace transform 
0 

of u(t) 

In general suffices 1 and 2 refer 

to regions 1 and 2 in Fig.3 

parameter 

Y = scaling factor for Skinner 

analogue circuit 

Y = pyroelectric coefficient, Eq(141) 

6 = thermal penetration depth 

6 = thickness of evaporated film 

h = coefficient of linear expansion 

Conversion Factors to SI Units 

Quantity British unit SI unit Factor 

Heat transfer rate per unit area (q) 

Heat transfer coefficient (h) 

Density (p) 

Specific heat (c) 

Thermal conductivity (k) 

Thermal diffusivity (a) 

Thermal product (pck)*5 

Btu ft ^ sec 1 

Btu ft-2 sec“1 °f“1 

lb ft"3 

Btu lb-1 0F-1 

Btu ft“1 sec”1 'V-1 

ft2 sec-1 

Btu ft”2of“1 sec“*5 

-2 
W m 

-2 -1 
W ni K 1 
, -3 
kg m 

J kg-1 K-1 

J m"1s“1K"1 

m2 s“1 

J m“2K“1s“^ 

1.1349 X 104 

2.0428 X 104 

1.60185 X 10 

4.184 X 103 

6.2265 X 103 

9.2903 X 10-2 

2.0428 >. 104 

In order to convert British units to SI units , multiply by the factor shown. 

Calculated from data given in NASA SP-7012 with 1 (thermophysical) calorie = 1.18400 J 



S
T

A
G

N
A

T
IO

N
 

T
E

M
P

E
R

A
T

U
R

E
 

10,000 

* 
o 

5000 

SHOCK TUBES 
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VKI LONGSHOT 
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CONTINUOUS TUNNEL 
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ONERA R4CI 
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FLOW DURATION 
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ns K> 10* 
ms 1 10 10 10 

s 1 10 104 103 10* 

Fig. 1 

Stagnation temperature and flow duration of intermittent hypersonic facilities 

compared with temperature limit for continuous tunnels. Information from NASA 

CR - 1874 and RAE Tech. Memo Aero 1308. 
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Fig.2 

Performance characteristics of intermittent and continuous hypersonic facilities 

compared on the basis of ReD, the Reynolds number based on the nozzle exit diameter 

and Mach number. Information from NASA CR-1874 and RAE Tech. Memo Aero 1308. 

Where available ReD is shown over the operating range of the facility. 

0 and 0-o intermittent facilities. • and •-• blowdown and 

continuous facilities. Tunnels are identified on the accompanying table, p. 88. 
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Fig. 3 

Coordinate system for heat conduction in metallic slab on semi-infinite 

insulating substrate. 

k 
% 

Fig.4 

Penetration of thermal pulse into substrate due to step function 

heat flux ( qg ) at surface. Redrawn from Maulard (19). 



Fig. 5 

Depths at which temperature Tx is 1% of surface value and at which heat 

transfer rate qx is 1% of surface value Tg and q8 respectively. Calculated from 

Eqs(25,26). Thermal properties, assumed constant, from Tables A-2,A-3. 
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Fig.6 

Surface temperature of semi-infinite insulators as function of time for heat 

transfer rates, assumed constant, between 1 W/cm2 and 10 kW/cm2. Expected signal 

levels from platinum and gold resistance thermometers (energised with 1 volt) 

and from chrome1-alumel thermocouples (Table A-l). Error levels on right 

refer to limits of surface temperature increase permitted before non-uniform thermal 

properties reduce accuracy to value shown. 
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Fig.7 

Surface temperature of semi-infinite conductors as function of time 

for a range of heat transfer rates, assumed constant, calculated from 

Eq (21). Expected signals from copper-constantan and chromel- constantan 

thermocouples calculated from temperature sensitivities ln B.S.1041. 

Thermal properties of metals from Table A-3. 
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WIRE 

JUNCTIONS 

THICK 

INSULATING 

SUBSTRATE 

2mm NICKEL LEADS 

THERMOCOUPLE JUNCTIONS 
0-05 x0-05 mm 

VACUUM COATED INSULATION LAYER 

,COPPER FILM 

(c) 

SiO LAYER 

NICKEL MODEL 

(b) 

Z) 

X» 

DETAIL IN (c) 

ACTIVE 
JUNCTION 

■ GAP IN 
INSULATION 

, COPPER 
LEADS 

Fig.8 

,=. with „LÜ« V eVaPO"“d thl" ,u” thl»™>c°«pl==. .,. Teop„l,„. tor 
.„d evaporated copper - „rot., ju„otio„. (b| „se 

of „ c ., „de, surface as ou. ,., « th. th.rpojupctrou „1th evaporated alucón 

de insulating layer. After Metcalfe and Dumbrell (15). 

TEMPERATURE GRADIENT 

(^--at-H 
EPOXY 

n TYPE GERMANIUM 

.s p' TYPE Gc ► 
To 

—o 

TYPE G* 
Ta 

SEMICONDUCTOR HEAT TRANSFER 
GAUGE 

AV STEEL 
JACKET 

p TYPE_ 
GERMANIUM 

PVC 
FOR p-TYPE AV « ap AT 

n-TYPE AV = an AT “ 

AVTOTAL * •ctP_an) AT 

(a) 

pH an 

CHROMEL 
WIRE 

Fig.9 

0-076 cm 

0.038 cm 

LEAD/TIN 
SOLDER 

REFERENCE 

CONSTANTAN 

Semiconductor thermocouple he,t transfer i„ „„Ich th. semiconductor Pars form 

. semi-infinite substrate, -a, Bar Interconnections, (b,Construction details, 

Redrawn from Dixon, Kendall and Schulte (16). 
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Fig.IC 

Thin film heat transfer gauges mounted on metallic and insulating substrates. 

(a) Chrome1 constantan thermocouple on Chromel-P substrate, (b) Chromel 

constantan thermocouple on Pyrex 7740 substrate.. Reproduced with permission fror 

Kendall and Dixon (17) and (18). 
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<3/q0 expressed in terms of the dimensionless 

Fig.11 

Effect of surface metallic film on calculated heat transfer rate as 

deduced from Eqs(34) and (35) 

parameter Z = -/ãjt/l for any film material for the case a = 0.1. 

q = heat transfer rate deduced from the observed temperature rise 

assuming an homogeneous solid, Eq(20). qQ = amplitude of actual step 

function in heat transfer rate. 

mmtm L 



Fig.12 

Effect of surface metallic film on heat transfer rate and surface 

temperature for a platinum film on quartz. q/qo and T/Tq expressed in 

terms of the parameter q = heat transfer rate deduced 

from the observed temperature rise assuming an homogeneous solid, 

Eq(20). qQ = amplitude of actual step function in heat transfer rate. 

T « observed temperature rise in presence of film. Tq = temperature 

which would occur in absence of the surface film when solid is subjected 

to the same heat transfer rate, as calculated in section 2c. Vidal 

surface temperature error from (13). 



Fig.13 

Transient temperatures in semi-infinite solids subjected 

to constant heat transfer rates, (a) Homogeneous solution 

calculated from Eq (21) for quartz substrate.(b) First 

order solution calculated from Eq(51) for platinum film 

on quartz substrate.(c) Surface temperature solution from 

Eq(48). (d) Exact solution calculated from Eq (49) with 

X = 1/2 Redrawn from Vidal (13). 
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Fig.14 

Specific heat of quartz between 300 and 900 K. Data selected as 

representative from TPRC (23). Increase at 850 corresponds to 

phase transformation. 

Fig.15 

Thermal conductivity of quartz between 100 and 800 K. Data 

selected as representative from TPRC (23). Curve indicates 

current recommended values above 400 K. u_ 

( J
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e
c
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Fig.16 

TTl'TZ ,oto“"“d tor ,used ,o"“- * g and thermal properties from TPRC (23). 
Hartunian and Varwig (24), 0 Bogdan (25), □ Maulard (22). 

(pCk)y* 

Fig.17 

in TPRC (23). mates derived from thermal properties 
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Fig.18 

Variation of therma'. product (pck)’5 of Pyrex with temperature. 

Data from Walenta (28), Hartunian and Varwig (24) , Skinner (41) 

and Bogdan (29). Thermal product of BeO and A1203 calculated from 

manufacturer's information for 99.5% sample purity ( Coors Ceramics ). 



40 60 80 100 120 

SURFACE TEMPERATURE, TW,°C 

Fig.19 

Correction factor for heat transfer rate as function of surface temperature 

proposed by Hartunian and Varwig (24) for Pyrex and quartz. 

To ~ Initial temperature of substrate assumed to be 300 K, 

Tw = wall temperature, 

nonlinear factor in thermal conductivity equation of type k = a + b log T 

b/ko= 4.73 for Pyrex, 1.75 for quartz. ko is thermal conductivity at 300 K. 10 
VF» ( A \ fr\T- 4« a. U - a. __ 1_i . , . 

- * --Q o. Ut-ux Vi.ty clt: JUU K. 

Curve (a) for Pyrex is that calculated by Hartunian and Varwig (24),curve (b) is a 

correction suggested by Reece (26) , for constant heat transfer rate. 

Fig.20 

Correction factors q / A "nr *. c 
actual' ^exptl or heat transfer rates calculated by Cook (27) 

or Pyrex 7740. Initial conditions assumed are for Tq = 21 °C. Curve (1) based on - — -- assume 

heat transfer rate varying as t“*; curve (2) for constant heat transfer rate. 

àa=tzTSÍnt fr°™ H"tUniar and Varwi9 '^) for Pyrex (see also Fig.l9),4 = same 
data point corrected by Reece (26), both for q - constant. 

■ÉM --- ■KÉMHIMIUéMí 
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SO SQUARING AMPLIFIER ¡«k»? 

A OPERATIONAL AMPLIFIER 

S SUMMING JUNCTION 

Fig.21 

Compensation circuit proposed by Reece (26) for correction of effect of 

nonlinear thermal properties of thin film substrates. 

MERCURY 

R0 ■ FILM RESISTANCE 

R2,R3« FIXED BRIDGE RESISTANCES 

R, a 4 DECADE VARIABLE RESISTANCE 

Rs> SERIES RESISTANCE 

IF BRIDGE IS INITIALLY BALANCED R, R^Rj Rj 

AV AR0 *1_ 
Ig (Rj ♦ Rj* Rj ♦ Rq ) ♦ ARq 

ARr ■ oAT 

AT 

Thus 
« bf a/TirI 

L21Ò RJ R, J 
AV 

7T 
cm2 sec1/2 

] 

Fig.22 

Circuit for the electrical discharge calibration of thin film resistance 

thermometer heat transfer gauges. 
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Schematic diagram of ONEKA radiation calibration system for calorimeter gauges. 

(1) 2 kW quartz envelope tungsten filament lamps.(2) Transducer to be calibrated. 

(3) Fast acting shutter. (4) Non-reflecting water cooled enclosure. (5) Diffusing 

screen.(6) Height control. Redrawn from Maulard (32). 

TUNGSTEN 
FILAMENT 
LAMP 

— SLIT HEIGHT VARIABLE WITH TIME 

SHUTTER 

SENSOR 1 

=-'T 

SHUTTER 

TUNGSTEN 
FILAMENT 
LAMP 

ROTATING 
SHUTTER 

SENSOR MOUNTING PORT 

SUPPORT 

ADJUSTABLE UPPER SLIT 

FIXED SLIT WIDTH 

CONSTANT SPEED MOTOR 

VARIABLE PORTION 

Fig.24 

Radiation calibration method with rotating shutter of variable amplitude 

giving constant radiation flux or flux varying at t Redrawn from Schulte, 
Puronen and Dixon (33). 
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(a) PLATINUM FILM 

Fig.25 

Thickness variation of metallic films deposited by the liquid bright platinum 

process, (a) Surface profile of substrate and film, (b) Profile of glass 

substrate after etch removal of film, (c) Thickness ratio Z/Z . as function 
2 2 mâ X• 

of ( 1 - 4x /1 ) demonstrating parabolic profile sketched in coordinate system 

(d) for analysis of effect of non-uniformity on accuracy of electrical 

discharge calibration. Redrawn from Busing (21) . 
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1. Cooled guard ring 

2. Metal calorimeter disc 

3. Water inlet hose 

4. Thermocouple cold junction 

5. Water outlet 

6. Thermocouple hot junction 

7 Insulated Perspex tank 

8. Stirrer 

9. Stirrer motor 

Fig.26 

Reference water calorimeter for use as 'standard' in radiation calibration 

of thin film resistance thermometers and calorimeter heat transfer gauges. 

Redrawn from Maulard (35). 

Rhodium plated platinum support pins 

Copper calorimetric disc 

Chromel-alumel thermocouple wires 0.3 mm diam. 

Internally polished brass sleeve 

Terminals 

Fig.27 

'Standard' thermal inertia ct.lorimeter for radiation calibration 

of thin film resistance thermometer and other calorimeter 

transducers. Redrawn from Maulard (35). 
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Model construction for thin filn resistance thermometer gauges illustrating use 
of separate current and voltage leads. Thin films in liquid bright platinum and 
leads in thick conducting silver paste with external connections (lower) at 
rear of model. Pranco-(^rman Research Institute, Saint Louis.
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Piq.29

Nickel flln deposited on quarts substrate by R.P. sputtering with
SIO Insulating layer. The active portion of the film is Isolated froei
the edge of the substrate by a lovf resistance lead. DISA Coy. Herlev. Demiark.

rig.io

(a) Thin fill* gauges produced by the liquid bright platlmsr. process 
mounted on quarts substrate which has been optically polished to 
model contour. The Insert Is set into the model with Epoxv resin.
(b) Flat plate Instrumented with thin films on quarts substrate. In 
both cases (a) and (b) the active section of the thin film gauge Is 
Isolated from the 'cold* model hy a noor thermal conductor.



■HH 25P I1.UJU.1IJ 

(a) 

Fig.31 

Effect of film thickness on electrical resistance per square. 

---- Computed values based on resistivity of bulk material. 

Redrawn from Winding, Topper and Baus (38) with mean curve 

shown for all sub sc*, ■'tes tested. 
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Fig.32 

EfrifeC^ thiCkne^S °n temPerature coefficient of resistance of chromium 

Baus"(38^ ÍlmS at 20 C* f1ean CUrVeS draWn thrOU9h data °f Kinding,Topper and 



AR/AT 

Fig.33 

Effect of film thickness 6 on temperature sensitivity AR/AT, fi K_1, for 

sputtered platinum,evaporated nickel and evaporated chromium. Calculated 

for a square deposit in which AR/AT = p o /6 
R R • 
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to) THERMAL 

h*—Ax — 

TÍÍAx 
öx 

pck 
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Rate of gain of energy in element Ax 

Aoo 
dx 

which by conservation of energy 

— pc Ax 
dt 

Thus 

JÍ..PC il 
3¾ 

The conduction equation iss 

IT - A 

3bc 
Combining the above Eqs the 

diffusion equation is obtained: 
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Rate of gain of charge in element Ax 
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which by conservation of charge 

Thus 
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dx 

Ohm's law is: 
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’ Ax dx 
Ax- J_ W 

Combining the above Eqs the transmission 

line equation is obtained 

37- 

dt 

r' dx 

dxV , , 
-= — rC 
dxx 

Fig.34 

Derivation of the electrical analogue of 

heat conduction. 

!*■—^OUt «-j 

Î Ri=R/2 Î 
o-*-VWV-L 

Fig.35 

hoZ!1“1 T1“5“ “1,>5 „ homogeneous heat conductor. 
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Vout 

I 
Schematic diagram of filter network proposed by skinner (41, for data 

reduction of signals from thin film surface temperature gauges. 

Fio.39 

Bo". «.•’T.» ‘“"«««in, frequency r.epcnse of 5 - section filter network 

reek point. erl.e fro. re roe. end tre.k pointe b arise fro. pole, of 

transfer function, Eq(93l. The dotted Une r.pr.eentl the sujétion of the 

of'Tlc^dB/decade ^ the solid line, 
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5 section network 

4.966401 X 10 

8.503515 

4.285704 

2.142304 

1.149405 

Cj ( microfarads ) 2.909726 X 10-2 

2.939961 X 10~2 

1.458337 X 10-2 

7.293549 x 10~3 

3.398497 x 10-3 

Fig.40 

i*6819" 3nd anplitude resP°nse 5 - section filter network. Useful 
bandwidth 1 to 10 Rad/s. Redrawn from Skinner (41). 
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8 - section network 

R]^ ( ohms ) 3.870281 X 10^ 

6.750660 X 10 

3.397350 X 10 

1.696983 X 10 

8.480326 

4.237072 

2.117516 

1.131264 

Cx ( microfarads ) 3.691131 x 10 .-3 

3.703341 x 10*3 

1.839669 x 10~3 

9.207518 x 10-4 

4.606250 x 10~4 

2.304805 x 10"4 

1.152957 x Kf4 

5.395305 x 10"5 

Fig. 41 

Component design and amplitude response ol 8 - section filter network with useful 

bandwidth from 1 to 10 Rad/s. Redrawn from Skinner (41). 



T T T 

TIME ms 

(a) 

• 
• m A 

vj 
• - • • 

• 

( 
DATA 

i • é 
• • < 

r 
\ i 

.ANALOGUE 

— 

_ 

0 1 2 3 4 5( 1 7 10 

5 

4 l 

3 * ° 
</> U 

25ã 
2 > 3 

< 

1 5 
o 

TIME ms 

(b) 

Fig.42 

(a) Comparison of heat transfer rate data derived by numerical integra :ion 

of Eq(74) and record from 8 - section filter network. Heat transfer to 

model in CAL shock tunnel. Redrawn from Skinner (41). (b) Computed 

heat transfer data compared with output of 32 - section equa) element 

analogue circuit. Analogue sensitivity 32.5 uV per w cm-2. Record from 

flat plate in NPL shock tunnel, M * 7. Redrawn from Schultz (126) with 

permission of the Institution of Mechanical Engineers, London. 
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Fig.43 

(a) Transistor constant current supply for thin film resistance thermometers, 

analogue circuit and current-to-voltage converter. 

(b) Typical signals from thin film gauges In long run time facility and shock 

tube together with analogue heat transfer outputs. 
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calorimcttr ; • ' 

I P)eiki 

übst rat* p2 Cjkj 

1 Flg.44 

Model for heat conduction ln calorimeters 

(a) 

stainless stt* 
I * 0.0254 cm 

continuous 

'thin skin' 

with air 

backing. 

local temperature 

measured by a 

thermocouple within 

the wall, Chevallier 

(58),or at rear 

surface,Harvey (63). 

(b) 

localised 

calorimeter on 

Pyrex support. 

mean temperature 

determined by 

measuring film 

resistance,Rose (20), 

-platinum 
I «0.0025 cm 

lastic 

continuous 

fkln on 

plastic backing 

-copper 
I « 0.025 cm 

local temperature 

measured by 

thermocouple at rear 

surface, Starner and 

Varwig (64). 

(d) 

isolated 

calorimeter 

with air 

backing. 

-copper 

I «0.025 cm 

local temperature 

measured by thermo¬ 

couple, thin film or 

semiconductor 

resistance thermometer 

on rear surface, 

Ledford (67,60) 

Maulard (35), Klpke 

(69) . 

Fig.45 

Typical calorimeters and methods of temperature measurement. 



Fig.46 

The difference,between the temperature at a position x and the mean temperature 

in a slab when subjected to a constant heat transfer rate there being no loss 

from the rear of the slab. Shown in non-dimensional form, AT^k/(ql), as a function of 

position, x/t, for given times at/L2. Thus T. » T + AT, where T is given by 

Tmean “ After Carslaw and Jaeger (46). 

0 2 « 6 • 10 12 U IS N 20 t m* 

Fig. 47 

The front surface,rear surface and average temperature in a calorimeter gauge without 

substrate as calculated from Fig.46 for a platinum calorimeter. £ - 1 mm and 
• -2 
q0« 10 W cm . The average temperature increases linearly with time whereas the 

rear surface lags in time. The effect of a substrate on the front and rear surface 

temperatures is shown and it is apparent that the rear surface is influenced 

from the initiation of the flow. 
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The rate of rise of the front and rear surface temperatures of a calorimeter gauge, 

(dT/dt) * In the presence of a substrate compared with that for the mean temperature 
x*o f 

In the absence of a substrate, (dT/dt) . (a) Minimum fractional error in the rate 
mean - 

of rise of rear surface temperature, x»|,“(dT/dt/ mean* 4,8 8 function 

of a *QpjCjkj)/(pjCjkj^ ^ found from Fig.48(b) below, (b) Fractional error In the rate 

of rise of front and rear surface temperature for a “ 0.0 (no substrate), 0.05, 0.10 and 

0.33 as a function of non-dimensional time (Ojt/jt2), determined from Eq(106). Also 

shown as a dotted line is the approximate solution, Eq(lll). The rise time of the gauge 

T - 0.5 l2/ai is also shown. 
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THERMOCOUPLE AND RESISTANCE THERMOMETER OUTPUT dv/dt mv/MC. 

CALORIMETER THICKNESS l cm. 

Fig.49 

Calorimeter design chart for aluminium, platinum and stainless steel. For a given 

calorimeter thickness, t cm, the rise time,r seconds, may be found. Also for a 

given t and a particular heat transfer rate, q w cm"2, the rate of rise of 

calorimeter temperature, dT/dt ( K s"1) is shown*which enables the voltage 

output, dV/dt ( mV s 1) for various temperature sensors to be found. This 

procedure is indicated by the dotted lines. 
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RISE TIME 

r 
MC. 

THERMOCOUPLE AND RESISTANCE THERMOMETER OUTPUT dv/dt mv/Mc. 

CALORIMETER THICKNESS Z cm. 

Fig.50 

Calorimeter design chart for gold, chromium and nickel. Refer to Fig.49 for 
details of use. 
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THERMOCOUPLE AND RESISTANCE THERMOMETER OUTPUT dv/dt mv/MC. 

RISE TIME 

't' 

THERMOCOUPLES 

Pt-Rhodium 

/Cu-Const. 
\Chromel-Alumal 
Fe-Const 
Chromel-Const 

RATE OF RISE 

OF TEMP. 

dT/dt °C/8«c. 

RESIST THERMO. 

Pt-film 1 volt 

Si resist. 
3 volts 

CALORIMETER 

MATERIAL 

Cu 
Inconel 

10 ‘ 10 * 1 

CALORIMETER THICKNESS i cm. 

Fig.51 

Calorimeter design chart for lead,copper and Inconel. Refer to Fig.49 for 

details ibf use. 
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Fig.52 

Coordinate system and equivalent electrical circuit for the analysis of 

the Rose calorimeter. 

t ( s cm-2 

Fig.5? 

Error in the determination of the mean temperature of a Rose calorimeter 

mounted on a Pyrex substrate. Temperature is evaluated from the variation 

of the electrical resistance: 

R - Ro[l + VW, - To0 

A step function in surface heat transfer rave,q . is assumed and the error, 

AT , is normalised in the form, (Eq(113))t 

AT/T mean [j^mean ” ^rnean* ] 

qs *T. 
mean 



ËQ (115) 

_ »2 
_ ( s cm ) 

Fig.54 

Rate of loss of heat to the substrate, qsubstrate, as a fraction of the 

incident heat transfer rate, q8urface, for calorimeters on Pyrex substrates. 

Curves for lead,tin,platinum and steel are redrawn from Rose (20). 

Approximate solution shown for comparison with platinum is calculated 

from Eq(115). This equation may be used to evaluate q v ^ ^ /q 

for substrates other than Pyrex. Vertical dashed line sindícate th^ 

rear surface rise time as defined by T = 0.5i2/a 

rnmm 
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OF CALORIMETER 
ELEMENT. 

(Q) 

* ^* «33 
° ,11*5r“ Illustrating con.tructlon of Roa. ealorlmator gauge .„a currant 

end ayaten. Note that the calorineter element la In good thernal contact with the 

2Z‘T, T *t,POl"t■ lhe «1 the sensor el.men " „ . 
outRut of Roa. calorineter near .taxation point of bluff body in . .hoch tube, 

= He.t tr.:.f.t 
rates deduced from oscillogram in (b), q 

and Weisblatt (125). 8*8* 
5 kW cm- . Redrawn from Offenhartz 
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SPOT WELDED. 
LENGTH — 6 mm 

(b) 

Fig.56 

Con.truction.l t.ohnlqu.. th.r.ocoup!. onn.ctlon. u.ed in thin skl„ clorl.nt.t 

.odels. (a) ONERA technique employing chromel-,!»»! themocouplea and enterrai 

cold junctions at controlled temperature. After Chevallier et al ism n . 

technique and circuit ,c, uaed hy „areey m Z¡ rc“10"“ 

odel shapes are instrumented, (d) Technique used by starner and Varwig (64) to 

7ZZI b":' tranSfer rateS t0 rOUgh SUrfaCeS- The Skln 18 b0nded ont° th- substrate surface and a common return is used . 
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The effect of the variation of calorimeter thermal properties and thermocouple 

sensitivity on the overall sensitivity of thin skin models, (a) Stainless 

steel AISI 430. (b) Inconel, (c) Copper. Thermal properties from 

Table A - 3 and thermocouple sensitivities from (50). 
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q— 

HEATED^, 
SURFACE 

INSULATED 
SURFACES 

THERMOJUNCTION 
LOCATION Tj 

(b) RELATIVE ERRORS IN 

HEAT TRANSFER RATE 

« 

tu 20 
Q£ 
3 

£ 
ï 
z 
iu 

^'0 
z 
IU 

ë 

L 

OS d/I 

T,-Tj • BURNETT (54) 

Ti ■ ONERA 
CALCULATION 

«t . > 
-J*' y .i 

Tj IV 
Id 

1.0 

(c) INFLUENCE OF WIRE OIAM. 
ON TEMPERATURE 
MEASUREMENT 

Fig.58 

(a) Errors in rear face temperature measurement due to presence of finite thermocouple 

wire for constant heat transfer rate. Redrawn from Burnett (57). 

(b) Errors in inferred heat transfer rate due to heat conduction in thermocouple leads. 

(c) Errors in rear face temperature measurement due to finite thermocouple wire 

dimensions. Curves extended by ONERA from cases treated by Burnett, see (a) above, 

at/1 = 1. Redrawn from Chevallier et al (58) 
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(0) BRAZING COMPLETE THERMOCOUPLE 
PREPARATION 

PLUG PREPARATION 

INSULATION 

DETAILS OF PLUG INSERTION 

(b) 

Fig.59 

Techniques for construction of thin wall thermocouples employed at ONERA. 

(a) Simple brazing method, (b) Preparation and insertion of thermocouple plug 

insert with precise control of wall thickness at point of temperature measurement, 

(c) Technique suitable for very thin walls. Redrawn from Chevallier et al (58). 
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THIN WALL 

Technique for spot welding fine thermocouple wires to thin wall models. The 

junction of the lead and thermocouple may be made with a spring clip. The 

complete junction is made by welding two wires close together on the surface. 

THERMOCOUPLE WIRES 

(a) 

REE 
TEMP 

HIGH IMPEDANCE 
AMPLIFIER 

COLD 
JUNCTION 

COLD JUNCTION “1 

(C) 

COLD JUNCTION 

i 
COLD JUNCTION 

(•) 

► 
m 

COLD JUNCTION- 

a 

COMMON RETURN 

b b 

Cj 

-•-Cu 

# Cu 

-+ Cu 

Fig.61 

Alternative connections for the attachment of thermocouple wires to thin 

skin calorimeter models. The thermocouple w4res are 'a' and 'b' and possible 

locations for the 'cold* junctions are show. . 
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(a) 

THERMOCOUPLES 
(2 ONLY SHOWN 

FOR CLARITY) 

THIN SKIN 
(COPPER) 

INTERCHANGEABLE 
NOSE PIECE 

(STEEL OR BRASS) 
-BODY 

(NYLON) 

BASE COVER 
(NYLON) 

STING MOUNTING 

PLUG(NYLON) 

-COMMON EARTH 

RETURN 

COLD JUNCTION 

LEADS PROJECTING 
THROUGH VENT 

SPACE 

STING 

(STEEL) 

ISOLATED MOUNTING 
FOR SIGNAL LEADS 

(PERSPEX) 

(b) 

Fig.62 

(a) Thin skin heat transfer model with part of skin raised to show slot beneath. 

(b) Construction details of the model. The skin is supported by the Nylon body 

except in the region in which the thermocouples are mounted. Total model length 

15.24 cm, slot width 0.51 cm, copper skin thickness 0.022 cm, thermocouple wire 

diameter 5.08 x 10 ^ cm constantan, cold junction at inside rear of model 

assumed to remain at laboratory ambient temperature. Reproduced from Wood (66), 

by permission of the Controller,H.M.Stationery Office. 
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STEEL SNELL 

EPOXY 
CEMENT' 

INSULATION 
NE MOVED 
PON EANTH y 

COPPED TUBES 

COPPED LEAOS 

MODEL ««AIL 

ANODISED 
ALUMINIUM 
DISC 

(M 

I Flux 

. 3 5 mm . 

aluiBiniu» calorirretric element 

active silicon resistance probe 

brass case 

geld wire 

PTFE insulator 

temperature compensating silicon resistance 

terminal plate 

Epoxy cement 

connecting leads 

Fig.63 

'Capsule* calorimeters for insertion in metallic or insulating 

models, (a) Copper disc calorimeter of Ledford (67) with chromel 

constantan thermocouple, (b) Aluminium disc calorimeter with thin 

platinum film sputtered on anodised surface, Ledford (68). 

(c) Aluminium disc calorimeter of Maulard (35) using silicon 

resistance as temperature sensor. 
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Fig.64 

Typical capsule and slug calorimeters, (a) Stagnation point probes 

developed by Starner (70). (b) Slug calorimeter of Heister and Clark 

(72). (c) Slug calorimeter of Vojvodich (73). 
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Examples of thick wall calorimeters, (a) Calorimeter due to Powell and Price (80) for 

use in rocket nozzles, (b) Calorimeter of Stroud (81) for use at stagnation point. 

(c) Nozzle wall calorimeter of Quentermeyer ,Schacht and Jones (75). 
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(a) 

Fig.66 

(a) "Catcher" calorimeter technique of Chapman and Jackson (86) for use in ballistic 

ranges. The model is deceleratf-û by a series of paper sheets and delivered to a 

calorimeter in which its total energy increase is mecvured. (b) Mercury expansion 

calorimeter of Hunt and Howell (87). The device is similar to a mercury-in-glass 

thermometer in which the mercury column is the calorimetric element. The increase in 

volume is found by measuring the movement of the piston. 
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Fig.67 

Spontaneous polarisation in single crystal barium titanate as function 

of temperature. Redrawn from Chenoweth (88). 
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INCIDENT 
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Fig.68 

(a) Equivalent circuit of pyroelectric heat transfer gauge. R_,CD represent leakage 
s s 

resistance and self capacitance of transducer element. RIi«CL represent lumped 

parameters of the external circuit, (b) Electrode arrangement for face-electrode 

transducer, (c) Electrode arrangement for edge-electrode transducer. 
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Fig.69 

Examples of pyroelectric gauge signals with calorimeter type response in 

(a) Vt = /q(t)dt. Response in (b)f (c) and (d) obtained with diminishing time 

constant. At (c) tima constant is 2.8 ps and ringing of transducer due to 

thermal distortion is evident. Calibration pulse from Xenon flash tube source 

shown in (e) monitored by photomultiplier. Redrawn from Wood and Andrews (91). 

ALUMINIUM ELECTRODES ON TOP A 
BOTTOM OF SENSOR 

Fig.70 

Cross section of pyroelectric heat transfer gauge. Redrawn from Spitzer (92). 
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Fig.71 

Radiation heat transfer gauges based on thin film sensors, (a) Total internal 

reflection system with off-axis slit, (b) External connections to radiometer, 

all internal thin film sensors connected in series, (c) Location of cavity 

radiometer in model with sapphire window, (d) Wimiowless installation with 

latex rubber diaphragm. Redrawn from Gruszczynski and Rogers (93). 
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Fig.72 

Thin film radiometer developed by Scagnetti and Crabol (94). (a) Construction, (b) A.C 

calibration, logs/T as function of V2wf' exhibiting linear relationship in agreement 

with Eq(1S3). E is film output voltage prooortional to substrate surface temperature, 

f the frequency of incident radiation, (c) Transmission characteristics of isolating 

quartz disc, (d) A.C. calibration, E as function of T4 at a fixed frequency. T is 

calibration source temperature. From Eq(148) the film temperature and hence E is 

proportional to the absorbed heat flux and a linear relationship is expected. 
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(a) (b) 

(0 

Fig.73 

(a) Construction of Gardon thin foil radiometer and coordinate system for 

analysis of sensitivity and time constant, (b) Dimensions of typical 

miniature radiometer, (c) Design chart for thin foil radiometers. Redrawn from 

Gardon (95). 
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Simplified electronic energy level diagram for a phosphorescent 

solid. 
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(b) 

Fig.76 

(a) Scanning infrared camera for surface temperature measurements. After 

Thomann a-J Frisk (109). (b) Calibration curve for the infrared camera output 

as a function of surface temperature. The form of the curve is predicted on 

the assumption that the emitted radiation is black body and this is fitted to 

the observed value at one temperature. Redrawn from Compton (110). 
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Flg.77 

The ratio of the surface temperature rise (Ts - T1> to the temperature difference 

(Taw " Ti.) * where is initial model temperature, as a function of the 

dimensionless parameter ß *= h /õt^k. Curves calculated for the case h « constant 

and a semi-inifinite solid. 
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Fig.78
Colour changes observed on sphere of 6 cm dlam. In hypersonic tunnel 
( ONERA R3 ). RTV Insulation 5 mm thickness on wooden core. les 
in seconds after initiation of flow.
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(a) Movement of colour change boundaries with increesing time.(b) Theoretical 
distribution of heat transfer coefficient (h/h^) on sphere based on Smith (115). 
h^ is stagnation point heat transfer coefficient deduced from Pay and Riddell (114), 
(c) Final calibration curves of colour change,tine and heat transfer coeffi- *nt. 
Redrawn from Ceresuela et al (113).



Fig.80

Surface tenperature measurements In a ballistic range by means of phase change 
surface coatings, (a) Model before launch. The three broad grey bands define the 
area coated. Black areas caused by specular reflection from uncoated surface of 
model, (b) Front lighted laser photograph of model In flight at 3353 m s~^ in 
ambient pressure of 10,000 H m~^. Model temperature below 1889 K, the critical 
phase change point for the coating, (c) Photograph of model in flight at 
3<44 m s"^ in ambient pressure of 10,000 N m"^. Entire model surface is seen 
through the coating whose temperature Is in this case above the critical of 
380 K. Temperature sensitive phase change coating of 'Tempilaq', the Templl 
Corporation, 132 West 22nd St, New York,N.Y. NOL Ballistics Range.



147 

Fig.81 

Distribution of relative heat transfer rate, q/qref, over surface of 

Gemini capsule determined by thermographic phosphor technique. 

Incidence 20°. Circles indicate location of reference heat transfer 

gauges. Redrawn with permission of Czysz and Kendall. 
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Fig.82 

Comparison of heat transfer rates measured by infrared camera and surface 

thermocouples. Redrawn from Compton (110). 
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(b) TEMPERATURE DISCONTINUITIES IN THIN FILM AND SLUG 

CALORIMETER HEAT TRANSFER GAUGES. 

Fig.83 

The effect of the presence of the heat transfer gauge on the distribution 

of surface temperature. 
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Fig.84 

The functions J<L/x),K(L/x),I(L/x) and H(L/x) which enable the change In flat 

Plate heat transfer coefficient due to a step function in surface temperature to 
be derived from Eqs(170,171,172,1'3). 
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The nomenclature is illustrated in Fig.83, hm being the'mean heat transfer coefficient 

e ”ee" «tat ons L and x andh0f(L + x)/2the heat transfer coefficient at a position 

(L + x)/2 in the absence of the temperature discontinuity. 




