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Foreword 

This collection of papers does not 
constitute a formal reporting of the activities 
of the ARPA Materials Research Council Sununer 
Conference.  Each report, memorandum or technical 
note is a draft of the author or authors and is 
their work alone.  The Steering Committee, in 
conjunction with the authors, will decide how 
this material can best be presented as a formal 
report to ARPA. 
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THE LINE TENSION OF A CRACK LINE, AND ITS APPLICATION 

TO KINKS ON CRACKS 

R. M. Thomson 

Abstract 

We investigate the definition of an effective line 

tension for a crack Una similar to that used for dislocations. 

Although cracks have a distinct tendency to wipe out regions of 

higher curvature relative to straighter configurations, the 

effective line tension for a crack is not easy to separate from 

the crack extension force, which is area dependent.  We are 

able to define a tension term, however, which must be used with 

discretion, and which is dependent on the size of the curved 

region. 
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THE LINE TENSION OF A CRACK LINE, AND ITS APPLICATION 

TO KINKS ON CRACKS 

R. M. Thomson 

Introduction 

Previous work1'2 has introduced the concept that in a 

brittle material where plasticity effects at a crack tip can 

be neglected, and where the cohesive region at the crack tip 

is small, a crack will experience trapping by the lattice. 

The effect is analogous to the Peierls energy of the dislo- 

cation.  It has been shown2 that in cases of this sort there 

is a region about the Griffith crack depth where thermal creep 

of the crack should be observable.  In this creep region, the 

thermally activated process will depend upon forming kinks on 

the crack line. Fig. 1, whose energy will be the dominant 

physical parameter.  The shape of a single kink has been studied 

in a computer calculation which simulates the iron lattice3, 

but we would like to develop a qualitative model of kinks built 

on the sort of quasi-continuum considerations which are familiar 

for dislocations. 

The model we adopt for the calculation is a quasi- 

continuum in which the effect of the discrete lattice is taken 

over into a continuum description in the form of an oscillating 

term in the surface energy of period equal to the lattice 

-2- 
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constant.1'2  This oscillating form gives rise to a washboard 

potential representing the atom rows.  We shall further simplify 

the picture by assuming as in Fig. 1, that the washboard is 

sensitive to the atom rows lying in the y-direction, but not in 

the x-direction. 

Physically, the kink shape will be determined by a 

balance struck between minimizing the additional surface energy 

of the portion of the crack which lies on top of the substrate 

washboard potential and the elastic energy of the kink.  We shall 

first examine the elastic energy of small fluctuations on an 

otherwise straight line, and from this derive an expression for 

the line tension of the crack.  From this, the energy of the 

kink will be estimated and the variable activation energy will 

be directly demonstrated which has been suggested on heuristic 

grounds.2 

Energy Release of a Curvilinear Crack 

We must begin by writing down a prescription for calcu- 

lating the total elastic energy change of a curvilinear crack 

as it is deformed into a new shape.  The result xs  a simple 

generalization of Irwin1s energy release formula for two di- 

mentions as reviewed, say by Sih and Liebowitz.1* We envision 

a small element of crack line, and set up a local coordinate 

system as shown in Fig. 2.  Then the force of the line or energy 

release rate is given by 
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G dx = lin i dx Uo  (6-B,0) u. (0,6,0) 
5*o ü   J  z        z 

o 

In the local coordinate system, we can write 

h 

(1) 

u (x,y,z) = u,(x,r,e) = - 
2 Z )j 

~| ii-v)f:^ 

a (x,y,z) = a (x,r,e) r= —^—_ g(e) (2) 
(2Tr )^ r 

f(e=o) = i 

g(e=TT) = l 

Substituting (2) into (1), we get the familiar form 

r (1-V)2 , 2 Gi = —£  Ki (3) 

The assumption made in writing (1) is that no displace- 

ment but uz is generated, which is strictly true for the plane 

elliptical crack, and for infinitesimal displacement at the 

origin of x.  Although lacking a rigorous proof for other cracks, 

we rely on St. Venants principle to generate a stress field 

with the general functional form of a straight crack in the local 

vicinity of the crack line (though with a different K).  For the 

work done in changing the shape of the original line, the 

elastic energy change AEel must be integrated over the entire 

line 

AEel = "JGdS (4) 

where S is the area generated by the crack line as it moves 
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from its original configuration to its final configuration, 

Fig. 3.  In using (4), one must of course take account of the 

functional form of 0, as it depends upon the shape of the total 

crack line, and upon its spatial variation within S.  G is thus 

not a simple point function, but also a functional of the line 

shape because the stress intensity factor depends upon the total 

shape of the line, and other external geometric factors.  It is 

this functional quality of G and K which makes our task difficult. 

Application to the Griffith Crack 

We now apply (4) to the case of a straight crack line 

lying in one of the atomic troughs of Fig. 1, as it is deformed 

into a kinked line with the nose of the kinked lying in the 

adjacent trough.  To calculate the total energy change as the 

kink is formed, we must add surface energy to (4). 

AEtotal = ■JGdS + 2 JY0dS + JaYi(l-cos2Try/a)dJl     (5) 

The surface energy in (5) is assumed to be made up of two parts, 

a normal Griffith term strictly proportional to the new surface 

generated, and a second term which reflects the washboard 

potential on which the crack sits.  For a straight crack, one 

can define1 a surface energy as a function of the crack position 

which takes the form 

S(y) = 2Yoy + P(y) (6) 

where P(y) is a periodic function in the lattice.  We interpret 
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(6) to mean that for a segment dl  of a crack lying at position 

y on the washboard, then an amount P(y)dÄ is added to the { 

energy.  (We appreciate that the similtude of this quasi-contiruum 

model to the true discrete model is qualitative, but believe that 

the quasi-continuum model possesses enough of the physical truth 

to serve as a mental crutch in predicting the actual kink 

behavior.) 

A zeroth approximation to the kink which has been suggested 

by Eshelby5 is to use the value for G in (5) appropriate to the 

straight crack line.  Then Eq. (5) becomes 

Stotal " (2Y
O"
G)
 JdS + JYia(l-cos2Try/z)d)i 

. . 
■C< . _ .   ,       , , . «    .•< ,   , , . -,  -..  , .,,  -, , . ... ... .. ,.., ■■..., .    ..■,,, / -7 \ 

The boundary conditions for finding the minimum of E     in m 
total    '   ' 

are that all shapes of line are investigated where the tip of 

the kink is pegged at the bottom of the trough yo + a in Fig. 1. 

Obviously, in this approximation, the minimum configuration is 

that where the kink is an abrupt spike of zero area. 

The result is unphysical, because the Eshelby approxi- 

mation says that all planar crack shapes which have the same area 

also have the same energy.     We know that cracks tend to smooth 

out small irregularities, and we now investigate a case where 

rigorous solutions exist in order to establish the next higher 

order approximation to (5) and (7). 

, 
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Line Tension of Cracks 

Exact solutions exist for the three dimensional stress 

and displacements of the elliptical planar crack2, and we use 

these solutions to establish the part of the line energy of a 

crack which depends on the line length as well as the cracked 

area. 

We begin with a circular planar crack (so called penny 

shaped crack), and elongate it so that it becomes an ellipse 

with major and minor axes a and b respectively.  The minor axis, 

b will remain the same as the original radius of the circle as 

shown in Fig. 4.  We then compare the energy change calculated 

by Eq. (4) with the energy to expand the original penny shaped 

crack to a larger circle whose area is the same as the ellipse. 

Since the cracked areas are the same, any difference in energy 

must be associated with the length of the line, and can be 

converted into an effective line tension of the elliptical 

crack line. 

In terms of the stress intensity factor for mode I, (4) 

becomes 

■ i^l* 03 (8) 

Y is Young's modulus, v the Poissons ratio, and K is the mode I 

stress intensity factor.  K is given by 
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«•111«.« " FnTT /TT (azsin2e+b
2cos2e) ellipse  $(k) / a 

TT/2 (9) 

*(k) - (l-kzsin2ß)^dß 

a-b 
a 

e = — (10) 

Then 

1 + f(l-cos2e)[ (11) ellipse    / v 

ri = (13) 
/T-e 

and from (9), the stress intensity factor of the circle is 

Kcircle " 2a/i (14) 

-8- 

*(k) is the complete elliptic integral, a is the uniform tensile 

stress at °°.  We now assume that the ellipticity is small, and 

expand K in terms of the small parameter, e, 

U 

To second order in e, 

iEel = -JGdS = - i£^iizvH £ (1 + I, ■   (12)      jfj 

The first order term in e  is precisely the Eshelby approximation, 

as one finds by substituting the expression G = 4a2 (l-v2)b/7rY 
■ - 

into the elastic part of (7) and noting that the increment in 

area from the initial circle to the larger ellipse i     TTb2e to 

first order in e. 

The radius, ri, of an expanded circle whose area is 

equal to the ellipse is given by 

; 



■ ■       im       i ——HI um iiiW . 

With substitution of (14) in (4), we get for the energy change 

of the circle. 

AE e 
-  frviQ    4a2b3(l-v2)  /-, , 5 . .._. 

1 -  -JGdS '-  e(l + -JE) (15) 

Comparing (15) with (12) we have 

AE       - AE      - 3 'J^eMl-v2) n,v ^ellipse  AEcircle " 2  Y  (16) 

The strain energy released by the ellipse is smaller than that 

of the circle for the same area of crack, showing that some of 

the stored energy is retained in the additional line length of 

the ellipse. 

Writing the excess line length in the ellipse as compared 

with the circle of equaJ area, 

hl  = Ellipse " * = Ä mbea <17) 

We note that both the excess energy and excess line length depend 

upon the square of e, and we can thus define a line tension. 

£= 
AEellipse"AEcircle M 8o

2b2(l-v2) (18) 
A£ TTY 

This result must be interpreted before it can be applied 

to the kink problem because one does not know in that case what 

value to write for b.  However, the results, (18), are under- 

standable on the basis of another argument which, though more 

qualitative, allows ors to transfer (18) to the kink problem 

directly. 
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If we have two crack configuraUons in wh^h one con- 

figuration differs only in a local region fro. the other, Fig. 5, 

the far fields of the two configurations will be the same. 

However, the measure of the difference in elastic energies of the 

two can be estimated by comparing the integrated strain energies 

over the regions where they differ.  Thus (Fig. 5), 

AE = JWjdV - fw2dV 

* Ji I ifc 2™ är d!i1   - k j *L 2vr  dr d£2 

.   B 2^ K2Äk ^k 

2  2 
TTU k    k 19) 

0 

in this expression, ^ is the length of the kink, whioh is aiSo 

the radius over which the volume integral is taken around the      U 

orack line, 4^ is the differenoe in line length between the       f] 

two orack configurations, and R is the tot.! linear dimension 

of the cracked region. „e have used the K appropriate to a        [ 

penny shaped crack line of radius R. The crack line tension 

is then roughly 

£ = M ~ 2a2iuk  4p2RVn-v) 
AA     W ^Y (20) 

Equations ,20, and (18, are seen to he essentially the sa.ne if 

we make the physically reasonable assumption in (18, that the 

dimension of the kink is the diameter of the circle in Fig. 4, 
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I] \ = 2b.  »,. ,20, i, now an equat.on ^.^ ^ ^ ^^^ ^ 

general kink configurations. 

U 

U 
Kink Energy 

We now wish to e«3fima*-ö +.v.« i • , ro estimate the kink energy in the terms of 
the last section. We wrU-« *-uÄ ~i ^■ 

«• write the elastic energy to form the kink 

from the straight line from Eg. ,5) in the form 

'^el'kink " -/G dS (21) 

«here the integral is over the surface generated „hen the kink 

is formed from the straight crack, w. have already noted that 

(21) is a functional of the total shape of the kink line and 

the external geometry, „e have also remarked how the .Shelby 

approximation leads to unphysical results, and that the orack 

line shows some of the attributes of a line tension.  We are 

thus led to postulate an approximation to the complicated form 
(21) by 

'^'Xin.e " -"oj« ^C^^Sight crack 

=0 1. the strain energy release function for the straight orack, 

and C  1S an appropriate line tension. 

We find, however, that this approximation is very tenuous. 

Tt can lead to inaccuracies „hen both area and length ohange are 

of the same order of magnitude in some geometrica! parameter. 

For example, for the ra^^ nf  *.u       •  , 
or tne cast, of the circle which is increased in 

radius from r to rll  + «M  4-K« ^ r(l + e), the correct result does not involve 
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AE, :kink =   (2Yo"Go)äA + ^6£ +   |ri(l-cos2Try/a)dü (23) 

Go  =  2Y0  +  9 (24) 

6Ä = 2a 
si? Q/2 
sin2e 

. 

a length change contribution in the first order of e.  However, 

when configurations are being compared which have the same area, 

line tension-like forces come into play in higher order which 

straighten out the crack.  In our use of (22) we shall be careful 

to keep the effects of first order area changes and higher order 

length changes separated. 

The total crack energy change with a kink is from (5) 

now written 

Because our estimate already contains a considerable degree of 

approximation in the use of a line tension, we shall consider 

only saw-toothed kinks because of the simplicity of the calcu- 

lations, as shown in Fig. 6.  We shall also assume that the 

crack is near its Griffith equilibrium depth, y , where 
y 

\ 

and where g represents a small increase in K over the continuum 

equilibrium value.  In this case, we are once more dealing with 

a situation where the line tension is the major terra, and we 

shall use the line tension value calculated in the last section, 

Eq. (20).  Equation (23) becomes 

AE = -g6A + £6i  + jayid-cos &Ä)d£ (25) 

ÖA = a2 cot9 
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jj        in terms of the parameters shown in Fig. 6.  Also, 

t  = 4a2R(l+v)  a    ^ oa 

^ sine "' iTEe (26) 

jj        where we have related the crack size to the 

by the Griffith relation.  Then 

. 

surface energy 

AE = -ga2 cote + 4Y a2 sin29/2 + Zyia2 
'o   sinze + sine (27) 

Finding the minimum kink configuration, ^(AE) = 0 gives 

Xi. . sin9 _ .sin2e/2     g_ 
Y0  cose   "ilnS  + 2Y0cose (28) 

The expressions for AE and I± both contain the external 

stress in the form g, and thus give the dependence of the 

activation energy on the external .tress.  For small angles, 

and in the limit g « Yl we have 

Yo   4   2Y0 (29) 

AE ^ 4Yoa
2(l + ^) - 3|i u     4   e 

For large angles, of course, the limit becomes 

AE . Yla
2 - ga2 (30) 

In the limit of small external stresses, the expected 

linear behavior on stress is obtained with an effective acti- 

vation volume as given by (29). For larger stresses near the 

point where the activation energy for kink creation is cancelled 
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by the stress activation, the stress dependence is quite compli- 

cated.  This is of course also just the region where the line 

tension approximation breaks down. 

The expression for the kink energy then derived does 

not vary significantly from the value 

AE - Yia2 (  j 

as the equilibrium shape of the crack varies from smooth to 

abrupt. 

These results indicate that crack creep should be 

observable in the cases where lattice trapping is important, 

and qualitatively confirm the earlier picture that during the       j| 

creep regime, the activation energy of the creeping crack do- 

creases as the crack moves through the trapping region giving 

rise to an acceleration of the crack as a function of time. 

Conclusions 

We have shewn that the concept of line tension as applied 

to cracks in solids is not as useful as it has been in the theory 

of dislocations. Although cracks do have a distinct tendency to 

wipe out regions of high curvature relative to straighter regions, 

the effective line tension is not easy to separate from the crack 

extension force term which is an area dependent term.  Neverthe- 

less, we have found an approximate and intuitively handy line 

tension expression to use in cases of near equilibrium where the 

area terms are small.  m this case, the crack line tension force 

I 

. 
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is proportional to the extent of the kink region itself in an 

intuitively reasonable way. 
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Figure 1.  A kink in a crack line on an atomic substrate. 
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Figure 2.  Coordinate system used for describinq the 
expansion of a crack. 
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Figure 3.  Initial and final crack configurations for 
Eq. (4) . 
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Figure 4.  Expansion of a circular crack into an elliptical 
crack whose minor axis equals the radius of the 
original circle. 
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Figure 5.  Local excursion of a crack with integration 
volumes indicated referring to Eg. (19). 
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Figure 6. Schematic sawtooth kink with parameters as used 
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RANDOMNESS AND WAVE PROPAGATION IN 

INHOMOGENEOUS MEDIA 

J. A. Krumhansl 

Abstract 

The study of elastic wave propagation in composite media 

has led to the development and application of various methods 

of analysis appropriate to periodically inhomogeneous materials. 

In general these methods cannot be extended exactly to randomly 

inhomogeneous media.  Nonetheless, some progress has been made 

during recent years in the analysis of electromagnetic waves 

in random media, and in solid state physics in the description 

of disordered materials.  It appears that these methods can be 

used for disordered composites; this paper will survey the methods 

and indicate a few applications. 
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RANDOMNESS AND WAVE PROPAGATION IN 

INHOMOGENEOUS MEDIA 

J. A. Krumhans1 

I«      INTRODUCTION 

The study of composite materiais has provided an oppor- 

tun. ty for participants from „any discipiinary back9rounds.  The 

probie. of wave propagation in the eiastic limit is a case in 

pornt.  The sciid state physicist has deait extensively with 

W.V. propagation in periodically homogeneous media (this is the 

essence of describing electron motion in crystal lattices, and 

has developed powerful formal and approximate methods to deal 

wrth such problems. This background has been of advantage i„ 

the study of elastic wave propagation.  However, one is soon 

reminded that the vector fields of elasticity reguire consider- 

ably more care mathematically than is characteristically true of 

scalar Schrodinger waves, and finds that the continuum mechan- 

i=i« faces formideble difficulties „hen attempting to develop 

computationally or descriptively practical methods to deal with 

real situations. 

Fortunately, in periodically inhomogeneous elastic media 

reasonable progress has been made during the last few years 

toward development of methods similar to those used in solid 

state physics. 
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U ThUS e"c°«aged, and with the concurrent activity by 

Physicists on disordered (either substitutionaily or struc- 

U        turally, .ater.ais, it see.s timely to consider whether methods 

j|        found useful for describing electron and vlbrational waves in 

disordered media can be annli^ + t cm oe applied to elastic wave propagation in 
disordered composites. 

This paper suggests how this approach might be so de- 

veloped.  It Is only a beginning, we hope that it will lead to 

future applications,  it is likely that certain general features 

of wave propagation in random alloys - at least for homogeneous 

randomness - will aiso hold true in disordered composites. 

References tor background are to be found 1„ mechanics,' mathe- 

matical physics,2 and solid state physics.1'» 

There are two different physical limits, depending on 

whether the effective wave length of the "average wave» one 

studies is much larger than the seal» H ,  . 
cne scale (i.e., correlation length) 

of inhomogene!ties, or vice versa.  I„ the for.ner case a „ell 

defined average wave propagates, with damping, in the latter 

case, a iocal ray approximation can be expected to lead to 

diffusive scattering. 

Two types of disorder may be encountered: The medium may 

have periodic gaometric structure but the material parameters 

(e.g., fibers, vary randomly from one unit cell to the next. 

More generally, also much less tractable, the geometric structure 

may not have long range order, and is only readily characteriz- 

able by a helrarchy of correlation functions. To the writer's 
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knowledge, at least in the literature of solid state physics, 

only recently have any partially successful analyses5'^ been 

carried out on this latter case (frequently called "amorphous 

disorder" to distinguish from "substitutional disorder"). 

Finally, one must remember that the case of disordered 

composites requires an extension of the discussxon of weak 

fluctuations from a uniform medium; that is, one is already 

starting out with significant periodic variation of material 

parameters in the ordered composite, and randomness is then 

added to the problem.  Thus, for substitutionally disordered 

composites we substitute Fourier-Floquet methods for Fourier 

plane wave methods.  No such simple extension is possible for 

amorphous disorder which is the principal reason for the diffi- 

culty already noted,  m the present paper, formal considerations 

will be confined to substitutionally disordered composites, based 

largely on methods used in solid state for substitutionally dis- 

ordered alloys. 

11•     OUTLINE OF GENERAL FORMALISM 

The statement of the dynamics of atom motion in solids, 

linear elastic waves, electromagnetic waves, and electron waves 

can by suitable representation be cast in the form 

A A /v 

L(J) = T4> + F 

where £ and T are linear operators, spatial and temporal respec- 

tively, and * is a field; the field may be scalar or vector, 
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:j        L  and i  „in be appropriate dyads, and F I. a «eneraiizad applied 

force,  ^e description of physicai phenomena is obtained from a 

U       knowledge of the fields ♦, and the »spectru™» of the operators 

^       The operator .anipulations will he defined later, in the context 

of applications at hand- 1^^ i4- K« ^ nana, let it be presumed at this point that 

jj        standard operator algebra is legitimate. 

The operator J usually has a simple form (e.g., p(x,9V 

92t2), so we take advantage of the linearity to construct so- 

lutions 

1: ♦ (*.-) »i/dae^^.t) (1) 
— 00 

„hence, typically, one obtains the transformed equation 

[L + pU)W
2Jy(a),x) = f{w,x,t = 0) (2) 

where f depends on applied forces and initial conditions. 

Formally this problem is solved by the Green's function v 

(operator) [L + p(x)w
2J- = G,  which satisfies 

[L + p(x)w2]G = ÖU-x') 

where 6  is the Dirac function in a continuum, or Kronecker on a 

lattice.  The solution is obtained by 

V(w,x) = GP 
(4) 

followed by application of equation  i). 

The practical problem, of course, is to construct the 
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Green's function.  The eigenfunctions of L,   enumerated by 

index k, and the spectrum can be found of such a form that 

L u(k,x) = -Akp(x) u(k,x) (5) 

For a uniform medium u(k,x) = eikx (plane waves).  For a 

perfectly periodic medium u(k,x) = aikV (k,x) where v (k#x) 

has the period of the medium, i.e., Floquet solutions, which 

fall into bands (index a) through which the eigenvalues vary 

continuously with k covering a "Brillouin zone."  The X are 
k,a 

real, and ua(k,x) may be orthonormalized: 

Jdxp(x) u*(k,x)uaI(k',x) = ö  .6(k-k') 

I J  dkp(x) uj;(k,x)ua(k,x
1) = 6(x-x1) 

B.Z. 
(6) 

Where ^a' and &&-*')'   «(x-x1) are Kronecker or Dirac delta- 

functions.  From this property transform relations are developed 

f(x) = I  Jdk Fa(k) ua(k,x) 

(7) F (k) = jdk p(x) uj(k,x)f(x) 

which have been applied by Lee et al. in the discussion of 

transients in periodic composites.  The Floquet solutions also 

provide a specific basis for representation of the Green's 

operator in x-space: 

G(x,x';a)
2) = [ jdk ua(k,x) f«^^)-»«; (k,x')       (8) 
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U Although G is useful to obtain the displacement fields 

. 

from initial conditions and applied forces, it also contains useful 

information in itself.  That is, considered as a function of a,, 

G has poles at all of the resonances xj^.  This fact is of use 

even in a randomly perturbed system since the average G.   denoted 

by <G>, by virtue of the linear operation of averaging, still 

contains the spectrum.  Many of the solid state applications of 

this method to both periodic and randomly perturbed periodic 

systems have been carried out in recent years, aided particularly 

by modern computer capability. 

111'    APPLICATION TO RANnnMLY PERTURBED COMPOSITES 

We wish to fird G in a system whose parameters vary in a 

random manner from the periodic cc.posite.  For definiteness one 

may envisage in the following development that we have a set of 

fibers (or layers) whose elastic parameters or density vary ran- 

domly about some average value; thus 

[L+pWu)2] = [Lo+po(x)a)2J + UL+waAp(x)] 

= [Lo+po(x)a,2] - D (9) 

The operator D, describing the random deviation from periodicity, 

would have the form D = |D.(X) with i indicating the ith fiber 

in our illustrative example.  If the variations are statistically 

independent from fiber to fiber then the distribution of D.(x) 

would be given by some single site probability function p.^D )• 
i  i 

if for some processing reason the deviations cf fibers were 
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correlated, a joint distribution p..(D.,D.) would characterize 1
J  ^^  D 

the structure, and so on for higher order correlations.  We will 

restrict considerations to simple statistical distributions.  A 

single site average is then computed by 

<Di> = lPr(Di)Di (10) 

A formal operator algebraic solution for G may be found 

in terms of Go = [LO+POü)
2
 ]"1.  From Eqs. (3), (7), and G defined, 

it follows that 

A   /V /\ 

G =  i~*-  G (12) 
(l-GoD)  

0 

>\    A /\    S\  A* 

G = G^ + G DG^ + G DG DG  +   (13) o   o o   o o o 

G = Go + GoDG (11) 

This equation has the formal solution 

D 
with  the  series  expansion 

:: 

.; 

D 

Equations (12) and (13) arc formally exact solutions, depending 

on convergence (which can be established only by going to a 

definite representation, such as the Floquet basis). 

There are two distinct ingredients remaining in carrying 

on the problem from here: First, ways of solving (approximately 

in almost all cases) the operator equations; second, the deter- 

mination of statistically averaged forms of the Green's function. 

Both of these are needed in actual application, and a series of 
; 

-30- 



 ■ * <ww 

increasingly more realistic approximations have been developed 

for treating random alloys.  The lower order approximations and 

averages can be found as follows. 

From (11) the lowest order statistical approximation to 

<G> = GO + ao <Da> (14) 

is to neglect the statistical non- independence of D and G 

(motivated by noting that many interactions usually occur in G 

before coming back to a previous site) and thus decoupling 

<DG> « <D><G> (15a) 

whence 

<G> - Go 4- Go <D><G> (15b) 

A next higher approximation may be found by collecting some 

more terms in the series Equation (13) 

G + GO + ao[D+£a0D]S (16a) 

with the statistical "decoupling" 

<G> « Go + Go[<D>+<DGoD>]<a> (l6b) 

It is intuitively apparent that while the averaging <D> demands 

the single fiber probability distribution, the next quantity 

<DGoD> will generally require the two fiber probability distri- 

bution (correlation function). 

These are the lowest order of a heirarchy of possible 
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"avrraging-decoupling" schemes, and correspond closely to the 

average wave approximation studied by Karal and Keller.2  De- 

pending on the particular problem, approximations exact to much 

higher order3'" have been developed to discuss the lattice 

vibrations of disordered alloys or electronic properties of liquid 

metals; however, it is not apparent that these specialized tech- 

niques are needed at this present evolution of the analysis of 

composites.  Therefore, let us conclude by putting the above in 

specific algebraic form.  We can generally make one obvious re- 

duction; for statistically homogeneous media <D> is independent 

of site, say <D> = Do, SO one might just as well include Do 

directly in the redefined quantities [L + p cu2 - D I = (G  )'* 
o   'o      o       o   ' 

D - (D-Do).  Then <D-Do> = o, so that Equation (16b) becomes 

(with the redefined G and D) 

<G> - Go+Go[0+ <(D-Do)Go(D-Do>] <G> (16c) 

IV-     ALGEBRAIC RLJUCTION OF OPERATOR EQUATTOMfi 

We continue the example of a composite whose fibers are 

regularly spaced but have randomly varying material parameters. 

Algebraically the operators are generally non-diagonal in x, 

that is, G = G(x,x').  (However, we have made the assumption 

that material operators such as L, p, D are local).  Similarly, 

operator products are generally integral operations, e.g., 

GoDG = Jdx"Go(x,x")D(x")G(x",x') (17) 

whence the operator calculations generally involve integral 
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[j        equations, particularly in x-coordinate space, and the mani- 

pulation of the various equations is not easy. 

If, however, we transform from x-space to a, k space by 

the recipe that an operator A(x,x') transforms 

:. 

U 
||dxdx'po(x) uJ(k,x)A(x,x')ual(k',x')po(x') 

jj =Aot,a';k,k' (18) 

Then, as in Fourier methods, we can sometimes convert the 

J       integral relations to simple algebraic equations.  For example, 

j       from the definition of G^ Equations (7) and (8) it follows by 

orthonormality that 

Goaa';kk' " ^a'6^^')^2-^^)-1 (19) 

This is the usual result - the Green's function in eigenfunction 

representation is "diagonal". 

Next consider <D> in a,k representation.  This is written 

out as (D is diagonal in x) 

<D> ={I_}Pr(D1,D2,...)|dxpo(x)u*(k/x)(|Di(x))uat(k',x)po(x) (18) 

where the {D.} means the set of all values of the random variables 

Di, Da, ... and Pr(D,,D2,...) is the appropriate configuration 

probability.  m this model a particular D.(x) is non-zero only 

in the ith cell; then because of the quasi-periodicity of the 

of the Floquet solutions Equation (20) may be reduced to a sum 

over cell centers X., 
i* 
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<D>  . ^   =<Je
i(k-k,,Xi aa'kk'     ie ^^«skk-* (21a) 

Kk-kMX^ 
<n, ..... ... .> = J e      "1 

I ^"i^aaMck^ (21b) 

Where ^»aaSkk« denotes one of the (random magnitude) integrals 

appearing in Equation (20).  But if the material is homogeneously   | 

random all expectations are the same and the phase sum adds to 

27T 6 (k-k'), whence 

<D> 'an'   kv ' := ^ (k-k1 )d aa   '** aa',k (22)    L, 

D 
dac.',k = 2jIi)Pr(DI)|dxpolx)uJ(k,x,Dl(x)uci.(k,x)po(x)   (23)    jl 

Experience in similar probleras has shown that „intsrbana,. ^ 

a / a' are usually much smaller than for a = ,. , so y,,, Eq_ ^ U 

may be approximated 

<D>ooi',kk' *  fi
aa.«{k-k')d aa,k (24) 

0 
D 

With this changa of representation Equation (15b), taken in V] 

aa', kk« representation becomes diagonal, therefore algebraic,      ^ 

and each diagonal element a = a', k = K' satisfies the relation     | | 

< ^kk = Go,aa,kk + Go,aa,kkdaa,k <G>aa,kk which' finally, 
may be manipulated to the form 

<GWk " ^-^k-Vk^"1 (25) 

The physical interpretation is as follows: First, 
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because of the statistical homogeneity the average wave still 

has well defined k, as expressed by the term SOc-k') in <G>; 

second, to lowest order average the eigenfrequency of the average 

wave is shifted from (X^)* to (X°k + d^^)^ which is a re- 

normalization of the dispersion and therefore of group velocity; 

third, to this order of averaging d^^ is necessarily a real 

quantity so that the average wave is not damped.  In the specific 

case of long elastic waves, because of the form of D, the effective 

elastic modulus does not involve Apco2 as co -> 0, so depends only 

on elastic moduli; similarly the a)2 dependence leads to an effective 

mass depending only on Ap.  Also, note that the averages are not 

simple volume averages but are weighted by the Floquet amplitudes. 

If the same procedure is applied to the next higher order 

approximation. Equation (16c), together with certain material 

assumptions (homogeneous randomness, no correlation of randomness 

between fibers, "interband" terms small) a next higher order 

correction to A^k, denoted by A^ is found.  with these 

assumptions 

(2) r 

The new renormalized dispersion relation is 

<G>  .. = (a)2-X0 ,-d   -A^i-i /T7N aa,kk   ^ A
a/k aa,k  a,k; (27) 

Now, however, a more complete examination of the analytic proper- 

ties of the renormalization is necessary, because the presence 

of Go(x,x;a32) in the definition of A^ introduces a collection 
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^2) =  (2)     (2) 
a,k  pa,k  i »a,k (28) 

:! 

of poles.  This analytic question is intrinsic to perturbation 

theory in a continuous spectrum, and has been discussed in the      (l 

physics literature.'  Here we quote only the necessary result, 

it being net.n that to insure time causality in the Fourier        1 

integral inversion on a) it will be necessary to introduce a small 

imaginary part of w, i.e., „ - to + ie; then it may be shown ^ 

G0(xx;W + i.) can be treated as having analytic real and imaginary  [j 

parts, being effective weightings of the actual poles in G .  In 

particular, the imaginary part is just proportional to the total    Q 

number oi states having frequency a).  Thus, we now find that 

This means that although spatially there may still be an average 

wave of well defined k, it is no longer a stationary state (with    [] 

real u^).  Rather, that particular mode will damp out in time 
(2) 

dUe to Ya,k' whose Physical origin is simply scattering into 

other modes of the same frequency.  The damping in this approxi-    jj 

mation is proportional to the mean square fluctuation of the 

material parameters from the average, and is necessarily non-zero.   [j 

Thus in this and all higher approximations the Floquet wave will 

be damped. 

VI.     SUMMARY AMD INTERPRETATION 

This has been an outline of how formalism used to 

analyze random alloys might be applied to the analogous case of 

random variations in the material properties of fiber reinforced 

J 
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or layered composites.  As a methodology it is a perturbation 

method, which can make use of Floquet solutions already developed 

for an average medium.  This procedure has been much more pro- 

ductive in solid state physics than attempting to analyze differ- 

ential equations with random coefficients, or to make statistical 

approximations to a free energy functional which is then to be 

used in a variational statement. 

We have not made numerical calculations on a model random 

composite as yet, but from experience in the random mass alloy 

expect several results: 

(1) There will be well defined average Floquet waves characterized 

by wave vector k, but in general they will be damped in time. 

(2) The low frequency average wave will be damped least since 

there are fewer states of the same frequency into which it can 

scatter. 

(3) The dispersion relations of the periodic composite are 

shifted.  On closer examination of the perturbation series it is 

found that convergence is slowest near the unperturbed band edge, 

so the most prominent changes in the dispersion occur at the 

band edges - they lose their "sharpness." 

(4) The main point to be stressed is that all in all, moderate 

homogeneous randomness does not destroy Floquet properties in 

the average waves.  Indeed, in analogous problems in disordered 

alloys a band structure is retained, albeit shifted and "fuzzy" 

at former band edges. 

(5) However, some possibly needed information is lost by the 
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procedure outlined.  First, the fiuctuatione from the average 

field and the scattered field have not been discussed much; they 

are important in conserving energy, of course.  Second, the de- 

tailed local variations of displacement, stress, and strain are 

not examined explicitly «hen studying the average Green's 

function, to the extent that these may determine peak stresses. 

Plastic flow, and failure, further information is needed.  To 

lowest order one might consider the average wave as an xnitial 

condition and look in detail at the stresses within one perturbed   [ 

cell; interactions between material variations between cells are    j 

likely to be much smaller. 

(6)  Lastly, the formalism above reduces in the case of a ran-      f] 

domly perturbed homogeneous medium to simple Fourier representation 

of the Green's functions and operators.  As such, the low order 

approximations discussed above are equivalent to those of Karal 

and Keller. 
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THREEFOLD COORDINATED MODEL STRUCTURE 

OF AMORPHOUS GeS, GeSe and GeTe 

A. Bienenstock 

Abstract 

The black P structure is presented as a model for the 

structures of amorphous GeS, GeSe and GeTe.  It is shown that 

the short interatomic distances, low near neighbor coordinations 

and high covalencies of the amorphous materials, relative to the 

crystalline, can be rationalized with the model.  When scaled to 

the near neighbor interatomic distances in the amorphous materials, 

the model yields satisfactory agreement with the observed position 

and area of the second neighbor x-ray radial distribution function 

peaks.  The model predicts:  (a) A first neighbor peak area for 

GeS which is significantly different from that predicted by the 

random covalent model, (b) phase separation in certain composition 

regions which, for the Ge-S system, should be observable by means 

of transmission«electron microscopy and (c) differences between 

the valence band densities of states associated with this and the 

random covalent model which should be observable with photoemission 

experiments. 
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THREEFOLD COORDINATED MODEL STRUCTURE 
OF AMORPHOUS GeS, GeSe and GeTe 

A. Bienenstock 

I.      Introduction 

i 

i 

i 
i 

Considerable attention1-" has been directed recently 

towards understanding the atomic arrangements in the amorphous 

compounds GeS, GeSe and GeTe.  Both the interest and the diffi- 

culty arise from the fact that the short range order in these 

amorphous compounds is quite different from that in the corres- 

ponding crystals. 

Radial distribution studies show that the nearest 

neighbor distances in the amorphous materials are 0.2 to 0.3A 

less, and the coordination numbers are significantly lower than     I 

those in the crystals.  The crystals are all commonly described 

as distortions of Oie rock salt structure.  As a result of the      l 

distortions, each atom has three neighbors which are separated 

by a distance which is slightly less than or equal to the sum 

of the ionic radii.  Three further nearest neighbors are separ-     [ 

ated by distances which are a few tenths of an A longer.  In 

the amorphous materials, the nearest neighbor interatomic dis- 

tances are well described by covalent radii. 

The more covalent nature of the amorphous materials is 

also shown by X-ray photoemission (ESCA) studies5 of the { 

I 

I 

I 

I 



U       crystalline compounds and some amorphous alloys in the Ge-Te 

system, including amorphous GeTe.  These studies show that the 

U       core levels of germanium are 1 to 2 eV deeper in the crystalline 

compounds than in the amorphous materials.  This result h^s been 

Interpreted as corroborating the larger ionicity of the crystalline 

materials. 

The difference in bonding is also demonstrated in the 

fundamental band gaps6 of crystalline and amorphous GeTe.  In 

the former, the gap is of the order of 0.2 eV while in the amor- 

phous compound it is approximately 0.8 eV. 

Because of tne above mentioned dissimilarities between 

the crystal and amorphous phases, structural studies based on 

radial distribution techniques have remained ambiguous.  Two types 

of models have been proposed.  In  he fivst, every germanium is 

surrounded by three chalcogens and each chalcogen is surrounded 

by three germanium atoms.  This coordination is consistent with 

the area of the first radial distribution function peak.  Another 

model which yields consistency with that area is the random co- 

valent model1.  m this model, each germanium is coordinated by 

four atoms and each chalcogen with two, in accordance with the 

8-N rule.  The degree of chemical ordering beyond this structural 

ordering is assumed to be zero.  That is, the system is assumed 

to be a random alloy. 

The random covalent model has enjoyed a great deal of 

popularity since its inception.  It has been shown to predict 
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with great accuracy the peak areas of radial distribution functions 

for alloys in all three of the germanium-chalcogen systems.  It 

also provides structural justification for the Mott model which 

explains the small impurity effects in many semiconductors.  That   U 

is, the conductivities of many amorphous  emiconductors are ex- 

tremely insensitive, relative to those of crystalline semicon- 

ductors, to the presence of many impurities.  Mott proposed that 

these impurities are coordinated such that their covalent bonding 

requirements are satisfied.  As a result, they do not contribute    11 

donor and acceptor states and do not, therefore, appreciably in- 

fluence the conductivity.  The random covalent model is then merely 

an extension of Mott's picture to concentrated alloys. 

Another feature of the model which is attractive is that 

it provides a structural picture for homogeneous amorphous alloys 

over the entire germanium-chalcogen composition range.  For reasons 

discussed below, one would anticipate phase separation in certain 

amorphous alloys if the threefold coordinated model is appropriate 

for the compounds.  Such phase separation in Ge-Te alloys has been 

searched for by a few groups without success. 

Attempts to interpret existing data in terms of the three- 

fold coordinated model have met some problems.  Betts7, for in- 

stance, noted that the As-like crystalline GeTe structure could 

be distorted further from the rock salt structure to obtain a 

threefold coordination similar to that in the amorphous material. 

Areas of second neighbor radial distribution function peaks cal- 

:: 
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culated from this model were, however, very much lower than those 

measured.  In addition, if one views the crystalline materials as 

already being threefold coordinated, it was difficult to under- 

stand why the nearest neighbor distances in the amorphous materials 

ire so much shorter than those in the crystalline and the amorphous 

materials appear so much more covalent than do the crystalline. 

Nevertheless, it should be noted that the first neighbor peak areas 

associated with radial distribution functions of alloys containing 

between 33 1/3 and 50 percent germanium are always consistant with 

a model in which the alloy is phase separated into a dichalcogenide 

with the Si02 atomic arrangement and a threefold coordinated mono- 

chalcogenide. 

The purpose of this paper is to present a threefold co- 

ordinated model which is consistent with the data published thus 

far.  The paper begins with a detailed study of the crystalline 

GeS and GeSe structures.  An attempt is made to explain the unusual 

atomic arrangements in these crystals.  Then, a threefold co- 

ordinated model of the amorphous materials, which uses the first 

neighbor peak positions and then predicts second neighbor peak 

positions and areas is presented.  In addition, a rationale for 

the shorter interatomic distances in the amorphous materials is 

presented.  One consequence of this model is that one would an- 

ticipate phase separation of alloys containing between 33 1/3 

and 50 atomic percent germanium.  A discussion of why this phase 

separation cannot be observed in germanium-tellurium alloys, as 

well as a suggestion of a better system to study, are presented. 
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In addition, it is shown that careful radial distribution studies 

of the amorphous germanium sulfide should also serve to distinguish 

between the two models.  Finally, it is suggested that one would 

anticipate quite different valence electron energy structures for 

the random covalent and threefold coordinated models.  These are 

analyzed in some detail.  It is shown that studies of valence 

electron photoemission should serve to distinguish between the 

two models. 

. 

:. 
II.    The Crystal Structures of Black P, GeS and GeSe 

Although the structures of GeS and GeSe are commonly 

described as distortions of rocksalt, they are considered here, 

with SnS and SnSe, to be distortions of the black P structure, as 

noted by Rawson8.  All are built upon tetragonal lattices whose 

unit cell dimensions are listed in Table 1.  It should be noted 

that the b and c axes of all five materials hardly differ, while 

the a axis increases steadily with incr .-asing average atomic size. 

The dimensions of the isomorphic SnS and SnSe structures are also 

shown. 

Figure la shows the structure of black phosphorus in 

projection along the a axis, as determined by Hultgren et al9. 

The x coordinate of each atom is also shown in the figure.  The 

structure consists of double layers stacked along, and in pairs 

of planes which are perpendicular to, the c axis.  A single double 

layer is represented by the atoms denoted 1-2-3-4-5-6.  In keeping 

with the 8-N rule, each atom is threefold coordinated, with an 
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average separation of 2.18A. Atom 4, for instance, is coordinated 

by atom 3 and by two atoms, with x equal to 0 and 1, denoted by 5. 

The single and double lines connecting atoms are used to represent 

the single and double coordinations, respectively. 

The adjacent double layer is represented by atoms 7-8-9- 

10-11-12.  The interlayer bonding is rather weak, as is evidenced 

by the shortest interlayer interatomic separation of 3.68A. 

Despite the large interlayer separation, black P is a high 

pressure structure.  Hultgren et al. address the question of why 

this high pressure form doe.: not take on the As structure.  They 

state, "A good reason is that the black phosphorus structure is 

clorar packed than the arsenic structure and so is favored by the 

high pressure under which black phosphorus is formed.  If phosphorus 

assumed the arsenic structure, retaining the bond distances and 

angles of black phosphorus and also the closest distance of approach 

between atoms in different layers, it would have a density of only 

2.44 instead of 2.69."  This fact becomes important below when the 

large areas of the amorphous chalcogenide second neighbor radial 

distribution peaks are considered. 

Figure lb shows the same projection of the Gei^ structure, 

as determined by Oka.aki10.  This structure is similar, but not 

identical, to the black P structure.  The double layers are dis- 

torted so that the atoms no longer sit on pairs of planes perpen- 

dicular to the c axis.  While the threefold coordination of, say, 

Ge atom 4 is still evident, the distortion tends to reduce the 

intralayer bond angles so that the two Se atoms denoted by 1 are 
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Significantly closer to, and the two Ge atoms denoted by 2 are 

significantly further from, Ge atom 4 than they would be if the     \\ 

simpler black ? structure were maintained.  This distortion of 

the layers also has the effect of moving Se atom 12 closer to Ge 

atom 4 than it would be in the black P structure.  As a result, 

there are three short near-neighbor separations of approximately 

2.57A and three long near-neighbor separations of approximately     |j 

3.33A.  The corresponding separations for the other crystals with 

this structure are summarized in Table 1.  The net effect is to     Ö 

distort the black P structure into one which is closer to rocksalt.  - 

Nevertheless, the basic threefold coordination associated with an 

average of five electrons per atom is apparent from the ratio of 

short to long near-neighbor separations.  Evidence in support of 

the position that the structure should be viewed as closer to that 

of black P than NaCl is contained in the fact that the two "second   • 

neighbor" Ge atoms represented by 9 are closer to Ge atom 4 than 

is "firtr. neighbor" Se atom 12. 

On the other hand, there is considerable evidence that 

the bonding has an appreciable ionic component.  The short near- 

neighbor distances are very close to the sum of the ionic radii, 

as shown in Table 1, and •»• 0.2-0.3A longer than the sum of the 

covalent radii.  The ESCA study^ mentioned above also indicates 

a higher ionicity than that found in the amorphous materials. 

One can see the origin of this ionicity by startin. GeSe in the 

black P structure and allowing it to distort.  We present this 

:: 

n 
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U       exercise because of the potential insight it yields for under- 

standing amorphous structures. 

TO construct GeSe with a black P structure, an average 

of five electrons per atom must be obtained. This means the 

creation of Ge" and Se+.  As a result, the p^ bonding is appro- 

priate and the black P structure can be obtained.  Because, 

however, of the stronger attractive potential of the Se, the 

center of gravity of the bonding electron cloud is closer to the 

Se than the Ge, so that the Se is effectively negatively ionized, 

as would be expected from simple chemical arguments and is demon- 

strated by the ESCA studies.  This situation is, of course, quite 

analogous to that of Ill-v compounds with the zinc blende structure. 

With the effective ionization, however, the Madelung con- 

tribution to the cohesive energy is increased if the number of 

oppositely charged near neighbors increases, and the distance to 

similarly charged near neighbors is increased.  Hence, the dis- 

tortion is obtained.  With this distortion, however, we can expect 

a further movement of the valence electrons towards the chalcogens 

and away from the Ge atoms to obtain a further increase of the 

Madelung contribution to the cohesive energy, and corxespondingly 

a decease in the distance between atoms 1 and 4.  The distance 

between atoms 4 and 5. on the» ni-hor- u*** D,  on tne other hand, increases to something 

closer to the sum of the ionic radii. 

In support of this picture, it should be noted that the 

a lattice parameter of GeS and GeSe is almost exactly the appro- 

priate ionic chalcogen diameter, which would be expected from the 
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ionic picture of the structure, since this axial length is de- 

termined by anion-anion contact.  In the Sn salts, however, a 

is larger. 

III.   Model Structure for the Amorphous Materials 

As indicated above, the radial distribution functions 

of the amorphous materials differ significantly from those an- 

ticipated from a microcrystalline model.  The features which 

must be explained can be summarized as follows: 

a) The nearest neighbor distances are 0.2-0.3A shorter than 

those in the crystal and are well described by covalent radii. 

b) If it is assumed that every Ge is surrounded by chalcogen 

only, and every chalcogen by Ge atoms only, the coordination 

number is 3. 

c) The crystalline long near-neighbor separation is always 

close to a minimum in the amorphous rdf.  That is, a very few 

atoms in the amorphous materials are separated by that distance. 

Instead, the seconrl maximum in the rdf occurs for separations 
o 

which are about 1A larger. 

d) The area of the second rdf peak is large, indicating high 

"second neighbor" coordination. 

To explain these features with a model which is based on 

the crystalline structure and threefold coordination, we assume 

that the basic double layer structure is maintained an the 

amorphous materials.  Given this assumption. It is then necessary 

to explain why the same basic coordination leads to ionic bond 
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[J        distances in the crystailine materiais and covalent in the 

amorphous. 

We have noted, in Section II, that the coordination must 

j be fairly high to support ionic bonding.  That is, if the co- 

ordination number were only 3, we would anticipate a primarily 

covalent p3 bonding scheme.  The further ionicity arises because 

atoms like number 1 of Fig. lb are long near neighbors of atoms 

like number 4.  m terms of the basic layer-like covalent bonding 

scheme, however, atom number 1 is a third neighbor of atom number 

4.  Even if we did not have the radial distributions of these 

amorphous compounds, experience with vitreous Si02 and Ge would 

tend to indicate that it would be extremely difficult to maintain 

; such a correlation of third neighbor distances in the amorphous 

materials.  The absence of the long near neighbor pe.k in the rdf's 

of the germanium monochalcogenides indicates that this third 

neighbor correlation is not maintained. As a result, the near 

neighbor covalent bonding predominates the bond distances are 

;        short with respect to the crystal.  Hence, the basic double layer 

structure is capable of dealing with points (a), (b) and (c) of 

the first paragraph of this section. 

This leaves the rdf second neighbor peak positions and 

areas to be explained.  In a system of this complexity, where 

the crystal cannot give reliable guidance, there is considerable 

arbitrariness about any detailed model.  It seems appropriate 

to this author, therefore, to take the simplest possible model 
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and determine the extent to which it is consistent with obser- 

vations.  It is reasonable, therefore, to determine whether the 

double layer arrangement of black P can account for most of the 

atomic correlations in the second neighbor peak. 

To determine if the basic double layer structure of black 

P can account for the second neighbor rdi:  peaks of the compounds, 

we have assumed that the bond angles in the latter are identical 

to those in black P, so that all intralayer distances scale like 

the nearest neighbor distance. 

Table 2, therefore, presents a list of all interatomic 

distances in black P of less than 7A, in its first column.  Each 

of these distances has been multiplied by a constant for each 

compound to obtain the corresponding distances in the model of 

the compound.  That constant is fixed to yield the correct average 

nearest neighbor distance presented by the rdfs.  The distances 

so obtained are presented in the second through fourth columns. 

The fifth column indicates through the signs, = and ^, whether 

the associated pairs of atoms in the compounds are of the same or 

different atomic species, respectively.  The sixth column presents 

the number of atomic pairs, for a single fixed central atom, at 

the associated distance.  Finally, the seventh through ninth 

columns present the contribucion of that pair to an X-ray dif- 

fraction rdf peak area. 

The intralayer distances in black P fall into relatively 

distinct groups which are, therefore, also characteristic of the 

model compounds.  Three neighbors form the first rdf peak at 2.19A. 
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Then,   there are  sets of  closely spaced distances  from 3.31  to 
o 

4.38A, consisting of 13 pairs.  The remaining pairs are relatively 

evenly spaced, starting at 5.16A and extending to 6.62A.  All 

other pairs have separations over 7A.  The corresponding scaled 

results for GeTe may be compared directly with the rdf of Betts 

et al.1, which shows a peak at 2.6A with an area of 5100±500 

electrons2.  The distance has, of course, been scaled to be equal, 

and the calculated area of 4992 is in good agreement with experi- 

ment.  The rdf also shows a second peak which extends from approxi- 
O - 

mately 3.3 to 5.5A, has a maximum at 4.2A and an area of 27,500 

±1500 electrons2.  The calculated areas from the pairs which ex- 

tend from 3.93 to 5.20Ä is 23,232 electrons2.  At first inspection, 

this agreement appears too poor to allow further consideration of 

the model.  It should be noted, however, that this range is pre- 

cisely that in which one would anticipate interlayer contributions 

from the next double layer on the side of the central atom.  The 

area which would have to be accounted for from such interlayer 

contributions is 4268±1500 electrons2, which could be contributed 

by less than three such neighbors in the range.  Since this is a 

quite reasonable number, the area agreement is not bad.  The dis- 

tribution of distances is a bit more troubling.  The rdf shows a 

smooth maximum at 4.2A, while the calculation predicts one peak, 

with 8 pairs involved, centered at approximately 4.03A and another, 

with five pairs involved, centered at approximately 4.96A.  There 

is no trace of a resolution of the two peaks in the rdf.  This 
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shows clearly the inadequacy of such a simple model.  While it 

is giving reasonable agreement for the total area, it does correctly 

predict the details of the interatomic distances.  This is, of 

course, to be expected, since the model has completely neglected 

the distortions of the layer structure which are likely to take 

place because there is a partial ionicity necessarily present and 

because the layers are part of a, amorphous structure.  In addition, 

the model gives no detailed information about the interiayer con- 

tributions. 

Nevertheless, the work presented thus far does place the 

threefold coordinated model on at least an equal footing with the 

random covalent model.  Hence, one must search out methods of dis- 

tinguishing the two models.  Some suggestions are presented below. 

Iv«    Radial Distribution Studies 

It has been shown by Betts et al.11 that it would be 

virtually impossible to distinguish between the random covalent 

and threefold coordinated models for amorphous GeTe on the basis 

of the near neighbor X-ray diffraction rdf peak area because of 

the extremely high accuracy required.  This statement is also 

true for amorphous GeSe.  These authors note, however, that a 

neutron diffraction rdf on GeTe could succeed.  Unfortunately, 

it would be quite difficult to produce enough sample for the ex- 

periment.  It should be noted, however, that the situation is 

somewhat different for amorphous GeS.  Here, the random covalent 

and threetold coordinated models predict X-ray rdf areas of 1920 
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y        and 1536 electronsS respectively.  These should be distinguishable 

Unfortunately, so such rdf has yet been published. 

The closest thing to it is an X-ray rdf^ on a sample of 

composition Ge#42S>58, for which the peak area is 1647 electrons^. 

A phase separated model, in which the two phases are assumed to be 

the threefold coordinated GeS and a GeS2 phase with the vitreous 

Si02 structure, predicts an area of 1456 electrons
2.  Hence, that 

work would tend to indicate that the random covalent model is more 

appropriate.  It should be noted, however, that the negation of 

the threefold model depends on an assumption about the nature of 

j the phase^separated species.  It would be more desirable to have 

an rdf of the pure compound. 
t 

V«     Phase Separation 

I The random covalent and threefold coordinated models appear- 

quite different in their predictions with respect to phase separa- 

tion.  The random covalent model is able to accommodate all co.- 

j   ''     positions with ease.  The threefold coordinated model, though, 

depends ou  having an average of five valence electrons per atom. 

| Hence, one would anticipate small solubilities of either Ge or the 

chalcogens in the amorphous compounds, and phase separation for 

appreciable deviations from stoichiometry. 

j Verhelle and Bienenstock12 have searched unsuccessfully 

for such phase separated in amorphous films of the composition 

Ge.46Te.54-  These studies involved transmission electron 

microscopy studies of sputtered films in both the unannealed and 
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annealed states.  As a resuH- «# 
result of more recent studies^ of the 

densities of such fiimS/ however/ it _ ^ ^ ^ ^ 

electron densities of amorphous CeTe and GeTe2 differ by l€.a 
than 1.3%.  As a result  H«.*! 

result, Uttle contrast would be expected in 
transmission, even If such seoar^i^ 

n separation were present.  A similar 
situation Is anticipated for the Co <?« 

the Ge-Se system.  For the Ge-S 

system, however, che situation Is quite different  The 
^-Li-j-erenz.     The densities 

of amorphous GeS and GeS, are10 1 tiä 
1-624 and ^^ 9«/cc, respectivelv 

These mass densities Imply electron H 
P y electron densitxes which differ by 25% 

of their average.  Hence, the central . 
contrast associated with phase 

separation should be oui«^ ^^ 
quite apparent.  Unfortunately, no .uch 

studies have been performed, to my knowledge. 

It should also be pointed out, however, that replica 

studies of etched, annealed samples of Ge-Se giasses in the 

0 at  • GO range have been performed by Mortyn and Bienenstock^   1 

aswellas^etal.^  m .oth cases, no separation was ob- 
served.  The failnro *-*     u 

mior. to observe separation with repUoas „u.t, 

however, be oonsidered inoondusive. 

in summary, then, it raust ^ ^^^ ^^ ^^ 

ation studies performed thus far do „^ K £ar do not show suoh separation, 
that the systems and technics employed thus ,„ are not 

the most sensitive.  Purther wor. shouid be performed on the Ce-S 

astern using transmission electron microscopy. 

VI.    SiSStroni^structure^^^ 

One technigue which might distinguish between the two 
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|J        typos of coordination is phctoemission. Let us consider the 

differences one would anticipate in the general form of the 

valence band structure for fho r-a»,^^-. uure ror the random covalent and threefold co- 
ordinated models. 

In the random covalent model, the Ge is fourfold co- 

ordinated, so that .p' bonding is appropriate for it.  One con- 

sequence of such bonding is that the atomic gap between the outer 

s and p states essentially disappears.  Kastner", in his analysis 

of bonding states in chalcogenide glasses, indicates that Ge-Ge 

and Te-Te bonding states are at virtually the same energy with 

respect to the vacuum level.  One may anticipate that Ge-Te bonding 

states also lie in this energy regime,  „ence, it seems reasonable 

to assume that all the bonding states will contribute one broad 

maoimum to the density of states, forming the lower energy end of 

the valence band.  The upper end of the valence band would be 

formed by the lone pair Te states.  Finally, the Te s states would 

lie below the valence band, separated by an energy gap. 

In amorphous threefold coordinated GeTe, however, the 

situation is quite different. There are no lone pair Te states. 

Similarly, there is no sp^ hybridization of the Ge valence electrons. 

Hence, one would anticipate a broad valence band representing the 

chemical p« bonding.  Then, isolated and below that would be a 

Ge . band.  Then, well below that, there would be an isolated Te 

s band. 

Such differences in the general forms of the densities of 
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states could be observed bv m*>anQ n# v-.. oy means of X-ray or, possibly ultra- 

violet photoemission. 

VII•   Conclusions 

The rationalization of the short nearest neighbor dis- 

tances, low coordination and low ionicity in amorphous GeSe, 

Gese and GeTe, relative to the crystals, on the basis of a three- 

fold coordinated model nlafo« <-ha+- ™ i i iuuuej. piaces that model on an equal footing with 

the random covalent model.  if the threefold coordinated u.odel ia 

valid, then virtually no evidence that'highly concentrated, dis- 

ordered, amorphous chalcogenide alloys exist.  Their absence is 

not surprising, since they demand near neighbors which show appre- 

ciable electronegativity differences.  Hence, there would be an 

appreciable number of similarly charged nearest neighbors. 

Even this argument, though, must be accepted with caution. 

The transmission electron microscopy work of Chau^hari and Herd17 

indicates that there is no phase separation in amorphous Ge^To^, 

If this is the casr, one would anticipate that there are appro-^ 

ciable numbers of Te-Te pairs in which each Te is also bonded to 

a Ge and is, therefore, slightly negatively charged.  Hence, one 

cannot rule out homogeneity on the basis of this positive Coulomb 

energy.  On the other hand, at these low Ge concentrations it 

would, presumably, be more than cancelled by the negative Coulomb 

energy associated with the Ge-Te pairs. 

At any rate, the lack of conclusive evidence for the 

existence of homogeneous disordered alloys indicates that phase 
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separation or segregation, with complex bonding schemes, rather 

than the simple 8-N bonding, may be mvch  mere prevalent in the 

U        polyatomic chalcogenide amorphous materials than has been assumed 

in most theoretical discussions of their physical properties. 
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TABLE 1. Crystalline Lattice Parameters 

Interatomic Separations 
and 

. 
• 

a b c ri ri' rz 
P 3.31 4.38 10.50 2.18 

GeS 3.64 4.29 10.42 2.58 2.57 2.97 
GeSe 3.82 4.38 10.79 2.57 2.64 3.33 
SnS 3.98 4.33 11.18 2.66 2.77 3.31 
SnSe 4.19 4.46 11.57 2.80 2.84 3.39 
GeTe* 

2.84 2.84 3.16 

*GeTe has a rhombohedral, rather than tetragonal, latti 

r, is the average short near neigh:..^ separation. 

r,' is the sum of the divalent radii. 

r2 is the average long neighbor separation. 

ce, 
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TABLE 2.    Coordination Distances and Numbers in the 
Model Threefold Coordinated Structure 

rp rGcjS rGeSe rGeTe No. GeS GeSe GeTe 

2.18 2.34 2.40 2.59 t 2 1024 2176 3328 
2.20 2.36 2.41 2.61 * 1 512 1088 1664 
3.31 3.55 3.63 3.93 - 2 1280 2180 3728 
3.41 3.66 3.74 4.05 ^ 2 1024 2176 3328 
3.43 3.68 3.76 4.07 = 4 2560 4306 7456 
3.97 4.26 4.35 4.71 H 2 1024 2176 3328 
4.15 4.45 4.55 4.93 / 1 512 1088 1664 
4.38 4.70 4.80 5.20 ■ 2 1280 2180 3728 
5.16 5.54 5.65 6.13 H 2 1024 2176 3328 
5.30 5.69 5.81 6.29 H 2 1024 2176 3328 
5.49 5.89 6.02 6.52 = 4 2560 4306 7456 
5.56 5.97 6.09 6.60 H 1 512 1088 1664 
5.78 6.20 6.33 6.86 t 2 1024 2176 3328 
5.80 6.22 6.36 6.88 = 2 1280 2180 3728 
5.81 6.23 6.37 6.90 = 2 1280 2180 3728 
6.01 6.45 6.59 7.14 H 2 1024 2176 3328 
6.46 6.93 7.08 7.67 t 2 1024 2176 3328 
6.62 7.10 7.:.D 7.86 = 2 1280 2180 3728 

In Column 5, the symbols - and ^ arc used to indicate that the 

atoms are of similar or dissimilar species, respectively. 

Column 6 lists the coordination numbers associated with each 

distance.  Columns 7, 8 and 9 list the contributions to the 

area of an X-ray diffraction radial distribution associated 
with each interatomic separation. 
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(a) 

t)   (b) 

O-0«      0"Se     H '* I— 

Figure 1, Projections along the c-axis of the (a) black P and 
(b) GeSe structures.  Solid lines denote nearest 
neighbors.  Dashed lines denote the further neighbors 
of the GeSe structure.  Double lines indicate two 
near neighbors on layers c/2 above and c/2 below the 
atoms to which they are attached.  The numbers 0 and 
1/2 denote the coordinates along the c-axis of each 
atom. 
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PLASTIC RELAXATION VIA TWIST 
DISCLINATION MOTION IN POLYMERS 

J. J. Oilman 

Abstract 

Measurements of the internal friction in polymers ex- 

hibit a spectrum of peaks at low temperatures that are related 

to the plastic behavior at higher temperatures.  This manuscript 

deals with a particular supramolecular defect that behaves in a 

manner consistent with the observ-ions.  The defect is a twist 

disclination consisting of two molecules that cross over one 

another. 

The energies of formation and motion for the twist dis- 

clination are calculated in terms of the width of the twisted 

region, the displacement that is produced by the twist, the 

molecular radius, and the elastic stiffnesses of the molecules. 

The total energy is minimized to find the optimum width and the 

formation energy. 

For motion, to occur dilatations caused by contour modu- 

lations of the molecules must be overcome.  This effect yields 

expressions for the motion activation energy, and the stress for 

non-activated motion. 
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It is shown that molecular bending occurs more readily 

by elastic deformation than by conformation-change deformation 

unless the radius of curvature is less than a critical value 

(of the order of atomic dimensions). 
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J' J. Gilman 

I. 

A nimber of ^ni-;^ „^i 
solid polymers exhibit one or more discrete 

internal friction peaks at low tomoeratn^c ,K , 
temperatures (below about 50oK) 1 

The temperatures at which fhooQ 
whxch these peaks occur indicate that the 

processes causinq th^m ha«»> n 
g them have low activation energies.  The dis- 

crete forms of the o^ak-Q in*4 
peaks xndxcate a relatively small range of 

relaxation times for th^o «- 
these processes.  Therefore, specific geo- 

metric entities must be associated  ith th. r 1 a  lth the relaxations rather 
than regions of general disarray. 

A specific mechanic. 1 relax^i™ « 
relaxation process is discussed in 

this manuscript whose proper-ips ^r-« 

-nts.  This is the t 
e COnS1Stent With the ^i«- 

» the twx.t dxsclination that „as pre„iously de. 

scriheai„thee1asticapproximat1o„byGilmana„aLi2.  Inthis 
Pap« it. properties will be ^^^^^ ^^ a moiecuiar ^^^^ 

COnSider tKO ^-^ ^9 siae by side as ln Figiirc 1 

A. «a.catea hy the end v^,   the ^^^ Ue ^ a piane ^ " 

is inclined at 45° tn i-h^. ^T 
to the piane of the paper.  The actxon of a 

shear.ng stress parallel to the plane of the paper and l'"e paper and perpen- 
dicular to the avoc /-.-P x.u 

axes of the molecules has caused a segment of the 

uppermost molecule to shear into f-h« 
near into the conjugate inclined position 
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Figure 1.  Partial shearing of one molecular chain relative 
to another.  This has created two twist dis- 
clmations of opposite signs. 

-68- 



as sketched in the drawing.  This has created a pair of kinks of 

opposite signs in the molecule.  Motion of these kinks along the 

length of the molecular pair is accompanied by plastic shearing. 

Oscillations of the kinks up and down the two molecules can cause 

cyclic relaxation of an applied cyclic stress. 

Figure 2A shows a single kink configuration.  A displace- 

ment downward of the right-hand half of the configuration yields 

the more symmetric disposition of Figure 2B.  This can be described 

in terms of a twist disclination loop that lies in the vertical 

mid-plane of the twist.  Motion of the disclination loop parallel 

to the molecular pair axis causes plastic shearing to occur. 

A purpose of this paper is to give expressions for the 

energy of formation and the activation energy for the motion of 

the disclination loop.  The starting point is to assume an analytic 

shape for the kinks and then adjust its parameters to minimize the 

energy.  The activation energy for motion is obtained by considering 

the energy fluctuations that will result from the "bumpiness" of 

the contours of the molecules. 

The analytic shape that is assumed is shown in Figure 3A 

and written: 

y(x) = ~ tan-1 (-•) 
TT 'w 

where 6 is the displacement and w is the width of the transition 

region where most of the displacement occurs.  The slope as shown 

in Figure 3B is: 

-69- 



CD U 

0» tt s 
•H   O 
>i U 
H <+-! 

0) T3 
H   OJ 
3 > 
Ü -H 
(U  U 
r-i    Q) 
O -o 

-P 
G 
(Ü 

a 
o 

in 
0) 

u 
1) 

O 
B 

-> -P 
< C 
— 0) 

X) 

^ >i 

H   U 

c i 
■H    >! 

tn 
c 

c •« 
•H   Q) 

Ü 
CO 

•H   OJ 

O 
■M 6 

o 
H 

3 -P 
U  (0 

M 

tn 
H 

4-1 
■H 4J C 
Z Xi O 

4-1  (Ji U 
-H 

ü nJ a) 
-H  ^ > 
-P -P O 
(0 tn XI 
E (ö 
0)  (0 

XI 
u 

fN 

0) 

tn 
■H 
B4 

0) 
CJG 
O -P 

i 

I 

I 

I 

I 

1 

-70- 



(A) 

i 
'S/2 

T 

(B) 

Figure 3.  Analytic descriptio of bend molecules in twist dis- 
clinations: (A) displacement function and definition 
of width; (B) slope which describes angle between 
molecules; (C) curvature function. 
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be approximately calculated.  The terms fch**- M< 11 K v-cu. xua  terras tnat will be considered 
here are 

I 
I 
I 

I 

and the curvature as in Figure 3C is: 

y' (*) = -—■ I (x4xa)aJ I 

Even when w = 6 this curvature is only 1/2.W and therefore rela-    I 

tively small. 

The energy of a kink can be resolved into various terras 

which are at least partially independent of each ether and can      I 

I 
a. elastic strain enerqv of bpnrt-inrr ^>- *.i u  J- c^-yy <JJ: Denamg (or the bending associated 

with molecular conforraation changes). I 

b. strain energy induced by the length increase that occurs in     I 

the transition region. " 

c  orientation energy associated with the effects of changing      j 

the relative orientations of the two molecules 

1. molecular -Interaction changes 

2. dilatation changes 

d.  energy that depends on the position of the disclination 

relative to the monomer units of the molecules f 

1. dilatations 

2. chemical interactions \ 

II•     STRAIN ENERGIES | 

First, consider the elastic strain energy of fixture, 

Uf, if the bending moment is M, the Young's modulus is E, and       ' 

I 



the section modulus im 1 m ***/£  * S  I ~  Trr /4  for a round rod,   then: 
+ 00 

M2
 A dx t   J  2EI 

T1 

°<-l 
and since the radius of curvature, R is gi given by; 

El   fdfy)"1 

33^ 
R'it* U 

the strain energy becomes: 
00 

uf - 2 I ^ . I   fi dx = «VBI f   ^ax 
0 0 T2       J     ■{x2+w2Tir 

0 

but the Integra! equais n/32„S so after substituting for I ^ 

energy is: 

f   32w3 

Next, consider the> ct-T-^-i« iaer the strain energy caused by the change of 

length that is needed to Kin,  an initially straight „olecuae 

The longitudinal strain e, in an element of length is: («-!,. 

but dl^ . dx2 + dy2 so: dX 

The strain energy density is: 

1/2 Ee2 

so the strain energy in an element of length dl is: 

1/2 E£2(7rr2dl) 

-73- 



and the total strain energy in kinked molecule is: 
+ 00 

dx ".■^ll-'i'T-Vc-'rJ 
For W » 6, (dy/dx) is always small so the term in curly brackets 

is approximately, 1/2 (dy/dx)^ and the term in square brackets ^s 

approximately, 1 + 1/2 (dy/dx)2.  Therefore: 
+00 

U    '   T~ I   'dx-'    i J   h   |/^:yt.)    1 ax lß>2[m"&y] 
neglecting the quartic term this is: 

+00 

ü a gjrgwjj j"    dx   ß 3£(r6)
2 

-0 

in order to evaluate the relative importances of these two strain 

energy terms, their ratio is formed: 

ff . 1 (r2) 
Us   12 (wH" 

Since w must exceed r both from the physical viewpoint and from 

the approximations of the analysis, it is concluded that the 

flexural energy can be neglected relative to the stretch energy. 

1II'    ELASTIC VS. CONFORMATIDNAL BENDING 

If relative rotations can occur between segments of mole- 

cules about axes that do not lie parallel to the axes of both 

adjacent segments then a sequence of discrete rotations can result 

in a bent overall shape of the molecule. 

The point at which a rotation occurs will be called a 
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node, and N is taken to be the number of nodes per unit length. 

Let the projection (onto the plane of bending) of the misorien- 

tation angle between two adjacent segments be *.  Then the radius 

of curvature will be: 

R = 0/N 

Now, if the excess energy per rotational node is y, then the 

energy per unit length of conformational bending is: 

U K = ^ cb   R 

On the other hand the energy per unit length for an 

elastic bend is: 

U   = EI = '"Er 1 
eb  R?      4R2 

The two energies are equal for a particular radius of 

curvature: 

R* - H 

so for R >   R* the elastic energy is smaller than the conformational 

energy.  An illustration of the magnitude of R* may be obtained 

by choosing a reasonable set of parameters: 

E = 10^ d/cm2 

r = 10"8 cm 

U  =  2  kcal/mol = 0.13 x lo-12 ergs 

(j) = 7T/6 
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yielding:  R* = 1.2 x lo-8 cm 

Thus the elastic bending energy may be used to describe the 

behavior down to very small radii o:: curvature. 

2(^)   =ü 
dx x=0 ' W7r 

The total misorientation energy may be obtained by inte- 
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IV.     ORIENTATION ENERGy 

The low energy state of a pair of molecules obtains when 

they are in contact with their axes parallel.  The maximum mis- 

orientatxon and hence the maximum interaction energy obtains at 

the plane of the disclination loop in Figure 2B.  Here the mis-     I 

orientation angle is: 

I 
If <lin it  taken to be the maximum misorientation energy (per unit    ' 

length) associated with the maximum misorientation angle, then:     I 

I 

I 

Misorientation energy may be considered to consist of two 

principal terms.  One is the change in the chemical interaction 

energy between the molecules that results from misorientating 

them.  The other is the strain energy associated with the local 

dilatation that occurs as a result of one molecule crossing the 

other.  For the configuration of Figure 2B the maximum dilatational 

strain at x = 0 is: 

eyy = ^ " D = 0-41 



grating along  the  length of  the configuration: 
0 

Hx)   dx 

— 00 

r 
u    - 

0 
+ 00 

w2dx 

o 

2^  ;    TTH^ry = ^w^; 

V.      ENERGY OF FORMATION 

Assuming that the twist disclination interacts only weakly 

with the surrounding medium, except for whatever dilatation it 

causes, its energy of formation can be found by minimizing the sum 

of the strain and the orientation energies. 

The total energy may be written: 

U. = 2U  + U = - + Bw 
t      SOW 

3E 
with:  A = —(r6) ; B = TT^.  Differentiating and setting the 

derivative equal to zero yields an expression for the width, W* 

at which the energy of formation is a minimum: 

To estimate the magnitude of this, i|) can be taken as =Er2/127r 

to that W* -   36.  This indicates that atomically sharp twist dis- 

clinations can indeed be expected to exist. 

The energy of formation, Uf is found by substituting W* 

into the expression for the total energy: 

U. = 2(AB)J5 « 3r6{E^ )35 

f rm 
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I 
which is approximately, ErV/J or about 0.05 e.v. « 1 kcal/mol. 

Therefore these defects can be formed readily at moderate tempera-  | 

If the disclination interacts with the matrix strongly,     ■ 

tures. 

then the elastic energy of the disclination loop must be added 

to Us + üo to get the total energy.  This will tend to increase 

Uf as the temperature is decreased. 

VI.     MOBILITY 

I 
I 
| 

Polymer molecules are not spooth in shape but are "bumpy". 

Therefore the volume of a twist disclination will depend on the     | 

position of its center.  If a coordinate, z defines this position 

then its volume change may be expressed: I 

AV = ^ sin ^i | 

where a and F,  are the period and amplitude of the volume chance,    | 

respectively. 

The strain energy, u., associated with a volume change • 

depends on the size of the volume, Vo and the shear modulus of .| 

the medium in which it occurs: ■ 

u, = ami. ( G j 2       27rz | 
t, 27rV v2TrV  ;   ^     Sln      (-7r~) 

0 o a 

The difference between the minimum and maximum values of this       I 

I 
I 
I 

energy gives the activation energy, u* for the motion of the 

disclination: 
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Ü u* = iZL. 
m  27rV o 

j in the absence of thermal or stress aotivation a twist 

«.cllnation can be movea by an appaied shear stress that „u.!. 

or exceeds the quasi-static stress that resists its motion.  This 

can be obtained bv diff^ron^-i =4.J 
Y differentiating its energy with respect to its 

position.  The force acting on it is: 

ff   = __i =   2G| 
^       dz aV 

o 
jsin   (ill)   cos   (ilijl 

and its maximum value occurs „hen the term in brackets equals 
one-half: 

S   ~ äv~ o 

The aiea associated with thic ^«v^^ ■ 
witn this force is approximately 6w, so the 

maximum reactive stress is: 

m GC2 

aw6V 
0 

or since aw6 * V 

0 

VII DISCUSSION 

in Section V it „as pointed out that the energy of 

formation of a twist disclination loop is small and comparable 

wxth the thermal energy at 40°K so no strong barrier to their 

formation exists and applied stresses will aid their formation. 

Therefore, it is believed that the activation energy associated 
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with the observed internal friction peaks should be associated 

with the motion of a loop. 

From Section VI, the volume change associated with 

motion is: 

2TTU m 

I 
I 
1 
I 
I 

I 

Ge 

Using the experimentally observed value for the activation energy: \ 

Um = 4 kcal/mol = 1.7 x 10~13 ergs together with G = 10i2 d/cm2 

for a typical molecule; and letting the strain be 0.23 (the amount 

associated with a sphere moving from a close-packed position to a 

saddle point) - the volume change is about 3.6A3 or one-fourth the 

volume of a polyethylene monomer unit.  This is a quite reasonable 

value and therefore tends to support the present theory. 

The model described here is consistent with the character- 

istics of this relaxation phenomenon as summarized by Hiltner and   j 

Baer'*.  They state that for three linear polymers (polyethylene, 

polyethylene terephthalate, and polyoxymethylene) the relaxation 

peak is small or absent in specimens quenched from the melt, but 

is enhanced by prior deformation or annealing.  Its activation 

energy is less than 4 kcal/mole; the temperature of its maximum     • 

point is independent of pretreatment; and its width is nearly 

consistent with a single relaxation time. 

Hiltner and Baer1* have proposed a qualitative model based 

on kinks along dislocation lines, but they have not given the 

quantitative features such as the activation energy.  Their model 
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is related to the present one in as much as the dislocation lines 

that they discuss could be constructed by combining twist dis- 

clinations into sets, or by activating the appropriate glide 

processes.  However, because of interactions between the individual 

disclinations such collections o£  twist disclinatJons would be un- 

likely to yield relaxation peaks that would be as sharply defined 

as the observed ones. 
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STATISTICAL MECHANICS OF POLYMER NETWORKS 

H. Reiss 

Abstract 

The conventional theory of rubber elasticity is reviewed 

critically and discussed in terms of a simple gaussian network. 

An approximate theory, based on a variation principle, is then 

introduced and compared with the conventional theory.  It is 

shown that this theory leads to the standard results of rubber 

elasticity when the restrictive assumptions, inherent in the 

conventional theory, are imposed on it.  However, the new theory 

can be more simply extended to nongaussian networks, and several 

methods for achieving this extension are derived and discussed. 

In future work, specific applications of the new method to non- 

gaussian networks will be attempted. 
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I.      Introduction 

The statistical thermodynamics of polymer networks has      i 

been studied for many years, beginning with the theory of rubber 

elasticity.  This theory has been advanced in several variant, 

although similar, forms by Kuhn,1 James and Guth,2"5 and Wall.6 

Many authors have contributed in the interim.  These theories 

have been largely restricted to networks containing "chains" 

whose end-to-end distances are gaussian distributed.  Although 

the James and Guth approach has the beginnings of greater 

generality, all of the methods are usually subjected to certain 

restrictive assumptions.  These are: 

(1) The nonconsideration of intra- (except for short range 

connectivity) and interchain potential energy effects. 

(2) The assumption of an equilibrium distribution of chain 

end-to-end distances in the undeformed state of the 

rubber.  This implies that the network is formed by 

putting together independent chains whose configurations 

are initially equilibrium-distributed. 

(3) The assumption of affine deformation.  This implies that   I 

the vectors connecting the junction points of the network 

deform in the same way as the vectors defining the local 

I 
I 
« 

I 
\ 

I 
I 
\ 

I 

I 
f 
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continuum strain field. 

(4)  The arbitrary imposition-of some macroscopic constraint 

such as maintenance, by the rubber, of constant volume 

during deformation. 

As a result of these assumptions, rubber elasticity is 

reduced in its essentials to the theory of the deformation of a 

single polymer chain; the properties of the network appearing 

only through a factor which accounts for the plurality of chains, 

and because of the assumption of constant volume.  For homogeneous 

tensile strain, the stress proves to be related to strain by 

kTv 
T = v  '   a o 

e (a - ±) . (1) 

Here a is the relative tensile extension 

a = L/L     , (2) 

1 

Ü 
where L is the undeformed length of the rubber, and L the length 

under deformation.  v represents the number of (effective) chains 

per cubic centimeter, V is the volume of the sample, while k is 

Boltzmann's constant and T the temperature. 

More recent technology has found use for polymer networks 

which are definitely nonrubber-like.  These extend all the way 

from polymeric glasses, through composites, to biological media 

such as fibrin clots.  The individual network chains are non- 

gaussian, involve the effects of potential energy in an important 

way, and are usually affected by interchain effects.  Obviously, 

it would be desirable to be able to treat such networks on a 
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molecular basis.  On the other hand, the difficulties already 

encountered with the simple case of the gaussian network indi- 

cates that, for this purpose, a rigorous theory would be out of 

the question. 

S. F. Edwards and K. F. Freed, in a series of joint and 

individual papers,7 have introduced a fresh viewpoint by adopting 

a "self-consistent field" (ECF) approach coupled with abundant 

use of field theoretic techniques.  They seem to be able to 

generate all the old results and promise to generate new ones in 

which many of the above-mentioned restrictive assumptions are 

unnecessary.  Nevertheless, application of their elegant method 

to a real system is bound to be ponderous.  For that reason, it 

is worthwhile investigating cruder techniques (in which the 

approximations are still more well defined than in the usual 

theory of rubber elasticity) which allow an easy treatment of 

important nongaussian networks.  Such techniques are investigated 

below. 

Before proceeding to this development, it should be 

mentioned that Sternstein8 has developed a quasi-macroscopic 

treatment of network structures in which the mechanical properties 

of the individual network elements (chains - in the case of 

molecular elements).  Sternstein's treatment may meet the molecular 

treatment at some intermediate point, and the union of both methods 

may prove valuable.  However, we make no attempt in this direction 

in the present study. 
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11•    Exact Analysis of a Gaussian Network 

It is convenient to deal first with a "small" gaussian 

network whose thermodynamic properties can be evaluated exactly. 

Not only will the results clarify the difficulties associated 

with a full theory of networks, but we shall compare them with 

those obtained from an approximate theory which may be more 

easily extended to more complex systems.  Because we will want 

to diagram some results in a plane, it is convenient, at first, 

to limit consideration to a two-dimensional system.  No increase 

in difficulty occurs on passing to a three-dimensional network. 

If ri  locates one end of a chain in our network while 

r.. locates the other, we shall assume that the probability of an 

end-to-end distance r - ?  such r is fixed and r. lies in dr. 

is given by 

Vlr.-r.Ddr = ^^ e  j  l'        .       ^ 

In this equation, it is assumed that the ij chain consists of 

n^ links, each of which has a gaussian end-to-end distribution 

with a2 the mean square end-to-end distance.  It can be shown 

that the Helmholtz free energy of such a chain, with its ends 

fixed at r. and f., respectively, may, except for an uninteresting 

additive constant (which may, however, depend on temperature), 

be represented by 

i.-r.  I2 

A.-dr.-r.]) = kT{ ^  J       + ^(Trn-.a2)} (4) 
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We shall treat the simple network shown in Figure 1, 
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1 

Figure 1 

in which there are seven chains connected by five numbered 

junction points whose coordinates are r,, r2, r,, rkl   rs.  The 

seven chains have, as respective numbers of links, n12, n2,, 

n2^, nis, nss, n3hf   and n.s-  The network lies in the xy-plane 

so that the various r's have x and y components. 

The probability of a configuration such that the junction 

points lie in the volume element d^d^d^d?^ is given by 

KPi2Pi3p23:
j21.p34P35P45dr1dr2dr3dr,dr5   , (5) 

where K is a normalization constant and the P.. are given by 

Eg. (3).  In fact, substitution of Eg. (3) into Eg. (5) produces,    | 

as an exponent, a sum of two guadratic forms, one in the x's and 

one in the y's.  Since both quadratic forms are identical except    I 

for the substitution of y by x or vice versa, we concentrate on 

the manipulation of the x-form.  This is f 

1 



(X2-Xl)2 +  (X3-X!)
2 +  (X3-X2)

2 +  (X^-X2)
2 

ni 2       ni 3       na 3       n2i» 

jXj^xa)2   (x5-X3)
2 , (xs-xu)

2   * ... 
n3^   + ^TTl   + ^771    ' (6) 

which may be expanded and written in the alternative form 

{ {^ + S^-)«! + (-^ + —)x2} nia  ni3  *    nas   n^s  5 

+ {t^r- + ^- + ^-]x2 + [-1- + -L- + ^_ + _i_]x2 ni2  ^23   nai.  2   Lni3   n23   nai»   nas  3 

+ CK77 + KT7 + ^*l - H77 «!«•- HIT x^x■• _ HTT X!X-) 

+ l- Üt x- ^ + ^x. - 2Si x.) (7, 

We assume that junctions 1 and 5 are held at fixed 

positions (boundary conditions).  Thus, Xi and X5 in Eq. (7) 

are to be treated as constants.  Then the terms in the first 

curly bracket form a constant, Q,     We define the matrix g whose 

elements are 

C22 = C-^ + -^- + -M 
ni 2  n2 3  n21» 

C33 ■ l-r-  + -i- + -1- + -i-] 
ni 3  n23  nsi,  113$ 

C^ = [-1- + -L- + -1-] 
n21»  ns 1,  ni, 5 

C2 3 = C32 = - -— 
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c?.- = c i* 2 - 

C3 i* = Ci» 3 

nzk 

»i» 3 (8) 

and the vector v with components 

2xi vz = - 
ni 2 

V3 = - (2iÜ + 2x5. 
"13  ns 5' 

v^ = - 2x 

Further, if by the vector J «e mean (Xl,x2,X3), Eq. 

expressed as 

^ + xT • c • x + ^
T . $ 

(9) 

(7) may be 

(10) 

-►T 
where x and v are symbols for the transpose vectors.  Intro- 

ducing a unitary transformation. 

may be diagonalized to yield A, 
represented by the matrix Q, c 

-.-1 Q   • C • Q = A 
(11) 

We also define the transformed vectors t  and S by 

x = Q • C 

v = Q . u 

(12) 

(13) 

Then it follows that 

*T • c ■ 5 = !T  . A . f = z x .s2 
(14) 

I 

I 

i 

I 
I 
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and 

->-T • x = 
3 

v * * = I u.^.   . (15) 

Since Q is unitary, the Jacobian of the transformation 

is unity.  The exponential in Eq. (5) may now be expressed in 

diagonalized form.  With ri and rs held fixed, 

00 00 oo 

K = Kr! = J d^2 J d^3 J dr, P12P13P23P2VP3^P35P. US 
— 00        —00        —00 

1-^ 7  1   1   1   1   1   1   1 
a"'  ni2 nia n23 n2it n3^ nas n^s 

* exP {- rrC(rf- + -i-)x* + (-i- + -i-)x|]) 
az ni2  nia  1   nas  n.,5  5 

(16) 

00 _ 1 
TT {[ e ^ >   ->      ' -' dC.) 

^[X^^u.5.] 

• (similar exponential factor for the y components). 

The integration in Eq. (16) may be performed immediately with 

the result 

J e     ^ ^  ^ D dC. = al-^)*  e ^     ^    ;      (17) 
-00 j 

so that the product of integrals becomes 

JL !i! 
(a27r)3/2{Tr  A^35}  e *'  1     Xl . (18) 
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Mt 
= L TGT V*      ' (i9) 

I 
Now, j 

U" - 

J  J - X 

I 
I 

where |c| is the determinant of Q  and ck'- is the oof actor of the    . 

kl      element.  Furthermore, I 

Ti.A."35 = lei"*5 I 
3 3     'W,      ' ,  (20)    I 

Substituting Eqs. (19) and (20) into (18) and the result    | 

into (16) yields (after treating the factors belonging to the y 

components in the same way), 1 

i-- (i)' 1 I 

I 
j?  = (—r)  a   ni2nianaanz^na^nasn^s 

eXp{-^^+^^-^^^]xP   (21) 

exp{-^crLck'(vkxW£v)}    , 

where vkx and vky, etc., are components of the v vectors con- 

taining x's and y's, respectively. 

The probability that junction 3 is at ?3 when ?> and ?5 

are held fixed, is prescribed by the product of K15  by the 

integral appearing in Eq. (16) with the proviso that the inte- 

gration over ?, is not performed.  The remaining integral can be 

I 

- 
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performed in exactly the same manner used to arrive at Eq. (21), 

and the result (substituting for Kj5 from Eq. (16)) is 

P(r3) = T^T^F eXP {" JT [C».(x*+y!) + (V3x+V3y)x3^ 

-  4I^T |£ ^^ (VkxV*x+Vky+VÄy
) } 

where C* is the two-by-two matrix whose elements are 

c* = c 
^-22 '-22 

c* ■ c 

C2^ ~ Ck2   =  C2k   * C^2 

(23) 

and v*, v* are the vectors with components 

v  - - (12LL + 2X1) 
2X    yni2       nza 

vk . .(2xi+ 2XJIJ 

v  = - (^- + ^-) 
zy    ni2  naa 

v  . - (2ZJ. + ^j 
"Y    ns^  n^s 

(24) 

After considerable algebraic manipulation, the exponential, 

dependent on r3  in Eq. (22), may be rewritten as 

e -Iri-ajJVwJ   , (25) 
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in which 

■u>23  = a2 
/C33 = a2/(-L.  + -i- + _1_ + _!_. ni3  nza  n3k  T nss' 

and a 3 is a constant vector with components 

and 

. 

a 3x 

•2 2 

C 32 

3y 

>k 2 

V 
2x 

V 
3x 

4x 

•2 1» 

■3 n 

■n l| 

C2 ? 
^ 

C2 1» 

C33 > CM 

0,2 
> c. 

. 

(26) 

(27) 

I 

r 
1 

1 

Equation ,25) shows several things. First, the junction 

point (in this case junction 3) is distributed in a gaussian 

manner about an average center of fiuctuation specified by 33 

which itseif depends only on the coordinates of those junctions 

which are heid fixed. Furthermore, the "width" of the fluctuation 

is measured by .3 which depends onl^ on the lengths of the chains 

connected to the junction in guestion.  « th. n's measuring 

i 
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these lengths are large, then (ü| is large (the network is soft 

in the neighborhood of junction 3). 

These results are essentially the same as those of James 

and Guth5 but specialized to the system of Figure 1.  James and 

Guth show quite generally that the junction point distributions 

of a gaussian network are gaussian about a center whose location 

depends only on the fixed junctions and that the a vectors are 

determined by the following set of linear equations, one for each 

nonfixed junction. 

(a .-a . ) 
V  xj  xi7   . 
I   K~.  = 0    ' (29) 
3    iD 

(a . -a . ) y  Y3 y^ m  0 
'i n. . 
J     ID 

(30) 

where again the sums over j extend over those junctions connected 

to the i  .  In fact, Eqs. (27) and (28) can be shown to be 

solutions of Eq. (30) for the system of Figure 1. 

In anticipation of the approximate method to be intro- 

duced in the next section, we draw attention to the fact that 

P(ri), as we have defined it, represents the distribution of the 

i  junction averaged over all possible positions of the other 

junctions.  This joint distribution of junctions ce.mot be repre- 

sented as 

i ^oint^1^2'"^ = ? W    ' (31) 

where the product on the right goes over all nonfixed junctions. 

However, the "superposition approximation" inherent in Eq. (31) 

may still be a good one. 
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1II*   Junction Distribution from a Variation Principle 

In the present section, we begin the development of the 

approximate (hopefully more tractable) theory which forms the 

goal of this investigation.  We base it on a variation principle 

constructed during the 1971 ARPA Materials Conference and 

described in the Proceedings9 of that Conference.  The variation 

principle is as follows.  Suppose A({r}) represents the Heimholte 

free energy of a network when its junctions (whose collective 

free coordinate? are symbolized by {r}).  Then it may be shown 

that the following functional of P*({r}), A*, represents an upper 

bound to the true free energy of the system: 

13 
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A* = /PM{r})A({?})d{?} + kT /P*({?mnP*({?})d[?}. (32) 

In this equation, the integration extends over th« full space of 

the free junctions.  A* is obviously a function of the fixed 

junctions. 

If we are concerned with a network in which there are 

no interchain interactions, then we may write 

A({r}) = I    A. ,(r4,r.) 
j 4  ij  i  v    ' 

Q 

where f. and r.   are the coordinates of the ith  and j*'1 junctions,    I 

respectively, and A^fr^r..) is the free energy of the chain 

connecting these junctions when its ends are at r. and r 
1     j' 

respectively.  The sum in Eq. (33) goes over all chains ij.  in 

most, cases of interest, and certainly, in the case of gaussian 

chains, we may write 



If, in the cases to which Eq. (33) or (34) applies, we 

choose as a trial function 

P*({r}) = TT ^.(J.) osj 

with the normalization requirement 

/*i(ri)dri = 1   , (36) 

the Q^U^)   which minimize A* in Eq. (32) assume an especially 

simple form.  Before proceeding to the investigation of this 

form, we note that P* in Eq. (35) is actually of the form ex- 

hibited in Eq. (31), so that it cannot be exact. 

Substituting Eqs. (34) and (35) into (32) yields 

(using Eq. (36)), 

A* = l    f  ♦i(ri)«,(r.)A1.(|r.-r. |)dr4dr. 

(37) 

+ kT y / <|>i(ri)Än«i(ri)dr1 

where the ij sum goes over all chains.  Taking the variation 

with respect to CJK and subject to Eq. (36) yields  for the form 

which extremalizes A*, 

^(r.) = K. exp i- ^ I   J   ^(r^A.-d^.-^Ddr.}    (38) 

in which K^ is a normalization constant the the J in the 

exponent goes over all j junctions connected to the iitl, 
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Equation (38) represents a set of simultaneous nonlinear inte- 

gral equations for the determination of the various ^  in        Ö 

general, they possess no analytical solution.  However, for the 

special case that the network is gaussian, an analytical 

solution does exist! 

We may regard a gaussian chain as itself made of links, 

each of whose lengths is gaussian distributed with a2 repre- 

senting the mean square end-to-end distance of a link.10  Then 

if we restrict consideration to two dimensions, the probability 

that the ij  chain has end-to-end distance Ir.-rJ is given 

by Eg. (3) and the free energy of the chain by Eq. (4).  if we 

consider the three-dimensional case, we have 

Ü 
(39) 

P.. (|?.-?. |) - (_1_ 3/2-3 1?-?. | V2na2 

and 

1J ij IJ 

Equation (40) is substituted into Eq. (38).  Now assume     T\ 

that the itn  solution of the resulting set of equations is 

specified by 

where a, is a constant vector and A. is a constant measuring the 

width of the gaussian distribution which Eq. (41) represents. 

If we substitute Eq. (41) into the set of Eq. (38) containing 

Eq. (40), it is found that Eq. (41) is indeed a solution of the 

set, provided that 

i 

:: 

• 



—  
•mm 

J 

Ü 

I 

A? = a2/! —- 
j ij 

and that 
(a .-a .) I  —XJ  X1  = o 

4   n. . 
3 ij 

(4?) 

(a .-a .) 

(43) 

(a .-a . ) 
'j  Zi « 0 

In these equations, the sums over j extend over the junctions 

connected to the i*" junction.  Note that (^.(r.) in Eq. (41) is 

normalized. 

If we had considered a two-dimensional system, Eq. (4) 

would have been substituted into Eq. (38) and the normalized 

solution would be 

•*  ' 2 ,, 2 
1      IV^I   Wi 

'i VJ"i'   :ffirT e ' (44) Mr.) - 

where again ^ is a constant vector and u. a constant measuring 

the width of the distribution.  These quantities are given by 

and 

03? = aVI -i- i     v n. . 
j  ID 

(o^.-a .) 
I     XJ x:L   =  o S    n. . 
3     ID 

(a .-a . ) I - n   y^ = o 
5   n. . 
j     ID 

(45) 

Equations (45) and (46) are identical, respectively, 

with Eqs. (26), (29) and (30).  Thus, Eq. (44) is identical with 
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Bq. (25) (which is written for i = 3).  As a result, we have 

*i(?i) ■ Pi^i) (47) 

and P* i, pjo.nt of Eq< in)i     ThuSf   ^ ..superposition ^^^ 

mation" to the joint distribution function specified by Eq. (31) 

is the "best" trail function which can be chosen as a product 

of one-junction functions, referred to the variation principle! 

If we are interested in the distribution of the i^ 

junction averaged over all possible positions of the other 

junctions.  Thus, at least for gaussian networks, the variation 

principle gives an excellent result not very far from exact. 

IV-    A Simple Example 

For illustrative purposes, we work out the example of 

the network exhibited in Figure 1, subject to the restrictions 

that 

a  = a  =0 xi    yi   u 

a  = 4a,a  = 0 X5 yj 
(49) 

and 

ni 2 ■ 2 

n13 = 3           , 

n2 3 r: 1 

n2H = 4          , 

"3 n = 5 

"35 = 6           / 

""» 5 a 7 

(50) 

:. 

0 
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Solving Eqs. (30) and using Eq. (45), the renters of 

the distributions of the free junctions (Nos. 2,   3, and 4) are 

found to be 

a2x = 0.272a,    ^y 
= 0 

a3x = 1'067a'    a3y = 0    ' <51) 

a4x - 1.729a,    cx4y = 0 

and the widths of the distributions obtained from Eq. (45) are 

uja ■ 0.756a    , 

cos = 0.772a    , (52) 

UM = 1.299a 

These results are diagramed in Figure 2, where the circles 

indicate the widths of the distributions; and their centers, the 

centers of the distributions.  Clearly, environment of junction 4 

is much softer than that of junctions 2 and 3.  Because of the 

boundary conditions, all junctions lie on the x-axis. 

V.     Application to Rubber Elasticity 

The standard result of rubber elasticity, Eq. (1), is 

derived from the James and Guth theory by making the assumptions 

listed in Section I.  However, the assumptions of affine de- 

formation need only be made for the surface of the rubber specimen, 

since it may be shown that Eqs. (29) and (30) guarantee that all 

centers of junction point distributions will deform affinely if 
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only the centers on the surface deform in this manner. 

The theory of rubber elasticity, based on the variation 

principle discussed in Section III, will be shown below to yield 

the standard theory when the assumptions (Section I) of the 

standard theory are invoked.  Thus, since P.(r.) of the James 
11 

and Guth theory is identical with $.(r.) derived from the vari- 

ation principle, and James and Guth have in effect used the 

superposition approximation, it appears as if the James and Guth 

theory is in fact the approximate one, derivable from the vari- 

ation principle. 

Before proceeding to the further development of the 

latter theory, we should note once again that the methods of 

Edwards and Freed7 may not be subject to some of these restrictive 

assumptions unless they have been made implicitly. 

For simplicity, we restrict attention to an incompressible 

specimen of rubber subjected to uniform tensile deformation.  If 

L is the length and W the width of the specimen while L and W 

are the corresponding quantities in the undeformed state, the 

condition of incompressibility may be stated as 

W2L = W2L  = V (53) oo    o *  ' 

where V is the constant volume of the rubber.  Then the re- 

quirement that the centers of gaussian distributions deform 

affinely takes the form 
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a .-a . 

a0.-a0. ' Lo = a    ' (-r4) 
X] uxi   u 

bution 

We 

A* = - 4 kT y  An T~i  
13      ID 

T = J^ 9A ^ 1 3A* 
W2 9L " VP" äL"   * (57) 
o      o 

Substituting Eqs. (54) and (55) into (56), and the latter 

into Eq. (57), then yields 

-yrv   "h <i   w°' •'   = <;)     ' <55,    ■ 
I 

where a  is the extension ratio (in the x-direction) as in Eg. (1)   ,; 

and should not be confused with the center of a gaussian distri- 

proceed by adopting A* of Eq, (37) as the Helmholtz 

free energy of the network (it is actually only an upper bound).    Q 

If we substitute *. from Eq. (41) into (37), we obtain 

D 
0 

In this equation, the sums over ij go over all chains, while the    Fl 

sum over i extends over all free junctions.  Nc is the number of 

chains in the network.  Now the tensile stress in the x-direction 

is given by 

" 
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T =  1 Ml -  3kT  r f
2(axj"axi) 

o o ij    "ij 

nij        ^ 

(58) 

It is now assumed that the network is constructed in 

the undeformed state in such a manner that all chains of size 

n^. have their equilibrium gaussian end-to-end distributions. 

Then for the sum over the Nn chains of size n, we have 

n. .=n  J        n. .=n yj  y-L 
ij 13 

ij 

Summing over all n,   as  required in Eq.    (58),   and substituting 

in  that equation,  yields 

kTN 
T = mr {a - ■£?     ' (60) 

which is identical with Eq. (1) if N is interpreted as v , 

the effective number of chains.  The effective number merely 

accounts for the fact that some chains within the network have 

free ends.  This is a detail which we do not pursue in the 

present development. 

Thus, we have shown that the variation principle leads 

to the conventional theory of rubber elasticity when the con- 
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ventional assumptions are made.  It even leads to the correct 

singlet junction point distribution in the gaussian limit.  It 

therefore appears to be a viable approximation.  We now turn to 

the main purpose of this study, the development of an approxi- 

mate theory for nongaussian networks, and investigate what the 

variation principle offers in this respect. 

i 

. VI•    Extension to Nongaussian Networks 

Equation (38) still holds in the case of nongaussian 

networks provided that interchain interactions are excluded 

from consideration.  However, if A., is no longer quadratic in      \\ 

Irj-r.j, an exact solution of this set of equations is no longer 

possible. 

As a crude approximate solution, we might assume that 

the ^ distributions are still spherical with respect to some 

center ^, and in fact take (^ to be the 6 function 11 

W^ " ..;% ,2 
6 Or^-a |)    . (61)     n 4Trlrj-ajl

2     ^  ^ 

Then Eq. (38) yields 

W-V     ' ' (62) 

: 

which may be substituted into Eq. (37), and a theory of network 

elasticity developed in much the same manner as in Section V. 

A somewhat more sophisticated procedure would involve 

expanding A., in a power series in some parameter p.  Denoting 
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(65) 

the leading quadratic term by A?.- 

A^ - Ä°. ♦ <> + W'A^'    . ,63, 

Expanding Q*   in the same manner, 

4,. = 0° + U^   + y^j2) + ...    ; (64) 

and substituting Eqs. (63) and (64) into (38) yields 

H  + ^i  = K.e    3 

Equating coefficients of equal powers of y yields 

- rar I / «D^-dr. 

♦r1 -^<j/♦]o,^i)^J* 1 s♦3
("^j

owj) . (67) 

Equation (66), which is identical with Eq. (38), shows that (|).(o^ 

is given by Eq. (41).  Then Eq. (67) represents a set of linear 

integral equations for the determination of Q^K   and are pre- 

sumably more easily soluble than the set of nonlinear integral 

equations represented by Eq. (38).  Clearly, one can generate 
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A = A(0) +  A(l) - I     A.(?) + V   I     A.(! 
ij  ^      ij  ^ 

(1)    , (68) 

where the sum extends over all chains.  Corresponding to A^0' 

C . and E>z  specified by the transformation, Eq. (11), such that 

X   - =  Q 'X 

-> 
y ■ • Q 

■% 

-> 
z   = • Q ■ 1. 

(69) 

These coordinates diagonalize A  ' so that Eq. (68) may be 

D 
linear sets of equations for the higher order perturbations. 

All of the methods for nongaussian networks thus far 

presented have in common that they yield the singlet junction 

point distribution function in a form convenient for developing 

a theory of network elasticity patterned after the standard 

theory of rubber elasticity.  As approximations, however, they 

suffer from the fact that the zeroth order solutions are them- 

selves approximate.  We therefore consider a method in which the 

zeroth order solutions are exact, but in which it may not be 

possible to pattern the theory of network elasticity after the 

mo^e conventional approaches. 

\ 

The method once again involves expanding A = J A.. in 

terms of some bookkeeping parameter y (eventually to be set 

equal to unity) such that the zeroth order term is quadratic. 

Thus, we write, to the first order. 

; 

in this expansion, there are a set of normal coordinates t   , 

D 
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I 
I expressed, in terms of them, as 

I A((Hc'Vtz) ■ I  Ai0)'MX ■%   -t. ) - •*'"({?}). (70) 
f 1 i     * i        i 

I 

I 

D 

:: 

I        We now return to Eq. (32), substitute Eg. (70), and choose for 

PMd)), 

p*({|}) -je^q)      . (71) 

We note that when A is given by A(o) alone (the network is 

gaussinn), the trial function, P*({|>), given by Eq. (71) is 

capable of representing the exact solution, since the normal 

coordinates are indeed independent of one another. 

Since the Jacobian of the transformation represented 

by Q is unity, we may now express Eq. (32) as 

A* = / P*({t})A({t})d{|} + kT / P*({t})d{t} (72) 

and perform the variation with respect to P*({t}). 

Returning to {r} space for the moment, we recall that 

certain of the junctions are to be held fixed.  The coordinates 

of these therefore contribute certain constant terms to A, which 

we denote by r.  We could, of course, utilize Eq. (68) with 

l|       higher order terms in y, but suppose we retain only the linear 

term.     Then we can write 

u 
A({r}) = {A'({r}) + D + iiA(l)({?})   , (73) 

1 
in which 

j" / 
■■ A' + r • = Ä(o) 

li 

r 

({?}) (74) 
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and note that it is the transform of A' which is diagonalized 

to A(0) ({?}), 

A'
ü
'({|}) = A(0)({f}) - r (75) 

or 

(o) 

We also assume that 6^^ can be represented by a function linear 

in y, 

G. = e.(0) + u0.(1) 
i   i     i (77) 

/ Qidti = 1 (79) 

or 

/e^'df. .1,  /e^'df. =o   , ,80) 

leads, upon equating the coefficients of equal powers of y, to 

/ * e<0){I A^^D ^iiiU + kT e.(0)  ^n e!o) = K',e.(o)     (81) 
i     "^       t     t dt. 3 3 3   2 K     ' dS 

and 

of" 

-110- 

( 

Substitution of Eq. (73), together with 

A({|}) = I Af^t.) + r + yA
(l)({t}) (78) 

into Eq. (72) and performing the variation with respect to the 

functions 6., subject to the condition 

^B.e.K" + / *<■) j «M  diiU),   i m) 

■ 



in which both K! and B. are constants.  In deriving Eqs. (80) 

and (81), use has been made of Eq. (79).  The derivation is 

straightforward but somewhat tedious; terms must be collected 

rather carefully since many of them cancel. 

Applying Eq. (79) again to (80), and performing some of 

the indicated integrations, yields 

-A^/kT 

B
(O)

 =   g : 
j        -A.(0VkT       ' (83) 

while application of Eq. (80) to Eq. (82) determines 

B = -J ^K  9(o)d{t} 

= B independent of j. 
(84) 

As indicated earlier, the result for efo)(|.) is exact. 

These solutions can be transformed back to {?}-spac9 

with relative ease.  It is advantageous to perform this trans- 

formation since then A^ = 7 A^  anr? ■! c v^^v«^  * - L H
\A   r   ana is represented as a sum 

* • ij  J 

of individual chain functions, whereas this is not true in 

{c,}-space. 

For the development of a theory of network elasticity, 

A* should be expressed in terms of the 9..  For this purpose, 

we substitute Eq. (71), together with Eq. (77), into Eq. (72), 

jDtaining, 

(o) 
K* = l IoiA^äti + r + M /(!rei)A<1>d{t} + kT 7 /e.üne.dt.  ,( 85) 
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where Eq. (80) has been used.  Dropping terms beyond the linear 

and using Eq. (77), we get 

A* =7 /9?'A.(0)d|. + F + kT I /9<0))lne.(0)dt. + Viit   /0.(1) A.(o)dt 

+  j{ir6l0))hll)d{t}  + kT  I   /e^^ne^^dt.} , (86) 

where,   again,   Eq.    (80)   has  been  used.     Combining  Eq.    (85)   with 

(84)   gives 

6 

It is convenient to introduce certain definitions and 

to list a number of relations.  Thus, we write 

ire. (o) = P*({"C>)    . (88) 

Since the Jacobian of the transformation is unity, we find 

PjUt)) = PJ({r})   . (89) 

zeroth order distribution as 
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0 
i0 ■ ^{01O)/ W0))A(l)d{t} - /Uen!0))A(l) ijll) .    (87) Ki  1    i 1 j 3        dC. 

We also recall (making use of Eqs. (81) and (88)) that 

T Je^^ne.^dt. = /p*({|})iinp*({t})d{t}; R 

/8j[0)f(ti)dti   =   /P^dDfd^dd) . (90) 

Furthermore,   we define  the average of  a  function F over  the 

a 

r 



<F>o = /P;({4})F({t})d{|} = /pj({?})F{?})d{?}    .  (91) 

Substituting Eq. (37) into (86), and using Eqs. (88) through 

(91), we obtain 

A* - <A(0)({?})+r>o + <yA
(l)((t})>0 + kT<£nP*({t])>0 

+ ^<A(0) ({|})>0<A
(1) ({|})>0-<A

(0) ({t})A(l) ({|})>o 

+ kT <£nP* ({!))> <A(1, ((!})> 

- kT <anP*({t})A(l) ({t})>^} 

(92) 

Transforming to {r}-space, noting the second of Eqs. (91) and 

using Eq. (77), gives 

A* = <A(o) + yA(l)>  + kT<JinP*> 
0 0 0 

(o). ..(0 (oK(i) 
kT      o     o o (93) 

<ÄnP*><A(l)>  - k - kT <ÄnP*><Ax''>  - kT <(£nP*)A^1'> } 
0 Ü 0        0 

(1) Since now A0 = J A,? , A(1' =  I &   l   ,   if we make the approxi- 
ID aft 

mation 

(o) P*({r}) = y^u/ (r.) 

Eq. (94) becomes 

A* = <A(o)+yA(l)>  + kT<?.riP*> 
o o 

+ &(!      I   [<A.(?)> <A.(!)>  - <A.(?)A{;)> ] 
ij si       ID  o  13  o    i] sZ     oJ 

+  kT   I   I   C<K>0A^)>0   -   <A<1)^>o]} 
i   ti 

(94) 

(95) 
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A* = <A(o) + yA(l'>  + kT<JinP*> 
0 0 0 

(96) 

(o). ,*UK     _ ^(o)A(i) 

<A^)A{1)>     - <A.(0)> <A(;)>     , (97) ID  s£  o    13  o si?,  o    ' ^'' 

I This equation could also have been obtained through the manipul- 

ation of Eqs. (66) and (67).  in fact, if we represent (t.(o) by 

Eq. (66), it may be demonstrated that the second term in curly 

brackets in Eq. (95) is exactly twice the negative of the first 

term.  Thus, Eq. (95) may be simplified to 

0 

The last term in this equation is a fluctuation expression 

measuring the correlation between A^ and A^.  If P*({r}) 

is given by Eq. (94), it is clear th^t the sum will only contain 

terms such that i,j,s,£ are not all different; i.e., terms for 

which the chains ij and sü  are the same chains, or, at least, 

have a junction in common.  In all other cases, 

0 
0 
Ü 

so that these terms v^ill not survive in Eq. (96).  If N repre- 

sents the total number of chains, the fluctuation term will thus 

be of the order of Nc.  Since A
(1) is also of this order, the 

fluctuation cannot be neglected in the first order correction 

to A*.  When 4)? correspo-.ds to a fairly narrow distribution, 

however, it may not be large. 

Equation (94) is of course identical with Eq. (35), 

except that the zero subscript and superscript are used to 
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u 
ij        denote the zeroth order solution corresponding to a gaussian 

network (as  does the function in Eq. (35)).  Nevertheless, as 

jj        indicated in Section 111, Eq. (35) is an excellent approximation 

The first two terms in Eq. (93) may be expressed as 

A* - /P*(?)A({?})d{?} + kT /P*({?}£nP*({?})d{?}  .  (98) 

This is the free energy which the system would have if it were 

constrained to have the zeroth order distribution, but the 

actual free energy corresponding to the configuration {?} re- 

mained exact.  This suggests an interesting method for achieving 

an approximation capable of representing the system out to all 

orders.*  The function ^(?) in Eq. (95) is given by Eq. (41), 

in which the A. are fixed quantities!  Suppose we assume the 

general validity of Eq. (98), but allow the A.'s to be un- 

determined parameters which can be adjusted so that P* is no 
o 

longer the zeroth order solution but is altered, in some way, 

to account for the higher order perturbations not included when 

P* is restricted to the proper zeroth order function.  Equation 

(98) will still be an upper bound for the true free energy 

since A{fr}) is still exact; it is the same equation as Eg. (32) 

except that P* appears where P* appeared in the latter.  Thus, 

the method of adjustment of the A's is apparent.  Perform the 

integrations in Eq. (94) and then find the minimum of A* with 

respect to the various A..  The value of A* corresponding to 

♦Suggested by K. F. Freed in private communication to the author. 
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this minimum can then be used, together with the assumption 

of affine deformation to achieve a theory of network elasticity. 

In practice, one might simplify the process by re- 

stricting all X. to be the same and equal to A.  A.. can always 

be expanded in a power series in |r.-r. |.  Since the 4). are now 

gaussians, the integrals of the form 

♦Ti i i,Tj j j ' j i1  13 ' 

can always be done so that A* will once again appear.as a 

function of the various |a.-a.|, and the assumption of affine 

deformation therefore conveniently used.  We plan to explore 

this method in subsequent investigations. 
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STRESS AVERAGING IN THE DISLOCATION 

MICROMECHANICS ANALYSIS OF DEFORMATION 

J. P. Hirth 

Abstract 

The strain-rate of a deforming crystal is related 

to a sum over dislocation segments of isolated thermally 

activated and viscously damped motions.  Appropriate 

averaging methods are suggested to yield a relation between 

strain rate and the macroscopic variables of stress and 

temperature.  Several specific examples are analyzed in 

detail. 
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STRESS AVERAGING IN THE DISLOCATION 

MICROMECHANICS ANALYSIS OF DEFORMATION 

J. P. Hirth 

Introduction 

5 , 6 

i 

Dorn and his cov/orkers have contributed significantly 

to the development of constitutive relations relating strain 

rate to experimental variables for a deforming specimen, 

particularly for high temperature creep, e.g., ref. 1 and 2. 

An important topic relating to the development of such 

constitutive relations from theories for motion of individual 

dislocations or dislocation segments is that of stress and 

■*train averaging over the geometry of a deforming crystal. 

The concept of averaging the resolved shear stress 

over slip systems and then relating this average value to a 

critical value for yield or flow is a familiar one in macro- 

scopic crystal plasticity. 3' "^ This concept has been extended 

to the interpretation of polycrystal deformation in terms of 

dislocation models in what is essentially the athermal limit 

where deformation is completely driven by the applied stress.5' 

In the latter case, the average value of the resolved shear 

stress over the five most highly stressed systems, the Taylor 

value3 of crystal plasticity, is related to the critical re- 

solved shear stress for dislocation motion.  Other mechanistic 
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jj        interpretations of dislocation motion have been proposed, however, 

and there is considerable experimental support for them in terms 

[j        of such parameters as the measured thermal activation energy. 

The latter mechanisms include several forms of stress-assisted, 

thermally-activated dislocation motion and of viscously damped 

jj        motion.  In the present paper, we propose appropriate simplified 

averaging methods to include stress resolution approximately in 

these latter models. 

D 

. 
Dislocation Micromechanics Analysis of Deformation 

In many cases, the deformation of metal crystals is 

analyzed in terms of theories of activated motion of dislocations, 

reviewed in ref. 7, sometimes referred to as dislocation micro- 

mechanics.  Figure 1 is a prototype illustration of a dislocation 

jj        moving by thermally activated breakaway from pinning points.  The 

dislocation is stationary while pinned and moves at nominally 

J        constant velocity vD under some viscous damping control mechanism 

while free.  Let us consider the time required for it to move 

from point 4 to point 5 sweeping out an area A, or distance A 

per unit length of line. 

t - A + i 

where v is the frequency with which pins are broken.  Then the 

mean velocity of the dislocation is 

v . * - Aw° 
Av+vD (2) 
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ö 
The terms A, v and vD in general vary for segments throughout 

the system for several reasons.  These terms depend on the local 

resolved stress during the process, on the local defect distri- 

bution which influences both the internal interaction stress 

between the defects and the segment in question and th  in 

spacing, and on the screw-edge character of trie dislocation 

segment which varies from segment to segment as a function of 

dislocation orientation. 

In the limit of weak pins or high temperatures Av >> v 

and the motion becomes damping controlled 

D    . 

Q 

D 

V " VD (3) 

In the low temperature limit vD >> Av and the motion becomes 

activation controlled 

v = Av (4) 

Usually, Eq. (3) or (4) is used to test experimental data. 

Indeed, for pure metals, the damping constants are such8 that 

Eq. (4) should be a good approximation for many experimental 

situations.  However, cases exist, such as the drag of Cottrell, 

Snoek or core atmospheres of solute atoms,9 where the condition 

vD « Av can obtain.  Functional fitting to Eq. (2) should be 

done for self-consistency in the latter cases, and, since such 

fitting is of little more difficulty than the use of Eqs. (3) 

or (4^, is recommended in general. 
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Except under shock-loadinc conditions, the form of v 

is a linear viscous form i o 

v = v exp (-Q/kT) exp (abA/kT) (6) 

a pre-exponential frequency factor. 

v = v0 exp (-Q/kT) sinh (abA/kT) (7) 

which is the form for nearly reversible, stress-assisted, 

thermally activated flow.7'12'13 

n 
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a 

vD = Bab (5) 

where B is the damping coefficient, a  is the local affective 

resolved shear stress on the glide plane and b is tne dislocation 

Burgers vector.  The factor B varies with screw-edge character, 

temperature and solute concentration.  The effective stress a, 

the sum of the resolved applied stress and the resolved internal 

stress, varies from point to point both because of changes in 

slip system orientation and because the internal stress varies 

with the local defect concentration.  There is no general agree- 

ment on the form for v.  The various forms proposed for this 

term include the following 

: 

0 
Q 

:: 

D which is the form for highly irreversible, stress-assisted, 

thermally activated flow.1'11  Here, Q is the activation energy, 

k is Boltzmann's constant, T is absolute temperature and v  is 

D 
i 

v = vo a exp (-Q/kT) (8) 



an alternate thermally activated form.11* 

v = v exp {-C/a) (9) o 

which is both a tunneling form15 and, when combined with a 

term exp (-Q/kT), another alternate thermally activated form.7 

Mixed forms are also used16'17: for example if v  in Eq. (6) 

or (7) contained a factor an, the form would be a mixed form 

of Eq. (6) or (7) together with (8). 

With the various expressions for the terms in Eq. (2), 

the velocity of individual dislocations is related to the over- 

all strain rate e by 

e - J miLibvi/V (10) 

where HK is a strain resolution factor, L. is the segment 

length, all for the i  segment, and V is the crystal volume. 

The usual assumption (see the discussion in refs. 7, 15 and 18) 

is that v, is the same value v for all segments and that the 

sum of nuLj./V is simply the average Schmid factor m = m7, 

multiplied by the mobile dislocation density J L./V = p.  Then 

Eq. (10) reduces to 

e = mp bv (11) 

With Eq. (6), say, Eq. (11) is typically further reduced to 

the form 

•      • 
e = eo exp (-Q/kT) exp (abA/kT) (12) 
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In some cases,15'19 models for the variation of p and v with 

plastic strain aJ a result of dislocation multiplication are 

incorporated in Eq. (11) so that m forms such as Eq. (12) an 

explicit dependence of e  and A on strain, stress and tempera- 

ture results.  More often, however, e  is assumed to be constant, 

I 

In almost all cases, though, the only account taken of averaging 

is via the factor m which is implicitly assumed to be a direct 

geometrical average of m.. 

Evidently, since the effective resolved shear stress o 

varies from segment to segment, and since parameters such as A, 

B and v vary from point to point as discussed previously, the 

assumption that geometrical averaging only is necessary for ITK 

is a poor one.  While it is recognized that the assumption is 

poor, the assumption is generally made anyway because the general 

averaging problem (over ^1015 entities) is inordinately compli- 

cated.  Mura20'21 has presented the general tensor form of 

Eq. (10) which can in principal be summed.  However, even with 

present day computers, the general problem is not tractable. 

As an interim between the above roughest approximation 

and the general solution, we propose simplified averaging 

procedures to include the averaging of all parameters in Eq. (10) 

which explicitly depend on a.  While the forms are somewhat 

complex, they can be handled readily with modern computer 

techniques. 

:: 

0 

0 
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Stress Resolution Modifications 
.i —  

For example, we treat the simple tension test, the most 

common testing form in mechanistic studies.  Then the strain and 

stress resolution factor (Schmid factor) is 

; 

m. = cos 6 cos 3 (13) 

, 

where 0 is the angle between the glide plane normal and the 

tensile axis and $ is the angle between the glide direction and 

the tensile axis.  Eq. (10) can then be modified with the in- 

clusion of any of the forms for v. by replacing a by 

a = a.m. + ^ 

where aa is the applied stress and a- is the internal stress. 

In general, a will vary with a , T, and m. and in such a case a i 

must then be included in the subsequent integrals over m..  In 

the following examples, since little data is available for a-, 

we assume it to be negligible with respect to am., an approxi- 

mation thought to be valid at low temperatures. 

The factor L^ also may vary with m. because of preferred 

orientation in single crystals or textured polycrystals.  The 

sum in Eq. (10) is then performed over all orientations.  In 

many cases, however, for a polycrystal, L. is random and the 

sum in Eq. (10) can be replaced by an integral over all 

orientations.  This procedure should yield a reasonable approxi- 

mation even for a single crystal when the crystal system in 

question has a multiplicity of glide systems as for cubic 
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crystals.  The simplest case i«? *-ha+- «* ^ pj-est case is that of damping control, Eqs. 

(3) and (5), which, together with Eq. (10) yield 

e = b2Baa fa" (Li/V)dmi 
(14) 

in carrying out the integral over m., it is convenient to 

introduce both Eulerian and spherical coordinates, Fig. 2.  if 

the segments L. are uniformly distributed in the glide plane, 

if the glide plane poles are distributed uniformly over solid 

angle increment sin 6 d 6 ^ in spherical coordinates and if for 

each glide plane orientation, the glide directions are uniformly 

distributed over the Eulerian coordinate increment d<, then 

(Li/V)dmi = p sin 6 d 9 d « d K (15)    [j 

in these coordinates cosß = sine sin<, and Eq. (14) becomes        [j 

.   pb^ ?* 2. * 

7^2  J  J  J (cose sine sin<)2 sineded^d^     (i6) 
6 = ~8 

0  0  0 

The integral over a* is trivial.  The integrals over 0 and <        ^ 

much be performed with care, however.  The dislocations move        fl 

to contribute positively to I  independent of the sign of m.. 

Thus, the integrals over 6 and < must be performed ov =r absolute 

values of the sin and cos functions.  Thus, 

.   2pb2Eaa ^ ^2 

J   J cos2esin3esin2<dedu- = pb2Ba /is  (17) 
n   ^ a 

e =     a 

o  o 

in the analysis of data fitted to expressions of the above type, 
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TA 

Figure 2 

Spherical coordinates 6, $ and Eulerian coordinates 
n, K, 9 in relation to glide plane coordinates 6 and 
ß.  The tensile axis, TA, glide plane pole, P, and 
glide direction, G, are depicted. 
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A 

there is some concern about separation of the dislocation 

density p into a mobile and an immobile fraction.  With the 

present averaging scheme, in order to be consistent with the 

initial premise, that motion is strictly damping controlled, 

one should insert the total dislocation density into Eq. (17) 

to extract data on the mobility B as a function of e and o . 
a 

Related to the total dislocation density usage, the random 

distribution average value m. of m. over all orientations is 

mA = 0.212 in contrast to the Taylor value^^ m ■ 0.327 for 

face-centered-cubic crystals.  The Taylor value is obtained with 

various possible assumptions,3' ** but they are equivalent to the 

assumptions that only the five most highly stressed systems in 

cubic crystals contribute, that each of these satisfies a critical 

resolved shear stress criterion, and that the crystals are ran- 

domly distributed as in the present case.  The reason for the 

difference in these m values is obvious since the seven systems 

not averaged in the latter case have m. values lower or equal to 

those averaged.  We emphasize that we do not propose that m 

replace mT for a critical-resolved-shear-stress plasticity theory. 

The Taylor value arises from the compatibility requirement that 

five independent slip (deformation) systems are required for an 

arbitrary strain.  In the context of the present paper, the 

compatibility conditions would appear as a dependence of the 

internal stress a,, on position in the vicinity of a grain 

boundary.  Such compatibility effects have been demonstrated on 

the microscale for both isotropic22'23 and anisotropic elastic2^ 

0 
D 

: 
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crystals, and some discussion of the implications of such effects 

on macroscopic plastic behavior has been presented.1* Here, we 

are focussing on the method of averaging, given a model, and the 

above compatibility effects could be included if an explicit 

model for the internal stress variation were developed. 

The other forms of v., when inserted into Eq. (10), lead 

to analytically intractable forms.  However, they can be solved 

readily by numerical methods.  As perhaps the most used thermal 

activation expression, we consider as an example the case of 

Eqs. (4) and (6), assuming that v and A are not functions of 

a, 8, K and (|).  Again the distribution of segments is assumed 

to be uniform so that Eq. (15) applies.  Then 

e = ^ miLibvi/V 

= Hm.L.b/V Av exp(-Q/kT) exp (a m. bA/kT) 

IT 27r 2Tr Av^pb 

~8 
pa n     A      t    t      f 

^rr- exp - Jfe -y      sin2ecosesin< exp 
J       J < 
0 0   0 

a bA sin9cos6sin<> 
-= kr JdedKd* (18) 

TTAV    pb Q 

 2— eXP  "  kT 7»"     J 
TT/2  Tr/2 

sin2ecosesin< exp 
0 0 

x   (DsinöcosOsinic)   dödK 

TTAV pb 
—§— exp -fatziD) 
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Here the abbreviation D = o bA/kT is involved and the factor 

(2A)2 is carried along with the integral because of the form of 

the latter as a Bessel function or a related function.  The 

first remaining integral in Eq. (18) has the solution 

Tr/2 
2      f fi(E)   = ijjr     )   sinK exp   (E siniOdic (19) 

o 

- | + I,(E) + L^E) 
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where E = Dsinecosö, Ij is the modified Bessel function of the 

first kind and L1   is  the modified Struve function.  The quantity 

fjCE) is tabulated in Table 1 and shown graphically in Fig. 3. 

With f^E) known the desired factor in Eq. (18) is given by 

f2(D) = ^ J sin2ecose fj (Dsinecose)de (20) 
0 

This function, evaluated numerically, is tabulated in Table 2 

and presented graphically in Fig. 4.  Since e (D) is directly 

proportional to f^D), Fig. 4 provides the test for a correlation 

of experimental data of e as a function of a with the model 
A 

of Eq. (6).  With data as a function of temperature, it is 

obvious that Fig. 4 could also be used to test reduced strain 

rate data e exp(Q/kT) as a function of the reduced variable 

aa/T.  Evidently the correlation of the average function of 

Fig. 4 differs markedly from that of the segment function of 



h 

ÜJ 

Figure 3 

Plot of fi(E) vs. E = a bA sine cos0/kT. 
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Eg. (6) with aa.* Hence, when forms such as Eq. (6) are assumed 

for segment velocities, averages such as the above one, or other     ( 

averages with appropriately modified values of LjO,^), 

v0(e,ic,<j.), A(e,K^) and a1(efK^),  when dislocation distributions    \ 

are not random, should be used for self-consistency instead of 

the source function for v. in testing data for correlation with     ^ 

theory. 

The other forms for v., including the mixed activation- 

damping form of Eq. (2) can be handled analogously with a minimal 

cost of compucer time. Five seconds of computer time were ex- 

pended to develop Fig. 4. A useful integral solution which in- 

cludes that of Eq. (14) but which also includes the requisite 

integrals for a variety of other forms of v. is item 3.387, 

number 5, in ref. 25. 
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•If one were to fit the actual f, (D) function of Pig. 4 with 
arlaTZ^be 1"?.%°* 1 S' (6)' the ""P"6^ «tivation 
tilt ofX" ' (D)   Äonf 20 •"•"•r than the trUe «Nation 
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Figure 4 

Plot of f (D) Vf. 0 ■  bA/kT, solid line, and of the 
Cl 

generating function of Eq. (6), exp D, vs. D, dashed 
line. 
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TABLE 1 

The Quantity fiIE)   as a Function of E 

-^- fi(E) 
0-00 0.63662 
0-01 0.64164 
0-02 0.64670 
0-03 0.65181 
0-04 0.65696 
0-05 0.66216 
0-06 0.66740 
0-07 0.67268 
0-08 0.67801 
0-09 0.68338 
0'10 0.68880 
0-20 0.74563 
0-30 0.80753 
0-40 0.87496 
0.50 0.94845 
0-60 1.02857 
0-70 1.11592 
0*80 1.21120 
0-90 1.31513 
1-00 1.42854 

!; 
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TABLE  2 

The Quantity f 2 (D)   as  a Funnt.inn of D 

0 .00 

0 .01 

0 .02 

0 .03 

0 .04 

0 .05 

0 .06 

0 .07 

0 .08 

0 .09 

0. 10 

0. 20 

0. 30 

0. 40 

0. 50 

0. 60 

0. 70 

0. 80 

0. 90 

1. 00 
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f2(D) 

0.42441 

0.42484 

0.42527 

0.42569 

0.42612 

0.42655 

0.42699 

0.42742 

0.42786 

0.42830 

0.42874 

0.43322 

0.43787 

0.44269 

0.44770 

0.45289 

0.45828 

0.46387 

0.46967 

0.47570 
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AC LOSSES IN SUPERCONDUCTING MAGNET SUSPENSIONS FOR 

HIGH-SPEED TRANSPORTATION 

M. Tinkham 
n 

Abstract 

A rather general relation is derived between vertical 

accelerations of the train and cryogenic power dissipation due 

to AC currents induced in the superconducting suspension magnets. 

Our theoretical results give a good account of the rather large 

losses observed in the Fuji Electric test vehicle, which used 

less than state-of-the-art conductors.  Even with parameters 

estimated to represent the best commercially available materials, 

however, it appears that these losses will be comparable with 

the total heat leak due to all other causes if the accelerations 

are as large as permitted by subjective human ride quality con- 

siderations.  Empirical data on losses under appropriate con- 

ditions of B, B, and I/Ic may be needed to ascertain whether 

improved materials will be required to avoid serious design con- 

straints by cryogenic heating. 
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AC LOSSES IN SUPERCONDUCTING MAGNET SUSPENSIONS FOR 

HIGH-SPEED TRANSPORTATION 

M. Tinkham 

I.     Introduction 

Although considerable analysis of the performance of 

high-speed trains using superconducting magnets for levication 

has appeared1, relatively little attention seems to have been 

given to the quantitative aspects of the problem of AC losses 

in the superconductors.  These arise because of current changes 

induced in the magnets by the time-varying environment seen by 

the magnets as the trai . moves over any irregularities in the 

quideway (or, more severely, over a structured track made up of 

conducting loops).  Even with an ideally smooth guideway, there 

will inevitably be a certain amount of "heaving" motion at the 

natural frequency of the suspension due to wind buffeting, etc. 

Although material parameters are subject to uncertainty, the 

analysis presented here shows that the power dissipation caused 

by the resulting AC currents will probably be comparable with 

the cryogenic heat load due to all other heat leaks unless either: 

(1) the vertical accelerations can be held below the level re- 

quired for passenger comfort, or (2) technological improvements 

in performance of presently available twisted composite super- 

conducting wires can be made.  These estimates indicate that 

H 

G 
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detailed consideration of this problem should be made in evalu- 

ating any specific design for superconducting levitation to be 

sure that the AC losses in operation will be at an acceptable 

level. 

II.    Constant Flux Magnc-ts 

When a superconducting magnet is operated in persistent 

current mode, the total flux threading it 

$1 = L1I1 + MI2 (1) 

remains constant, so long as it remains fully superconducting. 

In this expression, Li is the inductance of the magnet, M the 

mutual inductance to its environment (predominantly the guideway), 

Ii is the magnet current, and I2 is the current in the guideway. 

(In writing this, we have replaced the total environment rather 

schematically by a siagle lumped constant circuit, but this is 

adequate to bring out the essential features.)  The current 12 

will be zero when the train is at rest over a normal metal guide- 

way, but at full speed it will be essentially the same as if the 

guideway were superconducting.  In the latter case, 12 will be 

such as to cancel the flux in the guideway due to the train 

magnets, and we can write 

*2 = L2I2 + MIi = 0 (2) u 
Eliminating 12 between these two relations, we have 

ll    " l-k^2 (3) 
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where 

ki22 = M2/LiL2 (3a) 

characterizes the strength of the coupling between the magnets      L 

and the guideway.  Thus, the persistent current is not a constant   j 

current, but one which varies with the environment. 

Variations of Magnet Current in Moving Train 

From (3) it follows that when the train is brought to 

high speed, the current I, in the superconducting magnet will 

increase by a factor of (l-k12
2)^ compared to its value when 

the train is at rest.  This factor is of significant size, since 

k12
2 must be reasonably large (M).3) to give substantial lift. 

Moreover, when the train goes over "bumps" in the track, k12
2 

will change, inducing AC curronts. 

These relationships can be made more quantitative by 

noting that at high speeds the lift force on the magnet can be 

written as 

F = IiI2|dM/dh| = LxI^k^M-^dM/dhl (4a)      | 

= (^i2/L1)kI2
2M-1|dM/dhl 

(l-k12i)2 
L (4b) 

[If the force law (4a) is not familiar, the result may be de-        j 

rived by noting that the total magnetic energy is E = 1/2 I^I,2 

- ma*  + 1/2 L2I2
2
 = (♦1V2Ll)(i-kxl*)-S using (2) and ^^      | 

-hen F = IdE/dhl yields (4b).]  m these expressions, dM/dh is 

the rate of change of M with the height h of the magnet above ' 

I 
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the guideway.  This will depend on the detailed geometry.  But 

since the flux density due to a long current-carrying wire falls 

as 1/r, typically M(h) ■ M(ho)(ho/h)n, with n ■ 1; in which case, 

M"1 dM/dh = nh-1 * h"1.  Note that increasing the coupling kn2 

by decreasing h not only increases the lift per unit magnet 

current, as indicated by (4a); it also causes that current to 

increase because of the condition $1 = constant, as reflected by 

the factor (l-kiZ
z)~2  in (4b). 

Actual! ', since a given magnet will be characterized by 

a maximum permissible current, namely Ii = I , (4a) is the appro- 

priate formula for finding the maximum lift force.  However, in 

"charging" the magnets, it must be borne in mind that Ii will 

increase as given by (3) when the train i? moving, and will in- 

crease further on "bumps" in which ki22 is momentarily increased. 

Thus, the initial value of Ii must be set far enough below its 

maximum permissible value to allow for any imaginable increase of 

ki2.  If that is done, there should be no "run-down" of the magnets 

from use. 

Effect of Structured Track 

With a periodic structured track, consisting of either a 

series of loops or a "ladder" configuration, the train magnets 

effectively see a periodically modulated mutual inductance coupling 

them to the track.  For example, if the track loops were of the 

sama length as the train loops (an extremely unfavorable case), 

then the track loop current would vary between zero, when a track 
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loop equally overlapped two successive oppositely polarized train 

magnets, and a maximum value when the two sets of loops were in 

register.  In this case, M effectively varies between zero and 

some maximum value Mo comparable to that for a solid continuous 

track.  As a result, the lift force would undergo 100% modulation 

and the magnet current Ii would also incur a large degree of 

modulation (^M^/LiLa), with associated intolerable levels of 

dissipation in the superconducting magnets. 

This situation is greatly improved by taking the track 

loops to be shorter than the train loops by some fraction N'/N 

= l/nR, where N" and N are the number of train loops and track 

loops in the length of the train.  In that case, the modulation 

of M and of the lift force are typically reduced by a factor 

^nR  ; the exponent p = 2 will depend on such parameters as the 

length/width ratio of the train magnet coils, their separation, 

and their height, which determine the waveform of the flux 

density at the track.  For example, if the waveform of B (x) at 

the track were a s^vare wave, the fractional modulation would be 

reduced by a factor l/nR (i.e., p = 1), since in the extreme cases 

nR and {nR-l) coils would be effective in giving lift.  However, 

realistic field patterns are much smoother than a square wave 

(the higher Fourier components of B (x) attenuate more rapidly), 

so the track loops at either end of a train loop contribute less 

than those in the middle.  Hence the modulation depth will fall 

faster than nR"' (i.e., p > 1).  in fact by suitable choice of 

winding configuration it should be possible to cancel the dominant 
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Fourier component for a given value of n . greatly reducing the 

size of the modulation. 

The numerical calculations of Yamada and Iwamoto2 for a 

specific track configuration display the qualitative features 

described here.  The fractional modulation is found to be reduced 

by a factor of ^n"2 = 10"2 for nR = 10; and nR = 6 is found to 

give anomalously low modulation {^3 x 10"3), presumably due to a 

near cancellation of the 6th Fourier component. 

This reduction in the modulation depth of the coupling 

by large values of nR not only reduces the ride roughness; it 

also reduces the modulation amplitude of Ii in the superconducting 

magnet, in the same proportion.  The associated AC losses are also 

reduced, but with one less power of nR, because the hysteretic 

power dissipation is proportional to Ii = w6li « n^öli for fixed 

train magnet length. 

A further reduction in AC magnet currents can be achieved 

by introducing a normal conducting sheet between the track and 

the train magnets to screen out the time-varying fields at the 

magnets.  If thin compared to the skin depth, such a screen reduces 

the AC currents by a factor of (1+Cü
2
T
2
)  , where T is the L/R 

decay time of the currents in the screen.  Since this shield plate 

also increases the damping of the vertical motion of the train, 

it will probably be advantageous to include it even for unstruc- 

tured track systems.  Maximum damping /.111 occur when wx ~  1; on 

the oth^r hand, good screening requires that ux >> 1.  For example, 

a 1 cm sheet of aluminum will giv3 maximum damping at a frequency 
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near the natural frequency of the suspension, 0^/2* = 1 Hz, and 

screening by a factor of ^(r2 at 100 Hz, a typical frequency 

associated with motion over a structured track. 

111 *   AC Losses in Superconducting Magnets 

As discussed above, when there is a change in the en- 

vironment seen by a superconducting magnet in persistent current 

mode, the current in the magnet changes to hold the total flux 

constant.  For thin extended loop magnets of the sort considered 

for levitation purposes, the local flux density B in the winding 

itself is dominated by the local current and changes in proportion 

to it, even though the total flux is constant. 

To illustrate this point by a concrete example, consider 

a 300,000 ampere-turn superconducting loop with cross-sectional 

radius a = 1.5 cm at a height h = 30 cm above an ideal ground 

plane.  The local field at the surface of the superconductor is 

40,000 gauss; the image field reflecting the presence of the 

ground plane is 1,000 gauss.  A height decrease of 1% will cause 

the image field to increase by ^1%, and the magnet current to 

increase by an amount smaller by a factor of order in  h/a = 3. 

Evidently, the resulting ^0.3% increase in the 40,000 gauss field 

will dominate.  In general, the local field effect will be stronger 

by a factor of the order of the ratio of the height to the con- 

ductor radius; this ratio will always be quite large, as in this 

example. 

If the superconductor were in the form of infinitely fine 
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insulated wire, there would be no significant dissipation of 

energy due to changing currents.  In practice, magnets are would 

of wires of sufficient diameter that each can carry substantial 

currents, and the conductors are stabilized against flux jumps 

by making them a composite in which the superconductor is in 

contact with a good normal conductor, such as copper.  The best 

performance has been obtained by using multifilamentary wire, 

containing ^100 superconducting filaments of diameter ^10  microns 

imbedded in copper, and subsequently twisted to "decouple" the 

separate filaments. 

•^        Origin and Order of Magnitude of Losses 

There are two main sources of energy dissipation in the 
U 

conductor: hysteresis loss in the superconductor and eddy current 

loss in the copper.  If there were no superconducting filaments 

present to modify current patterns, the eddy current loss per 

unit volume would be of the order of 

r 

D 

- 

P = (l/12)B2d,2/p        (emu) (5) 

where d' is the wire diameter and p is its resistivity3.  (The 

exact coefficient will depend on the shape of the cross section 

of the wire.)  For p = 2 x 10~8 ohm-cm = 20 emu (copper at low 

temperature), P = 4 x 10~10d,2B2 watts/cm3.  Thus, for the 

representative values d' = 0.025 cm, B = 1000 gauss/sec, and 

V = 105 cm3 as the volume of material for the magnets ;'n one 

vehicle, this amounts to only ^0.02 watt; this is negligible 
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compared to the static heat leak into the cryostat, which is 

estimated to be ^50 watts per car. We conclude that with good 

design, this simple eddy current loss would pose no serious 

heating problem. 

We now consider the hysteresis loss in an isolated thin 

superconducting filament of thickness d and critical current 

density J  (typically 1.5 x 105 amperes/cm2).  So long as 

2ITJ d << AB, where AB is the total change in B in a cycle, the 
c 

filament can do little screening of the field, and one can take 

B to have the same value in the filament as outside.  The electric 

field induced along the wire varies as E = Bx, where x is measured 

from the center of the filament.  The energy dissipated per unit 

volume is J E, where J is the critical current density, taken 
c c 

constant as in the Bean1* model.  Averaged over the thickness d, 

this gives the conventional result 

P = J |B|d/4      (emu) (6) 

per unit volume of superconductor. Unlike the eddy current loss, 

this hysteresis loss depends on the first power of B. For making 

numerical estimates, it is more convenient to rewrite (6) as 

P = Ic|B|d/4 (6a) 

per unit length.  With the typical values Ic = 4 * io5 amperes 

(for the whole cable of wires, each containing many filaments), 
_ 2 • 

d ■ 10"3 cm, and a length of 10u cm per car, we cbtain P = 10" B 
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f watts.  For B = 103 gauss/sec, this leads to an estimated dis- 

. sipation of P » 10 watts.  since this is of the same order as 

the anticipated total cryogenic heat loading, it is clear that 

one will be required to hold this loss to a minimum. 

Unfortunately, the estimate based on (6) forms a lower 

bound to the dissipation for any given composite conductor since 

it neglects the copper matrix.  Currents will be induced which 

U flow through the copper between filaments, and the presence of 

Q the superconducting paths greatly enhances the dissipation due 

to these eddy currents because the induced emf is dropped over 

a shorter distance in the copper.  As discussed in detail by 

Wilson, et al5, this extra loss can be reduced by twisting the 

wire with a pitch p = 4Ä such that i  is much less than a critical 

length ft determined by 0 
n V ■ 2Jcdp/|B| (7) 

For typical values, ftc is of the order of a centimeter,  without 

the twist, the dissipation turns out to be essentially the same 

ri as given by (6), but with d increased to the diameter d' of the 

whole bundle of filaments, and the advantage of the fine fila- 

[] ments is lost.  It should be noted that (7) was derived by 

considering a simple model of two supercondu. - ng sheets of 

thickness d separated by copper.  For an actual composite wire 

containing many layers of superconduccmg filaments, the twist 

Pitch at which the loss reaches this upper limit is given approx! 

mately by 
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I'2   ■ J d'p/2|B| = (dV4d)i 2 (7a) 

either side of center.  With the twist, the extra loss falls as 

Si2   for given B, so that (6) is replaced by 

where 

deff ■ a« a>v) o) 

and 

■ 

This follows from (7) upon replacing d by d,/4, corresponding 

to assuming a filling factor of 1/2 in a thickness (d,/2) on 

P = Jc|B|deff/4 (8) 

, 

deff   "  dd+U2/^2)   =  d+2il2B/Jcp        (£<Ji^) (10) 

Note that increasing B not only increases the loss (6) for an 

isolated filament; it also decreases the critical length £ , 

and therefore increases the extra loss.  Thus, although (6) 

varies as B, the extra loss varies as B2, so that typically the 

observed loss varirs more rapidly than linearly with B.  From 

(10) it is evident that it does little good to reduce d below 

Ä2B/Jcp; i2  must be reduced in proportion to d to keep fc<£ , 

for given values of B, J , and p. 
c 

From this discussion it is clear that even with twisting, 

it is hard to hold deff right down to d, especially for small 

values of d.  If performance specifications are critical, one 

must rely on empirical test data to determine d ff, but the 
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formula (10) should be adequate for semi-quantitative estimates. 

For more detailed results, the report5 of the Rutherford Labora- 

tory group is particularly useful. 

Uependence on Design Parameters 

Having seen that these AC losses will be a serious design 

concern, let us set up a reasonably general model for estimating 

their size and dependence on design parameters.  It is convenient 

to relate the AC losses to z, the associated vertical acceleration 

of the train.  Taking the derivative oi (4b) with respect to kjz2 

(and neglecting the smaller associated change of M^dM/dh), we 

have 

z =  OF ::  1-Hk12
2   6ki 2 

2 

l-k12
?   kja2 (lla) 

Similarly,   from   (3)   we have 

6Ij 6k! 2 
2 

li 1-k,22 (llb) 

if no screening plate is in use.  Combining these relations, 

61! _   k!2
2   Z 

li   l+kia2 g (llc) 

For a cylindrical conductor of radius a, carrying current 

li, the spatial average value oi B in the conductor is B = 4l1/3a. 

Thus, if 61i is varying at u, 

B = 4a)6l!/3a (22) 

and from {6a) and (8) we have for the power dissipation per unit 
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mg = LjIikj^M-1 | dM/dh; (14) 

length 

col   6lid wl   I.d  ,:.     ,       2     " 
D ^       c eff _       c   i   eff    ky^ 2 

3a 3a    l+k122 g (13) 

Since the total weight of the train mg must be sustained by the 

force (4a), 

Combining this relation with (13), and including a factor 

(l+a)2T2)   for the effect of a screening plate, the total power 

dissipation in supporting the train weight can be written as 

"Id P =   ^g   /Zv . c> , eff,   M      1    1 
a+^jZ)* r{ii( 3a ^jdM/dhj i+k122 rr (15) 

In this, Li* ■ 2Än(w/a) = 8 is the dimensionless inductance 

(in emu) per unit length of the magnet conductor, w being the 

separation of the conductors.  Also, typically |dM/dh| ■ M/h 

and k12
2 « 1/3.  With these substitutions, (15) simplifies to 

p _ _1_ eff c  cohmg   z 

' 32     aT7 (i^xM^ a6) 

This result should be quite general, and, apart from small 

changes in the numerical coefficient, give a good approximation 

in most practical configurations.  If a screening plate is used, 

the frequency dependence in (16) drops out for U>1/T.  If we 

further assume the    ionable value Ij/I = 1/2, then (15) 

simplifies to 

D - ! v eff hmz     . P " 16 T T"    (^»1) (17; 
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which brings out the critical factors in a particularly concise 

way.  Finally, if we reinstate the frequency dependence of (16) 

and insert the reasonable values h = 30 cm, m = 5 x lo^kg, 

deff = 10~3 cm' and a = 1-5 cm, we have 

p ...  6u)(z/q) 

- i^Ä     (watts) <") 
x\pplying this result to the heaving motion at co /2TT ^ 1 Hz, 

where ^T < 1, we have P « 25 (S/gJ watts.  Now, the maximum 

acceleration at 1 Hz which gives satisfactory subjective ride 

quality6 is about 0.15g, for which P - 4 watts.  Thus, if the 

above estimate is accurate, one can conclude that if the ride is 

smooth enough for passenger comfort, it will also be satisfactory 

from the point of view of cryogenic heating. 

In evaluating the estimate above, it is important to note 

that it represents a sort of lower limit to the heating.  The 

true value might well be an order of magnitude greater, enough 

to double the estimated static heat leak from all other sources. 

For one thing, we have considered only the lift force.  The 

dissipation associated with guidance and propulsion forces might 

be comparable in size.  As discussed above, however, the major 

source of underestimation of loss is our assumption of perfect 

decoupling of lOy filaments, so that deff = d = lO"
3 cm.  For the 

assumptions of our example computation, it turns out that B = 

6 x ioj gauss/sec, so that 1^3 mm.  Thus, a twist pitch of a 

few millimeters would be required (according to (10)) to approach 
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within a factor of two of the fully decoupled loss rate.  More- 

over, simple twisting is not enough; full transposition is 

required for ideal performance.  That is, all conductors must 

share equally in extericr and interior positions in the wire, 

and eventually in the cable of wires.  To achieve decoupling 

with reasonable twist pitches at these rapid sweep rates and 

small values of d, it may be necessary to resort to a 3-material 

composite.  In such a composite, each superconducting filament 

is surrounded not only by copper, but also by a thin layer of 

relatively high-resistance alloy material to insulate it partial- 

ly from its neighbor filaments.  In this way, one can combine 

the thermal stabilization of the pure copper with the low AC loss 

of the alloy, at the expense of an increase in the complexity of 

the composite.  Such materials have already been tested by the 

Rutherford Laboratory group5. 

Despite our reservations about the exact numerical re- 

sults presented here, this calculation should be made quite 

accurate by our simple expedient of using a suitable d .. > d 
eff - 

instead of d in (13), (15), and (16).  This deff can be esti- 

mated using (10), or better, determined empirically by using (8) 

and the measured loss in a test sample operated at the same 

values of ß, B, and I/Ic as would be found in the actual appli- 

cation. 

Let us now consider the case of a structured track, with 

track loop,, of length M meter.  At full speed, this will corres- 

pond to a frequency of %100 Hz, and (18) leads to P *   4000 (z/g) 
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watts, if one ignores the effect of the screen.  Subjective ride 

quality6 would again allow z - 0.15g at this rather high frequency, 

in which case P a 600 watts, clearly unacceptably high.  None-the- 

less, there is no serious problem, because, as noted above, one 
M 

can hold z < 0.01g with a reasonable choice of a track loop length 

small compared to the train loop length.  In that case, P would 

be only MO watts, which is comparable with other expected heat 

inputs.  Moreover, this high-frequency field can be reduced by a 

factor (l+a)2T2)"^ ^1/100 by inserting a thick normal conducting 

sheet between magnets and track.  For example, for typical coil 

sizes a 1 cm aluminum sheet at room temperature would give satis- 

factory shielding (COT « 100), while increasing the weight of the 

train by less than 5%, even if it covered the entire area of the 

train.  Given such a screen, the additional AC loss due to struc- 

tured track should present no serious difficulty. 

IV.    Comparison with Experiment 

It is of considerable interest to compare the resi Its of 

the above theoretical analysis with the experimental results of 

Hirai, et al  on the Fuji Electric test vehicle, the only relevant 

data available to the author at this time.  This vehicle, weighing 

650 kg, was levitated at a height of about 25 cm over a structured 

track moving at a speed of 100 km/hr.  The magnet conductor 

weighed 29.5 kg, carried 855 amperes giving 2 * K)5 ampere-turns, 

and produced a maximum field of 23,000 gauss; the energy stored 

was 4.5 x 10"j.  The cross section of the conductor was 1.8 x 3.2mm, 
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n 
and it contained 161 filaments of NbTi, each 80M in diameter, 

embedded in 6x the weight of OPHC copper, and twisted with a 

Pitch of 10 cm.  Eighteen layers of such conductors were used, 

each containing 13 turns.  As sketched in Fig. 1, the two magnet 

coils were crescent shaped to conform to the circular test track, 

with dimensions of M10 cm along the circumference and ^25 cm 

between the two sides of the loop.  The structured track contained 

6 loops, so that the ratio of loop sizes was nR = 3, and it could 

be rotated at up to 600 rpm.  There was a 3.2 mm thick aluminum 

screening plate between magnets and track, cooled by conduction    f 

from liquid N2. 

We may compute k12* from (4a) using the quoted weight and   j] 

stored energy 1/2 L^2, and by assuming M"' | dM/dh | = 1/h.  The 

result is k12
2 = 0.018.  We can see from (3) that the current      D 

should increase by a similar amount when the magnet is levitated    n 

over the moving track.  The observed increase is quoted as 1-2%,    '"' 

certainly in excellent agreement.  This coupling value is an       fl 

order of magnitude less than would be desirable for efficient 

levitation of a real train.  The low value is a consequence of 

the small width of the coils compared to their height above the 

track. 

At full speed of 10 rps, the 6 track loops modulate the 

environment of the magnets at a frequency of 60 Hz.  Search coils 

installed below the magnets revealed an AC magnetic field of up 

to 50 gauss at this frequency.  This value can be accounted for 

roughly by noting that the maximum field at the coil is B - 20,000 
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Superconducting 
magnet  loop 

Normal 
metal track 
loop 

Figure 1.  Schematic diagram of magnet and track configuration 
in the test of the Fuji Electric vehicle.  (See ref. 
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n 
gauss, modulated by a fraction ^nR-

2k12
2 . (l/9)(0.Clö) = 0.002, 

so that 6B - 40 gauss is a reasonable estimate.  This AC field is 

attenuated by a factor (WT2
)"^ - 1/60, for M = 1207r and x = 

L/R - 1/6 second.  (The inductance of a single turn of the size 

and shape of the magnet coil is about 1MH, and the resistance of 

a similar size strip of a sheet of 3mm aluminum at 770K, where 

P - 0.2M ohm-cm, is about 6M  ohm.  Since the ratio L/R is determined 

by the narrow dimension of the loop, it would be about the same 

for a loop of the size of the track loop as for the magnet loop.) 

To emphasize that this screening effect is an impedance effect 

and not a skin depth effect, we note that under these conditions    l 

the skin depth 6  would be about 3mm, the thickness of the screening 

plate.  Yet the attenuation is by a factor of 60, not by e.  Thus, 

the AC field applied to the magnet is only *l  gauss, so that 

B = todB ~   300 gauss/sec. 

For this value of B and the parameters of the conductor 

listed above, the characteristic length ^ defined by (7) is about 

5 cm.  Thus, the 10 cm twist pitch is too long to be fully effec- 

tive in reducing losses, and the effective filament diameter deff   [| 

will be at least 0.2 mm.  With the volume of the superconductor 

being only ^1/6 of the total conductor, we estimate V « 700 cm3. 

With Jc - 200,030 amps/cm2, (8) then leads to a total dissipated 

power P « 2 watts.  An alternate estimate can be made using (15), 

taking z/g = l/nR
2 = 1/9, j^, , 2200/855 . 2.6/ Ll. . 2 £n 10 

- 4.6, and other numerical values appropriate to the system; this 

[j 
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leads to P - 2 watts, within the accuracy of the estimates used. 

For comparison, the value determined by measuring the extra helium 

boil-off was 18-27 watts, an order of magnitude larger than these 

estimates.  Since the loss du« to imperfect decoupling varies as 

B2, this discrepancy could be accounted for if, because of its 

finite extent, the screening plate reduced B by only a factor of 

20 instead of 60, as we estimated.  Or, the extra loss may stem 

from an underestimate of deff due to the absence of complete trans- 

position in the winding.  In any case, we are reminded that our 

estimate (10) is generally a lower bound, and that empirical tests 

are needed to see exactly how large these losses are.  It is 

interesting to note that the computed eddy current loss in the 

copper (5) if there were no superconducting filaments is only 

^O.ul watts. 

A more relevant comparison is with the other cryogenic 

heat leaks.  These were only %10 watts, of which Hirai, et al 

attribute a major portion to conduction down two short current 

leads (which could be eliminated in a practical design for a 

train).  They estimate the other heat inputs as only ^3 watts. 

Scaled up in proportion to weight from the test vehicle of 650 kg 

to a practical vehicle of 50,000 kg, this 3 watts becomes 230 watts, 

but presumably improved eigineering design in the full scale version 

could bring this down to our estimated 50 watts.  On the other hand, 

the AC loss of ^20 watts, although it caused no problem in the 

test vehicle, would scale up to 1500 watts, if no improvements 
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were made; this would be an excessive burden on the cryogenic 

system of a high-speed train. 

One can get an appreciation of the practical significance 

of such dissipation levels by recalling that 1 watt-hour of energy 

will boil off about 1.3 liters of liquid helium to form about 0.9 

cubic meters of gas at STP.  Thus, in an 8-hour shift, a 50 watt 

heat leak will boil off some 500 liters of liquid to form 3.6 m3 

of gas, after compression to 100 atmospheres.  On the other hand, 

a 1500 watt heat leak would boil off 15 cubic meters of liquid 

helium to form 110 m3 of gas at 100 atm.  On-board storage of the 

larger amount of helium, either as liquid or as gas, would be 

impractical.  If instead one used a refrigeration system on the 

train, the power requirement to remove 1 watt at 40K would be 

about 75 watts for full Carnot efficiency, and probably ^300 watts 

for even a rather efficient real machine.  Thus, while a 50 watt 

heat leak scales to only ^15 kw, 1500 watts scales up to ^450 kw. 

The latter value would obviously involve unreasonably massive 

refrigeration machinery as well as obvious problems in transferring 

energy to the rapidly moving train.  [The much larger propulsive 

power (^6MW) need not be transferred if an active-track linear 

synchronous motor drive is used.] We conclude that neither 

cryogenic system could comfortably tolerate a heat leak much 

greater than our nominal 50 watts without adding excessive weight 

burden to the train. 

As can be seen from (15), the excessive dissipation rate 

of this model vehicle could be reduced somewhat by going to a 

■ 

■ 
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larger value of n  (to reduce z/g " l/nR
2), by working with Ii 

closer to I , and by using a thicker or larger screening plate 

to attenuate the AC field.  However, the major means of improving 

the performance will be by use of a conductor with finer filaments 

and better decoupling, the latter to be achieved by decreasing I 

and/or by increasing p.  In this way, one could hope to reduce 

d -je from ^0.2 mm to ^0.02 mm, which would reduce the dissipation 
err 

by a factor of 10, to a level smaller than other heat leaks. 

V.     Conclusion 

Although the test data just discussed were dominated by 

the effects of the high-frequency currents due to a structured 

track, these can be controlled by increasing nR or using a thicker 

or more inclusive screening plate.  We conclude that the most 

serious AC loss problem in a real train will be that associated 

with the low-frequency heaving motion of the train at frequencies 

near the natural frequency of the suspension tao,   for which a 

screening plate is relatively ineffective (except for damping the 

motion).  For this motion, the requirement of acceptable cryogenic 

heating appears to place a limit on vertical acceleration which is 

comparable in severity with that imposed by subjective ride com- 

fort.  Because of the uncertainties in our numerical estimates of 

the conditions to be encountered in a train magnet, it would be 

necessary to obtain empirical data at appropriate field values 

and sweep rates in order to make a more precise statement.  It is 

possible that economical commercial 3-componer.t composite con- 
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ductors will need to be developed to keep the AC losses from im- 

posing the most demanding specification on acceptable vertical 

accelerations, with all the difficulty and expense that implies 

for track perfection and electronic feedback systems to maintain 

the ride quality. 
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COMMENTS ON THE PROSPECTS FOR MAJOR IMPROVEMENTS 

IN RECHARGEABLE BATTERIES TO OPERATE 

AT AMBIENT TEMPERATURES 

R. A. Huggins 

Abstract 

The important parameters relating to high performance 

batteries are described.  The factors controlling the specific 

energy are pointed out, and it is shown that, in view of recent 

progress on solid electrolytes, there are no fundamental limi- 

tations to the development of high specific energy cells to 

operate at ambient temperatures.  The achievement of high values 

of specific power at such temperatures will be a much more 

difficult problem, and the important factors are described.  The 

primary limitations will be in the cathode system, and several 

different approaches to circumventing them are described. 
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COMMENTS  ON  THE  PROSPECTS  FOR  MAJOR  IMPROVEMENTS 

IN  RECHARGEABLE  BATTERIES   TO  OPERATE 

AT AMBIENT  TEMPERATURES 

R.   A.   Huggins 

Introduction 

Because of the importance of power sources for a wide 

range of engineering applications, attention has been given to 

the development of electrochemical devices for the conversion 

and storage of energy for many years and several different types 

of such devices have been developed and serve in a variety of 

applications. 

Increased attention has been given to this matter in 

the last several years for two major reasons.  The first of 

these has to do with the desire to find alternatives to the 

internal combustion engine which is presently used for vehicular 

propulsion.  One obvious alternative would be to develop elec- 

trically powered vehicles, but it is widely recognized that this 

would be impractical at the present time because of the limi- 

tations in the performance of currently available electric power 

sources. 

The second major reason for the sudden increase in 

interest in this area is that it appears that a major break- 

through has occurred which could have a large impact upon 
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battery (and perhaps fuel cell) technology.  As a result of 

recent work we are now aware of a number of solids in which 

ionic transport can be about as fast as that normally found 

in liquids.  Some of these solids are electronic insulators, 

and can thus be used as solid electrolytes.  As will be men- 

tioned later, there are several obvious potential advantages 

in the use of solid electrolytes rather than traditional liquid 

electrolytes.  In addition it has also been recently shown that 

there may be important dvantages in the use of certain :ypes 

of mixed conductors (in which both ionic and electronic species 

are mobile) in connection with solid electrolyte systems. 

As a result of the emergence of solid electrolytes, it 

is now possible to reconsider a number of aspects of battery 

and fuel cell design so that radical changes can also be ex- 

pected here as well.  Not the least of those new possibilities 

is the opportunity for the development of miniature all-solid 

battery systems which might be integrated into electronic 

circuitry. 

It is not the intent here to discuss these recent 

developments in detail, as a number of reviews of progress in 

this area can be found elsewhere1.  Instead, since most of the 

developmental efforts oriented toward non-miniature battery 

systems require operation at elevated temperatures, attention 

will be focused here upon possibilities for the development of 

high performance battery systems to operate at ambient tempera- 

tures. 
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ö Findamental Parameters 

In addition to the obvious important practical matters 

such as cost, mechanical ruggedness, and safety, there are four 

fundamental parameters of primary concern in any battery system. 

The first of these is the specific energy, which specifies the 

amount of energy that can be stored per unit weight of the total 

battery irv.item.  The s-cond is the specific power or the amount 

of power available per unit weight.  The third is the storage 

life, which is determined by the rate of self discharge of the 

battery system with no external load.  The fourth is the opera- 

ting life, generally expressed in terms of the number of charge- 

discharge cycles that can be sustained. 

Approximate values of the specific energy and specific 

power of various battery systems, as well as the general range 

of performance obtained from fuel cells, are presented in Fig. 1. 

In general, the better fuel cell systems which involve the oxi- 

dation of gaseous or liquid fuels tend to have good vaxues of 

specific energy, so that a great deal of energy can be stored 

per unit weight.  However, they are typically limited by kinetic 

considerations so that their values of specific power are rela- 

tively low.  Battery systems, on the other hand, are generally 

less effective in terms of energy storage but are typically more 

attractive than fuel systems in applications involving large 

current drain because of their greater values of specific power. 

To put the data shown in this figure in perspective, 

it has been estimated2 that rechargeable batteries having specific 
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f 
energy and specific power values of about 100 watt-hrs. per 

pound and 100 watts per pound will be needed for proposed 

designs of an electrically powered automobile weighing about 

3000 pounds with a range of 200 miles at a constant speed of 

55 mph (or about 165 miles at a speed of 70 mph).  This includes 

the power required for air conditioning, heating, and typical 

accessories, as well as propulsion.  Batteries which meet these 

criteria also would readily meet the federal suburban driving 

cycle requirement.  Estimates have also been made3 of the 

energy and power requirements for a smaller urban vehicle.  In 

that case, both the specific energy and specific power of the 

battery system could be substantially reduced.  The latter to a 

value of about 45 watts per pound. 

Specific Energy 

The amount of energy that can be stored in any electro- 

chemical system has a definite theoretical limit.  This value 

is determined by the free energy change in the net cell reaction, 

and if it is divided by the equivalent weight of the reactants 

alone, one can obtain the maximum theoretical specific energy 

for any given battery system. 

One can, of course, never reach this limit in practical 

systems because of irreversible processes as well as the fact 

that additional weight is always present in the electrolyte and 

the container, as well as in electrical leads, connectors, etc. 

Nevertheless, the value of the maximum theoretical specific 

energy provides guidance with respect to which types of electro- 
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AG = AH - TAS    , (1) 

ü 
chemical systems are most worth exploring.  Pigure j presents      Ü 

data for a number of systems plotted versus the gram equivalent 

weight of the reaotants themselves.  Noting that values of the 

specific energy are plotted on a logarithmic scale, one readii 

sees that they vary over a wide range.  This figure also illus- 

trates the great importance of the atomic weight of the con- 

stituents.  Most important, however, is the fact that the 

traditional battery couples are way down at the bottom of the 

figure, so that it is theoretically possible to find electro- 

chemical systems in which the specific energy might be much 

greater than that which is possible in traditional battery 

systems. 

Since the free energy change AG can be expressed as        ^ | 

"o see that the value of the theoretical maximum specific [.! 

energy is actually greater the lower the temperature.  There- n 

fore, it does not rtself constitute an impediment to the ! ' 

development of high performance batteries to operate at ambient (I 

temperatures. 

It is also necessary that an electrolyte be available 

that not only has very high ionic conductivity and very low 

electronic conductivity but also has sufficient chemical stabil- 

ity that it does not deteriorate under conditions ranging from 

very reducing on the anode side to vary oxidizing on the cathode 

side.  This also does not provide a fundamental limitation upon 
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the possibility of reducing the operating temperature.  Actually, 

it is a favorable factor, as most reactions involved in corrosion 

or chemical attack proceed at lower rates the lower the tempera- 

ture. 

To achieve high values of specific energy in actual 

batteries it is also necessary to have a very weight-efficient 

design utilizing practical materials for the container and 

current leads which will not be attacked by the chemical com- 

ponents of the system and which can be readily fabricated and of 

low cost.  This is obviously not a factor which would limit the 

possibility of reducing the operating temperature of such a 

battery. 

Thus, we see that there are no inherent restrictions 

relating to the specific energy that become especially important 

as the operating temperature is lowered. 

Specific Power 

Although there are no basic reasons why low temperature 

battery systems might be disadvantageous from the standpoint of 

specific energy, the situation is quite different with regard 

to specific power, for here one is concerned primarily with 

kinetic phenomena which typically have a strong temperature 

dependence.  In order to look at the various factors which may 

be involved, let us consider the simple cell illustrated 

schematically in Fig. 3, in which it is assumed that the relevant 

overall chemical reaction is 
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M + X = MX (2) 

If we take an operational view of this simple hypo- 

thetical cell, we see that the anode system on the left has 

three functions.  M atoms must be supplied to the anode- 

electrolyte interface, these atoms must give off electrons to 

become M ions, and the electrons must be transported away froiri 

the interface into the external circuit. 

The function of the electrolyte is simply to transport 
4- 

these M ions from the anode system side to its interface with 

the cathode system. It is, of course, important that no other 

species be transported through the electrolyte to any appreci- 

able extent. 

One of the functions of the cathode system is to supply 

electrons to combine with the M ions which arrive at the cathode- 

electrolyte interface by transport through the electrolyte.  X 

atoms must also be supplied to react with the M to form the 

reaction product MX.  It is also important that this reaction 

product be transported away from the interface so that it does 

not impede further reaction. 

Therefore, we see that an important aspect of each of 

the sections, or compartments, in this simple cell involves the 

transport of either atomic or ionic species.  Although, in many 

aqueous electrochemical systems one finds that the ionization 

or reduction steps at the interfaces themselves may be rate con- 

trolling, this is typically not the case in high temperature 
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systems involving solid electrolytes, and is also probably not 

important in most such systems at ambient temperatures.  Instead, 

the primary concern with regard to kinetic phenomena must be 

focused upon mass transport of species to and from the interfaces 

in the electrode systems, as well as through the electrolyte. 

Materials with Very Rapid Mass Transport 

In recent years there has been a great deal of progress 

in the identification of materials in which such mass transport 

is much more rapid than was earlier assumed to be possible in 

solids.  A number of these (sometimes called superionic conductors) 

have diffusion rates which are immensely greater than is the case 

in the conventional ionic materials with which we are much more 

familiar.  Some of these materials with unusually rapid mass 

transport are primarily ionic conductors (superionic conductors), 

whereas others are mixed conductors in which the electronic con- 

ductivity is also appreciable.  Data on the ionic conductivity 

of some superionic conductors as well as several of the more 

conventional ionic solids are shown in Fig. 4, which also illus- 

trates how these values vary with temperature.  The most im- 

portant point to be seen from this figure is the truly immense 

difference in behavior at low temp?ratures.  To illustrate this 

point, extrapolation of the data for pure KC1, a common alkali 

halide, to 250C would give a value of the ionic conductivity 

that is 1028 times lower than that for one of the best presently 

known superionic conductors, RbAg.Is.  Another important thing 

that should be noted from these data is the relatively small 

-175- 



temperature dependence of the ionic conductivity in the super- 

ionic conductor group.  This means that the properties of the 

solid electrolyte will not vary a great deal if the operating 

temperature of the battery is reduced. 

Some of the superionic materials undergo phase trans- 

formations at relatively low temperatures which cause a sudden 

change in the value ox the ionic conductivity.  Typically, the 

structure above the transition temperature is less close packed 

and has a much higher conductivity than the low temperature phase. 

Thus, one must beware of this situation in certain cases.  Data 

relating to these structural changes for some important ionic 

conductors are included in Table 1. 

This problem does not occur in some superionic conductors, 

however.  A prominant example is the beta alumina family.  Fig. 5 

shows the temperature dependence of the ionic conductivity and 

chemical diffusion coefficient of the solid electrolyte sodium 

beta alumina (nominally NaAliiOx?).  These data were obtained 

by the use of thre^ different exoerimental techniques, and the 

linearity of this plot indicates that a single physical mechanism 

is involved over an extremely wide range of temperature, from 

800oC all the way down to -190oC.  Obviously, there is no problem 

of structural instability in this case. 

The beta alumina structure is particularly important, 

for it has been shown6 that a large number of monovalent cations 

can be introduced into it.  Several of these ions have rather 

high values of ionic mobility.  Careful measurements have been 
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made of the ionic conductivity of five of these7 using appro- 

priate mixed conductors as reversiisle solid electrodes.  These 

data are shown in Fig. 6. 

It is now recognized that the unusually high ionic 

mobility in these superionic conductors is related to the 

presence of ionic-sized tunnels within their crystal structures. 

In the case of beta alumina, the structure can be visualized as 

consisting of blocks of close-packed gamma alumina separated by 

bridging layers which contain tunnels which are about half filled 

with the mobile monovalent cations.  This structure is shown 

schematically in Fig. 7.  As a result of this layered structure, 

the ionic conductivity is extreirely anisotropic, with rapid 

motion in the plane of the bridging layers, but essentially no 

transport in the other direction. 

Limitations at Lower Temperatures 

If we now return to the question of the features which 

might limit the possibility of the operation of high performance 

batteries at ambient temperatures, it is readily apparent that 

if one uses a solid electrolyte that does not go through a phase 

transformation, the only disadvantage with operation at lower 

temperatures, so far as the electrolyte part of the cell is 

concerned, has to do only with the temperature dependence of the 

ionic conductivity.  Since this is a reasonably small factor 

with the better solid electrolytes, it is quite apparent that it 

does not constitute a fundamental limitation. 
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This does not mean, however, that the electrolyte 

question has yet been adequately resolved, for we are not yet 

aware of really satisfactory solid electrolytes for the trans- 

port of either lithium or potassium, two of the more interesting 

possible anode constituents.  Nevertheless, if one can assume 

a reasonable degree of optimism, it becomes apparent that internal 

resistance due to the electrolyte is not the fundamental stumbling 
■ 

block to ambient temperature high performance batteries. 

There are several other possible features that may pro- 

vide a more serious limitation upon the specific power that can 

be obtained from an ambient temperature high specific energy 

battery system.  The rate of charge flow through the battery may 

be controlled by slow interfacial reactions at the electrolyte- 

electrode contact.  However, as was mentioned before, this is an 

important problem in many aqueous battery systems but is not ex- 

pected to be limiting in non-aqueous systems of the type most 

apt to be used with solid electrolytes. 

Limitations due to mass transport within the anode system 

are probably also not going to be particularly important in most 

cases.  Present high specific power batteries involve liquid 

metal anodes, so that mass transport of the metallic element in 

the anode is not a problem.  If alkali metal anodes are used at 

temperatures below the melting point of the alkali metal itself 

(lithium 1790C, sodium 97.50C, potassium 62.30C) difficulty 

might arise at very high specifxc current densities due to the 

formation of voids at the interface between the anode and the 
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electrolyte.  However, ambient temperatures are sufficiently 

close to the melting point of the alkali metals that the rate 

of diffusion of vacancies is very high.  As a result, any 

vacancies that form at the interface can diffuse away into the 

bulk of the metal rapidly, rather than accumulating to form 

porosity and a reduced area of contact to the electrolyte. As 

a matter of fact, small cells involving the use of solid sodium 

anodes with beta alumina have been shown to operate satisfactorily 

at room temperature with moderate values of interfacial currents. 

On the other hand, transport processes within the cathode 

system are apt to be very important.  The present approach to 

this problem is to use cathodes in which the reaction product is 

a liquid (e.g., NaaSs, which is liquid at 300oC).  Diffusion 

within the liquid as well as mass flow of the balk liquid serve 

to transport the reaction product away from the interface, so 

that the reaction can continue unhindered.  If this does not 

happen rapidly enough, a blocking layer will form, and the whole 

process will be drastically slowed down. 

This mass transport process must be accompanied at the 

electrolyte-cathode interface by reduction of the transporting 

M ions by electrons supplied through an electronic conductor. 

In the case of the sodium-sulphur batteries now under develop- 

ment, this function is served by the use of graphite felt, which 

is pressed against the interface. It is, of course, desirable 

to have as good contact as possible between the graphite and 

the interface.  However, the better the contact at this three- 

D 
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Phase interface, the more interference there is with diffusion 

and mass flow within the liquid.  This is a source of considerable 

practical difficulty in some of the battery systems presently 

being developed. 

Different Approaches to the Cathode Problem 

A different approach to this problem would be to use a 

mixed conductor to supply the electrons for the reduction 

reaction.  For example, if a thin layer of a mixed conductor 

were deposited upon the cathode surface of the electrolyte, 

electrons could be furnished across the whole electrolyte 

surface, and since the mixed conductor is essentially transparent 

to the ionic species, the area of contact with the liquid in the 

cathode compartment would not be reduced.  In addition, there 

would be no geometric hinderence to diffusion or mass flow within 

the liquid. 

By use of such a mixed conductor configuration one should 

be able to make some improvement in the overall kinetic performance 

of a liquid cathode system, and thus reduce the temperature of 

operation somewhat. 

There are, however, other schemes that can be used to 

allow operation at even lower temperatures.  One method would be 

to have a three-phase cathode system in which, in addition to 

the electronic conductor, a reactant phase is dispersed within 

an electrolyte.  In this manner the mass transport throughout 

the whole cathode system is accomplished by means of the electro- 

lyte, rather than requiring transport of the reaction product 

. 
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away from the interface.  By this means, the cathode operating 

temperature requirement can be substantially reduced, although 

there will be a weight penalty due to the presence of the 

electrolyte within the cathode compartment.  This technique has 

^• been used to permit low temperature operation of sodium-conducting 

systems with inorganic cathode reactants such aj  CuClj8, as well 

as several types of organic reactants9. 

A somewhat different approach would be the use of a 

solid mixed conductor to perform both functions at once, with 

the reactant finely divided within a mixed conductor matrix.  In 

such a case, there is no need to sacrifice additional weight 

and volume for a separate electronic conductor such as graphite 

as the mixed conductor can serve that function as well.  Here 

again, however, one has to pay a weight penalty. 

It has been recognized for some time10 that the chemical 

diffusion coefficient in some mixed conductors can be extremely 

high.  As a result of the coupled interaction between the 

electronic and ionic fluxes in such materials, diffusion coeffic- 

ients of the order of 10"3 cm2/sec. can be observed in some cases. 

Although there have been relatively few measurements reported to 

date on mixed conductors containing mobile cations, it seems 

reasonable to expect that a number of useful materials of this 

type will be found. 

These various different cathode structure possibilities 

are illustrated schematically in Fig. 8. 
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Storage Life 

There ere two types of (actors thet provide the primary 

limitations upon the storage life of any battery system.  One 

of these has to do with the ability of the various constituent 

materials present to withstand the various kinds of corrosion 

and chemical attack that arise because of the presence of active 

chemical species, both oxidizing and reducing, in such systems. 

As a general rule, these problems become more severe til,  higher 

the temperature, so that they do not pose any inherent limitation 

upon the possibilities for reducing the operational temperature 

of presently conceived high performance battery systems. 

The second, and perhaps more fundamental, matter relates 

to self discharge.  I„ batteries and fuel cells with liquid 

electrolytes there are two general mechanisms by which self 

discharge can take place.  Uncharged (generally molecular) species 

can migrate from one electrode compartment to the other.  This 

typically occurs by diffusion and/or convection through the 

electrolyte or through an adjacent gas phase,  m addition, 

electronic conductivity through the alect-^i,,..,. .11 j     yii tne electrolyte allows compensating 

internal ionic conductivity, and thus self discharge. 

One of the inherent advantages of solid electrolytes is 

that the transport of uncharged species can be virtually pro- 

hibited,  m addition, it has been sho»n" that, at least in 

some solid electrolytes, the electronic conductivity at ambient 

temperatures can be many orders of magnitude lower than typically 

found in liquid electrolytes.  As a result, the storage, or shelf. 
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life of solid electrolyte batteries is one of their great 

potential advantages, and this is certainly not a limiting 

feature to their ambient temperature use. 

Operating Life 

Unfortunately, very little can presently be said about 

the prospects for the operating life of ambient temperature 

n       cells-  The Primary reason for this is that there is as yet very 

little understanding of the reasons for deterioration of present 

jj       cells at elevated temperature.  Until the pertinent mechanisms 

can be identified, it seems useless to speculate about this 

matter, despite its obvious importance. 

D 

I 
Summary 

The important parameters relating to the performance 

of advanced solid electrolyte battery systems and the factors 

that limit their values have been discussed. A review of the 
—) 

controlling mechanisms has indicated that there should be no 

fundamental difficulty in achieving high values of specific 

energy at ambient temperatures. 

The major bottleneck that is to be expected in the 

quest for better battery systems to operate at low temperatures 

lies in the problem of achieving high specific power values. 

Although more work has to be done on the electrolyte problem, 

it seems clear that the primary limitation will be in the cathode 

system.  Two new approaches to cathode system design involving 

the use of solid mixed conductors have been suggested. 
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The characteristics of solid electrolytes lead to the 

expectation that batteries with appropriate solid electrolyt 

should have a storage life vastly superior to present experi 

with systems utilizing liquid or paste electrolyt 
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Examples of Solid Ionic Conductors that have Phas 
Transformations at Relatively Low Temperatures'4 
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D 

TABLE 1. 

Material  Transition Temperature 
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/ j CuI 400oC 

AgsSI 2350C 

Agl 144oc 

CxiiHgli* 67° c 

AgzHgl,, 50oC 

[C5H5NH]Ag5l6 SO^c 

KAg^Is -1360C 

RbAg^Is -1550C 
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Figure 2. Maximum theoretical specific energy for various 
electrochemical reactant systems plotted versus 
their gram equivalent weights.  This illustrates 
the importance of both the electron gravity 
difference and the atomic weights of the constit- 
uents of battery systems.  (From Cairns and 
Shimotake, 1969 (l.g.)). 
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Figure 3. Schematic representation of elementary electro- 
chemical cell involving transport of M+ ions 
through the electrolyte from the anode system 
to the cathode system. 
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Huggins, 1972). 
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Conductor 
Layer 

Mixed conductor layer between solid electro- 
lyte and cathode reactant. 
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D 
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Electrolyte 

 I 
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Electrolyte dispersed 
in carbon felt 

b.  Three-phase system with reactant dispersed 
within electrolyte inside carbon felt. 
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c.  Two-phase system with reactant dispersed 
within mixed conductor. 

/ Figure 8.  Various different possible types of cathode 
structures. 
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HARDNESS OF PURE ALKALI HALIDES 

J. J. Gilman 

Abstract 

An explicit expression is derived for the indentation 

hardness numbers of alkali halide crystals in terms of ionic 

binding, combined with the theory of plastic identation.  The 

resistance to indentation is caused by the electrostatic 

faults that exist at the cores of {100} <110> dislocations. 

The theoretical hardness is given by (c.g.s. units): 

Ho = 0-096 Ih^ =  1-2  x  10'2  c^ 

where e ■ electron charge; e = static dielectric constant; 

b = Burgers displacement; and C^ = elastic shear stiffness. 

The theoretical hardness for NaCl is 17 kg/mm2 compared with 

the observed value of 16.7 kg/mm2. 
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HARDNESS OF PURE ALKALI HALIDES I i 

J. J. Gilman 
■ 

Recent data obtained by Chin, Van Uitert, Green and Zydzlk 

(1972) exhibit a simple relationship between the indentation 

hardnesses of pure salts and their elastic stiffnesses (Fig. 1). 

The purpose of this paper is to show that their result is con- 

sistent with a simple quantitative model of the resistance to 

dislocation motion on secondary glide planes in these crystals. 

The authors mentioned above measured the hardnesses of 

sodium and potassium halide crystals that contained various 

amounts of deliberately included impurities.  They obtained 

linear correlations and by extrapolating to zero impurity con- 

tents, they obtained values for the hardnesses of the pure salts 

which they designed, Ho.  Next, they found a linear correlation 

between Ho and the Young's moduli in the cube diagonal directions, 

Elll'  Tlie author ^as found an equally good correlation with the 

stiffness constant. Cm, as shown in Fig. 1.  The correlation is: 

no = 1.4 x lO"3 c, (kg/mm2) (1) 

and calculation of the coefficient is the purpose here. 
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I.     Hardness and Flow Stress 

Pure salts flow on their primary glide planes at stresses 

at least as low as lOg/mm3 which is about 103 smaller than the 

observed H values.  However, the plastic strains produced by a 

hardness indenter cannot be accomodated completely by primary 

glide so it is necessary for secondary systems to become active 

during indentation.  An analysis of the effect of this on the 

plastic constraint factor has been given by J. R. Rice and 

reviewed by Oilman (1972). 

The primary glide system in alkali halide crystals is 

{1x0} <IlO> and the secondary system is {001} <IlO>.  Since the 

flow stress for the secondary system is much hiaher than for the 

primary system, it limits the behavior.  If its magnitude is T 
61 

it is related to the hardness number by: 

TS = H/2/2 (2) 

according to the model of Rice; and it exerts a force, T b per 

unit length of secondary dislocation line. 

The author has pointed out elsewhere (Oilman, 1961) that 

secondary flow in crystals with the rock-salt structure is 

resisted by the fact that it requires ions to become juxtaposed 

in a high energy configuration when the structure is half-sheared, 

That J-S, when a relative translation of b/2 has occurred on the 

glide plane (b is the Burgert displacement). 

If the incremental energy per unit length of the dislo- 

cation line for this configuration is U  then the force, bi m s 
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provided by the applied stress must do enough work to supply 

this amount of energy. The distance through which the force 

acts is b/2 so: 

rj _  s /ergs, 
Um " ^~ (-CTtt ) (3) 

and Um is related to H through Eq. (2): 

4/2 U 
H  =     m 

,. 

o    b^ (4) 

This reduces the present problem to the calculation of U . 
m 

II.    The Mid-Glide Energy of a {001} <110> Dislocation in 
the Rock-Salt Structure    ~  

Juxtaposition of ions of the same charge sign creates a 

line in the glide plane along which there are repulsive electro- 

static forces acting as illustrated in Fig. 2 taken from Gilman 

(1961). 

The electrostatic situation is illustrated with further 

detail in Fig. 3.  The overall configuration consists of an 

infinite set of planes spaced b/2 apart.  Each plane contains 

three ions of the same sign, and the sign alternates from one 

plane to the next.  The ions^lie at the corners of isoceles 

triangles alternately pointing up and down.  They have bases 

and heights of lengths b and a = b//2, respectively. 

To obtain an expression for the net repulsive force per 

unit length along the set of planes, a point is chosen at the 

center of one of the triangles and the radii forces that act 

on it are calculated (by symmetry the forces normal to the 
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planes cancel). 

Consider plane 1 in isolation first.  Its configuration 

is shown in Fig. 4 where the force center is chosen such that 

the net radial force acting through it is zero.  Then any one 

force will be representative.  Take the vertical force which 

results from the repulsions between ions 1 and 2 and between 

2 and 3.  Each repulsive force is q^./tr*2 where qiq. are the 

ionic charges, i  is the interionic distance and e is the di- 

electric constant.  In order to estimate the screening effects 

of the surrounding polarizable medium, partial charges on the 

ions are used.  These partial charges are chosen in proportion 

to the fractions of the spherical ions that lie within the 

appropriate boxes in Fig. 3.  In the case of Fig. 4, for example, 

qi = e/2 and q2/3 = e/4.  The net vertical repulsive force is: 

fr _ 2 

In Fig. 5 the configuration for calculating the radical 

force that acts through the force center from the planes labeled 

+2 and -2 is shown.  By symmetry, only one ion pair needs to be 

considered; namely, pair (2,4).  (The interactions of 1 with 6 

and of 3 with 5 are neglected).  The result, remembering that 

there are two similar planes is: 

a _ ae  fl]3/2 
eb3  3 (6) 

r 2 = 

Thus, the first and second terms cancel as the author has pre- 

viously suggested on intuitive grounds (Oilman, 1961).  However 
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a second order effect remains because the subsequent terms 
IT    3 

fa, fi», etc., yield a net repulsion.  The first six terms of 

the series are: 

f " 7&  f3-3/2-3-V2+7-3/2.11-3/2+19-3/2.27-3/2) 

f . 0.017 f a 1 e!   A 0.017 a 
b* 

v           J 
e 

Ine pressure to be contained is: 

P = 2iF (9) 

and the energy of the strain field that it creates can be found 

by integrating the work done by the pressure during the creation 
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and the series converges to ^0.035 so: 

f « 0-035 fp- (7) 

This line of forces can be viewed as producing a pressure 

on the inside of a cylindrical hole of radius, r, where r is to 

be chosen to make the electrostatic and elastic fields self- 

consistent.  However, r will not be determined here because the 

purpose is simply to show that the elastic strain energy is small 

compared with the electrostatic energy.  For this purpose it is 

sufficient to let r = a = b//2. 

n The electrostatic force inside i  produces an elastic 

strain field around the hole that exerts a counter-vailing 

pressure of opposite sign to contain the force line.  Expressed 

per unit length and in terms of r, the force is: 

. 

. 



I 
I of the field.  The integral of the surface tractions times the 

displacements over the surface of the cylinder gives this work 

• (in polar coordinates): 

I Us = H (w  + W^d« r r T lreue;as (10) 

J Now the angular displacements are zero in this particular case 

so this integral retains only its leading term,  using results 

I from Love (1927, p. 213) the radial displacements, V and the 

stress, arr, in the presence of a pressure, P, are: 
■to 

Ur = f^ ;   arr = p (11) 
I 

Where v  =  shear modulus.  Then the strain energy is: 

27r 

".■frN9 (i2) 

Since 

P = 
2Trr3 

the expression for the strain-energy becomes: 

Us = +A2 

8Tryr- (13) 

: 

fl 

U        Integrating the electrostatic force from r = <» to r yields the 

following for the electrostatic energy: 

0 e r 

which is about 200 times larger than the elastic energy so the 

latter can be neglected. 
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I".    Comparison of Theory and Experiment 

Combining Eqs. (4) and (14) yields: 

H - 0.096 e 
o        eb" (15) 

and electrostatic theory gives the following expression for 

the elastic stiffness (Krishnan and Roy, 1952): 

C^ = 0.35 S-r 

Recalling that b = /2 ro and substituting Eg. (i6) into (15) 

and assuming that e  scales with r " gives: 

Ho (calc.) = 1.2 x 10-2ck,(d/cm2) 
(17) 

H
0    = 17 kg/mm

2 

which gives excellent agreement with the experimental Eg. (1). 

Furthermore, Eg. (15) can be used to calculate particular   H 

values of hardness.  For example, NaCl has the parameters: 

e = 4.8 * 10-10 esu; e  static = 5.6; and b = 3.9 x Kr« cm.;        fl 

so its calculated hardness is: 

D 
n 

compared with the measured value of 16.7k9/mm2.  Again, the 

agreement is excellent. 

Because of the many assumptions of this theory the agree- 

ment with experiment should not be overly emphasized.  Nonethe- 

less, the fact that in this case hardness can be calculated in 

terms of fundamental quantities is quite remarkable and supports 

the qualitative features of the model. 
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ü 
IV.    Summary 

An explicit expression is derived for the indentation 

hardness numbers of alkali halide crystals in terms of ionic 

binding, combined with the theory of plast:, o indentation.  The 

resistance to indentation is caused by the electrostatic faults 

that exist at the cores of {100}<110> dislocations. 

The theoretical hardness is given by {c.g.s. units): 

i: 

(I 

■ 

e2 Ho = 0.096 H_ = i.2 x IQ"2 C^ 

where e = electron charge; e » static dielectric constant; 

b = Burgers displacement; and dm = elastic shear stiffness. 

The theoretical hardness for NaCl is 17 g/mm2 compared with 

the observed value of 16.7 kg/mm2. 
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Figure 2. Ion Conxigurations at Glide Planes in Rock 
Salt Structure Comparing Initial and Holy- 
glided Positions for Two Planes. 
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figure 3.  Configuration of the Electrostatic Fault 
for the Holy-Glided Position on the {100} 
Plane. 
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Figure 4.  Detail and Force Diagram for Plane (1) of 
Figure 3. 
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Figure 5.  Force Diagram for Planes (1) and (2) of 
Figure 3. 
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COMPUTER EXPERIMENTS ON ATOMIC MODELS OF CRACKS: 

THOUGHTS ABOUT PROBLEMS AND OPPORTUNITIES 

G. H. Vineyard 

Abstract 

Although the process of the formation and propagation of 

cracks in brittle fracture has been under investigation for a long 

time, new opportunities for improved understanding are foreseen 
T 

in computer experiments on atomic models of the crack tip and its 

surrounding region.  Exploratory work has been reported recently 

by Gehlen, Kanninen, Chang, and others.  Possible atomic models 

for extensions of this work are considered, and a number of prob- 

lems inherent in such computations are discussed.  The atomistic 

calculations are divided into two classes, static and dynamic. 

A point of view is recommended which goes beyond the usual des- 

cription of crack fronts and related energies by dealing with 

extremal points of the potential energy in configuration space. 
it «■ 

This viewpoint provides a unified and more nearly rigorous frame- 

work for discussion and is naturally related to the results of 
I« 

static computer experiments.  Problems that may be illuminated 

if not completely solved by computer experiments are discussed. 

In particular, the role of jogs and kinks in crack propagation 

and the question of the formation of dislocations by advancing 

cracks are seen as suitable for more concentrated attack. 

*' 

wt 
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COMPUTER EXPERIMENTS ON ATOMIC MODELS OF CRACKS: 

THOUGHTS ABOUT PROBLEMS AND OPPORTUNITIES 

G. H. Vineyard 

I.     Introduction 

Most theoretical treatments of the process of crack 

formation and propagation are based on continuum models, and the 

atomic details are imported, where necessary, in ad hoc fashion. 

Recently exploratory computer experiments on atomic models have 

been made1-7, and this approach offers interesting new possibili- 

ties for learning more about the true state of affairs at the tip 

of a crack, and perhaps about fracture in general. 

It should be admitted that it is conceivable that knowing 

a great deal more about atomic configurations and atomic processes 

at the tips of cracks would not contribute substantially to under- 

standing the complex problems of fracture.  Thus the scale on 

which fracture phenomena are critically determined might be larger 

than atomic, which is to say that fracture processes might be very 

insensitive to atomic details.  In this event, computing more 

about such details would be only "scientific voyeurism".  However, 

I do not believe this is the case, and the following discussion 
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II.    Elements of the Models 

A model of the type under discussion consists of a finite 

set of mass points (called the explicit set) which interact with 

assumed forces and represent the atoms near the crack tip.  The 

explicit set is surrounded in some artificial manner that simu- 

lates a very much larger set of atoms than can be treated in a 

computer (ideally, an infinite set), and in which the explicit 

set can be thought to be imbedded  The boundaries of the larger 

set are supplied with stresses or strains of arbitrary magnitude 

capable of producing fracture processes within the explicit set. 

In the simplest procedure, all the atoms in two opposite 

faces of the explicit set itself are subjected to outward forces, 

F, simulating uniform tensile stresses imposed on a small speci- 

men.  Alternatively, shearing stresses can be imposed, or uniform 

displacements on the bounding faces.  An infinitely long straight 

crack can be modeled to advantage by applying periodic boundary 

conditions to the atom in boundary planes normal to the crack 

edge (or edges).  Cracks of more complex shape can be modeled in 

this way if a larger repeat distance is used. 

In general, the stress field around a crack falls off 

more slowly with distance than the field around point defects*, 

and this imposes serious difficulties in the choice of boundary 

conditions, similar to (but worse than) the difficulties with 

*The stress field around a linear crack falls off at large dis- 
^??ea^ilk^1//? W?lere r is the distance from the crack edge, 

:hpoLtthLfetcr^Sffnsldofa^rl/ar3Penny-Shaped,, "^ ^ *™™* 
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atomic models of dislocations.  With one dimensional cracks the 

difficulty is most acute, and work to date indicates that quali- 

tatively wrong results can be obtained if fixed displacements are 

imposed on the boundaries of the explicit set in the case of a 

linear crack7.  Gehlen and Kanninen7 have imbedded the explicit 

set in an elastic continuum, and in a manner similar to that em- 

ployed earlier by Johnson and others for point defect calculations, 

have relaxed the two systems by successive approximations so as 

to obtain a self consistent imbedding.  This method avoids the 

artifacts associated with rigid boundary conditions for linear 

cracks. 

Ill«   The Computations 

Two distinct types of computations can be made.  The first, 

and simpler, are the essentially static calculations, which ex- 

plore the potential energies of various atomic configurations; the 

second type are the dynamic calculations in which atomic motions 

are computed, usinr Newtonian dynamics, starting from an assumed 

set of atomic coordinates and velocities.  Various relaxation 

processes and quasidynamic processes that are used to find extre- 

mals of the potential energy are considered in this terminology 

to be static calculations,  it is important to distinauish the 

kinds of information available from the two types of calculations. 

Since the static calculations are so much simpler, much of the 

work should be of that type.  The static results form a background 

from which dynamic events can be selected, classified, and pro- 
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perly understood. 

A.  Static calculations 

A unified point of view with respect to the static cal- 

culations can be expressed as follows:  Let the (3-vector) co- 

ordinates of the N atoms in the explicit set be r,. r,     ? 

and the M coordinates employed to describe the displacements in 

U the imbedding medium be s,, s2, ... ,M.  Altogether the problem 

has 3N + N degrees of freedom.  A configuration of the system is 

a particular set of values of all these coordinates, abbreviated 

S.  It can be conveniently thought of as a point in a space of 

3N 4 M dimensions.  Let the forces applied at the boundaries of 

the entire system be denoted F (which may be a single number or 

a complex of numbers).  The case of specified displacements at 

the boundary is similar, and, alternatively, F could represent 

these displacements.  The model possesses a potential energy which 

depends on the configuration t  and also on F; the latter is con- 

veniently treated as a parameter.  Denote this potential energy 

*F(R).  The computer evaluates »p(S), and by means of various 

[j        possible algorithms searches out its extremals.  The essence of 

the static problem, then. is the finding of extremal confira- 

tions, the evaluation of the energy of those configuration... and 

the determination of the dependence of both energies and oonfigu- 

rations on F. 

Extremals may be classified further, as minima, maxima, 

and saddle points.  The minima are points of equilibrium, either 
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stable or metastable. m the vicinity of mini™, there „ill be ^ 

saddle points, and passage from one equilibriun, oonfiguration of [j 

the system to another by atomio displacements (e.g., opening or '. 

closing of the crack, movement of jogs, etc.) „in be accomplished Ö 

most easily by the traversal of at least one saddle point. -| 

"AccompUshed most easily" means with the least increase of        '' 

potential energy during the traversal.  "Peierls-Nabarro" type      '( 

barriers to the advance of a crack are represented quite generally 

by the occurrence of such saddle points between nunimum points in   D 

*F(«). The activation energy for thermally assisted jumping from 

one crack position to the next is the potential energy of the 

intervening saddle point minus the potential energy of the minimum, 

point. The entropy of activation can be calculated fro» the 

curvatures of the potential energy surface at the minimum point 

and at the saddle point8. 

increases of the force parameter F can cause a minimum 

point to disappear. The least value of F that does this is the 

critical stress (or strain) for forcing the crack out of that con- 

figuration. The critical F for each type of minimum point is of 

interest.  ^ a similar way the dependence on F of the free energy 

of activation for each thermally assisted process can be computed*. 

^th'aLo^te^r^te^the^rf is30""^0" ^ ene^ ^ its *" 

in an effort to Ä^s^i^n" SfÄTS» 
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By discussing the extremal points of $> (R) one has a 

quite general approach to the equilibrium forms of the crack, the 

influence of applied stress, etc.  Concepts such as the shape and 

position of the crack, which are essential in the continuum 

approach, cannot be precisely defined on an atomic scale.  Know- 

ledge of the structure of the function $F(R)  in configuration 

space makes it unnecessary to attempt to define them.  Arbitrary 

conventions can be set up for convenient description of the suc- 

cessive minima of $F(R) in terms of an effective crack shape and 

position.  The arbitrariness in the conventions then becomes clear. 

In particular, it can now be seen that it is not possible to define 

unambiguously a surface energy of a crack which varies with the 

crack position on an atomic scale of fineness.  Moreover, knowledge 

of $F(R) renders such a definition unnecessary.  It should also be 

remarked that all of the foregoing discussion is valid without 

regard to the range of interatomic forces (except that interatomic 

forces of too long a range will require values of N that are un- 

manageably large for practical computations).  Thus the question 

of which bonds at the crack tip have been broken and which have 

not, which cannot be answered clearly when forces are longer 

ranged than near-neighbors, is also seen not to require an answer. 

Computer programs that locate extremals usually find local 
n 

maxima or minima, but not saddle points.  Various quasi-dynamic 

procedures, in particular, all have this property.  After two 

near-by minima have been located, the intervening saddle point 
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can be located by adding an adjustable constraint such that for 

some value of the adjustment parameter the system can be in the 

saddle point; because of the constraint the saddle point then 

becomes a minimum point,  m the case of a point defect calcula- 

tion in which an atom can jump between two equilibrium positions, 

a suitable constraint is provided by confining the jumping atom 

to a plane approximately normal to the path it prefers in jumping 

between  the two positions.  The adjustment parameter is the 

position of the plane.  For each of a succession of values of thi 

parameter the minimum of energy can be determined by the standard 

methods.  The maximum of these minima is then the energy of the 

saddle point,  similar constraints may be found in problems of 

crack propagation.  Moreover, useful approximations to the saddle 

point energy which are simpler to calculate may sometimes be seen 

after such a constraint has been devised.  Thus, by holding 

neighboring atoms in fixed positions, rather than letting them 

relax at each stage, the work to move the constraining plane may    j, 

be calculated readily, and provides an upper bound to the saddle 

point energy. 

B.  Dynamic calculatinnR ,  

If the displacements in the imbedding medium s1# s2, ... s 

are kept fixed, the Newtonian equations of motion for the N atoms " 

in the explicit set can be solved by amplifying the computer 

programs in familiar ways.  This is one possible class of dynam- 

ical computations which, subject to the rather restrictive boundary 
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I conditions, show how cracks might advance (or retreat).  For 

short times the simulation should be adequate, but for longer 

times the rigidity of the boundaries will exert a perturbation 

Q of growing significance.  A rough lower limit on when the boundary 

perturbation can be significant is the time of transit of sonic 

(I waves across the explicit set.  Such problems may be started by 

assuming a nonequilibrium configuration and releasing it from the 

U        rest or with various chosen initial atomic motions.  It may also 

n be started by changing the boundary conditions in a programmed 

way to represent increasing applied stress. 

[j A rigorous accounting of the influence of the surrounding 

region can be made, in principle, by the method of Green's func- 

U tions.  Because of practical limitations on computer memory the 

method has not yet been employed in any defect problem to my 

knowledge, but further consideration should be given to the possi- 

jj        bility of using it in problems of crack propagation.  Alternatively, 

the method may suggest other approximations which make more 

LI        reasonable demands on the computer.  For a crack finite in all 

r-, dimensions the explicit set can be chosen large enough that the 

displacements at its boundaries remain small, the first order vi- 

bration theory may be employed beyond the boundaries.  Let the 

force exerted by the ith  atom of the explicit set on the nth  atom 

[I of the surrounding set be l^t) ,     Define the Green's function for 

the surrounding set G^t) which is a second rank tensor, as the 

displacement of atom m of the surrounding set at time t caused by 

a unit force applied to atom n of the surrounding set for unit 
* * 

I 
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time inter«i at time 0.  m this statement the term "caused by» 

is to be understood as the displacement that results „hen all     Q 

atoms „ere at rest in their equilibrium positions at time 0, and 

the only disturbance is the application of a unit force on atom n   • 

at time 0 for time dt, divided by dt.  m the crack problem „e 

have in addition the forces Fn(t) applied to the outer boundary of 

the surrounding set (forces supplied by the tensile test machine, 

or whatever). 

The (vector) displacements ^(t) in the surrounding set    Ü 

can now be written 

s"(t> -nfw^-K^-f^f 
+ I f 5 <f)-GL(t-f)df 

n nvu ' "nm"" 'at    • (1) 
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Here sums over i run over the atoms of the explicit set, sums 

over n run over the atoms cf the surrounding set.  In practice 

the first term above runs only over near pairs spanning the 

boundary between the two sat., and the second term runs only over 

the outer faces to which forces are applied. 

In principle, the application of this expression in a 

machine computation might be as follows:  The forces f. (t) depend 
-►       _>. in     ^ 

on r.(t) and sn(t) near the boundary of the explicit set.  Working 

in finite differences, and given diaplacements at t - At and at 

all previous time steps, the time integrals on the right hand side 

of (1) can be evaluated as sums which involve the displacement at 



  • 'I  I  I      ■  '     I,,    | lLlu__ 

;, 

I 
0        an previous time stepe. The displacements tjt)  near the 

boundary of^the explicit set can thus be evaluated, which allows 

the forces f.^t, to be evaluated, and which in turn can be used 

jj        with the equations of motion for the explicit set to update the 

displacements in the explicit set. 

Ü Practical computational difficulties are two-fold. First, 

the Green's function must be evaluated.  This may be done by 

Fourier transforms, although the computation may be tedious and 

the resulting function, being dependent on three parameters (n, m, 

and t) is voluminous, in numerical terms.  Second, the displace- 

ments near the boundary for all previous times must be stored. 

This presents a grave and perhaps nsuperable demand on the 

computer memory. 

variations and refinements on Eq. (1) can be made. The 

surrounding set could be approximated as a continuum, instead of 

j]       a lattice, with a finite „umber of degrees of freedom assigned. 

For the crack problem, a second consideraticn is that a linear 

crack produces finite displacements at infinity, violating the 

assumptions implicit in the foregoing discuasion that displace- 

ments in the surrounding set need only be treated to first order. 

|:       The first remedy which suggests itself is to solve the problem 

with identical geometry in first order continuum elasticity 

1.       approximation and use the correspondingly distorted lattice as 

,.       zero order positions for the surrounding set, upon which small 

motions can be superposed. The small motions could be treated by 

j the Green's function machinery, where the Green's function for 

I . 
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the distorted lattice would be needed. Without having taken a 

close look at this idea as applied to any particular case, its 

practicality cannot be asserted. 

A second improvement to allow for finite strains at 

infinity is to define the Green's function with respect to a 

surrounding set which is on a perfect lattice that is undergoing 

a steady change of strain (or stress).  Thus, suppose a perfect 

lattice is being homogeneously deformed, starting from the unde- 

formed lattice at time 0 and deforming at a constant rate to 

correspond to steadily increasing strain applied at the extremeties 

of a large specimen.  Taking an origin at the center of the speci- 

men, the position of the ntlfl  atom at time t is 

?n(t) = ?n(0) +T.?n(0)t (2) 

where Tim  the strain rate tensor.  For to not too large (thus 

limiting consideration to the first order strains) this displace- 

ment set leaves each atom in equilibrium*.  Small vibrations of 

the atoms may be superimposed on these displacements, and the 

first order equation of motions continue to apply to such vibra- 

tions.  Thus a Green's function still exists which relates the 

vibrations to their sources.  Equation (1) needs only to be modi- 

fied by the addition of the term V-^t (or V»8nt) to its right 

hand side. 

*At large t this expression does not in general leave each atom 
in equilibrium, because Poisson's ratio may change with strain. 
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IV.    Questions to be Investigated 

The role of jogs and kinks in crack propagation should 

be investigated in much closer detail than has yet been done. 

If, as seems likely from the evidence in hand, the critical stress 

for propagation is substantially lower for a jogged crack, the 

next question to be answered is how jogs are created and renewed. 

In particular, the intersections of cracks with dislocations* may 

provide sufficient renewal of jogs in many cases.  On the other 

hand the interaction of stress fields may tend to displace the 

dislocation ahead of the moving crack, thus preventing intersection. 

Thermally activated processes may be important, and still other 

mechanisms can be imagined. 

The critical stress for propagation in various crystallo- 

graphic directions can also be investigated.  It is conceivable 

that some cracks propagating under fully dynamic conditions may 

prefer crystallographic directions which are not the weakest 

against quasi static propagation. 

The influence of various crystal lattices and the effect 

of different interatomic interactions have been investigated only 

in rudimentary ways.  The tendency of a crack to seek other 

crystallographic planes for its propagation is of interest, as 

well as the possible tendency in any circumstances for a brittle 

crack to become blunt.  The tendency of a crack to be a source 

*When a crack cuts through a dislocation, a step will be intro- 
duced in the crack edge if the Burger's vector of the dislocation 
has a component in the plane of the crack and perpendicular to 
the edge. 
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for dislocations is of great importance, and may not be under- 

stood except with the aid of sophisticated calculations of this 

type.  Indeed the number of mechanistic problems which may be 

susceptible to investigation by computer methods as outlined 

above is so vast that the practical question is to select fruit- 

ful and reasonably easy questions for early attack. 
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I SIMULTANEOUS DETERMINATION OF LONG-CHAIN BRANCHING 

AND MOLECULAR WEIGHT DISTRIBUTION IN POLYMERS 

I 
J. D. Ferry 

I 
Abstract 

A proposed procedure is outlined to combine gel per- 

JJ meation chromatography data with linear viscoelastic properties 

measured in dilute solution and extrapolated to infinite di- 

lution, in order to derive simultaneously the molecular weight 

distribution and branching index of an unfractionated polymer 

sample with long-chain branching. 
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SIMULTANEOUS DETERMINATION OF LONG-CHAIN BRANCHING 

AND MOLECULAR WEIGHT DISTRIBUTION IN POLYMERS 

J. D. Ferry 

I.     Introduction 

The presence of long-chain branching in oolymers strongly 

affects certain of their material properties, including viscosity,1'2 

steady-state compliance,2 and behavior in rupture.3  I'he degree 

of branching is usually difficult to measure, however, or even 

to detect if it is small, and quantitative studies of this 

important feature are sparse partly for this reason.  Branching 

is usually accompanied by enhanced molecular weight distribution, 

and the two characteristics jointly influence physical properties 

in a complicated manner. 

Proposals have been made recently to combine gel chroma- 

tography (GPC) data with intrinsic viscosity1*-6 or sedimentation 

coefficient in dilute solution7 to evaluate long-chain branching 

and molecular weight distribution simultaneously.  The primary 

goal has been a correct evaluation of molecular weight distri- 

bution, and in one scheme6 the branching is not even calculated 

explicitly. 

Another dilute solution property, namely, dynamic visco- 

elasticity at frequencies below the reciprocal of the terminal 

relaxation time, has been found to be considerably more sensitive 
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I to long-chain branching than the other hydrodynamic properties 

mentioned above.«"^  if the primary interest is in the branching, 

viscoelastic measurements might be exploited to gauge it, in I 
• combination with gel chromatography data.  The present report 

explores this possibility. 

r 
11 *    Method of Miltz and Ram Combining GPC and Intrinsic 

I The proposed method will parallel in some respects one 

devised by Miltz and Ram5 which utilizes c.s input the gel chro- 

t matrogram and the intrinsic viscosity of the unknown sample 

together with the following basic relations: 

(a) The GPC calibration for linear samples of the 

I polymer.  (This depends on the hydrodynamic volume of a species 

of molecular weight M., proportional to M.Cn]., where [TLL is 

the intrinsic viscosity of the species.) 

(b) The Mark-Houwink equation for the linear polymer, 

LnJ^ - mi   , where K and a are constants for a particular 

solvent and temperature. 

(c) The relation of Zimm and Stockmayer12 between g. 

and m., where g. is the ratio of radii of gyration of a branched 

fj molecule to that of a linear molecule of the same molecular 

weight, and m. is the number of trifunctional branch branch 

points on the molecule. 

(d)  The assumption that g« = gj, where g- is the ratio 

of branched to linear intrinsic viscosities for the given 

molecular weight, viz., [nL/Cn]. 

[ 
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(e) The assumption that m. = aM. (or, in a modification 

that we shall not adopt, m. = a'OM.-M ), 

(f) Combination of (b), (c), (d), and (e) to qive 
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where w. is the weight fraction of the i^ species.  The Ü 

procedure for calculation is as follows: 

(1) The chromatogram is compared with the calibration 

curve assuming that the hydrodynamic volume is M^rO,, = KM.a+1, 

to obtain a preliminary set of M. for arbitrarily subdivided w.. 

(2) These M. and w. are substituted into Eq. (1), with 

adjustment of the constant a (see (e) above) to give the correct 

value of [n]. 

(3) With this value of a, the chromatogram is re- 

interpreted taking the hydrodynamic volume as g.'KM.a+1, and a 

new set of 1^ is obtained. 

(4) Steps (2) and (3) are repeated until there is no      n 

further change. 

111 *   Linear Viscoelastic Properties at Low Frequencies U 

The dynamic viscoelastic behavior in shear, extrapolated 

to infinite dilution, is described at low frequencies (i.e., 

a logarithmic decade or so below the reciprocal of the longest 

relaxation time) by two coefficients: 

. 
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[AG] = lim [G']/(o
2 (2) 

I 

(D->0 

[n] = lim [G'-J/wn. (3) 

where [C] = lim G'/c (4) 
c->0 

[G"] = lim (G"-ü)nc) (5) 
c->0      s 

Here w is the radian frequency, c the polymer concentration 

(g./cc), n_ the solvent viscosity, and G' and G" the storage 

and loss s'.iear moduli.  The coefficient [A_] decreases rapidlv 

with branching; unfortunately, it increases rapidly with 

broadening molecular weight distribution, but the two effects 

may be separable by combination with GPC data.  In this case, 

both [AG]. and [nL must be considered for the various species. 

IV.    Proposed Method Combining GPC and Low-Frequency 
Viscoelastic Properties 

From sinusoidal measurements12 at sufficiently low fre- 

quencies, [G'] and [G"] are obtained by extrapolations to zero 

concentration, and the coefficients fA^] and [n] are determined. 

(Of course, [n] could alternatively be determined simply from 

capillary viscometry.)  The actual frequency range depends on 

the solvent viscosity and the polymer molecular weight and 

branching; the solvent viscosity may be adjusted so that it falls 

within the frequency limitations of the experimental method. 
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There is no theoretical relation between [A]./[A].  for 

randomly branched polymers corresponding to the factor gl for 

the analogous intrinsic viscosity ratio.  (Here, for convenience, 

the subscript G is omitted.)  However, Osaki11 has calculated 

[A]i/[A]il and Cn]i/[n]il for comb polymers with certain regular 

geometries, viz., with arms of equal length equally spaced along 

the backbone.  A specific geometry is characterized by the number 

of arms, f, and the fraction of mass in the backbone, X.  It is 

proposed to match a randomly branched molecule of m. branch 

points with corresponding comb by identifying m with f and 

choosing the value of X. which makes [nl./Cr)^ for the two 

models identical.  Then [A^/CA^ is calculated for the corres- 

ponding comb by the procedure of Osaki. 

It may be remarked that the ratios calculated by Osaki's 

procedure depend on the value chosen for the hydrodynamic inter- 

action parameter h*.  Usually measurements will be made in a 

good solvent with a relatively low value of h*.  The Osaki 

calculation may actually be better for a matched randomly 

branched molecule than for a real comb, because of problems 

arising from high segment densities in the interior of the latter. 

The input for the analysis then includes that listed under 

II above and also: 

(g)  The relation between [A]i/[A]il and m., X. obtained 

as just described. 

(h)  The value of [A]il calculated as ([n]iln )2(M./RT) 

(S2/S1), where S2 and Si are numbers of the order of unity which 

-232- 



«k 

! . 

depend on the value of h* and are available from the Lodge-Wu 

evaluation13'1 ^ of the Zinun theory.15 

(i)  The summation relation [A_] = E w.[A]..       (2) 

The procedure for calculation is as follows: 

(1) The chromatogram is compared with the calibration 

curve assuming that the hydrodynamic volume is MjEn^j^ ^  KMi   ' 

to obtain a set of M. for arbitrarily divided w.. 

(2) These M. and w. are substituted into Eq. (2), with 

adjustment of the constant a (see lie) which determines nu and 

therefore [A]./[A].,, to give the correct value of [A]G. 

(3) With this value of a, the chromatogram is re-- 

a+1 
interpreted taking the hydrodynr ic volume as g^ KM^   , and a 

new set of M. is obtained. 

(4) Steps (2) and (3) are repeated until there is no 

further change. 

(5) As an additional check, [r;] is calculated froAi 

Eq. (1) and compared with th- experimental value. 

V.     Proposed Experimental Tests 

Randomly branched samples of polystyrene,13 polybutadiene," 

polyethylene,5 and various copolymers have been described in the 

literature.  The procedure outlined above will bt tested on 

several of these if possible.  Depending on the mode of synthesis, 

the relation appropriate to trifunctional branch points referred 

to in lie may be replaced by one for tetrafunctional branch 

points. 
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CURRENT FLUCTUATIONS FROM SMALL REGIONS 

OF ADSORBATE COVERED FIELD EMITTERS. 

A METHOD FOR DETERMINING DIFFUSION COEFFICIENTS 

ON SINGLE CRYSTAL PLANES. 

Robert Gomer 

I 
Abstract 

A novel method is presented for determining surface 

diffusion coefficients of adsorbates on single crystal planes 

of field emitters in terms of the time correlation function of 

current fluctuations.  The method is based on the fact that 

current fluctuations are related to adsorbate density fluctu- 

ations, whose time correlation is governed by relaxation times 

simply related to diffusion coefficients.  A general formalism 

is presented, some idealized cases are worked out analytically, 

and the case of a circular aperture is treated in detail 

numerically.  Switching between different adsorption states, in 

addition to but not affected by diffusion, is also included. 

The forms of the correlation function are shown to be compli- 

cated, with a 1/t tail at large t, and cannot be represented by 

simple exponential decay. 
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CURRENT FLUCTUATIONS FROM SMALL REGIONS 

OF ADSORBATE COVERED FIELD EMITTERS. 

A METHOD FOR DETERMINING DIFFUSION COEFFICIENTS 

ON SINGLE CRYSTAL PLANES. 

Robert Gomer 

Introduction 

The development of the field emission microscope by 

E. W. Mueller1 made possible the direct observation of 

diffusion processes on clean metal surfaces.2  In most investi- 

gations the emitter was shadowed with adsorbate from one side, 

and the spreading of this non-uniform layer observed as a 

function of time, temperature and coverage.  While a great deal 

of semi-quantitative information has been obtained in this way,2 

the method suffers from the defect that diffusion observed on a 

given crystal plane also depends on transport over adjacent 

regions, so that the unequivocal correlation between diffusion 

constants and substrate structure is often difficult.  In 

addition, visual observations are possible only on highly 

emitting regions.  To some extent this can be overcome by the 

use of a small probe-hole in the screen of the tube, through 

which a small portion of the electron beam is allowed to pass. 

In this way emission from very small regions (> 10 A in linear 

dimension) even of high work function, planes can be measured. 

The arrival of adsorbate is signalled by changes in current,3 

-236- 



I 
I        Nevertheless, even this refinement does not resolve the un- 

certainties pointed out above.  For adsorbates visible in the 

field ion microscope direct observation on individual planes 

g is possible, as shown by the experiments of Ehrlich.^  Unfortu- 

nately, even the introduction of low field image gases does not 

JJ        extend the class of visible adsorbates beyond metallic ones,^ 

although it does of course permit the observation of metal atoms 

U        with lower ionization potentials.  The reason for this is almost 

Q        certainly the absence of appreciable local density of states just 

above the Fermi level for most covalently bonded adsorbates.  For 

[)        such adsorbates one is therefore restricted to field emission. 

During experiments on field emission from single planes carried 

U        out by T. Engel and the author, we noticed that heating of emitters 

JJ        covered with equilibrated CO layers led to fluctuations in probe 

hole current.  It seemed plausible that these were caused by con- 

[]        centration fluctuations over the small region probed.  Since such 

concentration fluctuations build up and decay by surface diffusion, 

their time correlation function must contain the local surface 

r-j        diffusion coefficient D through some characteristic decay time 

TO ^ r*/4D, where ro corresponds to the dimension of the region 

Jj        probed. An explicit expression for the correlation function of 

current fluctuations thus provides a means of determining dif- 

fusion coefficients on single crystal planes. 

The fact that current fluctuations in field emission may 

be related to surface diffusion has also been noted by Klein,* 

who attempted to adapt a model by Bess7 for 1/f noise in semi- 

I. 
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conductors.  This model treats switching between two adsorption 

states, mediated by surface diffusion.  It does not consider at 

all the build-up and decay of concentration fluctuations over 

small regions, which is central to the present work, and thus 

addresses itself to quite a different situation both experi- 

mentally and theoretically.  In the following, the correlation 

function for current fluctuations from small regions is derived 

on the basis of diffusion limited concentration fluctuations. 

Relation between Emission Current and Adsorbate Density 

In the absence of adsorbate the current density of field 

emission j is given by the well-known Fowler-Nordheim relation, 

which we may write as 

Änj = InB -   (6.8xl07 v/F)(J)3/2 (!) 

where B is a field-insensitive term, F the field in volts/cm, 

<|>0 the work function of the clean surface in eV, and v an image 

correction term.1  The presence of an adsorbate modifies emission 

by changing <p  and in some cases B.  The change in 4. is due to the 

dipole moment associated with each ad-particle.  This consists of 

a zero field component and one induced by the applied field. 

Since the latter is proportional to applied field, a simple 

analysis8 shows that the work function change resulting from 

polarization of the adsorbate by the applied field appears as a 

field-independent term, i.e., seems to modify B.  For present 

purposes, however, we are not interested in the variation of 
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y current with field, and the separation into intrinsic and induced 

dipoles need not be made.  While the apparent changes in B ob- 

I served in plots of üni/F^ vs. 1/F can largely be explained by 

polarization, it may also happen that an adsorbate produces anti- 

resonances near the Fermi level« (in slightly different language, 

a marked decrease in local density of states at the Fermi level10) 

Since in most cases virtually all emission comes from within 0.5 

[j        eV of the Fermi level, electronic effects outside this energy 

range cannot affect total current markedly.  This phenomenon, 

first pointed out in connection with field emission by Duke and 

| Alferieff,9 can lead to a real change in B.  Experimentally it is 

usually found that log 3 is proportional to coverage, so that we 

may write quite generally for the total current i from a region 

I: 
i 

area A 

ini  = AnABo + dc - (6.8xio7/F)4)3/2v (2) 

where c, is a constant (positive, negative or 0), c the density 

of adparticles in the region and * the effective work function 

in A at field F and for a given ad-particle distribution. 

Writing 

I 0=*+60 (3) 

| where i is the time-averaged work function and 60 its (small) 

fluctuation, we see that 

03/2 . (^)3/2(1 + 3 ^/^ m   (-)|/2 + 3 /-^       (4) 
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so that 

6£ni S )lni - IrTT = elfin + C26(|) (5) 

where 6n = n - n, C2 = -1.02 108v^ VF, and IHT the log of the 

current when n = n and $ « $, and cl = Ci/A. 

To complete the relation between current and adsorbate 

density we must express 4), or alternately i and 64), in terms of 

n.  It will be useful to work in terms of the work function 

increment caused by adsorption 

A* = 4» - % (6) 

For sufficiently large areas and for uniform adsorbate 

distributions 

Acj) = 2TrPn/A (7) 

where P is the dipole moment of the ad-particles, defined in 

such a way that the plane of zero potential bisects it.  Thus 

the contribution per ad-particle, W becomes, in this limit, 

2'rTP/A, and we may think of this as the average over A of the 

potential contributed by an adparticle.  This suggests that we 

look for A4) as the sum over all particles i in the system (not 

merely in A) of the quantity 

^ [ (x-x'^+d*]»/« 

where d is the distance above the surface where the potential 
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is to be evaluated and x denotes the position of the dipole 

(within or without A) with respect to an origin, conveniently 

chosen at the center of the probed area A.  It is easily 

verified that for a circular area of radius ro and a dipole 

placed at its center 

W(0 d) = 27TPd f1     1  ) 

which, for d < ro approaches the limit 2vP/A,   and for r ^0 
o 

the limit P/d2.  m field emission (unlike thermionic emission) 

the potential at d < 10 A from the surface determines current, 

j        since the barrier width is -vlO A at the Fermi level, from whose 

vicinity most of the emission comes.  Thus, it suffices to 

calculate W for d ^5 A. 

Equation (8) can be integrated analytically for an 

arbitrary location of the dipole for the case of a square probed 

region of length 2a.  The result is 

W(x,y) = -^[tan-if ^=^=^===1+^X1'l ( d-x) (1+v)    ) 
L    ^•(l-y)^(l-x)2+z2J      U>MH-y)^(l-x)2+z^ 

+tan-« [ (I+X> ÜIZJ ) +tan-1 f (W (l+v) )") 
^/n^yP+n+xp+iTj       ^•(i-Hx)^(i-f-y)2+zJj 

(10) 

where all quantities are expressed in units of a and z = d/a. 

It can readily be shown that, for a dipole at (0,0), the same 

limits result as in the circular case.  Thus, the approximation 

that a dipole makes its full contribution 2nP/A to  the work 
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function when it is within A and zero otherwise is a reasonably 

good one for z << 1. 

^^^Er ^ the SHralation Function of Current 

We can now express 6£ni = Äni - InT in terms of sums 

over the particle positions in the entire system by combining 

Eqs. (5) and (8): 

i     i    t ^-i     i  1 J 

6£ni = 
(11) 

1      i       j ■'     j J 

-[J(c;6i+c2Wi)ja (12) 

with W.d) E WCx.^), etc., since 

[iI(c;6i(0)+c2Wi(0))J[^(c.6,(T)+C2W (T))]= [T^TT^JT-j,  (1 

J i 

etc.  The last term in Eg. (12) is the square of the quantity 

Icciv^) = Nf   ß_ (c.6(-)+CaW(j 
K .  tot tot 

= N(r^_ cl+c2W) 
tot 
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The symbol 6^) has the value unity when the coordinates x. of 

particle i lie in A and zcxi otherwise, and the bars denote' 

time (or ensemble) averages.  It follows that the time corre-       - 

lation function f(T) of the quantity 6*ni is given by i) 



I 
I 

I 

I 

I . 

i. 

■ c;n + Oil? (14) 

J where N is the tota! number of ad-particles in the entire system, 
Atot the total area. 

We next separate the first term in Eg. (12) into a s 

over i = j, and a sum over i ^ j: 
urn 

[[c;6i(0)+C2W.(0)][c|oi(T)+c2Wi(T)] 

+ iI_.[c;6i(0)+c2wi(0)][c;6j{T)+c2w.{T)] 

We now assume that the displacements of different particles are 

not time-correlated at all, so that the ensemble average of the 

double sum becomes 

(N2-N)[f  ^_(c;6($)+c2W($))]2 
L „ tot 
tot 

Since N is very larqe. N'-M ~ M2  ^^/J *.U y  ai.ge, w N - N , and thus the double sum is 

cancelled by the term evaluated in Eg. (14).  Hence, 

n f(T) = I^;fii(0)+c2wi(0))(c;6.(T)+c2wi(T))     ^U5). 

It might be  thought at  first that the neglected  term 

N|:f      5^-   ^l<S+CaW)]2 

z   tot 
/ltot 

is of some significance.  However, Eg. (14) show, that it is of 

the form ± (cj n + c2 Ä?)
2.  We shall see shortly that it is of 
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order A/A^, relative to the term retained in Iq. (15). 

The evaluation of the correlation function now becomes 

simple in principle.  We write 

f(T) = N|  Ä~:(c;ö^^2W^)^(x|x',T)d^-(c;6(^)+c2W(^),(16) 
A. . t0t tot 

Here d^/A^ is the absolute probability that a given particle 

is in dx at t = 0, and 

have 

f 

■ 

l(T) = i 1^   d*'   .-|X-X'|2/4DT 
A J 4TrDT  e (19a) 

g2 (T) = if W'(x)W^-)  - |^. | 2/4DT 
A J   47rDT     e dx dx'        (19b) 

A^ *. tot 

gad) = f]  laßl  e-|x-x'|
2/4DT ,-.. .  +, 

A J  47rDT ^(xMdx dx'        {19c) 
Aj. ■ tot 

where we have written W = W/(2TrP/A).  As it stands, Bq. (16) 

can only be integrated numerically.  To show the structure of 

f (T) we now make the assumption that W = 6, i.e., is unity in 

A and zero outside, so that f(T) reduces to 

par*', )d5. =^exp- (i^.|V4DT) {17) 

the conditional (normalized) probability that, if it was in d^ 

at t = 0, it will be in d^ at t = T.  Expanding Eg. (16), we 

(x) =H[(£L)2g1(T)+(il|£.)
2
g2(T)+2(cicf2IP)g3(T)]  ^ 

with 
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[ '">  - a^^)2  I äy|le-|-M/40T (20) 

I 
I 

I 

D 
:: 

At 

The quadratures in Eq. (20) can be carried out for a square 

area, A = 4a2 and yield, for that case 

f(T) - n( 2-) g(T) (21) 

with 

g(T)  = [•rf(T0/T)% + /III  (e""0    -i)] 
o 

n is  the average number of ad-particles  in A and 

TO = aVD 

We may write equivalently 

f{T) = lisifftBl! g(T) 
n 

For T/TO << 1 gd) reduces to 

and for T/T  >> 1 

-T/T 
g(T) « (T/TrTn)(e 

0 -I)2 

so that fd) decays as 1/T at large T. 

Equation (22) or (25a) shows that 

I" f(0) ■ n(c^^27ri)2 . (5 c1+c2Ä*)
2/EA 

:: 
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(23) 

(24) 

g(T) - (1 - TTV/T )V (25a) 

(25b) 

(26) 



which corresponds to the mean square "strength" of a fluctuation, 

and is proportional to n as it should be. 

We are now able to verify that the term neglected in our 

derivation, U/c  A^) (c« n + c2 S?)*, is of order A/A^ relative 

to f(o) by comparison with Eq. (26). 

f(T) from Decay of Density Fluctuations 

It is interesting that Eqs. (20) and (22) can also be 

derived from a slightly different viewpoint, by using ünsager's 

hypothesis that fluctuations decay according to macroscopic .laws, 

i.e., by studying the decay of a fluctuation according to a macro- 

scopic diffusion equation.  We can do this by postulating a delta 

function fluctuation at ($,0), with 5 somewhere in A.  At time t 

the concentration profile will be 

-JX-X'|/4DT 
C(X,,T) = ^ ,  

47TDT (27) 

and the total fraction of the original strength of the fluctuation 

left in A after tiu» T is found by integrating with respect to x' 

over A.  To get the ensemble average we must now average over the 

initial position $ as well and thus obtain, using the mean square 

strength of fluctuations, Eq. (20) and the subsequent development. 

The equivalence of these two methods is no accident of course, but 

stems from the relation between D and the random walk assumption 

inherent in Eq. (17).  Finally, it should he pointed out that the 

averaging over the initial positions of delta functions, followed 

(or preceded) by integration of the concentration profiles over A, 

Q 

D 
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is equivalent to postulating a unifo™, step-like concentration 

fluctuation over A and following its time development.  (The 

arbitrariness of this fluctuation profiie comes from the weighting 

function W . 6,  a more reaiistic weighting function would lead 

to a less abrupt profile).  It is possible to treat ^ ^^.^ 

problem in the standard way and to obtain solutions of the form 

c(r,T) - T A.J (a.r) e 
-a!DT 

(28) 

g (for circular probe areas), where the Vs are Bessel functions 

of order 0, with roots a., chosen to make Jo(a.ro) - o. The A.'s 

|J        are the appropriate coefficients for the expansion of c(r,0) in 

the orthonormaliZed set of Bessel functions.  The roots are given 

IJ        approximately by 

1 o (29) 

(]        so that each term in Eq. (28) is multiplied by a time factor of 
thef°™e-T/TJ. withT. -r*/^.^.  Integration of c(r>t) 

I.       over A would then give g(T,.  The point to note is that only for 

j-       very special assumptions of the initial fluctuation profile, 

namely c(r,0) equal to the lowest order Bessel function, would 

]_        SKt) show an exponential decay.  The statistically correct 

assumption about the fluctuation leads to the more complicated 

li       relation Eq. (22), this can be expressed, however. In the form 

|-        of Eg. (28), or more correctly as an integral over A of Eg. (28) 

"       (which leaves the , dependence intact), i.e., as a series of 
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different exponential decay terms.  It is interesting that, even 

for TO/T « 1, Eq. (25b) does not go over into a single expo- 

nential decay term, as Eg. (28) might suggest.  The reason is 

that the ranc'om positions of the individual fluctuations over A    | 

assign too small a weight to the Au term to ever let it predom- 

inate, despite the fact that it decays more slowly than uny  other  { 

term.  As we shall see, the fact that Eqs. (21)-(25) have been     1 

derived for a square probe area does not alter these conclusions,   ' 

since the long time limit of g(r)   for a circular aperture will be   [ 

shown to be of the same form as Eq. (25b). 
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Circular Aperture 

The preceding discussion has concentrated on a square 

aperture and an assumed step function form for W, to show ana-      r j 

lytically the salient features of fd).  We treat here the general  ^ 

case of a circular aperture, starting with W(5).  Changing to 

polar coordinates gives 

27r  1 
W (p)   = -prW    rr =  -5-   f   f  . p'dp'de 

(27rP/7Tr2)        27T  J    I   ~ ,2,
[ J-     (30) 

0      J
0   

J
0   (p

2+p,2+z2-2pp'cose)3/2 

where p = r/ro, z = d/ro, with ro the radius of the probed region. 

Integration over p- and partial integration over 9 gives 

w (p) . i - £ f (p2^z2-p cose)de 
77 I  {p2sin2e+z

2)(p
2
+z2+i-2p cose)'

5    (31) 

These integrals were evaluated for a number of values of z on an 

IBM 360 computer.  The results, as well as graphs of W (p)p axe 

' 



D 
shown in Figs. 1 and 2.  It is seen that for small z W (p) 

approaches a step function 6(p) 1 for p < 1, o for p > 1. 

The integrals appearing in Eg. (19) expressed in polar 

coordinates are all of the form 

I 
gk(T) = {To/T)jdpdp

,dede,R(p)R' (p^pp.g-^+P'^pp'cosO-e')) (TO/T) 

(32) 

where 

T„ = r2/4D ,,.j» o   o' (33) 

and p = T/TO, p' = r'/ro, and R and R' are either W or 6.  The 

angular dependence appears only as the difference of 6 and e', 

and thus can depend only on $  = e-e'.  Thus we may use the 

eguivalent angle variables 6-6' and 6+9', and integrate at once 

over the latter obtaining a factor of 2Tr.  The integral over ty 

is of the form 

77 
2pp, (T^/T)COSIJ; 

21 e      0 
d^ = 2TTJo(ipp' (TO/T)) 

= 2TrIo(2pp' (TO/T)) (34) 

where Io is the Bessel function of order zero and imaginary 

argument ix, given by 

V1«'5 V«'" I-Ä- ,35, 
2m 

(ml \ 
m=o 

Thus the integrals in Eq. (19) reduce to double integrals over 

p and p': 
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gi (i) = 4(TO/T) f /l0(2pp'To/T)e" 
-(p2 + p,2)TA/i 

J 
0    0 

* AnAnl pp'dpdp (36a) 

gad) = 4{T0/T)J jw'(p)W(p')I0(2pp'To/T) 
-(P2+P,2)T /I 

0 0 
pp'dpdp' 

(36b) 

gad) = 4(TO/T) J   j W{p)io{2pP'To/T). 
-(P*+P

,J
)T A 

pp'dpdp 
p=o p^o 

(36c) 

For large T, Io - 1, and with the further assumption that W(p) 

■ W'Cp') = 6, we immediately obtain 

-T /T 2 
g(T) = (T/T0J (1-e 

0  ) To/T « 1 (37) 

which is of the same form as Eg. (25b) for a square aperture. 

It is interesting that in terms of D we thus obtain (usil 

Eqs. (23) and (33)) 

.ng 

gd) -> (aV^rD)!"1 

g(T) * (r^/^D)!-1 
square of half-width a 

circle of radius r 

(38a) 

as T -> 0°. 

The integrals in Eg. (36) were evaluated numerically 

on an IBM 360 computer for various values of z and T = T/T 

In those integrations with infinite upper limits, approximate 

upper limits pu were chosen as follows:  The average work function 

increment 1$  can be expressed as an integral of W(r): 

5$ = 2TTPC = 2TT cW(r)rdr 

o 
(39) 

il 

D 
D 
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I 
I 

CO 

J 2jw(p)pdp = 1 

1 

I 

so that 

(40) 

The upper limits pu were chosen so that 

pu 

1 - 2J W (p)pdp < 0.01 
(41) 

Since it is clear from „. (8) that for Urge p# „^„^  ^ 

can readiiy be shown that ccndition (41) is equivaient to 

U (42) 

The following values of pu «ere used in accordance with this 

criterion:  For z = l.o  n -^-J-J  ^ X.O, pu - 52.2; for Z = 0.5, pu = 25.3; 
for Z=0.2, p  =11 4- fny   , - A ! MU  J.±.4, tor z = 0.1, pu = 7.5. 

In order to evaluate the integrals at t = 0, it is 

simplest to start with +-h0 ^«*- -..■ tart with the definition of f(0).  (We show ex- 

plicitly only the case for c, = 0  v^ a <. 
*wr ci - g.  The extension to finite d 

is obvious.) 

f(o) = c2   I  W(r o)W(r.,0) 
i   ^     * 

- c  c2
2^)7W,^)W'(r')rdrded6'6(e-e')6(r-r')dr-      (43, 

.. -,27rPc2. 2 «f 
- n(-—J.)  2j{W(p))2pdp 
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so that 
00 

ga (0) = 21 (W (n) )2^n 
(44) 

g2{0) = 2J(W' (p))2pdp 

For z ^ 0 both g2(0) and g3(0) are less than unity, and g2(0) 

< 93(0).  The physical reason for these facts is the following. 

It will be shown in a later section that f(0) is approximately 

the relative mean square current fluctuation.  For z > o, dipoles 

beyond the probed area contribute to emission in it, thus 

effectively increasing its size and consequently decreasing the 

relative fluctuations.  since g3 represents a cross term between 

gi and g2, it represents a smaller effective area than g2 and 

hence a larger fluctuation. 

The results of the computer calculations are shown in 

Figs. 3 and 4 respectively as functions of t = TAo for various 

values of z.  The case z = 0 corresponds to W . 6, and applies 

when c2 2. P « Cl.  The other curves in Fig> 3 ^ ^^ 

for the appropriate z when c2 2. P » c,.  For intermediate cas.s 

c, and P would have t, be known separately in order to combine 

the appropriate curves of Figs. 3 and 4.  m general, this may 

be rather difficult but, as pointed out, c, is in fact generally 

small.  At large t, g2(t) and g,(t) + l/t.  it is easy to see 

from Eqs. (36) and (40) that this must be the case.  At small t 

the curves do not behave i ■; t-^ «"^ nH£ oenave like e  , except over very narrow 

ranges. 

The dependence of g2 and g3 on z requires some discussion. 

For a fixed V i.e., for a given ro,g2 and g3 vary most rapidly 

il 
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0 
U with time as i decreases, as we should expect.  It must be 

remembered, however, that d is fixed at ^A, so that z*l/ro, 

and hence z**!/^.     ThuS/ a better idea of ^ reai ^ ^^ 

| of f(T) can be gained by plotting g2 (t) vs. t/z2 = ^ x.  Since 

an experiment would look at the relative change in f(x) as a 

function of x, we show g2(t)/g2(0) and g3(t)/g3(0) vs. 

log^(t/z2) in Figs. 5 and 6. 

This mode of presenting the results shows two interesting 

features.  First, as xo decreases, so does the real time required 

for the decay of the correlation function, as we should expect. 

Second, and more important, the shape of the normalized curves 

for different z is almost identical.  This is true both for g; 

and g3  and for the comparison of g2 with g,.  The only major 

differences are displacements along the log t/z2 axis,  it 

becomes an obvious extension to compare the curves with the 

corresponding z = 0 case.  We may do this, for instance, by 

comparing t for g2(z,t)/g2 (z,0) = .5 with t for g»(t) = .5. 

These ratios can be thought of as increases in the effective 

values of r2.  We show in Fig. 7 the factors 8k (k = 2 or 3) 

defined by 

. 

f2 

now 

3 = ro(effective)/ro =   (t(g)/t(gj)^ (46) 

Both ß2 and Ba vary linearly v-, increasing z, i.e., decreasing 

r0.  As expected, ^  < ß2 because one limit of integration for 

gs extends only to p' = l 
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Thus „a arrive at the intuitiveiy satisfying resuit that 

the stearin, out of „• (p) beyond p . 1 does ^ ^^  ^ ^ 

of the nofnaUzed correlation functions, hut ieads to a correction   , 

in TO which can be expressed as an increase in effective r   r„r   U 

cases in which c. / 0, the ad.ixture of g. and ,. to g2 „in Have   U 

the effect of reducing the overaU B.     Since the curves are ail     ^ 

of ccnparaole shape, it would take defied knowledge of all the 

Parameters involved to decide on the exact contributions of each 

». A hypothetical mixture is shown m rig. 5.  m practice, the    Ö 

importance of these considerations can be minimized by choosing 

a reasonably large r0 and hence small 2, for which B . , ,. .„^ 

in any case. 

Relation of r,, to Single Plane Pagmgtgri 

The last section has touched on the effective radius 

within which time correlated events contribute to the measured 

correlation function.  Por the idealized, infinite plane case 

this is of academic or computational interest only.  For a real 

field emitter of radius iOOO-5000 1 pianes of given crystallo- 

graphic orientation are of 50-200 1 in radius, and it is therefore 

important to see if the effective ro can be made smailer than 

these dimensions, since we wish to measure D for single planes. 

It is clear from Fig. , that this is so_  ^^ „.^.^ 

somewhat more arbitrary, would be to pick the value of p, at 

which 2Jo p.W.(p.,dp- had reached some fixed value, say 0.80 or 

0.90.  It should be pointed out, however, that the curvature of 

I 
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I 
{ the emitter imposes an absolute limit on the effective size of 

the probed region, since the horizon distance r for a point d 

Angstrom above the surface of a sphere or radius r  is I 
I 

L 

rm " /2?? (47) 

J For d = 5 A and rt = 1000 A, ^ = 100 A.  It may now be asked to 

what extent the curvature of the surface affects W and the 

subsequent calculations, which were carried out for a plane surface. 

For all cases considered the effect is very small, and hence we 

may assume the validity of the calculations for the curved emitter 

with confidence. 

Extension to Interactions between Ad-particles 

We have assumed so far that there is no interaction between 

diffusing particles.  In many systems, however, this is unlikely 

to be true. A detailed calculation taking interaction into account 

would be very difficult.  However, it is known that even for 

biased random walks the form of Eq. (17) is not changed, although 

the value of D will be affected.  Thus our results will most 

probably remain valid, with D a function of average concentration. 

Spectral Density Representation 
I. 

The results obtained here have been presented as correlation 

functions.  It would be possible, of course to represent them as 

spectral densities by taking their Fourier transforms.  Since 

experimental correlation functions can be obtained directly, this 

step is omitted here.  It is worth pointing out, however, that the 
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3(0)) = 

i 

o^ + x -^ (48) 

power spectrum will not be fi+-+-oH ,,-i4-v, noc De titted with any accuracy by functions 

of the form 

T -1 

because the correlation function is so poorly approximated by an 

exponential. 

Inclusions of Flip-Flop Processes 

For certain adsorbates, for instance CO on bcc transition 

metals, different adsorption states characterized by different 

dipolc moments can exist on a given crystal plane.11  it is 

possible that under rather special conditions a switching back 

and forth could occur, although in most cases the change from a 

given ad-state to another seems irreversible.  It is fairly easy, 

with some restrictions, to extend tha present calculation to in-' 

elude flip-flop.  The treatment we shall use is a simple adaptation 

of one worked out by Machlup- to treat current noise in semi- 

conductors. 

Let state A be characterized by a dipole moment PA and 

let its mean life with respect to flipping to state B be V  Let 

state B be similarly characterized by PB and TB.  Let f^x) and 

fB(T) be the probabilities that an ad-particle is in state A and 

B respectively.  Then 

**- 'x'I "'^i (VA + Va) j_=2    ■'■■        •«• A    B B' (49) 

and 
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I 
IA(MO)A(MT) « (2Tr/A)2 I W (x. ,0)**' (X.,T) (f.2.(0)Pa+f.n(0)PI1) 4 j     ^ J      1"    A  113     B 

I (fjA(T)PA+fjB(T'PB> (SO' 

j To proceed further we must now make two key assumptions: 

1) we assume that the flipping of different ad-particles is 

wholly uncorrelated, and 2) we assume that an average diffusion 

j coefficient D can be defined as 

D = D.f^ + Dnf 'AZh  T UBZB (51) 

The latter assumption is certainly valid when flipping times 

are short relative to diffusion times.  When the opposite is 

true, i.e., if there are two populations each with its own 

diffusion coefficient but with no switching from state A to B, 

we are in fact dealing v/ith a different problem whose solution 

will be indicated also.  It should also be pointed out that our 

model assumes that the switching times have nothing to do with 

diffusion.  Kleint's and Bess'7 model, on the other hand, assumes 

that switching times are determined by diffusion, since an ad- 

particle in state A can find a B site only by migrating there. 

To return to our model, we have by analogy with our 

previous results 
mm 

i 606* (T) - [UTT/A)2 g!*'(*)*'{*'}   e-|x-x'|2/4DTd- <£.-, 
'   4Tr DT 

I 
I 



The tar,. i„ brackets in „. ,„, _ invoiv.ng ^ ^ ^ ^ ^ 

indepenaent of the integral over coordinates and thus
B ^ ^ 

as a modulatincr factor nf <-KQ g tactor of the previous results.  To evaluate 
it we note that 

fA = V'W (53a) 

(53b) 

and that 

rM = i^.i^, . Vjgk(T) (54a) 

A'B (55a) 

where l/x, . JL + i   It . 
s easy to show that 

(55b) 

(55c) 

where S^U, is the probability of an even nu.ber of flips in 

time x for a particle starting in state A at t = 0, and so on. 

It is shown by Machlup12 that 

_ 
£AA = (rA)! + ?-?- e-T/T' 

fBB   ■    (fB^   +  VB   fcJ"T/Tl 

^AB   "  rBA  =  VB(1-e"T/Tl) 

With these results we obtain fnr fi-r\ ain tor f(T)' assuming Ci(A) = ci(B) 
■ 0 
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n with fA, fB given by Eqs. (53a) and (53b) and g2 (T) by Eq. (19b), 

with TO = r2
Q/4D  and c, = 0.  Equation (56) has the form of the 

previous result, with an average dipole moment, P = (F P +? P ) 
A A  B B' 

substituter1. for P, plus a term which multiplies gd) by a decaying 

exponential.  If PA = PB, 0r if Tl « T/ the previous results 

jj        apply with P replaced by P, i.e., the exponential term drops out. 

The explanation when PA = PB is obvious.  The situation for 

TI << T can be thought of in two ways.  If the emphasis is on 

diffusion, i.e., l£ T 'V* TO, it simply means that flip-flop is so 

rapid relative to diffusion that all flip-flop correlations 

have washed out in times of order TO, SO that the mean fractional 

populations of A and B are maintained.  On the other hand, 

T, « TO also means that, for T \  n, g(T) remains constant, so 

that pure flip-flop dominates the correlation function for T « T 
o 

This can be expressed by formally excluding diffusion; in that 

case g(T) must be replaced by 2f (W (p))2pdp in Eq. (56), with 
' o 

the result that the correlation function then consists of a 

constant term plus a decaying exponential. 

For TI » T ^ TO (but TA «v TB) (i.e., the presence of 

states A and B but no flip-flop in times of order T ), Eq. (55) 

gives the pure diffusion result, but with  P2 replaced by 
t . 

^A+W + V*|+VB' - PA!1+PB?B (57) 

However, in this limit the assumption D = f D + ^ n 
A A   ' 2 B 

breaks down because a molecule in state A remains in state A 

over times of the order of TO, and hence the problem must be 
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reformulated.  If it is assumed that the probabilities S  = s 
AB    AB 

= 0, a straightforward extension of Eq  (15) then leads to 

f,t, . nCf^-A.] gA(t) + l|(_B-i] gB(t)]      (58) 

where gA and gB coetain the diffusion coefficients D, and D 
A      B 

respectively. 

Finally, Eq. (56) can be generalized to include both 

different dipole moments and Fowler-Nordheim pre-exPonentials 

for states A and B.  The result, whose derivations are completely 

straightforward, is 

f(T) = n(g1(T)[(fAclA+fBciB)2+e-/^fAfB(ciA-ciB)2] 

+ ^(^(V^)^^^ + fßPB)
2 + .-

T/TliAlB(PA-PB)
2] 

+ g3(T)2(^)[!AACiAV?BBCiBVf'AB(CiAVCiBPA)J} ^ 

where clA = c1   for state A, etc. 

Correlation Function in Terms of Field Er.ütted Current 

We cjive for completeness some elementary transformations 

of the measurable forirs of the correlation function.  According 

to Eq. (12), the quantity we have calculated is 

An(i(0)/iUn(i{T)/i) = £ni(0Uni(T) - ünl2 

_ 6.8xio7(^)3/2v 

with i defined as B e       F T^ <-Kö ei,,**.     ^ It the fluctuations 

(60) 
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I 
I are small the logarithm car be expanded so that 

:; 

: 

i 

i 

f(T) ■  (i(O)i(T) - (i)2)/(i)2 (61) 

Thus, at T = 0 we have 

I u <^2> = ^-(i)2 S (i)2f(0) = (I)2H(Cl+^27rP)2g(0)   (62) 

H 
The mean square current fluctuation seems to be proportional to 

the square of the mean current.  It must be remembered, however, 

that c2 is proportional to Anl.  Thus the strict proportionality 

between the mean square current fluctuation and I2 should occur 

only when ci predominates, i.e., when pre-exponential changes 

dominate over work function changes in adsorption. 

It may be worth pointing out that, when the logarithm 

An(i/I) can be expanded, the entire treatment presented in this 

paper becomes valid for regions of arbitrary size without the 

implicit restriction that the (instantaneous) work function must 
li 

be uniform over the probed region.  For we may then obtain the 

total current fluctuation over the region of interest by summing 

over arbitrarily small area elements j the quantities: 

c\   6nj + C2 6<1K to obtain Eq. (5) without implicit restrictions. 

Estimate of Fluctuation Size 

Equation (62) provides a convenient way to estimate the 

relative root mean square current fluctuation. For simplicity, 

we assume that Ci = 0, so that 
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<Ai2>J5/i ■ (n)15 c22lZ /g^GT /^  Czlj 

writing 

(63) 

2    - 
n =  Trr    c       6 o    max (64) 

Acfi   -   Ad)        6 Tmax (65) 

with  0 -  c/cinax/   where c^  is  the maximum adsorbate  concentration 

and AKax  the inäximum *  change,   we have 

Si 
<Ai2>Vi = A r— {- ^    ^gTTöT 

max 

= 6.8X1QV ^.-.Js.^max , 6 , Jj ,  
(66) 

c max 

Thus we see that the relative root mean square current fluctuation 

is inversely proportional to ro, directly proportional to the 

maximum work function increment, almost proportional to the square 

root of relative coverage (since /=  is almost 6 independent), and 

inversely proportional to the square root of maximum adsorbate 

concentration.  By contrast, the concentration fluctuation alone 

has the form 

<An 
n       n flr- 

(67) 
max 

The difference between Eqs. (66) and (67) results from the fact 

that the relative current fluctuation is proportional to ehe 

absolute density fluctuation, (n5), not the relative one, &)'*. 

,.' 
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1 
Although values of coverage and A* vary from adsorbate 

to adsorbate and from plane to plane, we may gain some idea of 

] <Ai2>Vi by picking A4> = 0.5 eV, ^ = io15 molecules/cm2, 

* = 6 ev, and F = 4x10' v/cm.  With these assumptions we obtain 

<Ai2>Vl = 5.5(eVro)/iTÜT, with r in Angstrom.  Thus for 
o 

ro = 50 A and 6 = 0.5 we obtain a 7% root mean square fluctuation. 
H 

This indicates that a substantial effect should be observable 

g under most conditions.  In fact, for alkali metal or inert gas 

adsorption on tungsten where concentrations are much lower and 

dipole moments higher than those chosen in our example, the 

fluctuations may be so large that the logarithmic form of the 

current fluctuations in Eg. (12) must be used. 

Effect of Finite Resolution 

[I The resolution 6 of the field emission microscope is of 

' the order of ^20 A and varies with r^, rt being the tip radius.
1'2 

Thus there is a probability that an electron originating in the 

probed region but near its boundary will nc oe  recorded, and 

there is also a probability that electrons originating near but 

outside the boundary will be recorded.  (The net result must, 

of course, be an average current equal to that obtained with 

infinitely sharp resolution.)  Consequently, the effective radius 

of the probed region will appear larger by roughly 6/2.  An exact 

calculation is not difficult in principle under the conditions 

of validity of Eq. (60).  In the simplest case where only g, need 

be considered it amounts to a double convolution of the resolution 
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0 
-nct-n „or p ^ p, with the ^^^ ^^^^  ^ ^^       Q 

I800"63 a Vel"y time —^  ~r calculation, and was        , 
therefore omitted. 
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Figure 1.  Plots of W (p) vs. p for various values of z = d/r . 
o' 

with r0 the radius of the circular probed area.  z = 0 refers 

to W (p) = 6(p). 

' 

1.00 z=0 

0    0.5 3.0 
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0 .50 1.00       1.50       ZOO      250       500 
P 

Figure 2.  Plots of pW (p) vs. p for circular probed areas. 
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• 

. 

Figure 3.  g2 (t) vs. t for vari ous values of z = r/r .  Th< 

curve marked z = 0 corresponds to g^t).  t = x/x^ with 

To = ro/4D-  91 and 92   are defined by Eqs. (36a) and (36b) 

respectively. 

. 
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I 

Figure 4.  93(t) vs. t for various values of z. g3   is defined 

by Eq. (36c), all other notation as in Figure 3. 
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mm 

Figure 7.  Plots of ß2 = (ta/t,)1» and ß 3 = (t3/t1)
ii  vs/z. 

ti, t2 and t3 are defined as the times required for gi(t), 

g2(t)/g2(0), and g3(t)/g3(0) respectively to become 0.5. 

ßr is the effective radius of the probed region. 
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CRYSTALLIZATION RATE OF 
AMORPHOUS ALLOYS 

P. E. Duwez 

Abstract 

A suinmary is given of the various modes of crystallization 

of amorphous alloys.  All transformations reported so far depend 

"" on both temperature and time, and hence there is no unique way of 

defining a crystallization temperature.  In some cases the trans- 

formation takes place In one step, that is, directly from the 

amorphous structure to the equilibrium crystalline structure.  In 

most cases, however, aid depending on both time and temperature, 

intermediate metastablo crystalline phases with apparently complex 

crystal structures are found betöre final equilibrium is reached. 

The various methods used to study the transformation kinetics are 

reviewed. 
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CRYSTALLIZATION RATE OF 
AMORPHOUS ALLOYS 

P. E. Duwez 

I'     Introduction 

Many studies have been published of the rate of crystai- 

Uzation of amorphous ailoys.  Both isochro.al and isother.a! 

-thods have been used.  The progress of crystallization can be 

followed .ore or less quantitatively by x-ray or electron dif- 

fraction, optical or electron microscopy, thermal analysis, 

electrica! resistivity, mechanical properties and in some cases, 

magnetic susceptibility or «ossbauer spectroscopy.  In all thüse 

methods, the difficulty is to correlate the measured variable 

with the actual concentration of the crystalline phase (or phases, 

dispersed in the amorphous matrix.  A general conclusion of these 

studies is that the amorphous to crystalline transformation 

generally proceeds through one or several intermediate steps in 

which metastable phases nucleate and grow, and these phases ulti- 

mately disappear either at higher temperatures or after longer 

times of annealing. 

11 •     Microscopic Methods 

Microscopic methods provide a direct observation of the 

nucleation and growth of the crystaüine phases. Obviously the 

electron microscope is more useful than the optical microscope 
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[| since the interesting features are much smaller than one micron. 

The first electromicroscopic observations of the growth of crystals 

in an amorphous alloy was reported by Willens (1962).  The alloy 

J-J was a gun-quenched foil of Te^-Ge^ which was thin enough for 

transmission microscopy with 100 kv electrons.  The specimen was 

heated by intermittant pulses in the intensity of the electron 

beam and pictures were taken at regular intervals.  Since both 

Li        temperature, and time at temperature were not known, the results 

, were purely qualitative.  It was clearly concluded however that 

the growth of the crystalline phases (which in this case are the 

equilibrium phases Te and TeGe) was typically dendritic.  The 

dendrite formation was tentatively attributed to the low thermal 

conductivity of the amorphous alloy, which is almost an electrical 

insulator.  Low thermal conductivity however is not a necessary 

condition since it was found later that well defined dendrites also 

appear in the early stage of crystallization of a really metallic 

Fe75~P15"C10 amorPhous alloy (Rostogi and Duwez, 1970). 

Dendritic growth is not always observed in the crystalli- 

zation of amorphous alloys.  m fact, it seems to be an exception 

rather than a rule.  Crewdson (1966) investigated many binary 

amorphous alloys of Pd, Pt, Rh with Si, Ge and Sb and in ail cases 

the crystalline phases appear to grow more or less equiaxed.  A 

striking example of this type of morphology in a Pt^-Si   alloy 

was reproduced in a paper by Duwez (1967).  Since then several 

electromicroscopy studies of partially crystallized amorphous 

alloys have been reported (Chen and Turnbull 1969, Masumoto and 
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Maddin, 1971, Srivastava et. al., 1972, Revcolevschi and Grant, 

1972) . 

Hot stage electron microscopy is probably the most useful 

and perhap-j the only technique to study the morphology of phase 

separation and crystal growth in amorphous alloys.  Quantitative 

determinations of the various phases present at a given time might 

also be possible, based on techniques developed in the field of 

quantitative metallography.  For such studies to be meaningful, 

a very accurate control of the temperature of the specimen itself 

(an not only of the stage) is absolutely necessary because of 

other techniques (such as electrical resistivity) have shown that 

the rate of crystallization is generally a very steep function of 

temperature. 

III.    Calorimetric Methods 

Thermal analysis and differential thermal analysis are 

probably the simplest of all calorimetric methods.  A small sample 

of amorphous alloy (or few mm2) is spot welded to fine thermo- 

couple wires (0.005 in. or less) and heated at an approximately 

constant rate.  With rates of heating from 100oC/sec or more, a 

sharp rise in temperature occurs when the sample crystallizes 

very rapidly.  For a typical amorphous alloy such as Pdor.-Si-„, 
oU    Zu 

this temperature is about 420oC and the increase in temperature 

corresponds to a latent heat of crystallization of about 1.0 kcal/ 

mole.  In spite of its limitatior-, the thermal analysis methcd 

is useful in rapidly determining the maximum temperature an 
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[I        amorphous alloy can be subjected to before catastrophic crystal- 

n        lization takes place.  This temperature could be called the "burst 

U        crystallization" temperature.  The structure of a sample heated 

JJ        just above this temperature is not the equilibrium structure, and 

its X-ray diffraction pattern shows a series of poorly resolved 

[|        peaks, but very little evidence for the presence of an amorphous 

phase. 

Measuring the specific heat as a function of temperature 

j|        provides more significant information and permits the determin- 

ation of a glass transition temperature Tg which constitutes one 

[J        0f the m0re evincing proofs of the glassy nature of amorphous 

alloys.  Ah Tg, a very sharp increase in the specific heat occurs 

|j        as shown by Chen and Turnbull (1969).  Like the crystallization 

1]        temperature, the glass transition temperature is not unique and 

depends on the rate of heating.  Most of the reported values for 

[]       Tg were stained with a heating rate of about 20oC/min.  In 

general, Tg is very close to the temperature Tc (crystallization 

temperature) measured at the same heating rate.  The difference 

Tc-Tg is a measure of the "stability" of the glassy state which 

increases with the increase in Tc-Tg.  By measuring this difference, 

Chen and Turnbull (1969) have shown that ternary amorphous alloys 

Pd~X-Si in which X is Cu, Ag or Au are more stable than binary 

Pd-si alloys. 

IV.    X-Ray Diffraction and Electrical Resistivity Methodg 

These two techniques are discussed simultaneously because 

i 
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they can be performed in parallel, on identical specimens and 

their results can therefore be correlated. 

The X-ray diffraction method is based on the intensity of 

the crystalline reflections as a function of time and temperature. 

A diffractometer is generally used for this purpose, mostly because 

a relatively large area of the specimen (about 1 cm2) is involved. 

The measured intensity is not exactly proportional to the amount 

of a given phase in the amorphous matrix, but it is an approximate 

number for kinetics measurements. 

Electrical resistivity measurements are well suited to 

study amorphous to crystalline transformations because of the 

large decrease in resistivity.  Most of the results reported so 

far were obtained at a constant rate of heating.  When comparing 

the results of several investigators on a given alloy system, it 

is important to keep in mind that the rate of heating can greatly 

affect the shape of the resistivity-temperature curve, and hence 

the conclusions of the authors.  Most of the studies were made with 

heating rates of 1 or 1.50C/min (Duwez 1967, Maitrepierre 1970, 

Lin 1969, Sinha 1970).  The results on Pd80-Si20 reported by Chen 

and Turnbull (1969) were obtained at a heating rate of 10oC/min. 

The heating rate used by Revcolevschi and Grant for Cu^Zr. is not 

mentioned in their paper. 

The shape of the resistivity-temperature curve is approxi- 

mately the same for all amorphous metallic alloys.  At low tempera- 

tures, the relationship is linear, except for the presence of a 

resistivity minimum (Kondo effect) in alloys containing a magnetic 
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atom.  The resistivity either increases or decreases with tempera- 

ture but in all cases the temperature coefficient of resistivity 

is much smaller than in crystalline alloys.  This is due to the 

fact that the important scattering mechanism is that due to dis- 

order in the structure and the phonon scattering contribution to 

the resistivity is relatively small.  At a given temperature, 

which may be around room temperature for Au^-Si-« and as high as 

400 to 500oC for Pd--base alloys, the resistivity decreases very 

rapidly with increasing temperature due to the nucleation and 

growth of one or several crystalline phases.  After reaching a 

minimum, the resistivity starus increasing linearly with tempera- 

ture as the structure approaches equilibrium.  In almost all cases, 

intermediate non-equilibrium phases are observed by X-ray dif- 

fraction.  In some cases these phases may be quite stable within 

certain intervals of temperatures and this is clearly shown by 

the presence of steps in the resistivity-temperature curve (see 

•Cor example Maitrepierre 1970) . 

At a rate of heating of l0C/min it is possible to correlate 

the resistivity curve with the structural changes in the alloy 

observed by X-ray diffraction.  In this case, a specimen large 

enough for diffractometer measurements is heated for 20 minutes 

at successive t.emperatures with 20oC intervals and a diffraction 

pattern is taken after each step.  This is a time-consuming method, 

because to detect small structural changes, the rate of scanning 

must be small enough to assure accurate counting statistics, but 

it appears to be the only reliable method to explain the origin 
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of the various steps observed in the resistivity-temperature 

curves. 

There is no doubt that in order to obtain meaningful 

quantitative kinetics data, it is necessary to use the isothermal 

annealing method.  Only very sketchy results, have been reported 

so far.  Srivastava et al. (1972) studied the transformation of 

gun-quenched Pt66-Sb34, but their data are restricted to only 

four temperatures in a narrow range (212 to 240oC) and the longest 

annealing time was only 5 hours.  Within these ranges they found 

an activation energy of about 49.5 to 55.5 kcal/raole.  It is 

doubtful that a single activation energy can be assigned to a 

process as complicated as the amorphous to crystalline transfor- 

mation when it takes place by overlapping steps as described 

above.  Because of the very low diffusion rates involved in the 

early stages of crystallization (in the low temperature range) 

detailed kinetics studies may require at least several months and 

may be several years of measurements.  Such an effort involving 

a few typical and well-chosen alloys would probably be very re- 

warding. 

A combination of X-ray diffraction and electrical re- 

sistivity methods has been used by Duwez and Tsuei (1970) in a 

kinetics study of the crystallization of amorphous Te^r-Cu^r.-Aur- 75   25   5 
alloys obtained by gun-quenching from the liquid state.  These 

amorphous alloys are semiconductors, but are metallic conductors 

in their equilibrium state.  Isothermal annealing temperatures 

range from 45 to 890C with total times for complete transformation 
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I 
I from 1 hour to 1 month.  The transformation was followed by 

resistivity measurements in the high-temperature range, and X-ray 

diffraction became more practical for the slow transformations 

| at lower temperature.  In these alloys the transformation seems 

to proceed directly to the equilibrium phase (Te -f TeCu) without 

I intermediate metastable crystalline phases.  The intensity of the 

strongest crystalline Te line versus log-time at a given tempera- 

ii ture increases according to an S curve typical of a nucleation 

g and growth process.  A plot of log of half-reaction time versus 

reciprocal temperature (linear) leads to a heat of activation of 

D 1'73 i  0-04 eV-  The tilne for half-reaction is about 20 min. at 

r 
890C and 700 hours at 420C.  Extrapolating these data to room 

L temperature indicates a half-reaction time of approximately tour 

H years. 

r?        v-     Mechanical Properties Method 

MeasurincT ^chanical properties of an amorphous alloy at 

JJ        various stages of crystallization is not by itself a satisfactory 

method to obtain kinetics data.  When performed in parallel with 

X-ray diffraction, however, it can lead to interesting correlations 

Such a correlation has been described by Masumoto and Maddin (1971) 

for Pd8ü-Si20 amorphous alloys.  Their X-ray work confirms the 

previous observation of Crewdson (1966) that the first phase to 

crystallize out of the amorphous matrix is Pd or a metastable 

Pd-Si solid solution.  This is followed by the crystallization of 

another metastable phase (for which they give a list of spacings) 
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and finally the equilibrium state is reached.  According to the 

authors the stable phase is Pd3Si, although the alloy contains 

only 20 at.% Si instead of 25 at.%.  These three stages in the 

crystallization process are reflected by observable changes in 

fracture and yield stresses and in Young's modulus.  The total 

elongation after fracture, however, seems to be insensitive to 

the structural changes, except for a detectable increase when 

crystallization is almost complete.  Viscous flow was observed 

in tensile tests at 300 to 400oC. 
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THE ROLE OF CRACKS, PORES AND ABSORBING INCLUSIONS 
ON LASER INDUCED DAMAGE THRESHOLD AT SURFACES OF 

TRANSPARENT DIELECTRICS 

N. Bloembergen 

Abstract 

The concentration of the electric field strength in 

the neighborhood of micropores and cracks may lower the 

nominal external intensity for electric avalanche breakdown 

by a factor two to one hundred depending on the geometry of 

the crack and the dielectric constant. 

The presence of absorbing inclusions at the edge of 

microcracks will often be the dominant mechanism giving the 

lowest surface damage threshold.  Inclusions and cracks with 

characteristic dimensions less than about 10"6 cm will not 

lower the breakdown threshold appreciably. 
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THE  ROLE OF CRACKS, PORES AND ABSORBING INCLUSIONS 
ON LASER INDUCED DAMAGE THRESHOLD AT SURFACES OF 

TRANSPARENT DIELECTRICS 

N. Bloembergen 

I.     Introduction 

It is well established that electric avalanche break- 

down induced by laser pulses of very high-power density is the 

cause of damage in the intrinsic, perfect lattice of large band 

gap transparent insulators.1'2  If the bulk material contains 

absorbing inclusions, the damage threshold is often determined 

by the thermal stresses induced by the heating of the inclusion 

in the laser beam.  The case of platinum particles in glacs has 

been studied in detail both experimentally and theoretically.3 

It has been found that surfaces of such bulk materials, 

even those that are scrupulously cleaned or that have been ob- 

tained by cleavage in vacuum, have a Jower damage threshold than 

the bulk.  For laser glass and sapphire (AI2O3) the best obtain- 

able surface damage threshold is a factor four to five lower 

than in the bulk.1*'5'6  If the surface is contaminated with ad- 

ditional absorbing dirt, the damage threshold may be lowered 

much more. 

One might expect that for a perfect intrinsic surface 

the mechanism for electric breakdown would be the same as that 

for the bulk.  Although there would be changes in the intrinsic 



  

I 
I 
I 
I 

c 

absorption of surface states, surface excitations and vibrations, 

such effects are much too small to influence the observed damage 

threshold, especially for light frequencies in the middle of the 

bulk transparent region. Even a monolayer of strongly absorbing 

foreign atoms or molecular groups such as OH at 10.6 \im is not a 

determining factor for the surface damage threshold. 

It is the purpose of this note to show that the presence 

of sub-microscopic cracks and pores will cause local variations 

in the electric field strengths, which can readily account for 

an apparent lowering of the surface breakdown intensity by a 

factor 4 or 5 compared with that of the bulk. 

The same factor will be operative if the damage mechanism 

is initiated by absorbing inclusions.  This absorption mechanism 

is more effective for inclusions near the edge of microcracks and 

crevasses than for the same inclusions in the bulk lattice. 

11•     Examples of Local Electric Field Values Determining 
Breakdown and Damage " ~— 

The initiation of an electric avalanche breakdown is a 

local phenomenon and may occur on a length scale of one micron 

or less.6 A typical example of this is afforded by the fila- 

mentary fossile damage tracks after self-focusing has occurred 

in glasses.  The size of absorbing inclusions initiating damage 

is usually also small compared to the wave length.  Larger in- 

clusions can readily be determined by optical means and they are 

assumed to have been eliminated. 
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If a standing wave interference pattern is present in the 

bulk material, damage will occur as soon as the field strength 

in the antinodes exceeds the critical value.  This phenomenon was 

carefully observed and analyzed by Crisp et.al.1*, who observed 

that the nominal external intensity for damage at the rear surface 

of a plane parallel glass window is about a factor 1.5 less than 

for the front surface.  The reason is that the Fresnel reflections 

for normal incidence set up a field distribution such that the 

electric field at the front surface is 0.8 E.   and the electric inc 

field at the rear surface is 0.96 E.  . where E.   is the amplitude inc'       inc r 

of the incident wave.  The breakdown occurs if the field at either 

surface reaches tne threshold value £_, .  Thus, the nominal break- er 

down intensity of the incident wave is (0.96/0.8)z higher for the 

front surface. 

By the same type of argument the nominal breakdown in- 

tensity of a dielectric layer, more than (1/4)X thick, covering 

s . 

layer covering a low index dielectric material.  The standing 

wave pattern in front of the mirror enhances the maximum electric 

field in the antinode by a factor two over the incident wave. 

As a corollary, a thin protective coating over a metal 

surface will be at an electric field node and is not likely to be 

damaged.  By the same argument no damage would be expected at a 

dielectric surface placed (1/2)X away from a mirror. 

The same type of argument may be applied to an ideal anti- 

reflective coating, (1/4)X thick with index n, where n is the 
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a metal mirror, will be about four times lower than for the same 



I 
I index of the bulk substrate.  The field strength in this case 

will be largest at the front surface, where it will be equal to 

the incident amplitude E.^.  The field strength is smallest at 

| the interface with the substrate where it equals E.nc „-\  Thus 

breakdown threshold in the anti-reflective coating Is lowest at 

I the front surface,  if the rear of the window is also anti- 

reflection coated, its exit face has the same breakdown threshold. 
m 

II1' Local Fields near Micropores and Cracks 

i The same idea may now be applied to the local field con- 

- figuration near small pores, crevasses, grooves, scratches and 

cracks,  it will be assumed that all characteristic dimensions are 

| small compared to the wave length.  The electric field configur- 

ations, and possible internal field enhancements may then be 

U        calculated by the methods of electrostatics.^ The problem has 

been solved exactly in closed form for cavities of ellipsoidal 

shape.« Here we shall consider explicitly three representative 

|        geometries which permit an estimate of the enhancement factors. 

Figure 1 shows a linearly polarized wave normally incident on a 

j        dielectric with dielectric constant e  = n*. We consider a spheri- 

cal pore, a cylindrical groove and a crack in the shape of an 

oblate ellipsoid and ask for the field strengths at points A, B 

| and C, respectively.  The questionable assumption will be made 

'        that the field at B is the same as for a cylinder completely em- 

bedded in the dielectric.  The assumption of a complete ellip- 

soidal cacity will be quite good in the case of geometry C. 
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Figure 1.  Representative geometries for electric field enchance- 
ment near pores, scratches and incipient cracks. 
Typical dimensions are: T = 0.1-1urn, c = 0.1um and 
a = lym. 
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I The field inside the cavities is given in terms of the 

I 

field Eo inside the uniform dielectric as follows 

ins  , . 1-e I  o 
1 + — L 

where L is the appropriate depolarization factor. Note that the 

field at the points A, B and C in the dielectric is equal to the 

field in the pore. 

A. For the sphere one has L = 1/3, and 

EA " 2e + 1 Eo 

B. For the cylinder, with axis perpendicular to the paper, 

L = 1/2 gives 

EB " FT^T Eo 

The maximum enhancement factor is 2 for e -»■ oo.  For NaCl with 

n = 1.5 and e ■ 2.25 at 10.6 ym one finds a field enchancement 

factor 1.4.  This type of groove lowers the apparent threshold 

intensity for surface damage by a factor 2 in NaCl and nearly by 

a factor 4 in high index materials such as CdTe and ZnSe. 

C.  In this most important and interesting case 

I^l-'jf or !• * 1 for c/a << 1/e < 1 

In this limit the field at point C is given by 

c     o 
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The apparent breakdown intensity is decreased by a factor e2, 

or 5 times for NaCl and by about a factor 100 for CdTe and ZnSe. 

If the damage threshold is determined by absorbing 

inclusions, the same factors are valid if the inclusions are 

situated at locations A, B or C, respectively, and have a size 

approximately equal to the solid dots in the figure and if they 

have a real index equal to the index of the bulk window material 

and a loss tangent e"/e"   << 1.  It is believed that these situ- 

ations correspond rather closely to real conditions.  It is most 

likely that inclusions collect at the bottom of a groove as in B, 

or that a crack ends at an inclusion as at C. 

Thus the lowering of the apparent threshold intensity for 

damage by surface cracks and grooves may indeed be expected to 

lie between two and five for low index materials such as the 

alkali halides, glass and sapphire.  The factor may be consider- 

ably larger for high index materials such as ZnSe, CdTe and 

chalcogenide glasses. 

Similar factors will also enhance the surface absorp- 

tivity at low power levels, if the absorption centers are concen- 

trated at locations of electric field enhancements.  In this 

connection it is worthwhile to mention the experimental results 

of Deutsch,-9 who found that the surface absorptivity of cleaved 

alkali halide crystal surface was increased by a factor 4.  Pre- 

sumably, these surfaces have more incipient cracks and sharp edges 

All these factors are multiplicative to the factors due 

to standing wave patterns discussed in the preceding section. 
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It is clearly possible to extend the calculations to 

other, more complex, geometries where the index of the inclusion 

near the pore is different from the bulk, or to the case of a 

metallic inclusion.  If the crack is approximated by a sharp 

wedge, electrostatic solutions may be obtained by the method of 

conformal mapping.  The electric field at the tip of the edge 

would then diverge as d"^ where d is the distance from the in- 

finitely sharp edge.  This same dependence occurs also in the 

famous Sommerfeld solution for diffraction at a conducting half 

plane.10  Maxwell11 already observed that the infinite electric 

field would cause breakdown.  Therefore, the tip of the wedge 

would be rounded.  In the next section it will be shown that 

small cracks and inclusions, say, with diameters less than 0.1 urn, 

are much less effective in producing damage than those with di- 

ameters between 0.2 pm and 1 ym.  Thus the solution for the case 

of a sharp wedge has only academic interest. 

IV-    Damage by Thermal Stress from Absorbing Inclusions 

The problem of thermal stress around an absorbing in- 

clusion heated by a laser beam has been discussed by Hopper and 

Uhlmann.3  Their attention was primarily directed at platinum 

inclusions in glass exposed to a laser pulse of 3 x 10"8 sec 

duration and they found that the heating effect went through a 

maximum as the size of the metallic particles was increased. 

For platinum the particle diameter is large compared to the 

optical thickness, which is about 0.01 ym.  The energy absorbed 
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where (. is 2Tr times the light frequency, x" = £/4Tr is the imaginary 

part of the susceptibility and cv is the specific heat per unit 

volume.  The optical absorption depth (Beers' length) a"1, is the 

during the laser pulse is proportional to the cross section a2, 

the temperature rise of the metallic volume is proportional to 

a-1, as heat conduction losses may be ignored during the duration 

of the laser pulse.  For very small sizes (« 0.2 ym), by contrast, 

the inclusion can lose energy due to heat conduction to the 

surrounding glass suring the laser pulse.  Consequently, for a 

given beam power, pulse duration and opaque particles, the thermal 

stress goes through a maximum.  It occurs at 0.2 um particle size 

for Pt in Nd laser glass with a 30 x IQ-' sec pulse duration.       \ 

For  dielectric or semiconducting inclusions with a smaller 

specific absorptivity the size of particles with the lowest damage  ' 

threshold will be larger.  The interest for the case of dielectric 

surfaces is in the damage threshold of inclusions as a function of 

their radius in the regime where this radius is small compared to 

the optical absorption depth.  Only a crude qualitative analysis    p 

of the expected temperature rise of the inclusion will be given     ^ 

here.  A more quantitative formulation along the same lines as the  f] 

theory of Hopper and Uhlmann could readily be developed. 

The initial rate of heating in the absorbing inclusion 

causes the temperature to rise according to: 

AT = "X" M2 t 

, 

.. 
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inverse of the absorption coefficient, 

a = STT
2
 x'VXn 

where A is the wave length in vacuum and n the index of refraction, 

For very short laser pulses of duration t we should use the 
P 

equation for AT with t - t .  For many situations of interest the 

time t is, however, determined by the characteristic time t for 
c 

heat conduction away from the inclusion.  A steady state tempera- 

ture rise is obtained with t - t0 - a
2/DT, where DT is the thermal 

diffusivity.  The order of magnitude of DT for many solids near 

room temperature is about 10"2 cm2/sec, so that t  is about one 
c 

microsecond for a particle of one micron diameter.  For inclusions 

smaller than 0.1 ym radius and laser pulse durations larger than 

10"8 sec, we are in the steady state limit, and the approximate 

temperature rise at the inclusion is 

AT  « "X" Ul2 a2 
ss      DTCv 

A representative numerical example is as follows: 

w « 67r x 1013 corresponding to X = 10 ym, x" « lO-2, corresponding 

to an optical absorption depth of 2 * 10"3 cm at 10.6 ym.  Typi- 

cally such an absorption would occur in a dirty semiconductor with 

about 1018 conduction electrons per cm3.     We take c =0.1 cal/cc, 

DT = 10~ and a = 0.1 ym.  A catastrophic temperature rise, arbi- 

trarily taken to be 8000oC, is achieved for a field strength 

E = 1.2 x io5 volts/cm, acting at the site of the inclusion.  For 
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the same inclusion with a radius of 0.01 ym (100A), the field 

strength required for a catastrophic temperature rise would be 

1.2 x 106 volts/cm.  This field strength is, however, comparable 

to the field strength for intrinsic avalanche dielectric break- 

down of the pure bulk material.  For laser pulses with t  > 10"8 

sec, this critical field strength6 lies near 106 volts/cm.  It is 

therefore concluded that inclusions of sizes of 0.01 ym or less 

are not harmful. 

Inclusions with sizes of 1 ym or more can readily be 

detected and avoided.  The most harmful inclusions are conse- 

quently those with sizes between 0.1 and 1 ym, and optical ab- 

sorption depths between 10"3 and 10"l cm. 

In our numerical example, the catastrophic heating field 

E = 1.2 x io5 volts/cm corresponds to an external power flux 

density, after a reduction factor of four due to geometric field 

enhancement near a crack is taken into account, of 10 megawatts/ 

cm2. Without the presence of a crack, the breakdown power density 

would be 40 megawatts/cm2. This is clearly in reasonable accord 

with experimental findings, taking into account the considerable 

spread in size of inclusions and their loss tangents. 

Finally the question should be raised whether small cracks 

are damaging in materials absolutely free from absorbing inclu^icnre-. 

The geometric enhancement factor of the electric field is present 

even for cracks as narrow as 5A, because down to this scale electro- 

static continuum theory remains valid.  Electric avalanche break- 
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down fields are, however, also dependent on the size of the region 

over which they are applied.  This dependence has been demonstrated 

experimentally for dc breakdown in thin alkali halide crystals. 

The electron drift or transit time between the dc electrodes is 

here a crucial quantity.6 

For light induced breakdown, the loss of hot carriers due 

to diffusion outside the discharge volume must be considered.  A 

crude estimate indicates that the effective containment time of 

the carriers is about 10"8 sec in a high light intensity region 

with a characteristic dimension of 0.5 um or more.  For a region 

with dimensions of 0.01 ym or less the containment time is de- 

creased to the picosecond regime.  Here the critical field for 

avalanche breakdown is increased by an order of magnitude,6 more 

than off-setting the geometric factor for threshold lowering.  It 

is therefore concluded that not only inclusions, but also pores 

and cracks with characteristic dimensions smaller than 0.01 um 

may be ignored, 

V.     Conclusions 

The order of magnitude considerations in this paper could 

be refined considerably by a quantitative analysis of the electric 

field, thermal field and stress field configuration near cracks 

■"arrd" "j.nciusions. 

However, in view of our lack of knowledge of the precise 

georaetry and nature of the cracks and impurities, such more re- 

fined calculations, although desirable, are not essential.  The 
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following conclusions may be drawn from our qualitative analysis. 

1. Incipient sub-microscopic cracks and pores at surfaces 

or in optical coatings lead to local enhancement of the electric 

field strength in laser beams. 

2. This enhancement causes a decrease in the nominal damage 

threshold intensity.  The decrease is estimated to lie between 

two and five for low index materials such as alkali halides, glass 

and sapphire.  It may be considerably larger in high index materials 

such as ZnSe and CdTe. 

3. This decrease in damage threshold due to cracks is present 

not only for inclusion-free materials, where the damage mechanism 

is electron avalanche breakdown, but also for materials with bulk 

inclusions where the damage is due to thermal stress around the 

absorbing inclusions. 

4. The prediction of a factor two to five reduction in sur- 

face damage threshold compared to the bulk is in good agreement 

with observations on carefully cleaned surfaces of glass and AljOj, 

5. During surface and coating preparation the deposition of 

additional absorbing inclusions should be carefully avoided.  In- 

clusions, pores and cracks of characteristic dimensions smaller 
_6 o 

than 10  cm (100A) are not harmful.  The presence of absorbing 

inclusions, grooves, scratches and incipient cracks larger than 

0.1 um should be scrupulously avoided.  Super-polishing and 

chemical polishing techniques will be beneficial in high power 

window surface preparation. 

-298- 



I 
I 
I 
J 
T 

mt- 

i 

i: 

D 

6.  It will be extremely difficult to produce arti-reflecrive 

coatings for A = 10.6 ym, with a thickness of several microns 

which have the required absence of cracks, pores and absorbing 

inclusions.  The simultaneous concentration of electric field, 

stress field, and inclusions at the edges of cracks presents a 

very powerful conspiracy to lower damage thresholds. 
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PROPAGATION OF LOW FREQUENCY ELASTIC 
DISTURBANCES IN A COMPOSITE MATERIAL 

W. Kohn 

Abstract 

In the limit of low frequencies the displacement u(x,t) 

in a one-dimensional composite can be written in the form of an 

operator acting on a slowly varying envelope function, U(x,t): 

u(x/t) = (1 + v^x) ^ + ...) u(x/t).  U(x,t) itself describes 

the overall long wavelength displacement field.  It satisfies a 

wave equation with constant, i.e., x-independent, coefficients, 

obtainable from the dispersion relation u - ü)(k) of the lowest 

band of eigenmodes: 02/9t2 - c2Z2/dx2  -   W2/^  + ...)u(x,t) = 0 

Information about the local strain, on the micro-scale of the 

composite laminae, is contained in the function V!(x), explicitly 

expressible in terms of the periodic stiffness function, n (x), of 

the composite.  Appropriate Green's functions are constructed in 

terms of Airy functions.  Among applications of this method is 

the st-ucture of the so-called head of a propagating pulse. 
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PROPAGATION OF LOW FREQUENCY ELASTIC 
DISTURBANCES IN A COMPOSITE MATERIAL 

W. Kohn 

1.     Introduction 

The propagation of an elastic disturbance in a composite 

materials is, in general, a very complicated phenomenon due to 

the multiple reflections and refractions taking place at the 

interfaces of the constituents.  This complexity is borne out by 

measurements and by computer calculations.1  Under these circum- 

stances it is obviously most desirable to extract some simple 

features of such disturbances which can be understood in general 

terms, without recourse to an experimental measurement or a 

computer calculation in each new case. 

A significant contribution of this kind was made by Peck 

and Gurtman.2 Thesa authors studied the stress wave produced in 

a laminated composite half-space due to pulsed loading on the 

bounding face.  Using an analysis in terms of the waveguide-like 

modes of the system, they obtained an explicit expression for 

this stress wave in the form of an infinite series of Fourier inte- 

grals.  For points far from the source of the disturbance they 

evaluated these integrals by means of the saddle point method and 

obtained the leading term of the solution in the form of an inte- 

gral over an Airy function.  Explicit use of Bloch-Floquet 
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functions was made by J. A. Krumhansl.3  It was found that, 

whereas for a homogeneous medium a square wave pressure pulse 

propagates as an unattenuated disturbance with a sharp discon- 

tinuity at its front, in a composite the disturbance is dispersed, 

the maximum stress greatly reduced, and the front smoothed out. 

The solutions obtained by Peck and Gurtman apply after long times 

near the front edge of the disturbance and are called head of the 

pulse solutions.  An illustration is shown in Fig. 1. 

An inspection of the Peck and Gurtman solution in the 

region of the head of the pulse shows that the disturbance there 

is composed of very long wavelength normal modes.  This leads one 

to look for a general theory of the propagation of long wavelength 

disturbances in composite materials. 

In recent years there have been considerable efforts 

devoted to the development of approximate long wavelength theories 

for elastic waves in composites.^'5'6  Here we shall put forward 

a compact and formally exact form of such a theory.  The present 

paper deals with a one dimensional composite, a sequel will deal 

with the three-dimensional case. 

The results are quite easily stated, and a direct extension 

of the theory of wave propagation in a uniform medium.  In the 

latter case, in one dimension, the displacement, u(x,t), satisfies 

the wave equation 

(ft " c I^T) u(x,t) = 0, (1.1) 

where c is the sound velocity. 
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Figure 1. 
fn fn  iC Je^esentation of the displacement 
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I Calling the stiffness r\,  the strain and stress are given by 

|3u 3u 
e  "  37  ' a "  ri ä^       • (1.2) 

A long wavelength disturbance is a composite is described as 

follows:  The displacement at a point is given by 

e U(x,t) = (1 + ViiK)   A + ...)ü(X,t)| (1.3) 

here the "envelope function" U(x,t) satisfies the wave equation 

/32  -2 a2 e  3" (3t^ " c ä^T " ß 3^ + ' ••)ü(x't> " 0 (1.4) 

where c is the long wavelength sound velocity of the composite 

and 6 is the fourth order expansion coefficient of the square 

(J        of the frequency of the lowest ban ! of eigenmodes: 

ü)i(k) = czk2 - ak1* + ... (1.5) 

If the composite has a unit cell length a and a (periodic) 

stiffness function n(x), the function V!(x) is given by 

where 

a 

TrT = | | n-Mx) dx (1.7) 
0 

The local strain is given by 

9u(x>t)   3U(x/t)       ri(x)-1 

3x       3x    *   "=— + ••• (1.8) 
n~ 1 
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and the local stress is 

a = n(x) |H = lEJ&tj       1 
8x     Si—  •   — + ••• (1.9) 

V!(x) is a periodic function of x and vanishes at the points 

(n + 1/2) a.  Therefore, ü(x,t) describes the displacement at 

the unit cell mid-points (n + 1/2) a.  In order for the expansions 

in (1.3) and (1.4) to converge well, ü must be a slowly varying 

function of n; this is the long wavelength (or low frequency) 

assumption of the present theory. 

We note the following characteristic features of the 

solution (1.3).  It is the product of two terms.  One of these, 

ü(x,t), is a slowly varying function of x and t.  It satisfies a 

generalized wave equation, (1.4), whose coefficients are indepen- 

dent of x and t and derived entirely from the dispersion relation 

oMk) of the lowest band of normal modes,  co, (k) can be obtained 

experimentally, from a study of normal modes, or by variational 

or other theoretical methods.7 The wave equation (1.4) must be 

solved, subject to whatever the initial and boundary conditions 

of the problem at hand are. The second factor, (1 + v^(x) |~ ...) 

carries the information about strains and stresses on the scale of 

the microstructure of the composite.  The function v,(x), defined 

in (1.6) and (1.7), depends entirely on the static elastic behavior 

of the material. 

Thus, to obtain detailed information about the local dis- 

placements, strains and stresses associated with a low frequency 

-306- 



disturbance two steps are necessary:  (1) the homogeneous wave 

equation (1.4) must be solved; (2) information about the static 

elastic behavior of the material must be introduced (either from 

theory or experiment).  This convenient division, which is here 

demonstrated for one-dimensional composites, remains valid in 

three dimensions. 

With the present theory any low frequency phenomenon in 

composites can be discussed. The limitation is given by ka « TT, 

or equivalently, by w << ifc/a. 

In Sec. 2 the theory just summarized will be developed. 

In Sec. 3 it is applied, by way of example, to the propagation of 

a pulse in a semi-infinite composite. 

2'     The Low Frequency Expansion 

We consider an infinite one-dimensional composite, of 

periodically varying density, p (x), and stiffness, r, (x), with 

spatial periodicity a.  The wave equation for the displacement 

u'x,t) in an elastic disturbance is 

o/xi 92u(x,t)   3  r / \ 9u(x,t)-, P(X) *-fF» 33? tn(x)   \f!l  = 0   . (2.1) 

The normal modes of vibration have the form 

u(x,t) = u(x,k)e"ia,t  . (2>2) 

The function u(x), is quasi-periodic (or Floquet-Bloch like). 

x.e. 

u(x + a,k) = u(x,k)eika , (23) 
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where k is the wave number.  It can therefore also be written 

in the form 

u(x,k) = v(x,k)eikx (2.4) 

where v(x,k) is strictly periodic, 

v(x + a,k) ■ v(x + a)   . (2.5) 

Thus we have finally 

D 
u(x,t) = v(x,k)ei(kx"wt)    . (2.6) 

Substituting this form in (2.1) gives the following equation 

for v(c,k) 

[(1^ + S 5^ + ik ^ fe + 2 S) + (ik)2n]v(x,k) 

+ püj(k)2 v(x,k) = 0   , (2.7) 

which together with the periodic boundary conditions completely 

determines v(x,k) 'to within a factor) and ü)(k)2.  For small 

k we now make the following power series expansions:8) 

v(x,k) = 1 + (ik) v^x) + (ik)2V2(x) + ...        (2.8) 

and 

(^(k)2 = a2k2 - ßk1* + ... (2.9) 

Substitution into   (2.7)   and collection of powers of   (ik)2  leads 

to the  following equations 
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+ n(x) + n(x)c2 = o 

etc. (2.12) 

An arbitrary low frequency disturbance can be written as 

u(x,t) ■ u+(xft) + u"{x,t) (2.13) 

where 

u*(x,t) = JL j dkA±(k)v(xA)ei(kx * *lk))t (2.14) 

and 

2 \ ^ ü)(k) = +(w(k)z)^ . (2.15) 

The function A(k) is assumed to be significant only for 

small values of k. In this case we can use the expansion (2.8) 

and write 

u^t) = i jdkA±(k) (l+(ik)v1(x) + ...)ei(kx±ü,(k)t ) 

where 

= (1+v^x) |- + ...)U±(x,t) (2.16) 

^(x^t) = ^ |A±(k)ei(kxlu,(k)t) (2.17) 
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Using the expansion (2.9) for w(k)2r we see immediately that U
+ 

and U satisfy the wave equation 

92U±(xyt)     2 /I 3 v ts 

= (C  33F ' ß IIF + "^U (K,t)   .       (2.18) 

Hence  the displacement in a  low frequency disturbance has  the 

form 

u(x,t)   =   (l+vHx)   ^1 +   ...)U(x/t)      . (2.19) 

Here U(x,t) satisfies the same equation (2.18) as U±(x,t).  The 

function v^x), by Eq. (2.11) satisfies 

d r  dvi ,  -, g^Cn g^p + n] = o (2#20) 

which, together with the periodicity property 

vj (x+a) = vi(x) (2.21) 

results in 

x 

a/2 

where 

a 

x 
(x) = I fulfil _ xW 9 (2<22) 

J/i^  n"1    -' 

n"1 5 J n-Mx) dx/a (2.23) 

c 

Since v ((n + .J
5)a) = 0, it follows by (2.19) that in the middle 

of each unit cell, to this order of approximation. 

n 
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From the form (2.19) we can now immediately determine local 

i 
u(x,t) = U(x,t)   at x = (n + lj)a  . (2.24 

I 
displacements, strains and stresses. The leading term of the 

displacement is simply 

u(x,t) = U(x,t) + ... (2.25) 

The leading term of the local strain is 

Q 
0 "^i*- U.27, 

0 

du _   n   .   dvw 3U . .. M, 

i.e., the local strain is proportional to the strain of the 

envelope function U and inversely proportional to the local 

stiffness.  It is a rapidly varying function of x.  The local 

stress is given hr 

Ü 

and is a slowly varying function of x. However, the absence of 

stress variations on a micro&cüle is perculiar to one dimension 

n * 

where a macroscopic compression produces a uniform stress. 

3.     An Illustration; Pulse Propagation in a Half Space 

Consider long wavelength disturbances in a one dimensional 

semi-infinite (x > 0) composite.  The end is considered as free, 

hence we have the zero stress boundary condition (see Eq. (2.27)), 
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9u(xft)    , 
9x 'x =  0  ■"  u     ' (3.1) 

In addition we specify the initial conditions,   at t =  0, 

u{x/0)   • P,(x) x  >  0 (3  2) 

and 

9U(x,0)       _   .   . 
3t = F2 (x)       x  >  0 (3.3) 

We now look for the disturbance U(x,t) at subsequent times. 

This half space problem is easily converted to a probl 

over the entire space by adding to (3.2) and (3.3) the supple- 

mentary initial conditions 

U(x,0) = Fi (-x)   x < 0 

and 

au(x,o)  _ . . 
g^  = F2 (-x)   x < 0 

(3.2') 

(3.3') 

As we shall verify, the boundary condition (3.1) is then 

automatically satisfied. 

To solve the new problem in the whole space, we now 

introduce two Green's functions, G^x-x'it) and G2(x-x';t) 

which satisfy the wave equation 

C9F* - w2(3jt);i Vx-X';t) = 0, i = 1,2,t  >  0      (3.4) 

and the following initial conditions: 

G!(x-x',0) = 6(x-x,) ,, 
(3.5a) 
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3G.(x-x',t) 
3t                t - 0          ' 

and 

G2{x-x',0)   =  0 

Igltel^                   =6(x-x') 
dt                t =  0 

(3.5b) 

(3.6a) 

(3.6b) 

Then the solution of the original problem, in the half space 

x > 0, is given by 

U(x,t) - j (Mx-X'ft) F1(x
,) dx1 

+ J OiCx-x'jt) F2(x
,)dx, (3.7) 

— 00 

as may be immediately verified. 

We obtain the Green's functions by Fourier analysis. 

Beginning with Gi(x-x*,k) we write 
00 

Qi{*tt)  = ^ j dk[A1
+(k)ei(kx+w(k)t) 

— 00 

+ Ar(k)e
i(kx-a,(k)t]   ' (3-8) 

The initial condition (3.5b) gives 
00 

^ j dk a)(k)(Ai+(k) - Ar(k))eikx = 0  , (3.9) 
— 00 

so that 
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+(k)   = ATU); 

(3.10) 

and   (3.5a)   given 
00 

^/*(*>♦»)♦ A,-(k)."» - jL f» ,ii«      _       (Jill)     [j 

resulting in 

A/Oc) + Ar(k) = 1   . (3.12)   LI 

Combining (3.10) and (3.12) yields 

and 
00 

Gi(x;t) = A j dk{:ei(kx+w(k)t) + ei(kx-a,(k)t)-|    (3 13) 

0 
For long wavelength problems, it is evidently sufficient to 

expand w(k) giving 
00 

0,(x;t) ■ ^ | dk cos[(x-5t)k+(Ü^l t)k3] 
— 00 

+ cos[-(x+ct)k+(^ t)ks] (3.14) 

where Ai is the Airy function,11 defined as 

Aif—*_) - (3a)1/3 f    ,  . 
i(3a)l/3i ^  J  cos(at + xt)dt   • (3a)1/3J     ^   J  costat +xtJdt   .       (3.15) 

o 
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The calculation of G2 is entirely analogous.  We expand 
00 

G2(x;t) = ^ j dkCA2
+(k) ei(kx+lj(k)t) 

, 

— 0Ü 

+ A2-(k) ei(kx-a)(k)t)] (3a6) 

and from the initial conditions (3.7a) and (3.7b) we find 

t 

G (x;t) = dt —-nr 2(M^T73 

Ai["^pfl73] ■ Ai["^Ipp73] >  .      (3.17) 

With these Green's functions any initial value problem 

for a composite half space with free boundary is now explicitly 

solved by Eq. (3.7).  We would like to emphasize that even if in 

the initial distributions Fi(x) and F2 (x) (Eqs. (3.2) and (3.3)) 

short wavelength Fourier components, which violate the condition 

ka << IT, are incLuded, the solution (3.7) calculated with the 

approximate Green's functions (3.14) and (3.17), will - because 

of the linearity of the problem - correctly describe the long 

wavelength components of the solution.  Thus, for example, if 

Fi(x) and F2(x) have step function character, the head of the 

resulting pulse is still correctly described by the present long 

wavelength theory. 
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I IT'S A RANDOM WORLD 

J. A. Krumhansl 

Abstract 

Random semiconductors, alloys, and magnetic materials 

have recently received considerable attention by solid state 

Physicists, and a variety of theoretical approaches have been 

developed.  However, these developments are only part of an 

extensive history of randomness in physical situations.  This 

paper is a report on some of the related history in other 

fields where randomness has been an ingredient; a basic 

bibliography is provided. 
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! IT'S A RANDOM WORLD 

J. A. Krumhansl 

I.  Introduction 

It is a random world; in almost any physical, chemical, 

or biological system — indeed even geographical and sociological 

interactions ~ one can find that randomness in either the para- 

meters, or in the structure, is an essential element of important 

situations. 

Physicists have recently devoted considerable attention 

to the properties of random semiconductors1, alloys2, and mag- 

netic3 materials ~ primarily from the quantuii mechanical point 

of view.  The properties of liquid metals have been discussed 

theoretically1*. 

However, tha list of statistical applications which one 

finds in the literature is truly impressive.  Several major 
: i 

reviews have recently been written; the book, "Statisitical 

Continuum Theories," by M. J. Beran5, and the review article, 

"Wave Propagation in Random Media," by U. Frisch6 will give the 

reader extensive bibliographical compilations of studies of the 

properties and dynamics in random systems, while the review, 

"Some Fundamental Ideas in Topology and their Application to 

Problems in Metallography" by Lida K. Barrett and C. S. Yust7 

D 



will introduce the reader to an extensive literature on structural 

questions in random arrays. 

I have not yet found any way to neatly categorize the 

structure of the subject of randomness, although a few regularly 

recurring themes will be discussed in the next sections.  But to 

give some idea of the range of problems which have been looked 

at, here are some examples*:  In geophysical applications — the 

thermal, mechanical, and electrical properties or randomly poly- 

crystalline rocks and minerals; the pore and fissure structure; 

the seismological characteristics of waves in geological matter; 

wave motion in the sea, and its power spectrum; underwater sound 

propagation in water with random density and temperature vari- 

ations; turbulence in the sea, atmosphere, and ionosphere; the 

twinkling of stars; radiowave propagation in the above random 

media; radiative and convective transfer in astrophysical appli- 

cations.  In materials science — the structure and properties 

of heterogeneous materials, such as polycrystalline commercial 

alloys or sintered ceramics; flow through randomly porous media; 

the properties of reinforced composite materials; wood, polymers, 

paper. 

In biological science I have not made any extensive survey, 

but at the very least the structure of plant and animal tissue 

immediately provides the same kinds of situations encountered 

above in materials and geophysical situations; in addition, the 

*Detailed references are not given except where references are 
not to be found in the reviews cited above. 
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biochemical and genetic processing in such structures must in- 

evitably reflect consequences of randomness; similarly, while it 

is one thing to model biological or human population situations 

with averaged parameters, since many of these descriptions are 

non-linear the introduction of randomness can lead to entirely 

new qualitative behavior8.  In modern communications technology, 

stochastic problems abound; the response of linear and non-linear 

electrical networks to random noise signals is a central issue, 

which has led to an extensive mathematical development; of course, 

fading and the like in radiowave propagation has long been rec- 

ognized as having essential stochastic characteristics.  In 

reactor technology, neutron transport is a stochastic diffusion 

process and is therefore a subject which has produced an extensive 

literature on transport in stochastic systems.  Partial coherence 

in either acoustic or optical wave applications (holography, etc.) 

is of considerable current interest.  And then there is the vast 

subject of equilibrium and non-equilibrium statistical mechanics, 

undoubtedly this list is far from complete, but it should give 

some idea of the ever widening spiral in which the writer has been 

led by an early summer's fancy that it might be a good idea to 

browse the world of randomness. 

II 

There does seem to be one methodology which has been 

useful in a wide variety of instances, and which is remarkable 

in regard to the number of independent rediscoveries of essent- 

-322- 



u 
ially the same approach.  In solid state physics, the most re- 

cent examples2 have been "Coherent Potential Approximation" (CPA) 

or "Self Consistent" methods in alloys.  Previous or parallel 

developments in other contexts of this method are the subject 

of this section. 

It is frequently possible to divide the physical problem 

in a random system into two parts — an average behavior, plus 

the fluctuations from it.  An exact treatment must keep both, and 

when the latter become comparable to the former, the separation 

is meaningless.  Fortunately, there are many situations in which 

the separation is both useful and meaningful.  In this case the 

"self consistent local field theory" is quite useful for des- 

cribing the average field; however, to complete sum rules {energy 

conservation, for example) the fluctuations must be included in 

principle. 

Mean field theories have usually been invented as needed 

for the application at hand. A. Einstein9 was concerned with 

the properties of a suspension of small particles in his classic 

Brownian motion studies.  Lord Rayleigh10 and many others11 have 

since addressed the question of the average permativity of a 

heterogeneous medium, both in the static and wave propagation 

regime. 

The essence of the standard problem is relatively simply 

stated. The field (electromagnetic, elastic, Schrödinger, etc.) 

denoted by u, obeys a linear equation of motion characterized 

by an operator L, which in turn is parameterized by specification 
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of the properties of the medium.  In a homogeneous medium, £ 

depends only on a few parameters, while in a random medium 

these parameters (conductivity, potential, index) vary from 

place to place according to some probability distribution; for 

brevity we denote the random parameter as c in L(e).  The 

equation of motion is 

L(e) u = 0 (1) 

The operator L may also depend on other important parameters 

which are not random (e.g., E in H - E for Schrödinger waves, 

w2 in acoustic and electromagnetic waves).  The essence of the 

averaging methods is to define L = <£> + Lx, and attempt to 

calculate <u> or other quantities such as <eu>, and from them 

effective parameters E* = [<eu>/<u>].  This may be done in 

various approximations, both self-consistent or not.  When 

stated in this way a variety of methods6 from the literature 

of perturbation theory in applied mathematics, as well as from 

field theoretical methods in physics may be applied.  It is 

feasible to obtain the "self consistent local field theory" as 

the best low order local approximation to a resummed perturbation 

series; it also can be obtained by choosing a local field such 

that scattering vanishes to first order in the "concentration" 

of defects, i.e., all repeated scatterings by £, at a particular 

position.  One may then compute an average e*, as above, Lc 

obtain an effeccive medium parameter. 
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Neither time nor space allow a detailed comparison of 

various formalisms to be made here, but we may illustrate by 

the calculation of the dielectric constant of a composite medium 

consisting of small spheres of dielectric £2 imbedded in ei 

which are assumed to be randomly located, and non-overlapping. 

The "equation of motion" is 

[ (V • e(r)) E(r)] ■ 0 (2) 

in the absence of free charges.  The field u * E(r) and 

L ->■ V • e (r) .  If an applied charge p (r) is imposed then it is 

useful in solving the problem to have the Green's function 

G = (V • e(r))"1 which satisfies £ G = 6(r - r').  Indeed, a 

systematic method for solving may now be based on writing 
A        A        A        A        A 

L = <L> + Li = Lo + Li, whence the operator relation holds that 

A      A A     A    A 

G = Go + Go Ll G (3> 

Further there is an exact scattering representation for fields 

E = Ert - GLi E^ = E  + E   , (4) —  -0      —0  —0  —scat. * ' 

where Eo is any field which satisfies <L>E = 0.  Equation (4) 

can be used to define an e*.  In the example at hand e = e2 

within the spheres, ei in the host; thus £. = I   (ea - d) index 

i running over spheres. 

The specific practical problem for a dielectric function 

is for some direction, say x:e* = [<eE >/<E >].  Here, the 
xx        X    X 
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averaging is volume averaging. 

The basic scattering problem is to compute the scattering 

around a sphere in the presence of some local field, assumed to 

be dominated by the volume averaged uniform field.  In fact, it 

is tedious but not difficult to solve this problem using a Green's  H 

function Go; on the other hand the exact fields around a single     
! ' 

sphere or ellipsoid can easily be calculated using spherical bar-   [ | 

monies.  When this is done, if we take spheres to scatter in- 

dependently except for each to contribute to a volume average 

field, then 

[I 
E 
x m   i +  £1 - £? a2 

1     ■L   ''' ~  "— - xo 571 + £2 F^ (1"3 cos2e) 

outside a sphere 

2ei  +  e, inside a sphere {5) 

1 + (E  . /E ) 

D 

If a volume average of <eEx> <Ex> is now taken, and f2 is the       D 

volume fraction occupied by e2, the integrations yield n 

e. -<£> + f2£2(J^7) 
XX    1 + f^2f^t) (6) 

This expression is not self consistent, since the field incident 

on the spheres was assumed to be Eo in a medium of e = ei.  For 

the moment, however, expanding (6) to lowest order in e2   -   e1 

which would apply to small dielectric fluctuations one obtains 
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I 
I an expression obtained by various meansll t12-. 

I l*     *  <e> - f2(gl I <£>)  + (7) xx 3<e> ^^^ T \ii 

A study of the methods shows that (6) is equivalent to the 

"Average T-matrix Approximation" (ATA) used in random alloys2, 

while (7) is a low order correction to the virtual crystal 

approximation. 

In order to make the method totally symmetric in EI and 

zz,   as well as self consistent, we take the medium to be de- 

scribable by an average e* and then, when in medium 1 scatter 

by ei - e*, when in 2 by z2  -  e*.  With the assumptions statisti- 

cal independence and volume averaging one obtains the implicit r 
4*        equation for e*  (after much algebra): xx 

3fi 

1 1'  XX 

v   3fi 
1 = } 2 + (e.A* ) (8) 

On the other hand, taking volume average x components only, 

the scattering problem (neglecting interparticle scatterings) 

in an effective medium e*  looks like: 

<E > = <E  > + X      ox 
e* - e. 

I  o^ x—- £■)<£ > + (9) J 2e* + e.  ij  ox v ' 

If we take what at first sounds like a physically different 

condition from the previous, which is that the first order 

scattering shall vanish on the average 

* - £. XX     1   - 
2£*  + £.J

fi = 0 (10) 
XX     i-' 
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then since [^ = 1, it may be found that (10) and (8) are exactly 

the same.  Thus, the self consistent local field is equivalent 

to the choice of an effective medium such that the averaged single 

site scattering vanishes.  This is identical to the CPA method 

In alloys2, and we now pass on to cite a number of historically 

parallel developments in different contexts.  However, to summar- 

ize, the essence of the method is to solve for the exact field 

around a representative element of the medium, which is taken to 

be imbedded in an effective medium determined in turn by re- 

quiring that the mean of the scattering by the random elements, 

taken as statistically independent, shall vanish. 

Here are a number of examples where the same philosophy 

has been developed in one formalism or another: 

Yonezana13 and Leath1" provide a diagrammatic basis for 

the self-consistent method (CPA) as applied to the quantum 

mechanics of random alloys. 

Landauer15, in 1952, analyzed the conductivity of a 

random mixt.ure of different materials, and derived an expression 

which is simply Equation (10) above, with conductivities a sub- 

stituted for e.  Comparisons were made with experiment. 

The thermal properties of random composites have received 

considerable theoretical and experimental attention.  Important 

contributions to the subject were made by Kerner16, and more 

recently by Budiansky17.  A brief review of experimental and 

theoretical work has been given.18 

The understanding of elastic properties of a random 

D 
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(polycrystalline) aggregate is a long standing subject of concern 

in many subjects — geology, agronomy, civil engineering, continuum 

mechanics, and ceramics, to mention a few.  Here again the "self- 

consistent" method develcped, with original contributions to the 

subject by Budiansky17, by Hill18, and by Kröner19; indeed the 

similarity of Kroner's formalism to that developed for studying 

electronic properties of alloys is remarkable. 

One should, of course, recognize that the elastic fields 

are tensor quantities so the problem is considerably more compli- 

cated than that of Schrödinger scalar waves in random systems, 

and thus the idealizations of the self-consistent method may be 

more serious.  None-the-less, Thomson20 has recently applied 

Kroner's method to the elasticity of polycrystals and rocks, with 

some success in comparison with experiment. 

It might also be mentioned in passing that an entirely 

different approach to the properties of heterogeneous materials 

uses variational methods21 to set bounds of effective parameters; 

to the extent that I have checked several cases the self-consistent 

results fall between the expected upper and lower bounds (e.g., 

<e> vs. <e"1>~1 for e* in the case of dielectrics). 

Another area in which the same philosophy has developed 

is that of determining an effective propagation constant for the 

average wave in a random medium.  In the context of both acoustic 

wave propagation and electromagnetic wave propagation a tre- 

mendous amount has been done, and reference 6 contains a bibli- 

ography with 154 entries up to 1968.  Noteworthy in physics, the 

i: 

:, 
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work of Foldy (1945) " and Lax (1951, 1953)23 set out the approach 

which has since evolved into self-consistent methods in various 

wave propagation applications.  While at first it may not seem 

that the mean static parameters discussed above are closely re- 

lated to wave propagation, once the wave equation is Fourier       I I 

transformed, the technical aspects of the formalism are essen- 

tially the same, i.e., self-consistent local field theory. 

It is difficult to know how to conclude this section, 

since it is certain that this list of applications is not nearly    U 

complete.  Perhaps the best message to the reader is that he 

should also go out and shop, with the above list as a beginning. 
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In this last section I wish to make a few comments on 

special topics in the theory of random systems. 

First of all, the self-consistent local field theory is 

suited to random systems only in circumstances where the average 

(sometimes called "coherent") field is a useful, meaningful 

quantity.  On the other hand, sometimes we have "localized" 

resonant phenomena, or effects due to clustering, in which case 

the approach of a self-consistent field has limited value.  Is      [] 

it possible to extend the idea to 2, 3, ... n, site self- 

consistent local fields? Perhaps, but there has not yet developed   ' 

a clear basis on which to proceed (although several recent attempts  T 

have been made).  So I am taking the course of not commenting on 

them at this writing.  The essence of the difficulty is that for 

r 



I 
I strong scattering there is no suitable parameter to use in 

collecting the various terms in approximate series expressions. 

fc It seems clear that beyond the self-consistent local field approxi- 

mation, higher order theories have not yet emerged in suitably 

effective form. 

k What about the more general problem of the complete 

description of the behavior of random systems? One sobering funda- 

U mental view of the outlook for progress may serve as useful per- 

r spective in closing this paper.  The model problem discussed above 

is so easily stated, and indeed a stochastic operator L which 

[J depends linearly on random parameters is not all that complicated 

statistically, so what is the trouble? Probably many workers have 

recognized the simplistic nature of this view, but Kraichnan2* and 

[j Beran5 Particularly dra attention to the perfectly apparent fact 
that although the equation of motion m*y  riop^ 0>-!lv iinear]v nn 

Q the random parameters, the solutions are almost invari^hly h^my 

non-linear functionals of the stochastic quantities — for whose 

description there does not exist straightforward methodology. 

Indeed the general r .blem shares the same intractabilities as 

appear in strong turbulence, strong interaction field theory, and 

many non-linear systems.  Thus, it is likely that we must be 

content with solutions of special examples for guidance when we 

wish to go much beyond discussing average fields in random systems. 

As I began, let me repeat in closing that it's a random 

physical world, which on the one hand presents similar problems 
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in widely different context, but on the other hand offers 

challenges beyond our common mathematical and conceptual tools, 

To paraphrase a common expression - that's good news, or bad 

news, depending on your taste. 
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THEORY OF IONIC TRANSPORT 
IN CRYSTALLOGRAPHIC TUNNELS 

W. H. Flygare and R. A. Huggins 

D 
Abstract 

A model has been developed for the treatment of the 

motion of ions through crystallographic tunnels, as are found 

in materials that are interesting solid electrolytes.  Con- 

sideration of both point charge and higher order attractive 

terms as well as overlap repulsion effects allows the calcu- 

lation of the minimum energy positions of mobile ions and the 

activation energy barrier that they must surmount to move 

through the tunnel in the lattice.  Calculations have been made 

for ions of different sizes in the Agl lattice which show that 

there is a set of minimum energy paths which do not follow the 

centerline of the tunnel, but deviate periodically, with both 

direction and magnitude depending upon the cationic size.  Also, 

in accordance with experimental observations, the activation 

energy for motion is smallest for cations of intermediate size, 

where the Coulombic, polarization, and repulsive contributions 

to the total energy are best balanced. 
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THEORY OF IONIC TRANSPORT 
IN CRYSTALLOGRAPHIC TUNNELS 

W. H. Flygare and R. A. Huggins 

Introduction 

Many experiments have shown that unusually large values 

of diffusion coefficient and ionic conductivity are found in a 

number of materials which have crystal structures that are 

characterized by the existence of linear or nearly linear tunnels. 

Under proper conditions certain ions (e.g., silver, copper, and 

the alkali ions) can readily move along such tunnels under the 

influence of chemical or electrical forces.  The magnitude of 

the resulting transport fluxes in some electronic insulators makes 

them particularly interesting because of their potential use as 

solid electrolytes in new types of batteries or fuel cells. 

Several groups of materials are now known in which ionic 

motion is especially rapid.  These include two classes of cubic 

structures, those in which the anion arrangement is bcc (e.g., 

a Agl, a Ag2S, a-AgaSI, and (Na,Li)2 SO-), and some in which the 

anions are arrayed in an fee packing (e.g., a-Cul, a-Ag2HgI,, and 

a-LiaSOj.  There are also several types of linear and layer 

structures.  One important family of the latter are the beta- 

aluminas, whose nominal formula is MAJluOw, where M can be any 

of a number of different monovalent cations.  Several reviews 
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describing these materials, sometimes called "superionic- 

conductors", recently appeared1~3. 

One of the interesting aspects of the available data is 

that there appears to be an optimum size for the ion translating 

through the tunnel.  Both ions significantly smaller than the 

transverse dimensions of the tunnel, and much larger ions appear 

to have lower values of mobility than ions of intermediate size. 

This has recently been illustrated by experiments on the con- 

ductivity of a series of ions in the beta alumina structure^. 

The purpose of this paper is to present a model for the 

calculation of the energy as a function of position of a mobile 

ion in the tunnel region of a rigid crystal lattice.  This model 

predicts the minimum energy path for the mobile ion, and the 

activation energy for translational motion is also obtained.  The 

importance of the size of the transporting ion upon both its path 

and the activation energy for motion are clearly demonstrated. 

Although the approach that we present here is generally applicable 

to any of the tunnel-type lattices mentioned above, it will be 

illustrated by application to the transport of monovalent cations 

in the Agl system. 

. 

The Model 

The energy of an ion in a lattice is described by a sum 

of electrostatic and overlap repulsion terms.  The electrostatic 

term includes the sum over point charge interactions (Madelung 

sum) and the higher order terms which include the point charge- 
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induced dipole, point charge-induced quadrupole, dipole-dipole 

(point charge induced), and dipole-dipole (dispersion) terms. 

The general summations used in alkali halide lattices have been 

examined by Quigley and Das5 to show that the Li  substitutional 

impurity in KC1 has an energy minimum off-center along both the 

<111> and <100> axes as demonstrated earlier by experiment.  The 

diffusion of interstitial lithium, copper, and silver impurities 

in the diamond lattice has also been discussed by Weiser6.  Both 

of these calculations used techniques developed by others7. 

In the present work we will use the following electro- 

static energy for the i l point charge ion in a lattice: 

q.q.    2    a. 
E = e2 I -±-1 - |- I  —J- q. (1) 

3 rij  2 J ri:r qi 

The sum over j is over all lattice ions, q. and q. are the 

fractions of charge of the mobile ion and fixed lattice charges 

respectively, a. is the dipole polarizability of the j  fixed 

lattice atom (I ) and r.. is the distance from the mobile ion 
ID 

tk to the 3  lattice ion.  The second term in Eq. (1) is the 

polarization of self-energy of a non-polarizable mobile cation 

in the lattice of fixed polarizable anions (I ).  We are assuming 

that the polarizability of the mobile ion is much less than that 

of the ions in the host lattice and therefore contributions from 

these terms are ignored. 

The orientational dipole-dipole terms. 

-338- 



Eij TtTTTT fi^-pH ^ (2) 

are neglected.  These terms are normally smaller (y ■ Eot, 

E = eq^r2)   than the corresponding scalar self-energies (see 

Eq. (1)) by a factor of 1/r2 for the dominant near-neighbor 

terms and will therefore also be neglected.  This approximation 

is consistent with the method used by Weiser6. 

The overlap repulsion term between closed-shell ions is 

given by8 

(r.+r.-r..)/p 

*r.Pi-hf J    1J (3) 

the where ^ and r^. are the ionic radii of ions i and j, r. . is 

interionic distance, and ß.^ is a multiplicative factor depending 

on the nature of the interacting ions9.  The final energy of the 

i  mobile ion is 

Eq. (4) diverges as r^ -► o when the cation radius is very small. 

This is sometimes referred to as the "polarization catastrophy". 

The energy can be made to converge by making a. dependent on the 

interionic distance becoming lower as the ions approach each 

other or by converting the exponential repulsive term to a {-!-) *2 

term when the ions are closer than the sum of ionic radii. 

These refinements are easy to apply, but Quigley and Das5 have 

shown that the minimum positions for the substitutional Li+ im- 
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purity in KC1 were adequately predicted with Eq. (4).  Thus, we 

will use Eq. (4) directly without correcting for the polarization 

catastrophy at small r...  This analysis will be valid for 

r.+r. < r. . 1  J   iJ 

We will now proceed to apply this model to a description 

of the energy of a mobile positive ion in the Agl lattice as a 

function of its position. 

The Agl Structure 

Ag ions have unusually high mobilities and diffusion 

constants in the Agl lattice10.  The crystal structure of Agl has 

been given by Streck11 and is illustrated in Fig. 1.  According 

to Strock, the crystal structure is essentially a body-centered 

cubic arrangement of l" ions which are in contact.  There are 

several near-equivalent available positions for the Ag+ ions, as 

indicated in the diagram.  The large number of energetically 

near-equivalent and vacant sites for Ag+ in Agl can be described 

in terms of locatirns along the transport path through the 

crystallo-raphic tunnels.  The unusual ionic mobility and large 

Debyr-Waller factors indicate that tunnels of relatively constant 

potential energy apparently occur throughout the lattice. 

The two positions of the l" ion« in the bec unit cell 

(see Fig. 1) lead to the following sets of interionic distances, 

assuming the cation to reside at xyz: 

Ri = ((x-Ia)2 + (y-Ma)2 + (z-Na)2)15 

R2 = ((x-a/2-Ia)2 + (y-a/2-Ma)2 + {z-a/2-Na)2)^ 

. 
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Figure 1:  The Agl lattice (10,11).  The large ions are I" and 
the small xons represent Ag+ ion positions.  There 
are 7  I" ions, 6 • Ag+ ion positions with two-fold 
coordination,, 12 o Ag+ ion positions with four-fold 
coordination, and 24 @ Ag+ ion positions with three- 
fold coordinacion in the unit cell. 
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The energy of an Ag+ ion was calculated with a digital computer 

as a function of x, y, and z in the host l" lattice according to 

Eg. (4), the R. values in Eg. (5), qi = q2 = the electronic charge 

ad') = 6.4x10-^ cm3, ß± = i.o, p = 0.33312 and the repulsion 

radius for the iodine ion of r(I) = 1.75Ä13.  I, M, and N are the 

multipliers of the lattice distance (a = 5.034) along the x, y and 

' 

z axes. 

The calculated energies of a positive ion of radius r+ as 

a function of position in the l" ion bcc lattice for successively 

larger extensions of the lattice were examined first.  We found     fj 

that dE/dr from a center point in the lattice tunnel (x=0, y=0, 

z=a/2, r2=x2 + y2 + z«) WaS constant to 5-6 significant figures 

if a distance of more than 5 unit cell dimensions were summed 

along the ±x, ±y, and ±z directions.  Of course, the value of E     Ö 

increases with increasing lattice size but dE/dr is constant       ri 

within the above limits. 

The next problem was to account for the presence of the 

average positive charge distribution caused by the mobile Ac  ion 

distribution in the Agl lattice.  Adding in the effects of the 

average positive charge distribution is equivalent to subtracting 

the Coulomb contribution in the xy plane for any given value of z 

from the result obtained using Eq. (4) for a finite lattice.  This 

merely acknowledges that the position of an ion in a lattice is 

more sensitive to the 1/r" attractive and exponential repulsive 

terms in Eq. (4) than the corresponding Coulombic terms.  This is 

also in agreement with the results of Quigley and Das5 
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I 
I        Results 

j Using the above methods the energy was computed as a 

function of cation position (and size) along a tunnel parallel 

to the cube edge in the x-direction passing through the point 

x = 0, y = 0 and z = a/2.  Deviations along the transport path 

were also probed for various values of y and z near the y = 0 

and z = a/2 centerline. These computations were examined for the 

minimum energy paths in the crystal as a function of the cation 

i 

it 

.. 

i: 

i. 

: 

size. 

In all cases, the minimum energy paths deviate considerably 

[j       from the centerline of the tunnel.  Both the magnitude and the 

direction of deviation are dependent upon cation size. 

A cation moving down the tunnel passes betwe-n pairs of 

fj       anions with centerlines alternately rotated 90°.  In the case of 

small cations (r+ < O.SA) the polarization term in Eg. (4) dom- 

[j       inates the potential energy, causing the cation minimum energy 

route to split into two equivalent paths which deviate toward the 

alternating anion pairs.  On the other hand the repulsive terms 

are more important for the larger cations (r+ > 0.8A) causing 

path deviations in a plane normal to the anion-anion pair axes. 

These effects are shown schematically in Fig. 2. 

By finding the lowest energy path in the x-direction, the 

J,       variation of potential energy during translation through the tunnel 

..       can be obtained.  Data for a series of cations of different radii 

4'       are plotted in Fig. 3.  It is seen that the periodic variation in 

the energy has an opposite phase for relatively small and relatively 
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large cations.  The amplitudes also increase as the cationic size 

becomes more extreme. 

Both small and large cations must go over substantial 

energy barrios, due to the dominance of one or the other of the   U 

terms in the total energy,  m the case of cations of intermediate  »] 

size, these effects largely balance each other, and the energy 

varies much less as the ion moves through the tunnel.  If one 

interprets the difference between maxima and minima in energy 

along the transport path as an activation energy for motion, it 

is clear why ions of intermediate size have the highest mobility    n 

in materials with crystallographic structures containing tunnels 

of this type. 
Li 

Values of activation energy calculated for hypothetical 

cations of several sizes are presented in Fig. 4.  It is seen that 

there is a sharp variation with size, the lowest value being ob-    ri 

tained for a cation radius of about 0.83A. 

The influence of the particular values of the constants 

used in the calculation was also investigated.  It was found that, 

except in the case of very small cations, the results are relatively 

insensitive to small changes in the anion polarizability.  Likewise, 

only for very large ions are the results influenced substantially 

by changes in the repulsion constants.  Fortunately, ions of inter- 

mediate size are of most interest here, so that this is not a 

significant problem. 

. 
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Figure 4, Activation energy for cation transport in Agl 
as a function of cation radius. 
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Discussion 

The model presented here represents a new approach to 

the explanation of the unusually large values of diffusion 

coefficients and ionic conductivities found in certain classes 

of solids.  Materials of this type are all characterized by 

crystallographic tunnels through which ions can move.  It has 

been shown that the mobility of such ions should be highly 

sensitive to their size.  The minimum energy barrier for trans- 

port occurs for intermediate sizes, where the effects of the 

Coulombic, polarization, and repulsion terms are almost balanced. 

In the particular example chosen for calculation, this 

model predicts that a cation with a repulsion radius between 0.80 
o 

and 0.85A should have the greatest mobility.  This may be compared 

to the experimental observation that silver ions diffuse most 

readily in this (B 23) structure.  Ionic radii vary substantially 

with coordination in solids14, and the effective ionic size of 

silver in materials of this structure is now known, but present 

ideas10 lead to a value of ionic radius somewhere between lithium 
o o 

(0.60A) and sodium (0.95A). 

The values of the activation energy and the large influence 

of cation radius that result from these calculations compare 

favorably with the unusually low experimental values for materials 

with tunnel structures.  Examples are 1.48 kcal/mole for Agl15, 

2.8 kcal/mole for the closely related RbAg,!./6, and 3.8 kcal/mole 

for Na and 4.0 kcal/mole for Ag+ in the beta alumina structure17''8. 

The minimum in activation energy of about 0.25 kcal/mole at r=0.83A 
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from Fig. 3, if taken literally, indicates that ions of this size 

will have an extremely high ionic mobility.  Applying 1.48 kcal/mole 

U to Fig. 3 indicates an Ag ion radius near either 0.79 or 0.90 in 

Agl.  In view of the close correspondence between the ionic con- 

ductivity of silver and sodium in beta alumina\ the latter seems 

a very reasonable value. 

Of course we have ignored the non-negligible cation polar- 

izability and a more complete calculation may shift both the posi- 

tion and magnitude of the minimum found in Fig. 3 slightly. 

However, the general trends observed here will be preserved. 

Our results also bear on the question of the preferred 

site for cations of different sizes in structures in which there 

are several types of sites that apparently have nearly equivalent 

values of potential energy. 

It is generally assumed that there are three types of 

possible cation sites in the Agl structure.  These occur at the 

points of two-fold, three-fold, and four-fold coordination as 

shown in Fig. 1.  By comparing Fig. 1 with the positional vari- 

ation of the energy shown in Fig. 3, it is apparent that smaller 

cations will tend to have lowest values of energy near the a/8 

three-fold coordinated positions.  Larger cations will be at 

lowest energy at the a/4 four-fold coordinated positions. 

As has been pointea out elsewhere10, thermodynamic data 

make it reasonable to assume that in materials such as (NafLl}xSO%, 

wnich also have the Agl structure, the two different types of 

cations do not mix randomly.  In light of the results of these 

-349- 



calculations, one would expect that mixtures of cations of 

different sizes would definitely tend to become ordered among 

the different sets of sites, due to the influence of ionic size 

upon preferred location.  Related variations in site preference 

for different monovalent cations have also been found in the beta 

alumina structure. 
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THEORETICAL CALCULATION OF THERMODYNAMIC 
PROPERTIES OF IRON-CARBON AUSTENITES 

S. K. Das and E. E. Hucke 

Abstract 

A calculation of all the partial and integral thermo- 

dynamic properties of iron-carbon austenite is presented.  The 

configurational entropy has been calculated using Boltzman's 

relation.  The partial vibrational entropy of iron has been 

calculated using Einstein's model for the specific heat of a 

crystalline solid, together with available lattice parameter 

data of austenite as a function of temperature and composition. 

The resulting total entropy has been integrated over temperature 

I- to obtain ^e partial Gibb's free energy of iron; and then partial 

properties of carbon have been obtained by Gibb's-Duhem inte- 

grations.  The integration constants have been evaluated using 

the available thermodynamic data for the phases in equilibrium 

with the austenite phase.  The results obtained in the present 

model are in remarkable agreement with the available experimental 

data. 
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Introduction 

The fee solid solution is the heart of the iron-carbon bi- 

nary system and its thermodynamic properties and boundary lines 

are rather well-known.  Its thermodynamic properties have been 

studied by many authors employing a variety of techniques, i.e., 

gas equilibration, emf technique, and vapor pressure methods. 

However, the most relaibla data on activities of carbon and iron 

in austenite as functions of temperature and composition come 

through studies of the equilibria: 

C (dissolved in iron) + 2H2 (g) ■ CHi, (g) (1) 

CCdissolved in iron) + CO2(g) ■ 2C0(g) (2) 

The thermodynamic data for austenite, along with data on a phase, 

liquid phase and other phases of the iron-carbon phase diagram 

have recently been reviewed by Chipman.* Hultgren et al2 have 

also tabulated selected data. An excellent review of all the 

theoretical models proposed for the thermodynamic properties of 

austenite has recently been published by Mclellan and Chraska.3 

These models can be classified into two groups: geometric ex- 

clusion models and atomic interaction models.  The geometric ex- 

clusion models are not realistic since they imply that 0  C-atom 

nearest-neighbor pair can have a zero or infinite potential energy 

depending upon its orientation.  Furthermore, these models are 

generally athermal in nature, i.e., all the deviation from regular 

behavior is due to the non-ideal configurational entropy and the 

partial enthalpy is made independent of composition.  The atomic 

interaction models for austenite are the simplest form of sta- 

tistical interaction model for interstitial solid solutions where 
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zeroth order approximation has been used.  The configurational 

entropy and internal energy are those of a random solution, the 

internal energy computed as a pairwise summation over first 

nearest-neighbor interaction energies. 

In these models C-C interaction energy has either been esti- 

mated or deduced from available experimental data for the activity 

of carbon in austenite.  These estimates have varied from -LOS to 

-2.15 Kcal/mole.  To obtain an interpolation of the activity of 

carbon in austenite as a function of tempetatire, Poirier1* has 

assumed a linear temperature dependence of interaction energies of 

C-C and C-Fe pairs.  The resulting four constants have been evalu- 

ated to best fit the experimental data for the activity of carbon 

in austenite.  The constants so determined are then used to de- 

termine the activity of carbon in austenite as a function of 

temperature and composition. 

Apart from the criticism that the first nearest neighbor 

quasi-chprr.ical models do not adequately describe the energetics 

of the metallic solution, all the models described so far have 

taken into account only configurational entropy and enthalpy, 

which are independent of temperature.  In contrast, the present 

method attempts to include vibrational terms and hence accounts 

for temperature dependence of entropy and enthalpy. 

In the proposed model the configurational entropy of austen- 

ite has been calculated from the knowledge of its structure using 

Boltzman's definition of configurational entropy.  Einstein pro- 

posed a model of solid as a simple harmonic oscillator.  Using 

his model of the solid and the available lattice parameters of 
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austenite as a function of temperature and composition, the 

partial vibrational entropy of iron has been calculated.  The 

total (configurational plus vibrational) partial entropy of iron 

thus obtained has been integrated with respect to temperature to 

obtain the partial ribb.s free energy of jron<  The gubsequent 

Gibb's-Duhem integration of the partial Gibb's free energy of 

iron gives the partial Gibb's free energy of carbon in solution,      ] 

hence all the partial and integre   thermodynamic properties of 

austenite.  The integration constants have been evaluated using 

the available thermodynamic data of the phases in equilibvium 

with the austenite phase. All the relevant steps have been shown 

in Figure 1. 

Configurational Entropy 

The structure of austenite in iron-carbon alloys is well 0 

characterized.5 Figure 2 schematically shows the structure of 

fee austenite.  In this structure, the carbon atoms occupy the [j 

mid-points of cube edges and the cube centers.  These are equiva- r, 

lent positions, for in each case a carbon atom finds itself lo- '"' 

cated between two iron atoms along any <100> direction,  m the [I 

drawing (Figure 2), the positions that carbon atoms occupy are 

shown by black dots,  it must be recognized, however, that |( 
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Figure 2.  Face-centered cubic austenite (From: Physical 

Metallurgy Principles, by R. E. Reed-Hill.) 

•:  Carbon atoms 

0:  Iron atoms 
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I     actually in any given steel specimen only a very small percentage 

of the possible positions is ever filled.  In the face-centered 

I     cubic structure there are as many possible positions for carbon 

atoms as there are for iron atoms.  This means that if all the 

positions were filled, the alloy would have a composition con- 

J     taining 50 atomic percent carbon.  The maximum actually observed 

is 8.9 atom percent (2.08 weight percent). 

I Since pure face centered cubic iron and graphite have an 

ordered structure and are presumably in complete internal equi- 

librium, there is a unique way of arranging iron and carbon atoms 

in fee and graphite lattice, respectively.  Therefore, the con- 

figurational entropy of reactants in Eg. 3 are zero individually, 

and thus the integral configurational entropy change of reaction 

3 is the configurational entropy of austenite. 

i 

.: 

I 

x 

(1
"

X
C
)FG

(Y)   
+ XCC(gr)   = Fel-x    Cx       (ysolid solution) (3) 

c Ac 

:h th*»r*a a-ro M\ Consider an ensemble of N atoms, of which there are Nxc carbon 

jj     atoms and N(l-xc) iron atoms.  The number of available sites in 

the lattice which carbon atoms can occupy is N(l-xc).  Hence, the 

U     total number of distinguishable ways of arranging N(l-x ) avail- 

able carbon sites into Nxc occupied carbon sites and N(l-2x ) un- 

occupied carbon sites is 

N(l-xc)l 
W " Nxcl N(l-2xc)T (4) 

],     The filling of the iron sites is not considered since all such 

sites are assumed occupied by iron atoms, i.e., no point defects 

or vacancies are presently considered.  Equation (4) is valid 
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because all the possible carbon sites are considered equivalent. 

For large values of M sterling's approximation for the logarithms 

of the factorials can be used.  The configurational entropy of 

austenite then reduces to 

(l-xcHn 
i-Xf  ) rl-2xy 

+ xc tnl I    x_  J (5) SYcon.   =  ASYcon.   ■ kilnW ■ R 

c 

Hence the partial configurational entropy of iron in the solution 

is: 

'1-X 
A§Fe, con. = R ^(l^. (6) 

.! 

.; 

Partial Vibrational Entropy of iron 

In a crystal each atom is vibrating about a given position 

and hence there is a randomness associated with a given atom at 

any  time.  If we consider that each atom is moving in a cell, we 

should expect the vibrational randomness to be related to the 

volume of the cell.  The larger the volume of the cell, the 

larger will be the randomness and the larger will be the vibra- 

tional entropy.  Moreover, the lattice parameters of the cell 

would be expected to be proportional to the amplitude of the vi- 

bration of the atoms.6  In the face centered cubic structure of 

iron the holes are barely large enough to accommodate the carbon 

atoms in the interstices, and the crowding introduces considerable 

strain in the structure.  For these reasons the vibrational con- 

tribution of the carbon to the total entropy appears to be 

relatively small. 

At elevated temperatures where most frequencies are close to 

a single characterisitc frequency, v, the Einstein's approach 

. . 
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seems to be a good approximation to estimate the vibrational 

entropy contribution to a crystal,  m the Einstein's theory, 

each atom is a three-dimensional harmonic oscillator, and the 

thermodynamic functions for a crystal are 3N times the thermo- 

dynamic functions for a single oscillator.  Suppose that the 

characteristic frequency of pure iron changes from v to v' due to 

the introduction of carbon atoms.  The partial vibrational entropy 

of iron is then 

^L „4K = 3R inteJ 'Fe, vib. " JR Än[^-J (7) 

Assuming that the characteristic frequency is inversely propor- 

tional to the square root of the amplitude, which is directly 

proportional to the lattice parameter, one gets 

.Y 
iSY       _ 3     ra AsiL „4w = 4 R An (W Fe, vib. " 2 ^ *nlrWrl (8) 

0 

Ridley and Stuart7 have experimentally measured the lattice 

parameters of austenite as a function of temperature and weight 

percent carbon.  It is important to emphasize ti. . they measured 

the lattice parameters of equilibrium austenite, and not retained 

austenite as reported by Roberts.9 

Ridley and Stuart7'8 have given the slopes and intercepts of 

the .least-square fitted straight lines of the lattice parameters 

versus carbon weight percent at three temperatures (298°, 1000°, 

14730K). 

Temperature     Slope Intercept 

2980K        0.0316 3.5735 

1000oK        0.0296 3.6300 

14730K        0.0282 3.6681 
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A least-square analysis on both slopes and intercepts, individu- 

ally, yields the following equations: 

Slope = 0.03247 - 2.8902 x io~6T 

Intercept ■ 3.5497 + 8.0376 x 10~ST 

Hence, a  single equation which describes the variation of the 

lattice parameters of austenite as a function of temperature and 

carbon weight percent is: 

aJJ(A0) = m + nT 

where m = a + c«Xc, n = b + d'Xc, a = 3.5497, b = 8.0376 x lO"5, 

c • 0.03247, d - -2.8902 x lO'6. 

Using the above relations, the partial vibrational entropy 

of iron can be written as 

ASFe, vib. - 2 R ^[i+bfj O) 

As Xc tends to zero, ASj^ vib> -> 0 from Eq. (9), and when T -*■ 0, 
— Y 

ASFe, vib. tends to zero by definition which is also embedded in 

Eq. (7).  Adding Eqs. (6) and (9), we can write the total (con- 

figurational + vibrational) partial entropy of iron in austenite 

'He '  R M£s-) + I « **[m] (10) 
Partial Thermodynamic Properties of Iron 

The partial Gibb's free energy of iron, hence all other 

partial properties of iron in the solution can be obtained by 

integrating Eq. (10).  In order to integrate the entropy with 

respect to temperature, one integration constant at every compo- 
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sition must be specified.  This may be accomplished for every 

composition, if one temperature where the partial Gibb's fret 

energy of iron in the solution is known is specified.  For this 

purpose either the thermodynamic properties of the liquid phase 

at the liquid-austenite and austenite phase boundary or the 

thermodynamic properties of the a-phase at a-y and austenite phase 

boundary can be used. 

Writing the equation using the thermodynamic properties of 

the liquid phase, one gets: 

Fe xr,,T     
i;e xc,Ti(Xc) 

(AS^ )dT (ID Fe 

Ti (Xc) 

where Ti is the temperature corresponding to the composition Xc 

on the austenite-liquid and austenite boundary line AB in Fig. 3. 

Line AB (temperature 0C versus carbon weight percent) has been 

assumed to be a straight line whose least-square fitted equation 

is T! = 1804.2192 - 182.4010 Xc with a correlation coefficient of 

0.9994 which, by any »Landard is an excellent fit. 

The expression for the partial Gibb's free energy of iron in 

liquid iron has been given by Chipman.1 Since at temperature Tx 

and composition Xc, the equilibrium relation yields; 

Fe xc,T1(Xc)      
te  XC,T1(XC) 

Chipman's expression can be written as: 

[AGj ]Y'Y+L   = RT1[-2.3026 y*(0.36 + ^~-)+  *n(l-yc)]  (13) 
Fe xc,Tl(Xc) 

-363- 



0.5 1.0 1.5 
Carbon Weight Percent 

L 
2.0 

u 

,. 

23 

Figure 3.  Portion of the phase diagram Fe-C.  Metastable 

Y-range and system Fe-FesC shown by dashed lines 

Curie temperature dotted. 
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I. 

XC where yc = 3— . 

Integrating Eq. (11) and substituting the integration con- 

stant from Eq. (13), one can write 

l-xr , 
AGje = -R(T-Ti)Jln|1_2^ | + | R[ (T+a/b) £n (a+bT) 

- (Ti4-a/b) Jln(a+bTi)- (T+m/n) An (m+nT) 

+ (Ti+m/n)iln(m+nTi) ] (14) 

+RT1[-2.3026 y^(0.36 + ^■)  +  4n(l-yc)] 

The above equation is valid for xc = 0.007057 - 0.0899 and 

I .      temperature 738° - 14950C. 

Similarly, another equation valid for x = 0 - 0.03086 and 

temperature 738° - 14950C can be written using the partial Gibb's 

free energy of iron in the a-phase at the a, a+y phase boundary. 

The partial Gibb's free energy of carbon in the a-phase has been 

i .      given by Chipman1 as: 

[AGj] = RTi[2.3026(^^ - 2.49) + Zn  y_]       d^) 
L  xc,T1(Xc) 

Tl C 

The expression for the partial Gibb's free energy of iron in the 

a-phase can be obtained by Gibb's-Duhem integration as: 

a,a+Y 
UGj 1 = - RTiy,, (16) 

texc,Ti(Xc) 
C 

Ti in this case is the temperature on the a,a+Y boundary line CD 

in Fig. 3 at a composition X-. 

All other partial properties of iron in austenite can now be 

calculated using standard thermodynamic relations. 
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Partial Thermodynamic Properties of Carbon 

The partial Gibb's free energy of carbon in the solution can 

be obtained by Gibb's-Dunem integration of the partial Gibb's 

free energy of iron.  Here also it is necessary to evaluate inte- 

gration constants, which in this case would be a composition X^ 

at every temperature where the partial Gibb's free energy of 

carbon in austenite is  known.  In the temperature region of 738°- 

11540C, the partial Gibb's free energy of carbon along the boundary 

line of Y and y+C  phases is known, since at every temperature 

(between 7380-11540C) a composition, Xc, is known where austenite 

is saturated with carbon and hence its partial Gibb's frea energy 

relative to graphite is zero.  The expression for AG^ is: 

[AGL       -[AGL 
xc,T ^  XCi(T),T 

rXc=Xc 

V^C. 

fl2.01 
55.85 

100-X, 

X, 

' *■ V »•# M i^ V-f A A JU V-/ 4. \_i L   L 

ting Eq.    (14) 

RT dx 

where  the expression for dCAGj  ]  can be obtained by differentia- 

n        + ^72        ^n  (5;:HF.)]dxc (18) 

+ R(151.1988)y2dX    - R(2. 3026)y_ (0. 72T14-3400)dy_ 

where dyc = -^^ 

(55.85-43.84xc)2 

C =   (ii.01) (10Ö) (55.65)   dXC 

~mH%l (17) 
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I 
I 
I 
I 
I 

i; 

Xc/12.01 
xc = ~x^   löö-xc 

12.01 x 55.85 

All other terms have been defined previously.  Line BD (tempera- 

ture 0C versus carbon weight percent) in Fig. 3 has been assumed 

to be a straight line whose least-square fitted equation is 

XCi(T) = -2.7980 + 0.0034107T with a co-relation coefficient of 

j 0.9998 which represents an excellent fit.  XCi is the intersection 

of line BD (boundary between the y  and y+C phases) at any tempera- 

ture T.  For the entire region for which Eq. (17) is valid (x = 
»w C 

0-0.0899, temperature 7380-11540C)# 

r _Y Y/Y+C 
[AGC]        = 0 (19) XCi(T),T ^-^ 

The expression for dUG^J expressed in TfXc and dXc from Eq. (18) 

has been substituted in Eq. (17), and the resulting integration 

has been performed numerically using a Gauss-Legendre quadrature 

exact up to 95th degree polynomial, i.e., 48 point formula. 

Similarly, another equation for AG^ valid for xc = 0-0.0899, 

temperature 11540-14950C can be written using the following 

expression given by Chipman1 for AG^ at the boundary of y  and y+L 

phases. 

[AGC]
L =   [AG?]Y/Y+L =  RT[2.3026fiMi -   0.870 
XCi(T),T     Cv,T 

+ (0.72 + ^0)yCi 

x. 

T 

^nl^-M 
(20) 

C 
where yCi = Q  * j and ^^ is tho intersection on line EF of 

Fig. 3 at any temperature T.  In other words, in this case it is 
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0 
possible to evaluate the constants of integration using the 

thermodynamic properties of the liquid phaae. 

After obtaining the values of AG^ from Eqs. (17) and (18), 

the expression for AsJ can be readily obtained by differentiating 

Eq. (17) with respect to T.  Equation (17) can be written in the 

following form: 

ApY _ _ rl2.Ql1 
XC"XC 

f(Xc,T)dXc (21) 

Xc=XCi(T) 

Using Eqs. (17)-(24), one can develop an expression for AS^. 

A§C = " Ä[A5C] (22) 

d rb(T) rou'; 
g^r    f(x ,T)dx = fCb(T),T3b'{T)-fCa(T),T]a,(T) 

a(T) 

b(T) (23) 

a(T) 

^ f(Xc,T)dXc 

|~(XC,T) - - 
fioo-xc R(5585) 

Tr00-Xc) (1201-67.86XC) 

+ | R{d + (bc-ad) }1 
2  un  n(m+nT) JJ 

and b'(T) = 0, a'(T) = 0.0034107.  After obtaining AG^ and AS^, 

all other partial properties of carbon can be obtained. 

Results and Discussion 

The calculated results for partial properties of iron, 

partial properties of carbon and finally the integral properties 

of the solution are shown and compared with the experimentally 

obtained values listed by Hultgren et al2 in Tables 1, 2, and 3, 
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i: 

i. 

i. 

respectively.  It can be seen that the agreement is remarkable. 

Hultgren et al2 have given estimates of the accuracy of the 

selected thermodynamic properties at X^ = 0.05.  It can be seen 

in Tables 1 to 3 that all the values of partial and integral 

Gibb's free energies and activity and activity coefficients of 

both iron and carbon are well within the estimated accuracy limits 

of the experimental data.  For example, at x- = 0.05, the ^Gp , 

and hence a^ and Ype values are identical with the experimental 
Y 

data.  The values of AG_  differ by only 1 cal/mole.  Similarly, 
Y     _   _ . Y 

the calculated values of AG^, a^, YJW AG^S and AGY, AGXS  lie 

well within the uncertainty of the reported experimental data at 
Y     Y 

xc = 0.05.  The calculated values of ASje, AsJ, AS
Y, AS*S , ASXS , 

AHY and AHY are respectively about 4%, 1%, 2%, 3%, 4%, 1% and 2% 

higher than the reported uncertainty band at x^ = 0.05.  In the 
Y — Y —XS case of AH'  and ASp  , the experimental uncertainty is about 

100% and 200%, and the match in these cases with calculated values 

is extremely poor. 

This calculation scheme appears very promising for appli- 

cation in other alloy systems and can be extended to ternary or 

multicomponent systems.  The most promising systems are probably 

those with interstitual solid solutions where the thermodynamic 

properties of the interstitial compounds are known.  The required 

lattice parameter data should be much easier to measure than the 

thermodynamic properties of the solid solutions.  The real power 

of this model is its ability of predicting the partial heat 

capacity of constituents in an interstitial solid solution at 

elevated temperatures as a function of temperature as well as 
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composition.  All that is needed is a knowledge of the structure 

of the phases and lattice parameter data.  Unfortunately, the 

data on the direct measurements on the heat capacity of austenite 

as a function of temperature and composition are not available 

for comparison in this case. 

Nomenclature 

u 
u 
u 
D 
: 

D 

x: mole fraction 

X: weight percent 

T: absolute temperciLure 

G: Gibb's free energy, cal./gm-mole 

S: entropy, cal./0K-gm-mole 

H: enthalpy, cal./gm-mole 

a: relative activity;  Y:  activity coefficient 

W: thermodynamic probability 
- - 

N:  total number of atoms 

k:  Boltzman's constant 

R:  universal gas constant 

v:  frequency 

a : lattice parameter (A0) 

Subscripts 

C:  carbon 

Fe: iron 

con.: configurational contribution 

vib.: vibrational contribution 
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Superscripts 

y.     austenite phase 

a:  a-phase 

L:  liquid phase 

xs: excess properties 
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RESEARCH NEEDS AND TECHNICAL OPPORTUNITIES 
FOR A PROGRAM ON THE 

RELIABILITY OF BRITTLE MATERIALS 

A. G. Evans* and R. L. Coble 

Abstract 

A Symposium on Mechanical Properties of Brittle Materials 

was held on July 17, 18, 19, 1972 at Centerville, Massachusetts. 

The Symposium reviewed the progress in the ARPA Brittle Materials 

Program with additional papers by others from industry and uni- 

versities, thus in toto, constituting a review of the present 

technical situation relative to the reliability of brittle ma- 

terials. Mechanical and fracture properties, materials develop- 

ment, statistical variation, and non-destructive testing in 

brittle materials were all reviewed.  Recommendations for further 

work involve: 

1. Work in critical stress intensities factor for 

small inherent flaws 

2. Work on second phase materials 

3. Slow crack growth at elevated temperatures 

4. Work on the investigation of the effects of 

multiaxial stress 

5. Work on statistical strength variations 

6. Additional work on flaw detection procedures. 

♦Materials Department, School of Engineering and Applied Science, 
University of California, Los Angeles. 
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RESEARCH NEEDS AND TECHNICAL OPPORTUNITIES 
FOR A PROGRAM ON THE 

RELIABILITY OF BRITTLE MATERIALS 

A. G. Evans and R. L. Coble 

I.      INTRODUCTION 

The substantial economic benefits that can be accrued 

from the incorporation of ceramic components in gas turbines is 

now well established.1'2  This provides the impetus for the 

current development of ceramic parts for gas turbines.  It is 

apparent that considerable progress has been made during this 

program in defining and solving the problems involved in the 

structural exploitation of ceramic materials.  It is intended in 

this report to define the problems that still require definition 

and solution before the program can reach an entirely successful 

conclusion. 

A program investigating structural applications for 

ceramic materials contains three primary components; design, 

materials development and materials assessment.  The techniques 

or the scientific principles involved in each of these are summar- 

ized in Fig. 1.  Much of the initial effort was devoted to design 

and materials development, so that most of the progress has 

occurred in these areas.  The techniques for design are well 

developed and it is not expected that any insurmontable problems 
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Figure 1. 

Development procedure for structural ceramics 
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will arise in subsequent design calculations.  There is, however, 

some merit in devoting an additional effort to innovative turbine 

designs that are better suited to these very brittle materials 

than the conventional designs.  Substantial advances have also 

been made in materials development, but additional improvements 

still appear to be required—particularly with regard to materials 

for rotor blades and discs.  Materials assessment has only recently 

received some attention and much additional work is required in 

order that realistic long-term component strengths can be predicted. 

Then, rational quantitative decisions regarding further design 

iterations and materials developments can te made where required. 

ij 
II.     DESIGN CONSIDERATIONS 

Several novel designs for turbines have been suggested as 

more appropriate for the incorporation of ceramic components than 

the conventional designs.3'- These are aimed primarily at reducing 

the mechanical stresses in the components subjected to the maximum 

tensile stress during operation, i.e., the rotor.  For the small 

turbine—which requires that the rotor should be made from a ceramic 

material (to establish a substantial economic advantage compared 

to superalloy turbines)—preliminary stress calculations based on 

alternative designs may show that ceramic rotors for these turbines 

are subjected to stresses low enough to enable available materials 

to be used. 

III.    MATERIALS DEVELOPMENT 

Considerable improvements in the strength of structural 
' 
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I ceramic materials have been achieved since the inception of this 

program5 (Fig. 2).  The latest developments have produced materials 

which may be adequate for most of the turbine components, excluding, 

perhaps, the rotor.  Much additional work is needed, however, to 

establish the potential for further strength improvements if 

materials assessment indicates the available materials are not 

adequate. 

The inadequacies of the latest high strength Si3li,   and SiC 

materials lie primarily in their performance at temperatures above 

1000oC, where strength starts to diminish rapidly.  Methods for 

improving strength in this temperature regime are thus eagerly 

sought.  Most of the available information has been obtained for 

SiaN, and the discussion related primarily to this material, but 

the principles developed can also be applied to other ceramic 

materials.  The analysis of failure in hot-pressed silicon nitride 

has shown that an environmentally independent slow crack-growth 

precedes catastrophic fracture at temperatures > 1000oC.6  There 

are also good indications that the slow growth proceeds directly 

from pre-existing flaws7* so that flaw initiation is not required. 

infanafJv j; been observed to initiate at a constant stress 
;^?^yfactor,7 primarily from impurity particles, at the 

Siw ?nL^l«nrSgth eXtrre 0f the strength distribution.  A flaw initiation stage may be required at the high strength ex- 

sldS^tions    eXtreme iS 0f 1Utle imPortance in design con- 
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I 
I This suggests two potentially effective approaches* to strength 

enhancement, (a) a reduction in flaw size to produce a strength 

increase at all temperatures, (b) a microstructural modification 

to reduce the rates of slow crack growth and creep.  These ap- 

proaches are considered separately. 

I 
I 
! 3«1    Flaw Size Reduction 

A reduction in the size of the flaws, C, that control 

strength at the low strength extreme will result in a strength 

increase approximately proportional to c'5. 8 There is therefore a 

substantial benefit to be obtained by studies of relatively large 

flaws, leading to suggestions for the fabrication controls needed 

to effect a strength enhancement.  This type of study can be per- 

formed most effectively by correlating microscopic flaw obser- 

vations with flaw size calculations based on a fracture mechanics 

analysis.  Then some predictions can be made concerning the flaw 

size reductions needed to achieve the requisite strength increase. 

3.1.1  Application of Fracture Mechanics 

It must be first established that the crack extension con- 

ditions for the flaws that control strength are similar to those 

for the large through cracks used to measure K 
Ic* 

There are many conditions which would preclude a corres- 

pondence between Kj for small flaws and K^.  These are presented 

*has al?eadvhre^iv^ti,niZeS-K^ by mic^^ructural modifications 
^ .u    y received extensive attention, especially for Si.N, 6 
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first as a basis for discussion. 

A.  The si„gle crystal; or grain boundary) fracture surface    jj 

energy is substantiaily smaller than the value measured for poly- 

crystalline material.  Flaws smaller than the grain size „ill 

extend to the first grain boundary with K, equal to the single 

crystal value. For subsequent extension across the ad^acent grain 

boundaries M of these) K, must increase (Fig. 3,.  Eventually 

it will increase to K^  measured for a large through crack. The 

number of grains needed at the crack front for ^  to reach K, 

has not been established due to the inherent difficulties in 

measurements of the requisite type.  Experiments on bicrystals and 

coarse-grained polycrystals of cubic material could resolve this 

uncertainty. 

B.  in elastically or th.rm.lly anisotropic materials, internal 

strains adjacent to the grain boundaries will develop and these 

will locally reduce the stress needed for crack extension along the 

first grain.  It is unlikely, however, that the number of grains 

at the crack front needed for an equivalence between Kj and K. 

will be very different from the Isotropie case, because the gra'in 

orientation relationships are essentially the same. 

C.  When slow crack growth occurs, the subcrltical crack ex-    ' 

tension is relatively larger (compared to the initial flaw size) 

for small flaws than for larae flaw«?  TH« . A, .Large tiaws.  The underestimate incurred 

in KI evaluations, based on the initial flaw size, Co (K = 

will thus be larger for small pre-existing flaws than for large 

through cracks.3  The occurrence of slow crack growth can be 

• 

1 
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detected and analyzed, however, with recently developed techniques,- 

so that flaw size calculations can incorporate the subcritical crack 

extension.  This does not, therefore, limit the application of a 

fracture mechanics analysis to small flaws. 

D.  When microstructural inhomogeneities which affect KIc are   j j 

present, the crack front must be large enough to intersect several 

of these so that crack extension will duplicate the extension of    j] 

a large through crack.  Calculations11 and measurements12'- show 

that the effect of second phase dispersions on KIc is dependent on 

the ratio of the diameter to the spacing of the obstacle and the 

obstacle penetrability.  For obstacles with low penetrability-     ^ 

such as well-bonded particles with large fracture strain11- the    f| 

effect is large and there will be a difference between KIc for      ' 

large through cracks and ^  for flaws less than ^3 times the ob- 

stacle spacing.  For high penetrability obstacles-such as coarse   - 

intergranular porosity-the effect is small-'- and this is no    ^ 

longer an important consideration. 

E. At elevated temperatures where general plastic flow can 

occur at stresses comparable to the fracture stress, several pro- 

cesses occur which lead to differences between ^ for small flaws 

and KIc for large flaws: (i) the plastic zone around small flaws    ''I \ 

interacts with the surface giving values of Kj < K -thi. has 

been observed for polycrystalline MgO16 where Kj < Kj  for flaws 

< 10G (where G is the grain size); (ii) subcritical extension can 

occur due either to the generation of flaws in the plastic zone- 

or to the stress enhancement at the crack tip associated with 
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dislocations (of the appropriate sign) generated outside the 

plastic zone which propagate towards the crack.18 

F.  Small inherent flaws such as impurity particles and pores 

are unlikely to have flaw tip condigurations equivalent to the 

sharp cracks used to measure KIc.  Mechanisms for generating sharp 

cracks from the relatively blunt inherent flaws—at relatively low 

stress levels—have been proposed,8'19 but these are largely quali- 

tative and can only be verified by experiment. 

It is apparent that the theoretical development of models 

for the extension of small flaws is very limited.  It is necessary, 

therefore, to rely primarily on experimental correlations; although 

discrepancies due to slow crack growth and microstructural inhomo- 

geneities can be allowed for with available models.  K for small 

inherent flaws can only be larger than K.  if the inherent flaws 

do not form sharp cracks, as described in (F).  K values less 

than IIc could be due to (A), (B) or (C).  It follows, therefore, 

that at low temperatures where plasticity effects are negligible, 

Kj for flaws significantly larger than the microstructural features 

cannot be less than Klc, once the extension due to slow crack 

growth has been incorporated.  Experimental measurements of K for 

small flaws in SisN^ are examined in terms of these deductions, 

in an attempt to assess the merits of a fracture mechanics approach 

to materials development. 

Three independent measurements of K^y) have been made for 

hot pressed silicon nitride.7'20'21 These are summarized in 

-385- 



Table I.  The values obtained may be compared with K^y.)  values 

Plotted in Pig. 4.. There is a very olose oorrelationC between K/ 

values obtained for the impurity particles and KIo, at both 25=C 

and 1300-C, indicatin, that K, . KIc for flaws S 100m  in diameter 

(grain sl2e .3m) .     These data suggest that fracture mechanics may 

be used as a quantitative technique in materials development (for 

flaws larger than ,30G), to produce materials with elevated tempera- 

ture strengths at the low itrgngth ext 5 60,000 p.i- equiva- 

lent to a flaw size of 100,m.  (The results on the indentation      I 

flaws introduce a discordant note, however. These flaws are larger 

than the inherent flaws and larger than the microstructural inhomo-  ' 

geneities and should therefore give a good correspondence between    " 

Kj and KIc.  Additional experiments of this type are needed to 

determine whether the discrepancy between ^  and Kl0 can be satis-   iI 

factorily resolved.) 

3.1-2  Chemistry and Processing 

The flaws that control the strength of the best available 

hot pressed silicon nitrides have been identified primarily as 

impurity particles.  Several analyses of these particles have 

indicated that many of them are iron (often found associated with 

tungsten) or silicon.  Methods for reducing the size of the iron 

and silicon impurity particles should thus lead to strength en- 

. 

inconsistent with obseeivyaiioW„r^r:itha%ed:eSrarib:^?„ir;x!
hiS 

-386- 



i 

J: 

;; 

9 

•O 
•H 
U 
-P 
•H 
C 

G 
O 
O 

■O 
0) 
(0 
CO 
0) 
M 

w 
o 
x: 

o 

w 
(N 

o 
H 

>- 

§ 

§ 
■P 
? U 

o 

H-l 

I 
Uwr)1^ 

-387- 



D 

hancementf.. particularly at the low strength extreme. 

Removal of metallic inclusions is best achieved by leaching 

after milling, perhaps through the sequential use of organic acids/ 

bases—if the use of aqueous acids/bases is undesirable, due, for 

example, to the formation of Si (OH),.  Also, milling with copper- 

rather than iron-slugs is often an advantage because of the rela- 

tive ease with which copper can be dissolved (one wash in HNO3 is 

sufficient, whereas removal of iron requires multiple treatments). 

Presently, MgO is added to the SijN., powder prior to grinding. 

The purpose of this addition is to facilitate densification in hot 

pressing.  MgO (or other additives) could be added to the mix after 

clean-up by short-time milling, or by the addition of aqueous 

Mg(N03)2—which decomposes to MgO upon heating. 

3•2    Slow Crack Growth and Croep 

Hot-pressed silicon nitride deforms at high temperatures 

by a combination of slow crack growth and creep.  These effects 

have been attributed to the presence of a small amount of residual 

glassy phase at the grain boundaries.  There is no defective 

evidence for this, but there are circumstantial indications, i.e., 

some glass has been observed in transmission electron micro- 

." 

■ 

7.22 
scopy, ' and a reduction in the CaO and AljO,, content has sub- 

stantially reduced the slow crack growth and creep rates.  It 

would appear therefore that the elimination of this residual 

glassy phase should substantially improve the high temperature 

mechanical properties of hot pressed silicon nitride.  A dis- 
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cussion of hot pressing in the pre3enoe o£ , ^^ ^ ^ ^ 

presented, su9gesting various possibiiities for the eli.nination 

of a glassy phase in the final product. 

The results to date suggest that densification of si.N, 

and Sic during hot pressing at low pressures « 10,000 psi, only 

takes plaoe „hen a liquid is present. The „odels for liquid phase 

sintering establish the following condition, as criteria for 

operability:23 

The liquid must completely wet the solid, the solubility 

of the solid in the liquid must be fintie, that of the liquid in 

the solid should be small. These quantities cannot be quanta- 

tively specified for operability independently; they are, however 

important in governing the volume fraction of liquid (V.) which 

will exist at equilibrium for a given quantity of second com- 

ponent ,x0, added to the primary phase. The mass balance of the 

second component is= Xo = x^ + x.U-V,). „here x, and X are 

the mole fractions of the second component in th. liquid and solid, 

respectively.  The ratio of thes^ «n-«*.^.! uxo or tnese quantities is called the distri- 
bution coefficient« Y /v _ i,   ^ ncient. Xs/x - ko.  Rewriting the above expression 
using this definition gives: 

xo - x* <v* u-v + k0) 

which, for systems with limited solubility ,ko « l, oan ,, abbre. 

viated to read: 

Xo " hVt 
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When the volume fraction of liquid is less than the volume 

of the space not occupied by the packing of the solid grains, 

densification of the compact requires that the crystals of the 

solid phase undergo change in shape by some mechanism of atom 

transport.  When a liquid phase is present it is presumed that 

the solid dissolves into the liquid from regions blocking consoli- 

dation (and therefore under stress), diffuses through the liquid 

and re-deposits at locations on the crystal surfaces which are 

approximately stress-free.  In hot pressing, a compressive (or 

shear) load is imposed on the area blocking consolidation, the 

dominant mode of which may be sliding of the crystals relative 

to one another to re-pack into a more dense assembly.  Flow is 

then controlled by dissolution of asperities/blocking grains. 

The important point is that some solubility of the solid in the 

liquid is essential, and it must also be stress dependent.  In 

detail, the overall rate of consolidation can be controlled either 

by the rate of dissolution of the solid in the liquid at the 

solid/liquid interface, or by the rate of diffusion of the con- 

stituents of the primary phase in the liquid. 2',* 

In the above framework the equilibrium relation was used. 

This would approximately apply to powder systems which have been 

pre-equilibrated by heat treatment at the sintering temperature, 

followed by quenching, grinding the product, fabricating compacts 

*Dissolution rate appears to be the rate-controlling process in 
sintering of WC-Co, diffusion in the liquid is presumed to be 
rate controlling in silicate-based ceramics.  Definitive proof 
is lacking in both cases. 

• 

' 
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K        and finally sintering/hot pres.ing.  m powder metallurgy practice, 

this is referred to as use of "pre-alloyed" powders. However, 

most systems are not prc-equilibrated.  Even those which are will 

jj        probably undergo some segregation due to cooling and may not re- 

eguilibrate until some time has elapsed after reheating to the 

[J        sintering temperature. At the opposite end of the scale are the 

systems furthest removed from equilibrium as the sintering tempera- 

ture is reached. These are comprised of .ixtures of the components 

j in pure forms: no A i„ B, and no B in A. At temperatures above the 

eutectic, the constituents react to form liquid and assuming a, , 
""^^"" (Ä) 

(J        rs the solid phase in equilibrium with the liquid, B diffuses into 

solid ^ at a rate governed by lattice diffusion of B in c  The 

end state depends on whether Xo < xs or Xo > xs.  m the former 

jj        case the liquid will eventually drsappear whereas in the latter 

an equilibrium V^ will remain at the sintering temperature. The 

I        former case provides a possibility of utilizing liquid phase 

sintering (which is attractive because of the faster rates than 

1        solid state sintering) while ending up with a single phase solid 

|        at the end of the process. The material might be processed in 

this manner if the solubility of B in a does not decrease too 

(       rapidly with decreasing temperature, (or if the a phase field is 

broad enough; so that it „ill be in the singl, phase region at 

the temperature of service. 

Because the phase equilibria are not known, it is im- 

possible to assert just what the probability of success would be 

for utilizing this scheme for SiäNt with variable 02 contents and 
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MgO additions.  Nevertheless, there are several findings which 

suggest that it may work. 

(1) O2 free SisNi, is nominally the ß form, whereas the a form 

is denoted as si11# SN^OQ^ 5.  This difference in oxygen content 

suggests that silica films could be absorbed in the crystal phase. 

The starting powder should be oxygen free (in the lattice). 

(2) MgO additions enhance the sinterability of both a and ß 

SiaN^, starting with ground powders, but does not work with 

nitrided silicon.  A tentative conclusion is that MgO has entered 

the lattice and is not available to form a liquid during hot 

pressing.  It is noteworthy that these observations have not been 

duplicated.  In view of the long-range plans for the utilization 

of these materials, multicomponent phase equilibria should be 

determined for the systems from which the empirical data have 

shown great promise. 

Si^Ni, w.r.t. O2, AI2O3, Mgo—and the prominent elements 

these materials will encounter in service from the fuels, ash, 

and other salts.  In fact, advantage might be taken of nominally 

aggressive phases which might form from the above set to form the 

liquid phase during sintering.  This might also be advantageous 

in that the samples can be partially pre-equilibrated with respect 

to the environment in which they must operate. 

The reasoning which leads to the hypothesis that "dis- 

appearing liquid phase sintering" can be expected to work origi- 

nates from the different time dependence, size effects, and 

LJ 
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diffusivities or reaction rate coefficients which pertain to 

separate phenomena taking place. 

(A) Diffusive homogenization of the second component into 

the particles of the solid phase depend on the diffusivity of B 

in a(D0) and the particle size of the solid (d) .  To firsit approxi- 

mation, the homogenization time (t) is given by:25 

(B) During densification by grain rearrangement due to sliding 

over the liquid films, the densification rate (dp/dt) is pro- 

portional to the liquid viscosity (n), the applied pressure (P ), 

and the particle size (d).  To first approximation: 

dp/dt « pa/dn (2) 

(C)  During the stage of densification when significant grain 

shape change is required, the process can be controlled by diffusion 

of A in the liquid (D^) or by the dissolution rate of A into the 

liquid by a surface-limited process k, ,. 

(i)  In the case when diffusion in the liquid is rate 

controlling the shrinkage (AL/Lo) models give the dependence on 

size, etc. 

(AL/Lo)
3 - C{Djpa/d

3)t (3) 

where C is a constant. 

(ii)  In the case when the surface reaction is controlling, 

the shrinkage rate is 
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(AL/V2 -^wvt/a« (4) 

Although we do not have the desired data for the particu- 

lar systems of interest, the models oan be applied qualitatively: 

Since the time dependence of models, A, B, Cj and C^ are different 

and the respective rates are nominally adjustable by changing the 

particle size, it would appear to be generally possible to adjust 

the size, and Xo to allow for completion of densification by a     ' 

liquid process within some time interval less than that required    | 

for homoqenization—case A. 

Also, it is noteworthy that the difference in magnitudes 

of D* and D^ « lo-o and < KTW/sec, respectively) give very 

different completion times for the respective processes (A and CT). 

However, these values are very dependent on the specific system ' 

compositions, and on the structure of composition of the liquid. 

Since data are lacking for the systems of interest, no generali- 

zations can be drawn at this time. 

3'3    Promising Materials 

Much of the preceding discussion has related to hot 

pressed silicon nitride.  There are several other Sic and SiaN, 

materials with equal, cr greater, potential for structural appli- 

cations.  These are considered briefly here. 

A.  Hot Pressed Silicon CariJde 
•    —  

The hot pressing of silicon carbide can only be conducted 

at economically feasible temperatures and pressures in the presence  ' 

of  certain additives.  Two independent additives are being used. 

- ■ 
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aluminum oxide* and boront. Material prepared using an aluminum 

oxide additive, with careful control of the maximum particle size 

and impurity content, can be produced with a room temperature 

flexural strength of 135,000 psi (corresponding to a maximum 

particle size of 'veym) and a strength at ,13750C of 80,000 psi. 

The boron containing material shows equally promising strengths; 

material prepared from lym diameter Sic powder, using 0.4% boron 

has a room temperature flexural strength of 106,000 psi and a 

strength at 1500oC of 65,000 psi.  One potential disadvantage of 

the boron additive is the notorious effect of boron in oxidation 

enhancement, due to the formation of low melting point oxide 

glasses.  The overall boron content appears to be too small to 

substantially affect the oxidation rate, but if segregation of 

the boron into the oxide occurs—as observed in several other 

materials—the effect could be substantial.  It is evidently im- 

portant to examine the oxidation performance of the boron material 

prior to extensive fabrication developments. 

B.  Pyrolytic Silicon Carbide 

Pyrolytic silicon carbide can be deposited in relatively 

thin film form (< 200ym) with remarkably high strengths, up to 

250,000 psi;25 this strength is retained up to > 1400oC.  There 

are substantial practical difficulties, however, involved in the 

* fa  fabrication of bulk component by chemical vapor deposition— 

largely due to the exponential dependence of the deposition rate 

♦Material produced by Norton Company 
+Material produced by General Electric 
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on substrate temperature, which leads to the formation of nodular 

structures.  Much improved microstructural control can be achieved 

by physical vapor deposition—using an activated reactive evapor- 

ation process— where deposition is independent of the substrate 

temperature.27  This should be considered as an alternative approach 

to the production of bulk components by vapor deposition. 

.: 

If the problems involved in the fabrication of bulk com- 

ponents prove intractable, relatively thin coat;.ngs on lower 

strength base materials should be considered.  This approach has 

already demonstrated significant strength improvements, by in- 

creasing the strength of the surf ace—where most fractures originate. 

II 
IV.     MATERIALS ASSESSMENT 

4.1    Slow Crack Growth 

■ - 

Techniques for studying slow crack growth are now avail- 

able.10  These entail the use of load relaxation at constant dis- 

placement—using a double torsion specimen—to obtain the relation- 

ship between crack velocity V and stress intensity factor, K 

(Fig. 5).  The K, V diagrams generated can then be used to predict 

the important time dependent failure parameters, such as time to 

failure at constant stress, effects of strain rate on strength, 

etc.  For example, the time to failure at constant stress, $, is 

given by:'0 

where Y is a geometrical constant.  The predicted effects are 
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1. 

The schematic variation of crack velocity with 
stress intensity factor during slow crack growth, 
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0 
found to be in excellent agreement with time to failure data for 

ceramic materials because failure in most structure ceramics is 

exclusively propagation controlled, i.e., there is no flaw initi- 

ation stage. 

Studies of mechanisms leading to slow crack growth in glass 

have resulted in a sound understanding of the slow crack growth 

process.28  Similar studies for structural ceramics could be equally [j 

enlightening and may lead to suggestions for reducing the rate of 

slow crack growth.  These studies should, therefore, proceed in 

conjunction with the phase diagram/chemistry investigations pro- 

posed in Section 3.2. 

It is considered, therefore, that the role of slow crack    [] 

growth in the high temperature fracture of structural ceramics 

can be assessed* without substantial difficulty, once the appro- 

priate experiments are initiated.  Then the relative importance 

of the effects of slow crack growth and creep processes on the 

long-term strength may be evaluated, and suggestions for reducing   Fl 

the magnitude of these effects may follow. 

4.2    Multiaxial Stresses 

The strength of a ceramic component is dependent upon the 

state of stress in that component.29  For ceramic turbine com- 

0 
0 

e 
o 

:: 

ponents strengths in the biaxial tension and tension/compression    fj 

*n J! T?rt5 n0tinI heJ? t?at the existence of a slow crack growth 
limit if of considerable benefit in long-term failure predictions 
iHTThe evaluation of this limit (if it exists) should^on^itu?!' 
an important part of the slow crack growth investigation. 
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quadrants are of primary interest. There are very little reliable 

data in these quadrants and it is apparent that good data on 

structural ceramics is required.  The major problems here relate 

to the design of the test specimens and fixtures required to main- 

tain a constant volume of material under constant stress of the 

requisite type, for all stress ratios (this is required to avert 

problems associated with the effects of volume and stress gradients 

on strength—see Section 4.3). A sound mechanical analysis of the 

specimens and fixtures is needed to obtain satisfactory data,30 

with all data obtained preferably on the same type of specimen. 

The satisfactory interpretation of the data requires 

measurements of KIc for multiaxial stress, in addition to strength 

measurements.  Then the separate effects on strength of the sta- 

i 

i 

: 

tistical distribution of flaws and K_ can be assessed. Measure- ic 

ments of this type have not previously been obtained for ceramic 

materials. 

4.3    Statistical and Size Effects 

One of the major requirements for the structural applica- 

tion of ceramic materials is the prediction of the strength of a 

component at a predetermined failure probability.  The simplest 

solution to this is to ensure that the flaws in the component are 

small so that the stress to extend the largest flaws is less than 

the maximum stress on the component.  The size of the largest 

permissable flaw can be computated using a fracture mechanics 

analysis (see Section 3.1) incorporating a slow crack growth 

analysis where required.  This approach requires, of course, that 
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a fracture mechanics analysis can be applied to small inherent 

flaws (see Section 3.1), and that flaws of the requisite size can 

be detected either non-destructively or by proof testing.  The 

potential for this approach is considered in detail in the subse- 

quent section.  When this method cannot be used, the only solution 

lies in a thorough understanding of the statistical aspect of 

strength. 

The basis for using statistical analyses to predict the 

strength of components from tests on small laboratory specimens 

is the exact definition of the distribution function at the low 

strength extreme.  The simplest function that is consistent with 

extreme value statistics is the Weibull distribution function.31     [j 

This gives a relationship for the "risk of rupture," B- 

0 B = 

V 

u i 
'  dV a o 

. 

where au is the stress below which there is zero probability of 

failure, ao and m are constants for a given material and dV is a 

volume element; the integration is conducted over all volume 

elements containing flaws that may lead to failure.  This function 

is only expected to apply if there is a random distribution of 

flaws of the same type (i.e., the surface condition and fabri- 

cation history of the test materials are identical) and fracture 

occurs directly from these flaws without sub-critical flaw ex- 

tension.  Even under these conditions, there is no fundamental 

reason why this distribution function should describe the statis- 
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I        tical strength variation and its use must be verified empirically. 

For hot pressed silicon nitride preliminary experimental 

evidence suggests that the Weibull distribution function describes 

the room temperature strength variations quite closely.32 The 

integrations have been conducted over the total volume or total 

surface area only, whereas fracture mechanics suggests that some 

weighting factor for surface flaws should be incorporated in a 

volume integration (if the volume and surfac '. flaws are similar). 

This gives the risk of rupture, as 

B 
1.4 a-a    m  m 

= f [t^Zui dv + f      pu] fd-a 
dV 

AAt 0 V  -AAt o 

where A is the surface area. At is the depth of the largest surface 

flaw, V is the volume; the factor 1.4 is obtained from fracture 

mechanics and is the ratio of the stress to extend an internal flaw 

to the stress to extend a surface flaw of the same size.  This 

modified integration gives an exact prediction of the effects of 

size on strength and it may be concluded that the Weibull distri- 

bution is a precise description of the strength variations in 

silicon nitride at room temperature.  Equally good stregnth pre- 

dictions have been obtained for pyrolytic SiC at room temperature26 

—another example of a material which fractures directly from pre- 

existing flaws. 

The prediction of the room temperature strength variations 

are, of course, not the ultimate objective of the analysis.  The 

strengths at the operating temperatures are of primary significance. 
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If the strengths at these temperatures are still in the regime 

where fracture occurs directly from inherent flaws (as for pyro-    [] i 

lytic SiC) then the room temperature distribution should still 

apply in principle-because the flaw size distribution is un- 

affected--with the strengths reduced by the ratio of K  values 
Ic 

at the two temperatures.  When another strength regime is entered, 

as for SisN. above ^1000°C,   usually the strength distribution will  [1 

be quite different because the failure mechanism has changed.  If 

plastic flow initiated fracture is the origin of the strength       0 

decrease, then the basic criteria for the application of the Weibull 

distribution no longer apply and it is unlikely that the analysis 

will give correct predictions.  If the strength decrease is due 

primarily to slow crack growth, however, the initial flaw sizes 

are still given by the room temperature distribution, so that this 

distribution in conjunction with an independent slow crack growth 

analysis should, in principle, enable strength predictions to be 

made as a function of strain-rate.  (This also implies that in a    fj 

slow crack growth situation, the statistical parameters can only 

be correlated if tests are conducted at the same strain-rate). 

It may be concluded therefore that an analysis of . xilure mechan- 

isms conducted in conjunction with the high temperature statistical  L' 

analyses may lead to a rational interpretation of the statistical    f( 

data. 

Finally, if statistical analyses are used for component 

strength predictions, the analysis must be performed for each new 

batch of material because fabrication history usually affects 
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the statistical parameters.  This introduces the question about 

the number of tests that need to be performed to obtain valid 

statistical parameters.  This problem has been addressed by an 

analysis of extreme value statistics, and computer programs have 

been developed which enable the parameters to be specified with 

the associated confidence limits.33 

4.4    Flaw Detection 

A very important prerequisite for the successful exploita- 

tion of ceramic materials for structural applications is the in- 

corporation of a flaw detection procedure.  In principle, this may 

then be approached in two ways; (a) under load (e.g., during proof 

testing) using acoustic emission and (b) using techniques that 

rely on the wave perturbations created by inhomogeneities, e.g., 

radiography, acoustics, holography.  These approaches are considered 

separately, although both may need to be used cooperatively in a 

practical flaw detection procedure. 

It has been established that acoustic emissions can be 

obtained due to subcritical crack extension in several ceramic 

materials—lithium alumino silicate, sandstone and limestone3" 

(type I), and vitreous carbon35 and glass36 (type II).  m type I, 

materials microcracks are created ahead of the primary crack, 

prior to fracture, due to microstructural inhomogeneities, etc., 

and the acoustic emission is associated with microcrack formation. 

In type II materials slow crack growth precedes fracture and low- 

level emissions have been detected during the flow growth process. 

It is established, therefore, that emissions can be obtained in 
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ceramic materials if catastrophic failure is preceded by processes 

that lead to subcritical cracking.  On this basis it is expected 

that acoustic emissions will be obtained from hot pressed silicon 

nitride tested at temperatures > 1000oC, where substantial slow 

crack growth precedes failure.*  It is not evident, however, that 

emissions will be expected during stressing at room temperature, 

and it is apparent that a substantial experimental program is 

required to evaluate the acoustic emissions from structural ceramic 

materials.  Then, it will be possible to assess whether the moni- 

toring of acoustic emissions during proof testing will be a viable 

flaw detection procedure. 

The other flaw detection techniques have the advantage 

that they do not require component loading, but this is usually 

counteracted by the disadvantages associated with a more extensive 

flaw detection procedure, if a thorough screening of flaws is to 

be achieved.  There are numerous techniques that could be exploited 

for flaw detection; the ones selected for the initial studies are 

the more conventional techniques, since substantial expertise is 

available.  These are radiographic and acoustic techniques.  It 

seems reasonable to explore the potential of these before devoting 

a substantial effort to alternative methods.  The preliminary 

experiments7 indicate that a combination of radiography and 

. , 

: 

0 
0 

' 

:. 

*It is worth noting at this stage that it may be necessary to 
distinguish between emission due to cracking and emission due 
to plastic flow, especially if acoustic emission is used in 
conjunction with high temperature proof testing.  Some prelim- 
inary research into analytical procedures for achieving this 
distinction—such as emission summations—are merited. 
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j acoustics is capable of detection internal flaws > 200ym in di- 

ameter.  Refinements of the acoustic technique should enable 

smaller flaws to be detected, ? 10 times the largest micro- 

structural features, i.e., < lOOym for SisN,,.  If flaws of this 

size can be detected consistently, short-term strengths >   70,000 

psi at 1300oC can be guaranteed, which would be entxrely adequate 

for most turbine applications. More detailed studies using these 

techniques could, therefore, establish them as satisfactory flaw 

detection proceidures provided that they can be effectively adapted 

to routine studies on turbine components. 

It remains therefore to detect surface flaws with similar 

precision.  Dye i-enetrants and surface wave technique? are being 

tried in this contest, but it is premature to conclude anything 

about their success. 

If it is found that the flaw detection techniques are not 

capable of detecting flaws of the requisite magnitude, i.e., those 

that lead to failure at stresses below the operational stress, it 

may still be possible to achieve reliable failure predictions by 

combining flaw detection with a statistical analysis.  In fact, 

incorporation of a flaw detection procedure defines quite precisely 

the minimum strength for the statistical analysis, thereby en- 

abling fev/er specimens to be used to predict the working stress 

at a predetermined failure probability, within specified confidence 

limits.  Ultimately, this may prove to be the most satisfactory 

approach to failure control. 

I 
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4.5    High Strain Rate Effects 

The thermal strains generated in the turbine components 

develop quite rapidly.  If flaw detection and fracture mechanics 

are to be used successfully to screen turbine components for 

operational stresses, the critical stress intensity factor at 

these high strain rates is required.  These can be obtained from 

Charpy impact experiments, if the machine is instrumented to 

measure the maximum load during impact.  It is suggested that 

experiments of this type should be conducted for structural ceramic 

materials.  Preliminary data for alumina37 indicate that the 

dynamic stress intensity factor is similar to K  .  (If this is 

confirmed for other ceramic materials, this test could then be used 

as a simple routine test technique to obtain K  .) 

0 
V,      RECOMMENDATIONS 

A. Additional work aimed at comparing the critical stress 

intensity factor for the extension of small inherent flaws with 

KIc are re(3uired' This will establish the flaw size regime in 

which fracture mechanics can be used for strength predictions; 

thereby qua- -ifying both failure control and certain materials 

development programs. 

B. Strength enhancement in hot pressed silicon nitride may 

be achieved by a thorough evaluation of the role of second phase 

materials.  The generation of phase equilibria, with respect to 

the expected environmental conditions in use, would be of sub- 

stantial assistance in evaluating the potential for removal of 

;i 

. 
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the phases that lead to strength reductions at elevated tempera- 

tures. Also, the elimination of impurities that limit the 

strength—by acting as fracture origins—is of primary importance; 

this may be achieved by employing various chemical treatments prior 

to hot pressing. 

C. A study of slow crack growth in hot pressed silicon nitride 

at elevated temperatures should be initiated for both strength 

prediction in available materials and to assist in developments 

aimed at minimizing the slow crack growth.  The evaluation of the 

slow crack growth limit (if it exists) should constitute an im- 

portant part of this investigation. 

D. An investigation of the effects of multiaxial stress on 

the strength of structural ceramics is required.  This should in- 

corporate a specimen design and test procedure that enables the 

requisite stress to be of constant magnitude over a fixed volume 

of material, for all stress ratios. 

E. Work should continue on statistical strength variations, 

particularly in relation to establishing the conditions for appli- 

cation of the Weibull distribution function. 

F. Flaw detection procedures in ceramic materials require 

substantial development. Extensive work on detection of acoustic 

emissions is indicated, and refinements of acoustic techniques of 

flaw detection should be purused. Finally, work on the detection 

of surface flaws should proceed, exploiting in particular the use 

of surface wave techniques. 
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TABLE I 

The Critical Fracture Surface Energy to Propagate 

Small Flaws in Hot Pressed Silicon Nitride 

INVESTIGATOR 

AMMRC 2 1 

FLAW TYPE 

WESTINGHOUSE 

NHL 2 0 

Cracks/ 
Impurity particles 
(50 - 200ym diameter) 

Impurity particles 
(140 - 290vim diameter) 

Indentation Flaws 

TEMP(0C) 

25 

1300* 

25 

Y(Jm-2) 

42 ± 12 

2f ± 4 

^10 

♦Tested at a large enough displacement rate to avert significant 
slow crack growth. 

l: 

. 
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A WORKSHOP ON FRACTURE DATA HELD AT 

CENTERVILLE, MASSACHUSETTS 

July 20, 21, 1972 

Report Prepared by Charles Grosskreutz 
National Bureau of Standards 

Abstract 

0 
0 
Ü   

0 
A workshop organized by the National Bureau of Standards 

was held under the auspices of the Materials Research Council to 

review needs for compilations of fracture data.  The recommen- 

datioiui will be used to design an appropriate activity in 

Fracture Data at the Bureau of Standards.  Participants from 

three basic industries were invited: automobile and construction 

equipment, railroad, and pressure vessel and electrical gener- 

ating equipment.  In addition, professionals from the academic 

community and the National Bureau of Standards attended. 

Recommendations for the development of two typ-js of fracture 

data compilations were made, one for a simplified introductory 

compilation for day-to-day design purposes.  This handbook is 

intended to alleviate the paucity of modern design handbooks 

oriented to fracture design control. A second, more complete 

fracture data compilation again directed at the design community 

is also needed, and the specific subjects are outlined in the 

report. 
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A WORKSHOP ON FRACTURE DATA HELD AT 

CENTERVILLE, MASSACHUSETTS 

Report Prepared by Charles Grosskreutz 
National Bureau of Standards 

FOREWORD 

.. 

The National Bureau of Standards has traditionally 

provided evaluated data compilations to the scientific and 

technical community of the United States.  Since 1963 the focus 

of this activity has been the Office of Standard Reference Data, 

which manages a coordinated program (NSRDS) for compiling, 

evaluating, and distributing important property data.  Although 

the original charter of the NSRDS program included data on 

mechanical properties, funding restrictions have so far limited 

activity to a smaller class of physical and chemical properties 

(thermodynamic, transport, atomic and molecular, etc.).  In 

keeping with its mandate to assure maximum application of physical 

and engineering sciences to the advancement of technology in 

industry and commerce, the Bureau is now seeking to extend its 

active data program to include mechanical properties needed by 

design and materials engineers in industry.  To assist in the 

definition of the Bureau's proper role in this activity and to 

identify the most effective means for communicating data for use 

in the avoidance of failures, a Fracture Data Workshop was held 
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on July 20 and 21 at Centerville, Massachusetts, under the 

auspices of the ARPA Materials Research Council. 

This Workshop was organized around the fracture data 

needs of three basic industries: automobile and construction 

equipment, railroad, and pressure vessel and electrical gener- 

ating equipment.  People representing each of these industries 

were invited to attend, along with professionals from the 

academic community and NBS whose interest and expertise lay in 

the fracture of materials.  (A list of attendees and their 

affiliations is given in an Appendix to this report.)  The first 

day qf the Workshop was devoted to an overview of fracture con- 

trol practices and fracture data usage in the three different 

industries represented.  The second day was given over to general 

discussions which were directed toward defining the nature and 

types of fracture data compilations which would be of greatest 

use to the industries represented. 

This report, which is in the nature of a "position paper", 

is intended to record the highlights of these two days' activities 

and present in concise form the conclusions and recommendations 

of the workshop participants. 

I'     General Usage of Fracture Data in Industrial Design 

Workshop members heard from representatives of each of 

the three industries (see Foreword) who gave an overall view of 

the fracture control practices as they saw them.  A brief de- 

scription of some of the highlights of these presentations are 
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given in the following paragraphs. 

A'  Automobile and Construction Equipment Industry 

Fatigue is the most prevalent failure mode which is 

encountered in the automotive industry.  In the preliminary 

design stage, fatigue life predictions are made which are based 

largely on cumulative damage procedures which make use of 

selected fatigue and fracture properties of the materials. 

Materials selection, especially for critical components, is 

influenced to some extent by the fracture properties of these 

materials.  Fatigue life predictions are also made for prototype 

hardware, based on known fracture properties of the material and 

test track load inputs. 

In the construction equipment industry, fatigue is again 

the dominant mode of failure.  Smooth specimen, constant load 

fatigue data is used for the design of engines and box beams used 

in the construction of heavy earth-moving equipment.  In addition 

to the use of smooth specimen fatigue data for design, the con- 

struction industry is using cyclic stress-strain behavior of 

materials in making life estimations.  One of the chief concerns 

in this industry ii  that of evaluating life of welded structures. 

Fracture mechanics has not been used extensively due 

primarily to the use of low carbon materials of relatively thin 

cross-sections in the equipment structures.  Furthermore, no 

mechanism is available in the hands of the user for evaluating 

crack size from which rate of growth could be analyzed.  Within 

the past year the need for application of fracture mechanics has 

-414- 



i 

L: 

been made somewhat more relevant in safety frames which must 

meet certain legislated strength requirements down to a tempera- 

ture of zero degrees Fahrenheit.  Such requirements involve the 

transition temperature characteristics of low carbon materials. 

B. Railroads 

The design practices in this industry are very old, and 

very little usage is made of modern fracture control concepts. 

However, fail ires and accidents are kept at a low rate by the 

use of sophisticated, nondestructive testing (NDT) programs. 

For example, incipient cracks in rails are detected by a mag- 

netic device carried by an instrumented inspection car.  The 

sensitivity of this device is such that flaws can be detected 

before they reach the critical size which would lead to cata- 

strophic failure.  Reliability of operation and service is of 

increasing concern to this industry, and fracture control pro- 

grams which are based on modern design practices are being 

introduced at present both in the design and in the operation 

of equipment. 

C. Pressure Vessels for Nuclear Power Generation 

Fatigue and stress corrosion cracking (SCC) represent 

the two largest modes of failure in this industry.  Because of 

high public visibility and the potential for catastrophic 

failure in nuclear power generating plants, fracture control is 

a most important ingredient in design procedures in this industry, 

Extensive use is made of fracture mechanics and NDT to define and 

detect critical flaw sizes.  The industry has generated extensive 
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data compilations which are needed in these design procedures. 

Moreover, the industry is highly regulated by codes which specify 

quality assurance and inspection both during construction and 

operation of electrical generating plants. 

D.  Summary 

These three industries reflect a wide spectrum of pro- 

cedures and degree of sophistication in the use of fracture data 

for failure avoidance both in design and operation.  However, in 

all cases, failure avoidance and reliability are prime motivating 

factors in their design departments.  For those components which 

occupy a critical position in a given vehicle or structure, the 

availability of valid fracture data is extremely important in the 

design and operation of that equipment.  To a lesser degree, 

fracture data plays a role in the selection of materials.  Other 

contributing factors in materials selection are: formability, 

machineability, and availability.  One additional major point of    U 

interest which emerged from these presentations was that there 

does not exist in the United States a useful collection of fail- 

ure data and case histories for these industries.  This lack is 

due in part to a fear on the part of the industries that their 

competitive position would be threatened by the release of such 

information.  On the other hand, a resolution of many failure 

problems could be enhanced and expedited if such information were 

readily available.  In countries such as the United Kingdom and 

West Germany where various industries are nationalized, rather 

: ; 

.. 
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good collections of failure data are available*. 

11•    Fracture Data Compilations in Industry 

A.  General Impressions 

It became clear during the Workshop discussions that 

large, knowledgeable industries (automotive, pressure vessel) 

are for the most part self-sufficient with respect to fracture 

data.  That is, these companies will always perform verification 

tests and measure the fracture properties of interest in their 

own laboratories, especially for critical components.  Moreover, 

companies in t,hese industries often maintain their own development 

laboratories in which new design and fracture control procedures 

are being developed.  If these procedures require new or different 

fracture property data, then these laboratories will make their 

own measurements and compilations.  Therefore, it was the con- 

sensus of the Workshop participants that the present need for 

fracture data compilations was marginal for such large, knowledge- 

able industries and that NBS could not count on them for enthus- 

iastic support of such a project. 

However, the respresentatives from these industries at 

the Workshop all agreed that such a data compilation would be 

extremely valuable for preliminary design purposes. Moreover, 

*The airline industry (a user, rather than a manufacturer of 
products) in the United States has an excellent program for ex- 
changing informal ion on structural and mechanical failure in 
their operating fleet of aircraft.  This situation is due pri- 
marily to the advantage which accrues to each airline to obtain 
this information quickly to prevent accidents and loss of life. 
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from sophisticated KL and da/dN vs. AK curves to the traditional 

many smaller companies exist which do not maintain the measure- 

ment and test laboratories to generate the requisite data. It 

was, therefore, concluded that in spite of the self-sufficiency 

of many of our larger industries, that a need did, in fact, 

exist for fracture data compilations for the reasons just cited. 

It was further pointed out that as the data compilation grows 

and the number of contributers increases, that in five-ten years 

even the larger industries would find the compilation useful and 

important to their design and fracture control operations. 

It was generally agreed that the most useful fracture 

data compilation would display the whole range of fracture data. 

parameters like yield stress and reduction in area.  With such a 

wide spectrum of data there is a much better chance that any 

given designer will use it and that he may be led to the more 

sophisticated concepts in the long run. 

B.  Some Specific Needs 

Workshop participants raised a number of specific needs 

which should be met in a fracture data compilation.  These items 

are listed below with a short, explanatory sentence following 

each. 

1.  Cast Materials Data.  The fracture properties of 

castings are becoming more important as industry seeks to reduce 

the costs of machining operations.  At present, there is very 

little data on these properties which can be easily found. 
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2*  Effect of Manufacturing Processes, such as Forging, 

Stamping, Welding, etc., on Fracture Properties.  Although the 

fracture properties of materials are often available for various 

pre-treatments, design engineers must know what these properties 

will be after a component has been fabricate from the parent 

metal.  Obtaining this data will more than likely require an 

extensive laboratory test program. 

3'  The Effects on Residual Stresses on Fracture 

Properties.  Uncertainties in the residual stress pattern must, 

be taken into account in the application of the principles of 

fracture mechanics in the design of components. 

4-  Fracture Properties of Joints.  Almost all products 

contain joints of one kind or another, e.g., welded, bolted, 

adhesive, etc.  In many instances, failure occurs at joints, but 

very few data compilations include their fracture properties. 

It was the consensus of the Workshop that the fracture properties 

of welded joints should receive first priority in this category. 

5'  The Effects of Abrasion and Wear on Fracture 

Properties of Metal. 

6-  Nondestructive Testing Data.  The application of 

fracture mechanics to design would be greatly enhanced if a 

tabulation of the minimum flaw size detectable by a given NDT 

technique were available.  Such a tabulation would probably take 

the form of curves which show the probability of finding a flaw 

of a given siza using a particular NDT method and the materials 

to which it is applicable. 
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c-  The Need for Introductory Material in Fracture Data 

Compilations 

The Workshop was unanimous in its opinion that the 

possibility of fracture data misuse required that carefully 

written introductory or prefactory material be included in any 

compilation.  The introductory material would stress the vari- 

ability to be expected in fracture data for a giren  material, 

and state explicitly the conditions and limitations on the use 

of fracture data for design purposes.  The fracture problem 

would be discussed quite incisively.  Such questions as: "How 

do you test?", "Why do you test?", "What is the meaning of the 

test results?", and "How are the results used to design against 

fracture or to predict life to fracture?", would be included. 

This concern expressed by the Workshop reflects the paucity of 

modern design handbooks which are oriented toward fracture con- 

trol.  Additional details about this part of the data compilation 

are discussed more fully in the following section. 

111•   Format and Content of Fracture Data Compilations 

A.  General Philosophy 

There was unanimous agreement that handbooks are the 

best format for communicating fracture data to the user.  The 

concept of a National Fracture Data Center with computer access 

to data and/or literature references was not viewed as a viable, 

workable entity.  The Workshop agreed that both the format and 

the content of a fracture data handbook should be tightly coupled 

I 
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to current and projected industrial design procedures, so that 

the data will, in fact, be used at the operating level.  Such 

coupling presupposes that the people who compile the handbook are 

knowledgeable concerning current and projected design procedures. 

It was strongly suggested that alternative methods of data pre- 

sentation be circulated to potential industrial users early in 

the project so that a useful format can be determined.  Other 

suggestions for achieving the desired coupling included the 

formation of an industry-dominated advisory panel and placing 

selected NBS personnel in the industrial environment for limited 

periods during the project. 

The problem of fracture data variability and criteria 

for selecting "best" values for the parameters was met in the 

following way by the Workshop.  Because most of the data vari- 

ability is a result of differences in microstructure, prior 

mechanical history, composition, heat treatment, test method, 

and specimen geometry, it was agreed, insofar as possible, that 

all valid data for a given material be included in the compil- 

ation and that the material and test methods be specified for 

each datum.  Thus, instead of attempting to give a "best value" 

with an uncertainty range, the handbook would provide the en- 

tire spectrum of data so that the design or materials engineer 

could look at this data and select that which is most relevant 

to his particular problem. 

It was further agreed that the contents of the compil- 

ation be limited to brittle, ductile, or fatigue fracture modes. 

1 
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as  distingaished from such time dependent modes as stress 

corrosion, or stress-rupture. 

The important question on how  to educate the user of 

the fracture data compilation is solved by the introductory 

material mentioned in a previous section.  Not every design 

engineer can attend a short course nor does every company have 

the resources to reeducate its engineers formally from time to     ji 

time.  Thus, the prefatory material for a fracture data com- 

pilation takes on added significance as it is required to per- 

form the important function of education for data use.  As one      r, 

member of the Workshop put it, we are in the position to in-       ^ 

fl-uence design practice both now and in the future by the data      f) 

which we make easily available and useable. 

B-  Specific Suggestions on Format and ^Unt i 

It was unanimously recommended that the fracture data 

compilation be prepared in two volumes.  The first volume " 

would contain the introductory material which has already been 

discussed.  During the Workshop discussions, this volume was 

variously referred to as prefatory, introductory, or a 

missionary volume.  During the brief time available for dis- 

cussion, there was not complete agreement on the content of 

this first volume, but several vainaKi« «,„ /  uu several valuable suggestions were made 

which are summarized below. The second volume is envisioned as 

an extensive compilation of fracture data for a large number of 

materials. 
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1-  Volume One, The "Missionary Volume".  This volume 

should be tutorial both in its objective and in its makeup. 

Furthermore, it should be property oriented and might contain 

simple one-dimensional diagrams to show the range of such 

fracture properties as ultimate tensile strength, K  , re- 

duction in area, etc., for representative materials.  The book's 

primary mission would be to show how and where to use fracture 

data and some of the pitfalls which may await the inexperienced 

user.  For example, the effects of specimen size of fracture 

toughness measurements would be discussed.  It was the unanimous 

consensus of the Workshop that a specimen metal should be chosen, 

such as 4340 steel, which is widely used and for which much data 

exists and that the handbook should illustrate the use of fracture 

data for design with this material.  Several design procedures 

for fatigue life prediction might be illustrated, and calculation 

of critical flaw size for a given specimen geometry could be 

illustrated.  In each of the examples, pitfalls such as environ- 

mental sensitivity or changes in properties due to subsequent 

heat treatments or manufacturing operations would be pointed out. 

A section should appear to illustrate how simple stress analyses 

are made for fillets and other standard component configurations 

so that KIc data can be effectively utilized.  The origins of 

data variability should be discussed, and test procedures and 

sample geometries should be described which yield valid fracture 

data. 
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Workshop participants were divided on the scope of the 

contents of Volume One.  One group argued for keeping the jj 

volume simple and tutorial, with only a few examples to illus- 

trate the correct usage of fracture data and to point out some      U 

precautions and hazards in its use.  The other group wanted to 

go further and add some fracture data compilations for repre- 

sentative materials. 

2-  Volume Two—Extended Fracture Data Compilation. 

This volume should be material oriented.  That is, the book 

would be divided into sections, each of which is given over to 

a material or class of materials for which all the known fracture   ^ 

properties are compiled,  m this sense, it would follow the 

format of the Aerospace Structural Metals Handbook, which is 

published by the Mechanical Properties Data Center.  This volume 

should be an extended data compilation offering a wide spectrum 

of choices to the design engineer.  It was strongly suggested       Li 

that data for each material be given in matrix form so that 

dependence of the fracture property on composition, metallurgical 

structure, heat treatment, specimen size, test method, etc.,        [] 

would be clearly indicated.  Moreover, if the dependence of the 

fracture property on any of these is unknov i, a blank space U 

should appear so that the user is aware of this gap in the data, 

C-  Effects of Environment, Temperature, and Time 

Considerable discussion was given to the problem of 

displaying the important effects of environment, temperature 

and time on fracture of materials.  The question of temperature 

D 

D 
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dependence is probably dealt with most easily.  In many cases, 

systematic measurements of fracture properties have been made 

as a function of temperature and can simply be included in the 

above two volumes.  However, the synergistic interaction of 

environment, temperature and time raises a more fundamental 

problem.  The problem is partially allieviated by the decision 

to restrict the data compilation to such fracture modes as 

brittle, ductile, and fatigue fracture; nevertheless, there is 

still an obligation to record, where possible, the effects of 

these parameters on fracture data.  While there was no agreement 

on how to achieve this, the final consensus was that environmental 

influences should be included only when the results are clear, 

and that variations with temperature be included only when they 

are well-known.  Nevertheless, clear statements should be made 

both in Volumes One and Two to the effect that unknown environ- 

mental or temperature effects may exist which could vitiate 

fracture data for some applications.  A stress corrosion cracking 

handbook is now in the planning stage (see the Report of ARPA 

Materials Research Council dated 7-10-72 of the Stress Corrosion 

Group) and could be used as a cross reference. 

It was suggested that a general warning be given in both 

volumes to the effect that possible influences on fracture be- 

havior can be exerted by working and recrystallization textures, 

residual impurities and inclusions. 
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A.  Materials 
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IV.    Specific Materials and Properties for Fracture Data 

Compilation 

In the short time which was available, the Workshop 

undertook to suggest specific materials and specific fracture 

properties which might be included in the data compilation 

(Volume Two).  To limit the options somewhat, the NBS Organizing 

Committee had restricted the discussions of this Workshop to 

structural ferrous materials, and these are the materials from 

which the Workshop made its specific recommendations.  However, 

it was the unanimous opinion of Workshop participants that other 

materials, particularly Al and its alloys, be included even in 

the first editions of the data compilation. 

D 
D 

■ 

Material recommendations are listed in Table I and are 

grouped according to the interests of the three industries 

represented at the Workshop.  Those materials which are pre- 

ceded by an asterisk are those which are believed to have been 

most widely investigated for fracture properties.  These 

materials would then represent the logical starting point for 

data collection. 

B.  Fracture Properties 

There was general agreement that traditional mechanical 

properties, such as UTS and yield strength, should be included 

in the compilation for the sake of completeness.  There was 

considerable diversity of opinion over which of the more sophisti- 

cated, modern fracture properties should be included.  The 

:: 
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properties listed in Table II are indicative of the spectrum of 

properties suggested by the Workshop.  No attempt was made to 

select one property over another one for inclusion.  And, in 

fact, it was specifically recommended by one group that all of 

these properties should be included in the compilation. 

V.     Execution of the Project 

A number of valuable recommendations were made for optimum 

use of time and money in the collection of fracture data. 

A.  Time Table 

It was the unanimous opinion that Volume One of the 

compilation should be completed within one year's time.  No time 

limit was placed on Volume Two, although it was suggested that      '~ 

the collection of data for Volume Two be begun concurrently with 

the work on Volume One. 

5.  Level of Effort 

The effort to complete Volume One was estimated to be 

between one and twr man-years. 

C.  Data Sources 

The major sources of fracture data are suppliers (or 

vendors), the "knowledgeable" industries (e.g., automotive, 

pressure vessel industry), DoO experience on various aircraft, 

(e.g., F-lll experience), technical literature and the Metals 

Property Council. 
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D.  The Role of NBS 

Several Workshop participants expressed the feeling that 

NBS should be in this type of activity as part of its future 

thrust and need to interact more closely with the Nation's 

industry.  However, it was the consensus of the group that NBS 

did not now have the personnel necessary to achieve the recom- 

mendations of the Workshop.  It was suggested that either a new 

man be hired to do this cr that an external person be named to 

work with current NBS personnel.  It was deemed important that 

one man (presumably at NBS) plan and manage the project.  The 

hope was expressed that the external man would be an industry 

representative and not one of the "knowledgeable" people from 

the university community. 

E.  Problems and Barriers for NBS 

Nearly everyone expressed the thought that difficulties 

might arise for NBS, as a government agency, to extract the 

relevant data from private industry.  Suspicion and fear of 

possible regulation or interference would prevent many indus- 

tries from cooperating fully.  One tactic was suggested (Feltner, 

Ford Motor Company) that NBS might send an intern to an indus- 

trial plant to gain experience in what industry needs and would 

use in the way of a fracture data compilation.  Another possible 

tactic would be to work through societies, such as the SAE, in 

which private industry has a considerable stake and to which 

they contribute time and data for common purposes. 
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I. 

VI-    Summary of Conclusions and Recommendations of the 

Workshop 

Although many opinions, suggestions and recommendations 

were offered by individual Workshop members, many of which are 

documented in the body of this report, there did emerge a con- 

sensus on a few important questions.  These consensus conclusions 

and recommendations are listed below. 

1. Although large, knowledgeable industries will pro- 

bably always generate their own data and data compilations, a 

definite need exists for a fracture data compilation for the 

purposes of preliminary design exercises and those smaller 

companies that cannot afford to make their own verification tests. 

2. Because of these needs, the Workshop participants 

recommend that a fracture data compilation should be made. 

3. The best format for communicating fracture data is 

the handbook.  Specifically, such a book should be divided into 

two volumes.  Volume One to contain prefatory material which 

would educate the user in simple terms and by example on the use 

of fracture data; and Volume Two which would be an extended 

compilation of fracture data for representative materials to 

include at least structural ferrous materials and the aluminum 

alloys.  The scope of the data to be included should be limited 

to brittle, ductile, or fatigue fracture modes as distinguished 

from such time-dependent modes as stress corrosion, or stress 

rupture. 

I 
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4. A wide spectrum of fracture properties and material 

conditions should be included in Volume Two so that the user can 

choose his own "best" value for his particular application. 

These properties and materials should be coupled closely to 

current and forecasted design practices in industry. 

5. The effects of temperature, environment and time 

should be included only when the results are clear and the vari- 

ation of properties with these parameters are well-known. 

However, cautionary statements should be made that fracture 

properties are often strongly effected by these parameters. 

6. Volume One should be completed within one year's 

time. 

7. Volume Two will require considerably longer time 

to compile.  Sample data displays should be sent out to various 

industrial users at an early date in the compilation to obtain 

suggestions for the best format. 
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Some Perspectives and Recommendations on 

Stress-Corrosiort Cracking 

Morris Cohen* and H.  H.   Johnson** 

ABSTRACT 

The Proceedings of the July 1971 ARPA Materials Research 

Conference on "Environmental Degradation of Stressed Materials" 

have been reviewed to provide a basis for reaching up-dated con- 

clusions and recommendations concerning important areas in stress 

corrosion.    Attention is also drawn to various unresolved issues in 

the field,  both general and specific.    In addition to the research 

opportunities thus highlighted,  there is an overriding need to make 

the available information and experience on stress corrosion more 

readily accessible to the engineering community; a handbook series 

for this purpose is proposed and delineated. 

*     Department of Metallurgy and Materials Science,   Massachusetts Institute 
of Technology,   Cambridge,  Mass.   02139 

**   Department of Materials Science and Engineering,   Cornell University, 
Ithaca,  New York 14850. 
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1.    Introduction 

A Conference on " Environmente! Degradation ot Streased Materials- 

was organized „y Professors J.  P.  „irth an(i F.  A.  McClintock ^ Woods 

Hole,  Massachnsetts on ZUZ3 July ,„, „„,„ ^ auspices o( ^ ARpA 

Materials Hesearch Co^cil.    Most of the etnphasi, „as directed to stress, 

oorroaion cracking (SCC, phenomena.    The Proceedings of the Conference 

were puhllshed in the form of thirteen papers and a Summary Report, 

as Volume 1! of the Preliminary Re^    Memory ■„-^-,. „ 

Notes of the ARPA Materials g C „ ,   iTul,   1971). 

A year later,  on lO-U July 1,72.  . meeting „as held ^ ^„^ 

Massachusetts,  again under the aegis of the ARPA Materials Research 

Council,  in order:   ,a)   To assess the Proceedings of the above Con- 

ference as a basis for reaching a set of conclusions and recommendations 

on important areas in stress corrosion,  and (2) To examine the feasi- 

hility of preparing a Handbook on Stress   Corrosion,   and suggest ways 

of implementing such a project. 

These objectives were attained as reported herein. 

2.    Participants 

The task group taking part in the July 1972 study consisted of: 

B.   F.   Brown,   Formerly Naval ResM^J, T    U 
University Re8earch laboratory,   now American 

M    Cohen    Massachusetts Institute of Technology 
J.   P.   Hirth,   Ohio State University 
H.   H.   Johnson,   Cornell University 

.0 

;. 

■ 
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J.  Kruger,  National Bureau ol Standards 
F.   A.   McClintock,   Massachusetts Institute of Technology 
H.   W,   Paxton,  National Science Foundation 
E.  N.   Pugh,   University of Illinois 
H.   H.   Uhlig,   Massachusetts Institute of Technology 

3.     Conclusions and Recommendations Based on tNe 

July 1971 Conference 

A.    General Points Concerning the 1971 Conference 

A. 1      It was the consensus of the participants that the Summary 

Report of the 1971 Woods Hole Conference on " Environmental Degradation 

of Stressed Materials" was a valuable summary of existing knowledge and 

problems.     The proposed classification of stress-corrosion cracking 

mechanisms (Table I) was accepted as sufficiently comprehensive for 

present purposes. 

A. 2      Existing knowledge of stress corrosion is not adequately 

appreciated by the engineering community.    As a consequence,   structures 

are frequently designed and fabricated in ignorance of the stress- 

corrosion possibilities,   and occasional catastroph   s occur which could 

have, been avoided. 

A. 3       It appears that in many instances stress-corrosion cracking 

(SCC) is inherently a low-probability event,   and very real questions 

arise as to the cost-benefit balance if the most stringent protective 

measures are undertaken.    There has been no attempt yet to analyz« 

SCC and preventive measures on a cost-benefit basis; if it could be 

carried out,   the analysis would probably lead to quite different pro- 
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I 
I tective strategies for different types of engineering application.    Good 

statistical data and detailed descriptions of SCC events will be required 

I 
♦ for such an analysis. 

A. 4      It is recommended that a strong effort be undertaken to collect 

and systematize SCC knowledge,   and that the resulting documents be 

widely publicized in the engineering community.    This program might be 

undertaken in three steps.    The first would be a compilation of case 

histories of important stress-corrosion failures,  with an accompanying 

text describing the important lessons and principles derived from each 

case history.    The second would be a compilation of qualitative stress- 

corrosion information on major alloy systems in the more common 

environments,  with the information presented in tabular form by both 

alloy system and environment.    Finally,   a full handbook summary of 

quantitative engineering data on SCC is recommended.    In all three 

instances,  the formats should be selected to be of maximum usefulness 

to design,   operating and materials engineers. 

i; 

: 

B.    General Technical Points 

B. 1      SCC is a complicated problem with aspects of metallurgy, 

surface and electrochemistry,  defect physics,  and mechanics,  including 

both crack-tip phenomena and mechanical design.    Consequently,  in a 

given SCC situation,  prevention or amelioration of SCC may be attempted 

by any of several widely different techniques,  which must be evaluated 

both technically and economically: 
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i)   replace susceptible alloy by one more resistant; 

ii)   cladding or plating; 

iii)   design change,  e. g. .  to mitigate stress concentrations or sites 

for localized environmental concentration; 

iv)   improvement in fabrication techniques or procedures,   e. g. 

shot peening; 

v)   improved housekeeping (cleaning,   fit-up practices,   etc. ) during 

fabrication; 
[ I 

vi)   improved inspection p.-ocedures to detect potentially damaging 

flaws; 

. . 

.: 

. 

vii)   environmental control - such as deaeration.  anionic inhibitors, 

galvanic coupling and cathodic protection. 

The use of one or more of these techniques constitutes an SCC-control 

plan.    It seems probable that the concept of such control plans,  where 

several techniques are adopted in harmony to prevent SCC.  will be 

increasingly used for high-risk structures. 

B^      Because SCC is so complicated,  basic research has not yet 

led to guidelines for predicting possible SCC susceptibility in untried 

combinations of materials and environments.    Basic research has sug- 

gested several conceptual mechanisms which,   in the future,  may be 

sufficiently developed for predictive purposes.    However,  for unproved 

performance in engineering systems,  parametric research with 

systematic control over experimental variables will be required in the 
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foreseeable future.    This broad-focus approach may well indicate the 

optimum directions for basic research.    It has been successful in improv- 
T 

ing the SCC resistance of aluminum alloys. 

B. 3      It is recommended that at least one SCC system be studied in 

multidimensional-variable space,   to suggest possible empirical corre- 

lations for other systems.    Appropriate variables would include pH, 

(temperature,  potential,  microstructural parameters,   anion and cation 

species,  etc.    Of particular interest would be the determination of 

cracking regions in potential-pH space for both smooth and pre-cracked 

specimens. 

B. 4      For situations where crack propagation is life-limiting,   experi- 

mental techniques based on fracture mechanics are valid for at least a 

semi-quantitative assessment of SCC susceptibility.    The parameters 

required are K
ISCC and the V-K plot.    This approach has been most 

widely used for the higher strength materials,   but is potentially applicable 

at lower strength levels.    However,   crack branching and the resultant 

uncertainty in K are more commonly encountered at lower strength levels; 

this requires further theoretical and experimental attention. 

B. 5      It was agreed that present understanding of corrosion fatigue 

as well as its relation to SCC is unsatisfactory.    The data-base should be 

enlarged and,   if possible,   critical experiments devised.    Since even con- 

ceptual models are largely lacking,  parametric research will probably 

be the most productive approach for the time being. 
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B' 6      Crack-tip chemistry experiments suggest strongly that all deep 

aqueous-media stress-corrosion cracks propagate in local environments 

suitable for the reduction of hydrogen ions,   although hydrogen may not 

necessarily be the causative agent in the cracking process.    The crack- 

tip chemistry becomes independent of the bulk environment.    Pourbaix 

diagrams provide an essential framework for this interpretation. 

C.    Progress and Problems Concerning Some Major Alloy Systems 

C. 1      Aluminum Alloys 

Substantial improvement in the SCC resistance of high-strength 

aluminum alloys has been obtained in recent years at little or no cost in 

strength.    Semi-empirical or parametric procedures were used,  in which 

systematic variations in composition,  processing,  and heat treatment, 

followed by laboratory corrosion testing,  have been the guiding factors. 

For example,  elimination of iron in the melting stock removed a massive 

precipitate in the eventual service microstructure which was associated 

with SCC susceptibility.    This approach has lengthened the laboratory 

SCC-failure times by factors up to 10 ,  thus guaranteeing satisfactory 

performance for many applications,  even though the threshhold stress 

intensity for crack growth may remain low. 

This has led to substantial reduction in the incidence of SCC failures, 

which were commonly due to intergranular crack propagation especially 

in the short-transverse direction of aluminum-alloy forgings.    At the 

same time,  improved design procedures decreased the stresses in the 
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short-transverse direction; no doubt this has also contributed to more 

favorable failure statistics. 

There remains a lack of basic understanding of the grain-boundary 

failure mechanism,   and some controversy over the role of aging in 

relation to SCC susceptibility.    It appears that critical experiments could 

be devised to evaluate the role of aging and the associated factor of the 

degree of precipitate/matrix coherence.    This might suggest the directions 

for further practical improvements. 

C. 2      High-Strength Steels (tr    >  180 ksi) 

SCC of high-strength martensitic steels in aqueous environments 

remains a troublesome problem.    At strength levels of approximately 

235 ksi and above,   all high-strength steels rn water exhibit K values 

1/2 
in the low range of 10 - 20 ksi-(in)  '   ,    Substantial efforts to improve 

performance by variations in processing and thermil treatments have not 

yet been successful; some increase in failure time has been obtained,  but 

not in sufficient magnitude to be of practical value,   and the threshhold 

stress intensities have not been raised.    At strength levels between 180 

and 235 ksi,   the different high-strength steels exhibit widely scattered 

performance levels in water; this can be attributed to metallurgical 

factors which,   if understood and brought under control,   could result in 

appreciable   improvement.    Bainitic structures would be of interest in 

this connection. 

At these high-strength levels,   Mie problem of flaw detection is 
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formidable.     For a strength level of 200 ksi and a K of 10 ksi-dn)1/2, 

the critical flaw size is well under 10"    in,  which calls for extreme capa- 

bility in non-destructive testing techniques.    At present,  the very high- 

strength steels are useable only with the most careful processing,   plating, 

and inspection procedures. 

There is much circumstantial evidence that hydrogen is the cause of 

water-induced cracking of high-strength steels,   although the specific 

mechanism  remains controversial.    The hydrogen concept is supported 

by crack-growth rates,  hydrogen-permeation studies,   and crack-tip 

electrochemistry experiments. 

It is of considerable interest that the SCC resistance of mild and 

medium-carbon steels is substantially improved by severe cold working. 

This improvement may well result from the very fine,high dislocation- 

density microstructure produced by cold working; such a microstructure 

could hinder the passage of hydrogen.    Further research along these 

lines would be worthwhile,   including some delineation between the effects 

of cold working on crack initiation vs.   crack propagation under stress- 

corrosion conditions. 

Prior austenitic grain boundaries are a promising area for research 

with respect to aqueous-media SCC cracking of quenched and tempered 

steels.    Water-induced cracks often propagate along these boundaries: 

if they could be strengthened or "cleaned up," perhaps by directional 

solidification or electroslag remelting,   substantial improvement in 

:: 
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performance might result. 

C. 3      Titanium Alloys 

Service SCC-failure experience with titanium alloys is some- 

what limited,  but substantial laboratory data are available.    Both inter- 

granular and transgranular cracking modes have been observed,  and 

there is evidence that the intergranular mode,  which occurs primarily 

in halogen-containin j organic liquids,  can be categorized as strain- 

accelerated dissolution. 

The mechanism of the transgranular mode of failure is perhaps more 

controversial,  with questions centering around the possible role of 

hydrogen.    The rather high crack velocities observed seem not to be 

compatible with a dissolution mechanism. 

Two mechanisms have been proposed to explain titanium-alloy 

failures in the rather unique environment of nitrogen tetrox de.    On the 

basis of metallographic evidence,  a brittle-film model has been proposed, 

but more recently an electrochemical-dissolution mechanism involving 

the formation of a TiO(N03)2 complex has also been suggested. 

In recent years there seems to have been general improvement in the 

SCC resistance of titanium alloys as measured by the safe strength 

levels; this appears attributable to closer control of the a - ß micro- 

structure as produced by variations in composition and thermaj treatment. 

It is possible that further improvements could be obtained by this route. 
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•    The operative dissolution may be on too fine a scale to be detected. 

C^J   Austenitic Stainless Steels 

Recent problems with nuclear-power systems have again high- 

lighted the problem of stress-corrosion cracking of austenitic stainless 

steels,   especially in aqueous media containing chloride and fluoride 

ions.     This system is not easy to study realistically,   since the service- 

environmental factors are difficult to duplicate in the laboratory.    Some 

effort has been devoted to improvements in SCC resistance by variations 

in composition and processing; this area is also intertwined with economic 

and fabrication factors. -   • 

At the moment,   mechanistic controversies center on the relative 

probabilities that hydrogen,   stress sorption.   or slip-step dissolution 

are the key features of the SCC mechanism.    Experimental evidence also 

suggests that film dissolution and formation kinetics are important,  but 

film considerations can be incorporated into any of the above three con- 

cepts.    The major problem for the hydrogen idea is that the mere 

presence of hydrogen does not at all guarantee that it is the causative 

agent,  while it is not yet clear that the slip-step dissolution model is 

compatible with the brittle SCC fracture surfaces commonl. observed. * 

The stress-sorption concept is consistent with the critical potentials 

measured for austenitic stainless steels and with the beneficial effect 

■ 
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of inhibit'       ions,   but it is probable that the other concepts are also in 

accord with the critical-potential idea.    It is evident that new experi- 

ments must be devised to evaluate these concepts. 

D,    Specific Technical Concepts and Issues 

D. 1       With most alloys the specific-ion concept becomes less signifi- 

cant at higher strength levels.    Nominally mild environments can become 

aggressive at increasing strength levels,   and the same environment,   e. g. , 

water,  may then be harmful to widely different alloy systems.    It is not 

wholly clear why this should be so. 

D. 2      The operative role of hydrogen as a general SCC causative agent 

for several alloy systems is not adequately explored.    It may be possible 

to devise some unequivocal experiments with respect to the role of hydro- 

gen,   in which a thin specimen is (a) stress cracked from one side in an 

appropriate,  well-controlled electrochemical cell and (b) hydrogen 

charged from the other side in a separate,   independently-controlled 

electrochemical cell. 

D. 3      There is need for     quantitative physical models to account for 

the brittleness induced by hydrogen. 

D. 4      The concept of a "critical potential"  for SCC-initiation 

susceptibility should be examined for a larger number of alloy systems. 

D. 5       Experimental criteria for SCC susceptibility have been sug- 

gested under the various titles of "border-line passivity," "critical 

potential,"  and "critical ratio of film-formation to metal-dissolution 
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rates."    The degree of compatibility and utility of these concepts should 

be established. 

D- 6       In situations where stress-corrosion cracks emanate from 

pits,   it is believed that the occluded volume of the pit leads to local 

electrochemical changes,   e, g, ,   acidification,   which then causes cracking. 

However,   the abrupt transition from a rounded pit to a sharp crack is 

poorly understood.    In general,   pitting is neither necessary not sufficient 

as a precursor for SCC; situations are well-known where SCC is not pre- 

ceded by pitting,   and in which pits do not lead to cracks. 

Dj_7      Concentration profiles near grain boundaries should be studied 
- 

for intergranular SCC systems by such techniques as Auger spectrocopy, 

ESCA,   energy-loss analysis,   etc. 

D- 8 Stress-corrosion media in service do not usually cause ex- 

tensive general corrosion. Is this significant, or does it simply follow 

from the fact that alloys are often selected on the basis of good general 

corrosion resistance? Attempts should be made to model the stability/ 

instability conditions of a corroding interface. 

D- 9      There appears to be only meager understanding of the 

mechanisms whereby anion inhibitors operate.     This area could be of 

substantial importance in the development of preventive methods.     The 

interaction of anions with imperfections such as emerging dislocations 

and flaw tips should be studied,   if techniques can be devised. 
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D. 10      Questions concerning the mechanical/chemical and continuous/ 

discontinuous nature of SCC crack growth in many systems remain un- 

settled.    This is of considerable mechanistic significance,  particularly 

with respect to the slip/dissolution model. 

D. 11       The material and mechanical description near a moving crack 

tip remains disturbingly approximate.    Physical models and analytic 

techniques are needed on the dislocation and lattice scales.    It would be 

desirable to describe quantitatively the interaction between a strained 

discrete lattice and specific adsorbed ions. 

D. 12 One wonders whether the improved SCC resistance of cold- 

worked steel has more general validity. A systematic investigation of 

the role of cold deformation in SCC resistance would be highly desirable. 

D. 13      Attempts to produce SCC-resistant microstructures by 

thermal cycling through a phase-transformation range should be under- 

taken for steels and titanium alloys.    This could lead to finer micro- 

structures with newly-formed boundaries,  which might well have improved 

resistance to SCC. 

D. 14      Carefully designed bicrystal studies have many interesting 

possibilities for revealing the interplay of phenomena at grain boundaries 
I 

under conditions of stress corrosion. 

1 
D. 15       The influence of systematic and random   stress variations on 

crack  growth should Se studied under SCC conditions.    This line of re- 

search may help explain why service-failure times are often longer than 

indicated by laboratory tests. 
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4.    Proposed Handbook Series on Stress Corrosion 

corrosion easily accessible to design and operating engineers as well as 

to materials engineers.    SCC failures constitute a serious and costly 

problem in many technologies,   and the potential dangers will become even 

more intense.    Hence,   it is essential that the hazards of SCC be fully 

recognized by the engineering community,   and that ways of avoiding,   or 

coping with,   this threat be published in a readily useful form.    As recom- 

mended in A. 4 of the previous section,  we have concluded that a three- 

part handbook series would be an effective and realistic vehicle for the 

information-transfer process being proposed. 

A-    Part I.    Documented Case Histories Involving Stress Corrosi 

It is intended that this part of the handbook series will be a com- 

pilation of those stress-corrosion failures which have maximum educational 

value.    The circumstances and cause(s) of each failure will be described 

in a standardized format,   highlighting such factors as the design and 

application,   materials and environment involved,   operating conditions, 

critical circumstances,   corrective measures taken,  lessons learned, 

guiding statements and precautions for other applications.     The case 

histories to be selected should cover a wide range of materials and 

environmental combinations,   typical of general engineering practice. 

Wherever helpful,   illustrations (photographs,  line drawings,   micro- 

graphs) should be included. 
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The list of 22 case histories given below is mdicative only.    These 

instances of stress-corrosion failures are known and presumably can be 

documented.    A more thorough search would undoubtedly reveal many 

other cases of importance for this compilation. 

Stress-Corrosion Failure Source of Information 

1. Dresden Reactor:   failure of 
17-4 FH control rod,  wrong 
aging temperature used for 
SCC resistance 

2. Swedish Agesta Reactor:   failure 
of inco.nel 600 inspection tubes 

3. 304 Stainless Steel Primary 
Reactor: from radiolysis of 
freon 

4. Shippingsport Reactor:   caustic 
cracking of 304 steam generator 
tubes 

5. Small Steam Turbine:    302 
stainless moisture shield 

6. Savannah River Reactor:   failure 
of 304 stainless heat-exchanger 
tubes 

S.   H.   Bush,   paper delivered 
at 1971 Conference,   Woods 
Hole,   Mass. 

7. Oyster Creek Reactor:   pressure- 
vessel control-rod system,   304 
stainless stubs welded to ferritic 
steel vessel 

8. Saturn:   Al 356 casting failed,   Hg 
thermometer broke,  Hg attacked 
aluminum alloy catastrophically 

9. Bone-Brace Corrosion Fatigue 

Mentioned by Roger Stachle 

Mentioned by Roger Stachle; 
John Wulff might have infor- 
mation on biomaterial failures 
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10. Silver Bridge over Ohio River 

11. Apollo Oxidizer Tanks-    Ti 6-4 
alloy in contact with methanol 
and ISLO. 

2   4 

12. F-lll Main Support Member: 
failure of Si-modified 4340 

13. Comet Aircraft:   poor design,   poor 
fatigue properties in moist air, 
corrosion fatigue 

Mentioned by Roger Stachle 

.1 

:: 

14.    Cracking In Bell Telephone Relays 
in Los Angeles:   nickel-brass 
attacked by nitrates in air 

Mentioned by H.   H.   Uhlig, 
written up somewhere in 
ASTM 

15.    John Hancock Building in Boston: 
attack of brass in air-conditioning 
fixtures by ammonium nitrates 
produced by spark-electrostatic 
dust eliminators 

Mentioned by H.   H.   Uhlig 

16. Failure of D6A Steel Hydraulic 
Actuator     moist atmosphere 

17, LEM:   Al 7075 - T651 Tapered 
Pin Fittings 

Tiffany and Masters article 
in ASTM 381 

Mentioned by Roger Staehle 

18.     Ti Rivets Clad with Cadmium; 
failures in 747 aircraft 

19.    Tank Cars for Transport   of 
Anhydrous Ammonia; 
quenched and tempered steels 

Mentioned by Roger Staehle: 
Phelps and Loginow article in 
Corrosion 

20,    J-2 Engine:   hydride formation 
in Ti-5Al-2. 5Sn 

Mentioned by Roger Staehle; 
H.   Reiss of UCLA should have 
further information 

21, HS Problems in Oil Industry; 
some wells were capped when 
even 9Ni failed 

Mentioned by Roger Staehle. 
see articles in Corrosion over 
past several years 

-454- 

'' 

,. 



  

I. 

I. 

I. 

I 

22.    Radioactive Nitrates in Steel 
Tanks M.   Holtzworth et al. ,  Matls, 

Protection 7 (1968) 36 

are: 
Other possible SCC case histories from which le ssons can be learned 

1. Aluminum Alloy Forgings:   failures in short-transverse direction. 

2. Cathodically Protected Gas Pipelines:   caustic embrittlement. 

3. Galvanic Couples:   martensitic stainless nails used on aluminum 
roofing. 

4. High-Strength Fasteners:   hydroger embrittlement. 

5. Copper-Base Alloys:   interpranular cracking. 

^    Part g;    Guidelines for Protection Against Stress Corro^inn 

This part of the handbook series will consist of tabulated qualitative 

information   concerning stress corrosion,  as distilled from the case 

histories and other available sources.    There will be two types of dis- 

plays: 

1.    Tabulations by alloy  systems 

Steel8 Al Alloys Ti Alloys Stainless Steels 

4340 - 250 ksi 2024 
4340 - 180/200 ksi     5040 
HY80 
1020 
A533 
Maraging 

Cu Alloys 

70-30 
60-40 
Cu-Be 
Bronze 

7075 - T6 
Casting alloy 

6-4 
8-1-1 
6-6-2 
B120VCA 
ßlll 

304 stainless 
316 stainless 
410 stainless 
Ferritic stainless 
17-4 PH 
Inconel 600 
Incalloy 

Other Alloys 

Monel 
Mg alloys 
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For each of the  above alloys,   the known SCC dangers or conditions 

to be avoided will be listed with respect to (a) the material itself 

(impurities,  microstructure,   state of stress,   surface quality,   etc. ), 

(b) the assembly (welds,   crevices,   galvanic couples,   etc, ),   and (c) the 

environment (pH,  temperature,   oxygen concentration,  halide ions,   etc. ), 

In addition,   for each alloy system,   there will be a list of known 

methods for effectively avoiding stress corrosion,   such as plating or 

cladding,   galvanic protection,   oxygen scavenging,   inhibitors,   pH control, 

and temperature limits. 

Liquid sodium 
Liquid mercury 
Liquid lithium 
Liquid NaK 

2.     Tabulations by environment 

Atmosphere 
Pure water 
Tap water 
Sea water 
Carbonic acid 
Other acids 
Caustic solutions 
Nitrates 
Chlorides 
Ammonium solutions 
Sulfates 
Sulfides 
Cyanides 

For each of the above media and for given alloys studied in such 

media,   the following designations will be posted: 

A = no SCC failures found in laboratory tests,   or in service. 

B = SCC failures found in laboratory tests,  but not in service. 

C   = SCC failures found in laboratory tests,   and in service 

1] 

. . 

.. 

■456- 



Careful attention should be paid to the tabular or matrix form to be 

adopted for presenting the above compilations; the choice of format will 

depend on the amount and nature of the collected SCC information. 

Wherever possible,   references ere to be given in the tabulations for 

further information and for keying back to the case histories in Part I. 

c-    Part III.    Stress-Corrosion Data Relating to Design and Failure 

Analysis 

Quantitative stress-corrosion data of engineering utility are to be 

as jembled in this part of the handbook series.    The selected alloy/ 

environment systems will match,  to the extent possible,  those tabulated 

in Part II,   and specific information will be included on the prevailing 

conditions for which the data are relevant (temperature,   ionic concen- 

trations,   applied potential,   critical potential,   etc. ). 

Crack-propagation data will be based on the relation between crack 

velocity (V) and the operating stress intensity (K ).    The general pattern 

shown below is representative of many SCC tests    with precracked 

specimens,   although the full curve has been determined in relatively few 

I09V 

Kr 
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cases.    For practical applications,   regime I and the plateau or inflection 

region (regime II) are of particular interest,   since the crack velocity 

in regime III is far beyond anything that can be tolerated in service. 

For some systems,   especially with high-strength titanimn alloys and 

steels,   the slope in regime I is essentially vertical,   and the corres- 

ponding value of K   is K ,   representing the threshhold stress sensitivity 

below which safe performance is assured.    However,  for aiumimim alloys 

and probably for lower-strength titanium alloys and steels,   a definite 

K              threshhold cannot be fixed because the slope in regime I is not 

zero.    It is then     useful       to take K--^,- at an arbitrary crack-growth 

rate,   say 10      cm/jec,  which is sufficiently slow to guarantee satis- 

factory performance for the intended service. 

The (V,  K ) values associated with the inflection point are also of 

interest,   inasmuch as conditions beyond this point are clearly in an 

unsafe range for the alloy and environment under consideration. 

The suggested stress-corrosion data may be divided into two cate- 

gories:    static and cyclic loading.    Wherever appropriate,   special 

remarks,   warnings and references should be given. 

Category 1 Data on Static Loading 

A.    Tabulate stress      for chosen SCC initiation times with smooth 
specimens (1 hr. ,   1 day,   1 yr. ) 

. 

: 

B.     Tabulate K       for chosen SCC initiation times with precracked 
specimens (1 hr. ,   1 day,   1 yr. ). 
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C. Tabulate K   (~K ) for a selected low rate of crack growth with 
precrackea specimens (~10"'  cm/sec). 

D. Tabulate d log V/dK   for regime I (precracked specimens). 

E. Tabulate V and K   corresponding to inflection point in log V - K 
curve (precrackea specimens). 

Category Z Data on Cyclic Loading 

Q 

F. Tabulate stress for lifetime of 10    cycles; specify mean stress and 
frequency (smooth specimens). 

i . 

G, Tabulate AKj for lifetime of 10    cycles; specify mean AKT and 
freqxjcncy (precracked specimens). 

IT.     Tabulate parameters c and n for corrosion-fatigue crack data 

, .       d (crack length) „ n 
represented by -j- ; ^      = cAKT    ; specify mean AKTf d (no.   of cycles) I r        ' I 

range of AK ,   and frequency (precracked specimens). 

D.    Implementation of the Handbook Series on Stress Corrosion 

We believe this data-collection and handbook-publication program to 

be of sufficient importance to warrant funding by some combination of 

NSF,   ARPA,   the Electric Power Research Institute,   and a number of 

industrial organizations.     Under such auspices,   p. Steering Committee of 

authorities in the field of stress corrosion would be appointed to plan, 

budget,   implement and coordinate the three parts of the handbook series. 

The following suggestions are intended to be illustrative of a plan for 

action.     The Steering Committee could be initiated and chaired by Dr. 

H.   W.   Paxton.     This Committee would prepare a formal proposal and 
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budget,   seek funds,   and appoint editors for Parts I.   II and III.    [t is 

estimated that,   aside from committee and panel participation.   Part I [j 

will require a 1/2 man-year effort.   Part II    1 . 1 1/2 man.year8f   and 

Part III about 3 man-years.    Institutions with data-collection a.    distri- 

bution expertise,   such as the National Bureau of Standards or Battelle 

Memorial Institute,   could prove quite valuable in this program,   expecially 

in connection with Part III. 

^r 

is soon 
; 

It I. not advisable to decide at this point whether the three parts of 

the handbook shoujd be published in separate voltes or in some othe 

combination.    We do see the need,  however, for pubfiahing Part I a 

as possible.    All such decisions would fall within the prerogatives of the D 

Steering Committee. 

0 
Ü 

D 
D 
0 
-  . 
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WORKSHOP ON MATERIALS FOR ENERGY CONVERSION 

A. L. Bement and R. Kaplow 

I.     Introduction 

A two-day workshop on materials for energy conversion was 

held at Centerville, Massachusetts, on July 20-21, 1972.  The 

attendees are listed in Appendix A.  During the first day of the 

workshop brief presentations were given to highlight the general 

characteristics of selected energy conversion technologies and 

materials problems associated with these technologies.  The pre- 

sentations given are listed below: 

Topic 

1. Enumeration of Proposed New 
Energy Schemes 

2. Solar 

3. Fast Breeder Reactors 

4. Fission Reactors 

5. Fusion Reactors 

Magnetohydrodynamics 

Steam and Gas Turbines 

6. 

7. 

8. Review of Current Materials 
Processing Issues 

Presenter 

A. L. Bement 

R. Kaplow 

A. L. Bement 

S. H. Bush 

A. L. Bement 

P. L. Farnsworth 

C. T. Sims 

M. Flemings 

The second day was devoted to the development of opinions 

and projections of materials problems in two of the above tech- 

nologies; namely, gas turbines and fusion reactors.  The intention 
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was to select one technology that is fairly far along in develop- 

ment and another at an early stage.  For this exercise, not only 

the probable occurrence of "needs" was considered, but also such 

factors as relative importance, the time of probable impact on 

planning and execution processes, the segment of materials tech-     i 

nology to which the problem is directed, the sort of R & D required, 

and the cost of the necessary work were discussed.  To provide a 

structure for some of these points, a list of elements (or 

functions) of materials technology (Appendix B) and a sequence of   U 

steps in the process of planning and executing a new energy tech- 

nology (Appendix C) were developed.  An attempt was made to organ- 

ize the discussion in terms of filling out a "matrix" in which      [I 

columns corresponded to energy conversion schemes, rows to the 

separate elements of materials technology, and the "boxes" seg-     0 

mented to highlight the existence, severity, impact time, and 

cost of potential problems. 

II.    Summary 

The two-day workshop on materials for energy conversion 

proved to be a useful and stimulating exercise for reviewing some 

of the more important (and more obvious) materials problems af,aoo- 

iated with advanced electrical generation technology.  The short 

time available and the limited representation restricted the depth 

of examination and study, and provided only a hasty survey of a 

few of the important elements of materials technology for two 

selected systems.  From the survey presentations and workshop 

.! 
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discussions the following general statements related to materials 

problems can br made: 

a.  Nearly all advanced electrical generation technologies 

have materials problems that will have a significant impact on 

design limits and on operating or maintenance costs.  In some 

systems (possibly high-performance gas turbines, MHD generators, 

and fusion reactors) materials problems and limitations may 

jeopardize technical or economic feasibility. 

b. Materials properties limits will have a greater con- 

trolling factor on new technology development and will very likely 

be the pacing factor in improving the thermal efficiency and 

plant factor of existing systems. 

c. There is an urgent need for increasing pressure for 

the industrial scale-up of new materials processes to respond to 

a growing emphasis on quality assurance and to allow for the 

substitution of more advanced or less strategic materials. 

d. iMaterials in advanced energy conversion systems will 

be submitted to increasingly aggressive and stringent environments. 

This will heighten the need for improved materials characterization 

methods, protective measures, and reliability assessment.  A close 

interaction between the designer and materials engineer is abso- 

lutely essential. 

e. Materials problems causing serious maintenance diffi- 

culties and loss of plant availability in present systems are 

occurring in the more conventional components that have not 

benefited from the main thrust of the engineering and materials 
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R & D in support of critical system components.  The origin of 

many of these problems stems from those elements of materials 

technology (fabrication, codes and standards, inspection and 

testing methods) that are usually overlooked in system develop- 

ment programs and are left to equipment suppliers to solve dur'.ng 

or subsequent to vendor qualification and procurement stages. 

f. In-depth materials studies in support of advanced 

energy conversion, transmission, and utilization programs are 

needed in order to facilitate a more meaningful assessment of 

technical and economic feasibility and to provide adequate lead 

time to anticipate and solve potentially limiting materials 

problems. 

g. The ARPA Materials Research Council could make sub- 

stantial contributions toward identifying and outlining solutions 

to many of the materials problems in energy conversion technology. 

0 
III.   Points Made During Short Presentations 

A.  Enumeratior of Proposed New Energy Schemes 

1.  Technology Options 

In the fall of 1970 the Electric Research Council appointed 

a Research and Development Goals Task Force with the assigned 

responsibility of charting the utility industry's future research 

programs in the areas of energy conversion, transmission, distri- 

bution, environmental control, energy utilization, industry growth, 

system development and fundamental research.  In the area of 

energy conversion technologies the priorities defined below were 
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established: 

Priority 1 - Critically important: projects having an 

indispensable rlrect on all goals, which by their nature must 

receive first attention. 

• present methuds 

• fission breeder reactors (mid 1980's) 

• fusion reactors (mid 1990's) 

Priority 2 - Very important: projects having a somewhat 

less intense impace, but which nevertheless must be included in 

any meaningful R&D program. 

• open-cycle MHD (mid 1980's) 

• fuel cells (10-20 MW size) - (late 1970,s) 

• bulk storage batteries 

Priority 3 - Important: projects of significance to 

future planning and continuing operations. 

• unconventional cycles (K/steam, CO2) 

Priority 4 - Desirable: other projects which are useful 

to accomplish stated goals. 

• closed-cycle MHD 

• solar 

■ thermionic 

Other - (generally restricted in application, limited in 

geographical siting, or of marginal promise for large-scale 

electrical generation). 

• geothermal, tidal, air storage, rocket engine, thermo- 

electric radiation converters, radioisotrope 
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2.  General Comments 

Greater attention should be given to the better utili- 

zation of current energy supply [examples: (1) reduction of line 

losses through the use of better transformai materials, electrical 

insulators, and conductors; (2) development of improved inexpensive 

space thermal insulation materials.]. 

B.  Solar 

1.  Materials Problems 

a. Photo-voltaic: The cell cost must be greatly re- 

duced; a high carrier mobility must be achieved and stably main- 

tained; the carrier trapping rate (defect concentration) must be 

low; junction composition must be carefully controlled. 

b. Space-solar photovoltaic: The cell materials must 

be resistant to surface and bulk damage due to various forms of 

radiation and particle bombardment. 

c. Thermal energy generation: The lens (or mirror) 

materials must be structurally rigid, erosion resistant, and mass 

producible at low cost.  The thin film filters must be stable at 

operating temperatures and resistant to interdiffusion among com- 

plex layer structures.  Corrosion, mass transport, and purity 

control with respect to the liquid metal (or molten salt) heat 

transfer fluid may be problems due to the large distances involved 

and the high surface-to-volume ratio of the conduit network. 

System design may have to accommodate rotation to face the sun. 

d.  Thermal space heating: Inexpensive, weather- 

resistant solar panels, a manufacturing capability for small- 
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and medium-size units and an inexpensive, effective thermal 

storage medium are the principal requi .ements. 

2.  General Comments 

Materials will have a significant effect on economic 

feasibility of solar energy utilization.  Independent evaluation 

of cost of achieving economical solcir energy production should be 

made.  Present national effort is unreasonably small based on 

potential benefit.  Environmental impacts, such as climate modifi- 

cations in the near atmosphere above large-scale collectors and 

microwave transmission dangers from space solar systems, must 

also be considered. 

C.  Fast Breeder Reactors 

1.  Materials Problems 

a. Radiation effects: These include volume swelling 

of structural materials and fuel cladding due to radiation- 

induced void formation; in-reactor creep and growth; swelling 

and cracking of fuel and neutron absorber (Bi,C) materials; and 

helium embrittlement of fuel cladding. 

b. Compatibility: These include fission product 

intergranular attack of fuel cladding; sodium corrosion and mass 

transport; chloride- and caustic-induced stress corrosion cracking 

of steam generator tubing; composition changes in austenitic 

stainless steel due to carbon transport (Type 316 stainless steel 

is the present cladding alloy due principally to available reactor 

experience; stabilized stainless steels are available, but weld 

cracking is a problem that requires b^ ':ter welder qualification 
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and process control procedures). 

c.  Mechanical behavior: These include fuel/clad 

mechanical interactions; combined creep and low-cycle fatigue; 

and the need to maintain core restraint (maintain fixed core 

geometry to control heat transfer and neutron reactivity under 

the influences of radiation-induced dimensional changes). 

2.  General Comments 

Fast breeder reactors require the heavy use of strategic- 

materials (chromium and nickel).  There is a need to consider 

possible substitutes for chromium and nickel and the use of lower 

grade alloys for some applications where use of the highest-grade 

alloy may not be warranted.  It may be difficult to find enough 

sites for nuclear parks.  The projected number of annual install- 

ations may be beyond the capabilities of the industries involved 

(nuclear systems and fuel suppliers, banking/finance, construction, 

utility, insurance, etc.).  Safeguards against the covert diversion 

of plutonium for weapon use will become difficult to enforce due 

to increasing dispersion. 

D.  Fission Reactors 

1.  Materials Problems 

Light-water reactors employ considerable quantities of 

stainless steel for pressure vessel liners and primary circuit 

piping. These materials are susceptible to stress corrosion 

cracking, especially when oxygen is present in the water coolant 

and when the stainless s'teel is in the sensitized condition. 

Similarly, Inconel 600, which is currently used in pressurized- 

. 
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water reactors for steam generator piping, is very sensitive to 

water quality (crevice corrosion at the steam/water interface). 

The possibility exists of using ferritic materials if better 

(cleaner) water quality can be achieved. 

Low-hardenphility steel (A533B) is currently used in 

very heavy sections for -»ressure vessels.  The heavier the vessel 

wall thickness the greater is the possibility that large flaws 

will be undetected during inspection and testing.  Although there 

are additional realizable economies of scale, plant size is limited 

by the ingot size capability of the steel industry.  There are 

potential benefits in going to higher-strength steels to allow for 

larger plant size; however, these may aggravate problems due to 

hydrogen embrittlemc-nL, temper embrittlement, and reduced fracture 

toughness.  An estimated 100 man years of research and development 

would be required to successfully qualify a new pressure vessel 

steel. 

The potential for serious materials problems seems lessened 

in high-temperature, gas-cooled reactors because of their use of 

prestressed concrete vessels, coated-particle fuel, a graphite 

core, and low-pressure coolant.  However, due to the present lack 

of experience it is not possible to adequately assess long-term 

materials performance and reliability for these systems. 

2.  General Commentr 

The increasing frequency and volume of radioactive fuel 

and waste shipments enhances the likelihood of major radioactive 

spill.  The significant amounts of stored energy and useful 
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. isotropes in these wastes should be factored into future resource 

planning.  The heavy use of strategic materials, such as stainless  Ij 

steels and nickel-base alloys, often represents a "strategic 

retreat" based on lack of adequate knowledge of environmental       I 1 

effects on structural materials. 

E.  Fusion Reactors 

1.  Materials Problems 

a.  Toroidal magnetic confinement systems: The more 

serious problems are related to surface erosion, thermal loading,   Ö 

and radiation damage of the first (vacuum) wall.  Surface erosion 

involves vaporization, sputtering, blistering, and exfoliation 

due to intense radiation wall loadings.  Radiation damage includes 

void swelling, helium embrittlement, radiation-induced creep, and 

increases in the ductile-brittle transition temperature (bcc alloys). 

Other problems include possible lack of long-term alloy stability 

at wall thermal loads, tritium transport, corrosion by lithium 

or Li-Be fluoride salts, differential magnetic loads, and cyclic 

stresses.  There is also some concern for possible radiation effects 

to magnet superconducting coils. 

b.  Laser pellet systems: The loading of the contain- 

ment wall by radiation and particle fluxes is a major uncertainty 

affecting technical feasibility of these systems.  Also, windows 

and mirrors for the high-intensity lasers will represent a major 

ex .nsion of present materials technology,  other problems include 

helium injection in the wall materials and lithium corrosion. 
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F.  Magnetohydrodynamics 

1.  Materials Problems 

a. Ceramic materials: Problems include contamination, 

erosion and corrosion of ceramic insulators and electrodes from 

coal ash and seed products; thermal shock and spallation; anion 

transport and polarization in ionically conducting electrodes; 

insulator breakdown; and creep of preheater refractories. 

b. Metallic materials: Problems include hot corrosion 

of boiler tubes with sulfur-bearing seed; creep/fatigue and 

relaxation/fatigue; high-temperature oxidation; cracking and 

rejection of protective coatings (AI2O3, CraOs, and NiAl) due to 

thermal fatigue; corrosion in stack gas cleanup and seed recovery 

systems; and thermal stress distortion of water-cooled components 

(such as pre-heater valves). 

c. Slag reactions: There is the possibility that 

stable slag films will form on MHD duct inner surfaces (conductivity 

and viscosity are relevant); the reactions between insulation 

oxides (MgO especially) and slag can lead to excessive erosion 

rates. 

2.  General Comment 

Electrical transport at high temperatures in ceramic 

materials must be actively pursued to support the development of 

stable, long-lived electronic conductors.  The large number of 

design parameters for MHD generators provide a challenge in opti- 

mizing performance and reliability with regard to matched materials 

properties. 
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G.  Steam and Gas Turbines and Generators 

1. Steam Supply Systems 

Limitations of available commercial materials have pre- 

vented improvement of operating limits (example: fossil-fueled 

boilers designed for supercritical steam operation have been 

de-rated because of the high frequency of stainless steel tube 

failures resulting from a combination of creep and fatigue). 

Stronger materials and a better limitation of materials limitations 

are needed, 

2. Gas Turbines 

Operating performance is limited by the stress rupture 

life and the hot corrosion and oxidation resistance of first-stage 

turbine blades.  In comparison with ^1700F operating temperature 

of present turbines, first-stage bucket surface temperatures of 

2300F (near-term goal for ceramic-bladed turbines), 2900F 

(stoichiometric burning of coal gas), and 4300F (hydrogen com- 

bustion temperature) are future targets.  The surface stability 

of Ni- and Co-based alloys to hot corrosion from sulfur- and 

vanadium-containing fuels is a major problem.  This is presently 

partially overcome by coatings, which are not likely to provide 

an answer at much higher temperatures.  Questions exist regarding 

the surface stability of ceramic blades (Si3NiwSiC), but improve- 

ments in processing have led to greater confidence.  Dispersion- 

strengthened materials, single crystals, and advanced methods of 

air cooling are being explored to extend the temperature range 
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I of blades.  Ni and Mo are being discussed, but are not seen 

T feasible for stoichiometric burning.  Furthermore, they degrade 

*• in helium atmosphere (because of impurities in the gas).  There 

is as yet no successful coating for these refractory metals. 

Coatings for Ni, Fe, and Co alloys employ Al, Cr, Ti, and Si, 

but these coatings are not stable above 2300oF because of dif ■ 

fusion, oxidation, and vaporization. 

•• 3.  Steam Generators, Boilers, Heat Exchangers 

These components require greater attention to materials 

and fabrication technology than they are currently receiving. 

Failure of these components is usually the key factor limiting 

the operating efficiency of current power plants (especially 

nuclear).  The amount of attention being given to advanced 

materials and assembly procedures by the (usually small) component 

suppliers is inadequate. 

H.  Materials Processing 

The metals processing industry has gone through growing 

pains as requirements for materials have increased.  The principal 

problems are lack of adequate process control, absence of sensible 

specifications, processing bottlenecks, and the demand for new 

materials through process innovations.  In some instances, the 

technology being applied is four decades old; in other instances 

the primary process involves extensive re-working because of 

inadequate process control (example: casting processes that re- 

quire costly X-ray radiography and weld repairs which lead to 
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1.  Power:  500 MW 
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long and expensive process lags).  Advanced casting technology 

has been available for some time, but has not been adopted by       i ( 

industry.  There is an insufficient transfer of technology down 

to the mill and shop level, especially within the steel industry.   U 

These problems need to be studied and solved to the point where 

there is an obvious improvement In production.  There should be 

sufficient freedom in product specifications to provide incentives  [j 

for applying new process developments.  Welding is another of 

the process bottleneck areas.  Training procedures for welders      L 

may need to be altered to include more difficult materials as 

part of initial qualification testing.  Technology advancements     L' 

are providing more latitude for designing processes to yield new    (I 

materials or material combinations for specific needs (example: 

metal-ceramic eutectic composites produced by directional solid-    [ 

ification). 

Ö 
IV.    Workshop Sessions 

Two workshrp sessions were conducted to predict materials 

requirements and problems for advanced energy conversion systems. 

The two systems selected for discussion were the gas turbine and 

the magnetically confined, toroidal (Tokamak), fusion reactor. 

ÄV Gas Turbine Specifications 

Nominal projected specifications for an electrical power-   LI 

tenerating gas turbine, circa 1990, were given by C. T. Sims as 

shown below: 



■n 

I 

I 

j 2.  Temperature for first stage partition, 3000°F (to represent 

a major step improvement compared with current rate of 

' increase). 

T 3.  Fuel:  Coal gas (low Btu) 

4. Cord length of first stage bucket:  25 inches 

5. Temperature of leading edge of blades:  3000oF 
_. - • ■ ' 

6. Blade life:  100,000 hours (replaceable) 

7. Thermal efficiency:  55-60% 

8. Thermal rating:  10,000 Btu/KWhe 

9. a.  Blade root stress:  (75,000 psi est. for heavy-element 

blades) 

b.  Blade creep rupture stress:  20,000 psi; 100,000 hours 

10. General characteristics:  Multi-stage turbine; coupled system; 

combined-cycle; base-load; back-pressure turbine 

11. Cooling:  air (gas) cooling around bucket shaft 

12. Wheel:  austenitic stainless steel operating at ^2200oF (cooled) 

B.  Impact of Materials Technology on Turbine Development 

The discussion was organized so as to consider several 

selected items in detail from the list of materials technology 

elements given in Appendix B.  The specific points identified xn 

the di .cussion were ranked in accordance with the following levels 

of impact: 

* Affects technical feasibility, cut  can be resolved within 

available lead time 

**  Will have a significant impact on design limits and on 

operating or maintenance costs 

i 

. 
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*** May jeopardize technical or economic feasibility 

1.  Materials Selection Against Design Requirements 

(Under Item 2, Appendix B) 

* Carbon 

Advantages:  high-temperature strength; good compatibility 

(with reducing gas); low cost; good thermal stability; 

available; good thermal shock resistance; light weight; 

high modulus; high strength-to-weight ratio; high thermal 

conductivity. 

Disadvantages:  requires close control of combustion 

stoichiometry (reducing); may require two-stage combustion 

(high fuel to air ratio in first stage plus an after 

burner in the second stage); possible COS formation; highly 

frangible material; carbon deposition in reducing atmos- 

phere . 

* Oxides (examples:  AI2O3, zirconia (Zr02), aluminum- 

magnesium spinels) 

Advantages:  good oxidation resistance 

Disadvantages: limited strength, volatility of suboxides 

above 1900oC 

** Carbides (hafmium, tantalum, silicon; silicon carbide 

might be adequate in a reducing atmosphere) 

** Cooled Metals (examples: Ni-base alloys, refractory metals 

such as molybdenum- or niobium-based alloys; Ta and W are 

too dense, too expensive, and relatively unavailable.) 



I 

1 
Disadvantages:  surface incompatibility; limited strength 

at high temperature (creep); possible unavailability of 

strategic materials; higher density increases stress levels. 

Composites 

Advantages: possibility of going to laminated blade with 

a tough inner core and a temperature-resistant, thermally- 

insulating outer layer. 

I; 2.  Materials Processing (Under Item 5, Appendix B) 

Oxides 

Specific Process Objectives (Many of these apply in 

general): 

1; 

**  microstructure control 

** Toughness-crack arrest capability 

* shape control 

* machinability 

**  impurity control and characterization 

* thermal shock resistance (metal-phase structures) 

**  resistance to erosion due to particulate transport 

Specific Processes: 

**  sintering polycrystals with liquid-free boundaries 

**  chemical vapor phase deposition 

* directionally-solidified multiphase structures 

(metal phase structures, for example; 

fusion casting 

hot pressurized sintering 

i: 
D 

D 
i. 

*** 

** 
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Carbon 

Process Objectives: 

LI 

D 

** control of oxygen potential 

** directional properties 

Processes: 

* machining 

* pre-polymer processing 

3.  Reliability Assessment (Under Item 10, Appendix B) 

**  need to develop failure analysis and pre-service 

testing techniques for refractory ceramics: 

nondestructive testing 

proof-testing 

failure prediction 

definition of failure mechanism 

** testing: there is a need to establish the economic 

impact of proof-testing and to develop methods for 

making projections from test data to life pre- 

dictions 

**  fail-safe designs are required to avoid catastrophic 

failures 

4.  Code Specifications and Standards (Under Item 8, 

Appendix B) 

fracture control (design codes, process and product 

specifications, and standards for testing and 

quality control) 

. 

D 
D 
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*  specifications for process control need to be based 

on purity, microstructure and flaw detection (exam- 

ination capability for < Ipm details) 

i.  R&D Projections and Cost Estimates 

a.  Basic: gas turbine materials for 3000oF "uncooled" 

operation (rotor cooled, blades not cooled; 

ceramic materials) 

Element 

b.  R&D cost summary 

Hot stages 

Wheels 

Other parts 

$12.0 x io6 

4.0 x io6 

4.0 x io6 

Total Materials $20.0 x io6 

(Note:  The R&D effort costed above must be 

"balanced" with a design effort of considerable 

magnitude.) 

R&D cost breakdown 

Hot Stage Parts   Wheels   Other Components 
$12.0 x io6    $4.0 x IQ6 $4.0 x IQ6 

General research 

Ore reduction and 
refinement 

Basic processing and 
primary fabrication 

Properties 

Codes, specifications, 
standards 

10 yrs 
$400 K/yr 

8 yrs 
$520 K/yr 

8 yrs 
$200 K/yr   A 

5 yrs 
$60 k/yr B 
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Secondary-level 
fabrication 

Performance testing 

Maintenance, inspec- 
tion and repair 
(nondestructive 
testing of ceramics) 

Documentation 

Education 

5 yrs 
$200 K/yr 

6 yrs 
$120 K/yr 

8 yrs 
$60 K/hr 

2 yrs 
$40 K/yr 

2 yrs 
$40 K/yr 

B 

B 

B 

B 

A - principal effort 
B - supporting effort 

d.  Comments 

(1) a speed-up of the time scale to perhaps 

five years should be considered 

(2) turbine temperature should be as high as 

possible to maximize fuel efficiency (aim for 

maximum combustion temperature) 

(3) the cost estimates are too low 

(4) the materials effort should be closely 

coupled with design 

C.  Magnetically Confined Toroidal Fustion Reactor 

Specifications 

Nominal projected specifications for a "Tokamak" fusion 

reactor, circa 2000, were given by A. L. Bement as shown below: 

1.  First wall dimensions:       ' 

toroid diameter:  9.4-21 meters 

D 

:. 

„ 

Q 

D 
D 
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inside diameter:  2-7 meters 

thickness:  0.25-2.5 cm 

2. Operating environment: 

plasma temperature:  108 0C 

vacuum wall temperature:  400-1000oC 

gas pressure adjacent to wall:  10~2-10"2 corr 

wall neutron loading:  ^10 MW/m2 

neutron flux (40% > 1 MeV):  4 x 1015 n/cm2-sec 

ion current to wall:  10^-lO16 #/cm2-sec 

wall coolant:  Li or LiF-BeFa 

radiation loading:  (unknown) 

3. Target wall service life:  5-10 years 

Impact of Materials Technology on Fustion Reactor 

Development 

1.  Materials Selection Against Design Objectives 

(Under Item 2,  Appendix B) 

a. candidates for first-wall materials: 

* Nb-lZr 

** Mo-based 

**  Va-based (Ti, Ti-Cr) 

** Ni-based 

b. relative advantages of Nb-lZr: 

low vapor pressure 

high compatibility with liquid Li 

high strength 
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high ductility (coupled with low ductile/ 

brittle transition temperature) 

good fabricability and weldability 

medium cost 

reasonable availability 

low magnetic susceptibility 

c.  disadvantages of Nb-lZr: 

high nuclear decay heat 

high affinity for oxygen, nitrogen, hydrogen 

high permeability for tritium and hydrogen 

susceptible to hydrogen embrittlement 

medium susceptibility to void formation 

and swelling 

d.  general comments: 

(1) quartz (hijh He permeability, low thermal 

expansion) may be a useful inner coating.  It 

may also be useful in reducing neutron loading 

on the metal wall (see also liquid surface 

below). 

(2) a porous surface with interconnected pores 

at the inner wall may be useful in allowing em- 

bedded helium to escape. 

(3) a replaceable inner liner should be considered 

(4) develop a surface which liquifies during pulses 

of heat (possibly solidifying between pulses)— 
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must be compatible with inner wall and have 

high surface tension, liquid metal embrittlement 

might be a problem. 

2. Materials Processing (Under Item 5, Appendix B) 

a. Objectives 

Develop a highly refined substructure (fine grain 

size, high dislocation density, highly dispersed 

precipitates) to impart toughness and minimize 

void swelling 

Prepare first wall surfaces to impart coolant 

compatibility and to minimize wall erosion. 

b. Processes 

*** on-site welding may be required (grain coarsening 

could be a problem in fusion welding)—consider 

upset welding; diffusion bonding, explosive welding, 

* hot isostatic powder metallurgy products (for 

limiters) 

* Jaffee metal process (for coolant loops); honey- 

comb-type structures. 

3. Fabrication and Construction (Under Item 9, Appendix B) 

The assembly of large, thin-wall sections into a 

toroidal shell will probably require new fabrication 

and joining techniques. 
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V.     General Discussion 

A. ARPA Ceramic Turbine Effort 

This „as given as an example of a fooused researoh effort 

having the characteristios of high risk, quick return, and Urge   U 

payoff. The ohjeotive is to develop ceramio-hladed gas turbines 

operating at 2500»F, to include one 30 MWe power unit and one      ^ 

400 Hp propulsion unit.  The design of these turbines calls for    11 

the use of Sic and/or Si3N. blades, and 25, of the m„ which 

ARPA is providing to the «5-40M combined effort (Ford and Westing- 

house) is going to materials development,  m order to adopt this 

technology for optimal commercial power production it will be 

necessary to modify present objectives to include the use of coal   I I 

gas, to add front-end fuel processing or conversion, and to        U 

achieve higher combustion flame temperature MSOO-P). [ j 

B. Pulsed Laser Fusion 

1. Description of the Process 

The target fuel is a frozen D,T pellet (radius 0.4 mm,     [) 

-60  .grams), containing high-Z elements to amplify power by        
U 

bremsstrahlung radiation.  The pellet is exposed to intense laser   (j 

light beams (60K joules;, and as a result of the ablation of a 

portion of the material the remaining fuel is densified to a       fI 

pressure of .10- atm (matter is Fermi degenerate).  Fusion then 

occurs, yielding V1800K joules of energy. ' 

2. Materials Problems 

The total loading on the wall may be severe, it can vary 

-484- 



■ 

D 

! 

greatly depending on design requirements (e.g., microexplosion 

rate, sphere diameter, blast absorption schemes—such as a liquid 

lithium inner coating).  Fundamental uncertainties are perhaps 

too large to allow a sharp focus on the specific mechanical be- 

havior of the inner containment sphere wall, although fatigue and 

nonuniform loading are virtually certain to be difficulties. 

Other materials problems are associated with laser windows and 

mirrors, irradiation damage, lithium corrosion, and thermal shock. 

C.  Superconducting Materials (particularly for totating 

equipment-generators) 

Some of the materials problems discussed were the 

following: 

1. The stability of the superconducting state under 

vibration is uncertain. 

2. There are virtually no engineering data at 40K for 

stainless steel, ferritic materials, and plastics. 

3. There is a need for low-cost processes for fabri- 

cating NbsAl and NbsSn superconducting cables which 

have useful ductility.  (Some recent developments 

at Cal Tech and Brookhaven National Laboratory look 

promising.) 

D.  Steam Generators for Pressurized Water Reactors 

Steam generators are a current problem in PWR's because 

of frequent rubing failures (Inconel 600).  The origin of the 

failures is the buildup of corrosion deposits on the secondary 

-485- 



—  '  J. .   I 

D 

:. 

Side of th. steam generator. These deposits promote orevioe 

corrosion at the water evaporation iine and also oause leakage     [ 

at roned joints.  The conseguenoe of this leakage is the trans- 

port of radioactivity from the primary to the secondary system, 

which greatly aggravates plant maintenance and necessitates eiabor- 

ate water treatment in the secondary .ystem. An expanded program 

of corrosion research and fabrication development is required to 

minimize susceptibility of the steam generator tubing to crevice 

corrosion.  The situation is complicated by fuel failures which     Ü 

contaminate the primary system.  The recent increase in fuel 

element failures is making nudear plants a less desirable option 

for base-load power generation. 

Steam generator failures have also occurred at the Fort 

St. vrain Reactor (an HTGR), apparently due to stress corrosion     Ü 

cracking.  m general existing knowledge of stress corrosion 

cracking is not fully utilized in the design and manufacture of 

steam supply equipment. 

B.  General Comments on Future Directions 

Severe problems currently exist for the utilities; and      [] 

there is some question whether they can surmont these problems 

during the next four to five vears  Thor-^ ^ j.j.ve years.  There are uncertainties 

relating to the overall r^l-i AH-J m-,, ^^ veraii reliability of nuclear power plants, and 

environmental problems exist with conventional fossil plants 

(technology does not yet exist for stack gas cleanup).  Some of 

the problem, are institutional in nature.  Technology programs 

D 
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and expertise are highly dispersed witnin government.  This is 

especially true in fossil fuel programs which are not yet well 

organized.  Utilities still depend on equipment suppliers for 

hardware technology, and consequently they are presently ill- 

equipped to assume the role of major R&D prime movers.  There 

are over 400 standard setting organizations within the country 

whose efforts require close coordination.  Finally, there is no 

one in OST with specific expertise in materials, but there should 

be. 

In-depth studies of materials problems in electrical power 

generation and distribution are required; superficial studies are 

insufficient — the problem is too large and too much is at stake. 

A proper representation is required, to include materials experts 

and designers from metal producers and fabricators, equipment 

suppliers, government, utilities, and research institutions.  It 

is important that procedures be established for the timely imple- 

mentation of recommendations produced by th'se studies.  The ARPA 

Materials Research Council could make substantial contributions 

to many of the critical materials problem areas. 
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APPENDIX B 

Elements of Materials Technology 

1. General research (new materials, new processes, new 
understanding). 

2. Materials selection against design requirements. 

3. Supply and procurement of raw materials. 

4. Ore reduction and refinement. 

5. Basic processing to useful material. 

6. Primary fabrication. 

7. Properties measurements. 

8.  Codes, specifications, standards. 

9.  Secondary-level fabrication and construction 
(established procedures). 

10. Performance testing, reliability assessment, failure 
analysis. 

11. Maintenance, inspection and repair. 

12. Documentation, information supply and retrieval. 

13. Education (public, technical, professional). 
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APPENDIX C 

Steps in the Planning and Execution 
öf New Energy Technology Programs 

All or part of this cycle may be repeated for the 

sequential stages of development:  prototype, demonstration 

and production facilities. 

u 
u 

1. Pre-design Studies 

2. Conceptual Design (Title I) 

3. Applied Materials Research and Process Development 

4. Intermediate Design (Title II) 

5. Design Testing 

6. Manufacturing Methods Development 

7. Detailed Design (Title III) 

8. Procurement 

9. Component Inspection and Testing 

10. Installation and Inspection 

11. Plant Acceptance Testing 

12. Post-Operational Testing and Refitting 

D 

Q 

-490- 



I 
J A SURVEY OF VARIATIONAL METHODS FOR ELASTIC WAVE 

PROPAGATION ANALYSIS IN COMPOSITES 
WITH PERIODIC STRUCTURES* 

I 

D 
0 
0 
ri 

E. H. Lee 

Abstract 

The propagation of harmonic wave^ through composite media 

with periodic structures is analyzed using Floquet or Bloch theory 

common in crystal lattice studies.  Variational principles in the 

J#       form of integrals over a single cell of the composite are developed, 

and provide a means of determining phase velocities and stress 

distributions in Floquet waves which travel through the composite 

unchanged in form from cell to cell.  The variational principles 

apply to three-dimensional lattices, but applications to one- 

[J       dimensional lattices are emphasized since, for this case, the exact 

solution is available to assess the accuracy of Rayleigh-Ritz 

variational procedures with the objective of suggestion techniques 

for application to higher dimensional lattices.  Both strain energy 

and complementary energy principles are utilized.  Becciuse of the 

sharp change in elastic constants from the stiff reinforcing fila- 

ments to the softer matrix, the analysis must accommodate dis- 

continuities in strain across the interfaces.  The Floquet wave 

jj       solutions form a complete set of functions over the while of space 

and thus provide a means of expressing general transient motions. 

The motion caused by an impulsive pressure variation on the surface 

of a half space is obtained in this way. 

* See "Dynamics of Composites", ASME, 1972. 
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ENTANGLEMENT NETWORKS CROSSLINKED 
IN STRAINED STATES* 

J. D. Ferry 

Abstract 

Linear 1,2-polybutadience is cross-linked to 0oC by y 

irradiation while strained in simple extension with extension 

ratios from 1.3 to 2.0.  During irradiation times up to several 

hours, entanglement slippage is slight, since the temperature is 

only slightly above the glass transition.  Subsequently, samples 

are released and reach their equilibrium states of ease at room 

temperature.  From the extension ratio at state of ease, the 

ratio of v* (effective network strands terminated by cross-links 

introduced) to v- (effective network strands terminated by en- 

tanglements) is calculated by composite network theories of Flory 

and others; and from the extension ratios together with the 
J 

modulus, measured at small extensions, Vä is calculated explicitly. 

It appears that v- increases approximately independent of irradi- 

ation, and it corresponds to a molecular weight between effective 

entanglement loci of about 13,000.  This figure, however, which 

is larger than that deduced from rheological properties of the 

uncross-linked polymer, is subject to future downward correction 

for partial entrapment of the entanglements and other refinements. 

*See Proceedings of the National Academy of Sciences, 1972. 
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ENZYME CASCADES AND THEIR CONTROL 
IN BLOOD PLASMA* 

E. W. Montroll 

Abstract 

Since the uninterrupted, well regulated flow of blood is 

vital to the life of higher animals it is essential that mechanisms 

exist to respond to fluctuations induced by accidents and external 

agents.  In the course of the evolution of those species which have 

survived, no outside expert was available to make quick repairs 

when fluctuations became too large.  Hence the appearance of an 

assortment of molecules capable of inducing the chemical reactions 

and participating in the physical mechanisms basic to the spon- 

taneous repair processes had to be concurrent with the developnent 

of the complex animals. 

Any leaks which appear in the blood conducting tubes have 

to be plugged before too much of the valuable fluid is lost.  In- 

vading organisms which penetrate into the blood stream must be 

destroyed before their population multiplies to a level which en- 

dangers the life of the host.  The blood pressure must be controlled 

and the system should be capable of adjusting to the variations 

in the elasticity and of the cross section of the tubes of the 

circulatory system which result from aging. 

The response mechanisms should be well tuned so that they 

are not activated by false signals.  Spontaneous blood coagulation 

-495- 

Preceding page blank 



-496- 

' 

in arteries without leaks is as dangerous as no coagulation to 

seal lesions,  it seems likely that the large numbers of steps 

which precede the activation of the final repair process in 

enzyme cascades has evolved to distinguish signal from noise.  If 

each of the preliminary steps follows some clue from the agent 

which demands the completion of the cascade, their large number 

would require a precise characterization of the agent.  Then the 

probability that the normal harmless fluctuations in the system 

would mimic the agent in more than a small number of ways at a      0 

given time would be very small.  The development strategy of such 

a control system would be analogous to the design strategy of a 

sophisticated sea mine which is constructed to explode under a 

special kind of ship such as an aircraft carrier and which is also 

supposed to be difficult for the enemy to sweep.  A mine sweeper 

with a noise maker which simulates the noise of the carrier would 

only activate one component of the response system; a long elec- 

trical conductor towed by the sweeper might mimic the magnetic 

field of the hull of the carrier and activate the next component. 

However, unless the sweeper could also generate the special pres-    [[ 

sure field developed by such a long streamlined object in rapid 

motion in the water the mine would eventually return to its in- 

active state without exploding. 

The volume of clinical and biochemical literature of 

enzyme cascades, especially blood coagulation probably exceeds 

that of almost any other specialized technical subject.  Some of 

the important basic ideas have resulted from curious old obser- 
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vations which one would hardly have expected to have the same 

status as those from carefully planned experiments.  Clever 

mechanisms which are still of interest were proposed long before 

one had any idea of the structure of the molecules involved. 

There is even a certain charm to a subject of such great activity 

which can still have important process factors named after patients 

who lacked them - Christmas, Hageman, Stuart - rather than after 

the physicians who discovered them.  When the Mendelian laws of 

heredity became generally known at the turn of the century one of 

the first applications to human genetics was the analyses of the 

inheritance of hemophilia.  This was, of course, facilitated by 

known records of victims of the disease in royal families whose 

geneologies were documented. 

The process of hemostasis and the formation of the hemo- 

static plug involves (i) highly specialized cells of the blood 

stream, the platelets, which have an afinity for sites in the 

blood vessel where damage has occured, (ii) blood coagulation, 

the phase transition of monomer fibrinogen into a polymeric fibrin 

network in and around the aggregated platelets, stabilizing the 

plug, and (iii) the dynamics of the blood vessel which leads to 

these processes and which finally must perform the healing process. 

An important part of the extensive literature on hemo- 

stasis is to be found in the proceedings of many conferences on 

the subject.  Some of the conferences such as the Hamburger Sym- 

posium über Blutgerinnung and the Wayne State Conferences are 

held at regular intervals as are those of various international 

1 

I 
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committees on blood such as the Committee on Blood Clotting Factors 

and the Committee on Haemostasis and Thrombosis.  One of the main 

journals on the subject, Thrombosis et Diathesis Haemorrhagica has 

a supplement which contains the proceeds of many of the important 

conferences.  The proceedings of the conference of the British 

Royal Society (organized by R. G. MacFarlane) on triggered enzyme 

systems in blood plasma (1 July 1969 issue of Proc. Roy. Soc. B) 

has been very valuable to the author in preparing this review. 

Since the.main intent of the review is to present a guide 

to the literature to physicists and engineers who wish to learn 

something of biological control mechanisms, it will be made more 

self contained by starting with a few remarks on nature of proteins 

and classical enzyme kinetics.  An attempt has been made to use 

a minimum of medical terminology.  If some has crept in with in- 

sufficient definition the uninitiated can find good explanations 

in one of the standard books such as Best and Taylor, Physiological 

Basis of Medical Practice (Williams and Wilkins).  Two excellent 

books have recently appeared on blood clotting, one edited by 

W. H. Seegers and entitled Blood Clotting Enzymology (Acad. Press 

1967) and the'other, edited by K. Laki, entitled Fibrinogen 

(Dekker 1968) . 
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THEORETICAL MODELS AND EXPERIMENTAL PROPERTIES 
OF LIQUID METALS 

J. L. Margrave 

Abstract 

There are now available a great many measurements of 

various properties of liquid metals over wide ranges of tempera- 

ture and pressure and it is informative to examine these proper- 

ties in the light of the various available theories as proposed 

by Mott, MacDonald, Bernal, Ziman, Faber, Edwards, Knight, Heine 

and others.  Of special interest in this report are the structures 

deduced for liquid metals as well as the absolute values, and 

perhaps more crucially, the temperature coefficients of these 

values for electrical conductivity, thermal conductivity. Hall 

coefficients, Knight shifts, specific heats and optical properties. 

The studies of high melting metals by the technique of 

levitation calorimetry are being continued and new data for Ni and 

Ta are evaluated.1  The general problems of correction for heat 

losses due to radiation and thermal conduction to the gaseous 

atmosphere have been resolved and all data adjusted appropriately.2 

Favorable intercomparisons have been made between our work and 

Russian studies of liquid vanadium3 and between our work and 

studies at Sandia (Albuquerque) or liquid copper.^ 

1. D. W. Bonnell, A. J. Valerga and J. L. Margrave, to be published. 
2. D. W. Bonnell, A. J. Valerga and J. L. Margrave, to be published. 
J.  L. Gurvich, private communication, 1972. 
^  2' ,p- Stephens, presented at the 27th Calorimetry Conference, 

Park City, Utah, July 22, 1972. 
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ENERGETICS OF STRAINED ORGANIC MOLECULES 
AND OF VARIOUS "CARBON" SAMPLES 

BY COMBUSTION CALORIMETRY 

J. L. Margrave 

Abstract 

High-precision combustion calorimetry for pure organic 

compounds can lead to important energetic information about bond 

energies and strain energies in unusual configurations.  For 

example, various propellanes (synthesized by Prof. P. Eaton, 

University of Chicago) have been burned and strain energies 

evaluated.1  Also, a series of diazo-organic compounds has been 

burned to provide a reliable value for the energy contribution of 

the group ■E-N=N-3-.2 

Studies of the heats of combustion of various "carbon" 

samples, including some of the materials prepared by polymer 

pyrolyses by Prof. E. Hucke, are in progress in an effort to 

establish quantitative enthalpy differences and to  Ink these to 

structural characteristics. 

1. J. L. Wood and J. L. Margrave, to be published. 
2. J. L. Wood, P. S. Engel and J. L. Margrave, presented at 27th 

Calorimetry Conference, Park City, Utah, July 20, 1972. 
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STRUCTURAL STUDIES AND CHEMICAL SYNTHESES IN 
LOW-TEMPERATURE MATRICES 

J. L. Margrave 

Abstract 

New techniques for structural studies and for synthetic 

chemistry are explored in which potentially reactive (unstable) 

species generated either in arcs, discharges or furnaces, or by 

pyrolysis are co-condensed in either inert or reactive matrices 

at low temperatures and then allowed to warm up and react. 

Structural studies of current interest include: 

(1) the establishment of the structure LiNC as the pre- 

ferred formula for indicating the proper order in "lithium 

cyanide".  NaCN and KCN are normal cyanides.1 

(2) the determination of bond angles for the species 

Li2S, AI2S, GazS, InzS,   TI2S and for SiCla and SiBra.2 

(3) the determination of the symmetry (C3 ) and other 

parameters for matrix-isolated CCls-radicals by esr spectroscopy.3 

In the synthetic area, interest is directed to the re- 

action of atoms and molecules at low concentrations in inert 

matrices,^ e.g., 

(a) (Cr + 2 C6H6)Ar or Ne = Cr(C6H6) 

Matrix 

(b) (Li + 02)Ar or Ne = Li02 

Matrix 
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(c) (SiF2 -f BF3)Ar/ Ne or N2 = SiF3-(SiF2)n-BF2 

Matrix 

and also to the reactions of atoms and molecules directly with 

reactive matrices,5 e.g., 

(d) (CH. + F/F2)F2-Matrix = CF,, CF3H, CF2H2, CFH3 

(e) (BF -f BF3)BF3_Matrix = B2F,, B(BF2)3, etc. 

(f) (C + ^H.)^^.^^ = H2C^     ^CH2, etc.        |] 

(g)  (U + C0)C0_Matrix = U(co)x where x = 1,2,3,4; etc, 

   . »M«.»w*.«*tojr 1 n,   wextner, univ. or riorida; 
A. Strextweiser, Univ. of California, Berkeley; and J. L. 
Margrave, Rice University. 
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One of the major advances in this field has been the 

development of 3,ow-temperature devices and techniques which allow 

synthesis on the multi-gram scale and thus bring this approach to 

synthetic chemistry into direct competition with traditional 

laboratory methods. 

: 

1. Z. K. Ismail, R. H. Hauge and J. L. Margrave, to be published. 

2. R. H. Hauge and J. L. Margrave, to be published. 

3*  rh0™?aSSiQ?; H- HaUge and J* L- ^^rave,   Z. anorg. u. allgem. Chemie, 1972, in press. 

4.  See for example the work of P. L. Timms, Bristol; Lester 
Andrews, Univ. of Virginia; D. Milligan, National Bureau of 
Standards; and J. L. Margrave, Rice University. 

5.  See for example the work of P. L. Timms, Bristol; P. Skell, 
Penn. State University; W. Weltner, Univ. of Florida; 
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SYNTHESES, STRUCTURES AND THERMODYNAMIC 
PROPERTIES OF PERFLUOROCARBONS 

J. L. Margrave 

Abstract 

The increasing interest in solid perfluorocarbons as 

practical lubricants, as battery constituents, as chemical re- 

actants in diamond syntheses and for other applications makes it 

especially important to have workable syntheses and reliable 

structural and thermodynamic properties.  Our patent covering 

both certain compositions of matter as well as broad synthetic 

approaches for the syntheses of super-stoichiometric CFXR has 

recently been issued.^  other preparative approaches to pure 

fluorocarbons and to the preparation of "gradient polymers" in 

which perfluorocarbon surfaces are formed on hydrocarbon sub- 

strates are described in other patent applications.  Thermal 

stabilities, gas permeabilities, chemical corrosion resistance 

and other properties are under investigation. 

Among the structural studies in progress are 

(1) nmr studies of solid CFX which gives information on the 

jj       number and types of groups in the solid { -CF ; ;CF  ; -^CF ) . 
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(2) ESCA studies on CFX to identify characteristic energy levels 

for various groups. 

(3) low-temperature Cp-measurements to provide the absolute en- 

tropy at 2980K for use in electrochemical calculations for the 

Li/CFX cell. 

M) heats of formation of C.F, CF0>7, CF^g and CF^ to estab- 

lish the enthalpies as a function of composition. 

(5) studies similar to the preceding for compounds like ClnF10, 

C14F24/ C18F30' etc- 
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SOLAR ENERGY, A NATURAL RESOURCE FOR EVERYONE 

J. L. Margrave 

Abstract 

Three new factors now on the scene in the United States 

and throughout the world may finally make the exploitation of 

solar energy, which has long been practical in a scientific and 

engineering sense, economically feasible and politically desir- 

able:  The factors are 

(1) the tremendous surge of interest in non-polluting 

energy sources. 

(2) the growing recognition that fossil fuel resources 

are really finite and the realization that this dire prediction 

for the future is not so far away as shortages of natural gas, 

fuel oil and electric power lead to "brown-outs", "black-outs", 

and to price increases and restrictions on usage. 

(3) the societal concern about better living standards 

for all people which creates an impetus for better housing and 

new construction with minimal operating costs.  Here is an oppor- 

tunity to develop and install on an extended basis solar water 

heaters and house heating units which are efficient and attractive 

both to the resident from the viewpoint of economics and to society 

as a whole from the two viewpoints outlined above. 
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Scientists, engineers and architects can work together 

with governmental agencies to facilitate the development and use 

for the people of the world this free, non-polluting energy 

resource. 
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HYDROGEN AND HYDRIDES—CHEMICAL 
ENERGY CARRIERS 

J. L. Margrave 

Abstract 
0 
D 

As a part of the solution to the long-range energy problem, 

ß        one must devise a way to store and transport-probably in chemical 

form-the energy produced by burning fossil fuels or by nuclear 

U        fission or fusion reactors.^  From an economic point of view, some 

n        0f ^ m0gt attr*ctive energy carriers are elemental hydrogen and 

the various simple hydrides.  Gaseous hydrogen can be distributed 

Jj        under pressure through the same systems now being used for natural 

gas, and the binary hydrides are liquids or solids, often with 

[j        reasonable properties of the same sort as gasoline. 

Among the sources of hydrogen currently available are the 

U        pyrolysis of hydrocarbons, and of coal and oil shales.  On a long- 

jj        range basis, the production of hydrogen will probably be electro- 

lytic-from water, or KHF2 or molten metal hydrides.  One must 

[|        consider the economics and the scientific needs in choosing an 

electrolysis process and produce both hydrogen (a reducing agent) 

I.        and probably either fluorine or oxygen (oxidizing agents).  There 

1'     ChlJ^3  SV^icles, "Hydrogen, Likely Fuel of the Future" 
p'e27?ajuri??g|S?fing NeWS' *>• 14' J-e 26; p. 16? Zyl   ' 
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is some advantage in choosing to produce fluorine because of its 

greater chemical versatility. 

The metal hydrides themselves are interesting solid energy 

carriers, capable of yielding hydrogen either on heating or on 

hydrolysis.  Light-element hydrides are especially attractive on 

an energy/gram basis. 
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POLYCHROMATIC X-RAY DIFFRACTION. 
A RAPID AND VERSATILE TECHNIQUE FOR THE STUDY OF 
SOLIDS UNDER HIGH PRESSURES AND HIGH TEMPERATURES 

L. M. Albritton and J. L. Margrave 

Abstract 

The use of polychromatic X-ray diffraction with multi- 

channel energy analysis offers a rapid and versatile new approach 

to the problem of X-ray diffraction of solids, especially under 

conditions of high temperatures and high pressures.1  Phase trans- 

itions at pressures up to ^50,000 atm. and temperatures up to 

^500oC have been observed for alkali halides, PbF2 and other 

systems. 

1.  L. M. Albritton and J. L. Margrave, High Temperatures-High 
Pressures, 1972, in press. 
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CONTINUUM DESCRIPTIONS OF DEFORMATION 

E. H. Lee 

The stress-deformation relations for polymers fall into 

several categories, which depend on the chemical structure and 

physical variables (e.g., temperature) of the specimen subject 

to testing.  The structure of the constitutive relations differs 

appreciably for small and finite strain situations.  In the 

latter case, care must be exercised in including finite rotations 

and the change in the shape of an element on the definition of 

stress in the deformed state, whereas in the former, infinites- 

imal strain theory permits the undeformed geometry or the deformed 

geometry to be used interchangeably in defining stress, thus pro- 

viding a measure of uncoupling between stress and deformation. 

The coupling associated with finite deformation is termed geo- 

metrical nonlinearity.  Nonlinearity can arise in the stress- 

deformation relations independently of this geometrical effect 

and is termed material nonlinearity, which, for certain materials, 

can be important even at small strains. 

What are the ranges of satisfactory representation of 

constitutive relations, e.g., 

glassy and crystalline states: linear or 
nonlinear small strain theory. 

rubbery state: linear and nonlinear small 
strain theory, finite strain theory. 
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Can we characterize the circumstances in which material non- 

linearity can be expected to be important? What forms of operator  | 

relationship are most convenient from the standpoint of a) ana- 

lytical work, b) introduction of measured material characteristics, 

for either infinitesimal strain or finite strain situations? 

Since the influence of temperature on stress-deformation 

properties of polymers can be so marked, and thermo-mechanical      [j 

coupling can constitute appreciable sources of heat energy, what 

are the presently available most satisfactory forms of thermo- 

mechanical constitutive relations? Low thermal conductivity 

magnifies the thermal influence, and can make these effects dom- 

inant in applications.  Under what circumstances can the temoer- 

ature shift concept (thermo-rheologically simple material behavior) 

provide an adequate basis for simplifying the structure of thermo- 

mechanical relations? 

Thermo-mechanical relations can be based on irreversible 

thermodynamic approaches using hidden variables, or by direct use 

of functional forms of the observed mechanical and thermodynamic 

variables, (e.g., dependent variables depending on the history 

of variation of the independent variables through integral or rate 

terms).  Is our present knowledge sufficient to suggest appropriate 

forms of such laws, and what experiments have been done, or need    \ 

to  be done, to provide the required knowledge of the physical 

behavior to permit such laws to be formulated?  Is it appropriate   j 

to use functional forms for such quantities as internal energy. 

n 
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specific heat and thermal expansion, in addition to the mechanical 

functional laws of classical viscoelasticity? 
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GRADIENT MATERIALS 

R.   L.   Coble 
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The superior performance of gradient or graded materials 

over materials with uniform properties for armor has been known 

for a long time—current results show further improvements but 

leave unanswered several questions about design—"how complex a 

basic structure is needed, how many layers should be assembled, 

of what properties, in what sequence, with what internal phase 

distribution, and what pre-stress conditions are desirable? The 

theory of ballistics response seems either to be inadequate or 

has not been satisfactorily tested to resolve simple questions 

such as whether continuous gradients in properties are needed or 

whethfir step function variations would be preferred.  A coordinated 

model studies program should be launched to resolve this question. 

The feasibility of producing continuous gradient structures by 

powder metallurgy techniques has been demonstrated.  An alternate 

approach by diffusion of a component to give continuous property 

variation has not been attempted.  Comparison with glued/brazed 

assemblies with controlled states of pre-stress should be con- 

ducted on materials specially selected to answer the design ques- 

tions without concern about current fabrication feasibility into 

useful hardware. 
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The various microstructures which can be produced, with 

variable connectivity and volume fractions of interpenetrating 

ductile and brittle phases should be studied for variations in 

plastic and elastic constraint, shock wave alternation, and for 

crack stopping ability independently and in addition to the 

ballistic performance to contribute to understanding the latter. 
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BIAXIAL STRESS RELAXATION IN GLASSY POLYMERS 

S. S. Sternstein 

Experimental evidence was presented to demonstrate that 

strain field can alter stress relaxation kinetics in the linear 

viscoelastic regime. The origin of this kinetic coupling was 

shown to be due to the Isotropie component of the strain tensor 

and is due to two processes:  (1) the Isotropie strain acceler- 

ates the long time spontaneous relaxation of the metastable 

reference state for the glassy polymer.  This leads to an excess 

spontaneous densification that may explain yield point recovery 

and stress aging in glassy polymers.  (2) The Viscoelastic re- 

laxations are shifted to lower timescales in a manner suggested 

by Ferry.  These two process phenomenon explain the observation 

that tension relaxation is slower than torsion relaxation.  (In 

press, J. Applied Phys., Oct., 1972)  Classical linear visco- 

elasticity theory must be revised for application to glassy 

polymers. 

In terras of a molecular basis, it is suggested that the 

dilatational strain component expands a Coben-Turnbull type cage 

surrounding a segmental oscillation, of the chain backbone there- 

by allowing rotational isomerism of the chain to a lower free 

energy state.  Both inter- and intramolecular restrictions to 
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isomerism are important but principally it is the intermolecular 

barrier that is most sensitive to dilatational strain.  A ro- 

tational jump results in a local free volume excess that increases 

the probability that the next jumps will occur adjacent to the 

previous jump.  Thus, an accelerating rate process is observed 

that may ultimately lead to a precipitous local chain motion that 

results in a shear band or craze of highly oriented chain seg- 

ments imbedded within a glassy matrix.  It is suggested that an 

Ising type model may be used to describe the phenomenon provided 

that at least a two-dimensional model is used, one coupling energy 

set along the chain, one Isotropie set transverse to the chain 

to describe the intermolecular energies. 
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ELASTIC NETWORK THEORY 

S. S. Sternstein 

A theory has been derived previously for predicting 

global elastic properties of a discretely bonded array of con- 

servative "elements" whose deformational characteristics are 

presumed to be known.  Basically, integral equations are de- 

rived for the macroscopic components of the stress tensor and 

the work function in terms of unknown elemental deformation 

functions.  These functions are determined such that the work 

function is minimized subject to constraints imposed by the 

applied (macroscopic) stresses.  The problem is solved by the 

calculus of variations and is of the isoperimetric type.  The 

elemental deformation functions form a set whose functionality 

is determined by the particular elastic behavior of the network's 

constituent elements. 

The theory is being applied to protein fiber networks 

whose mechanical properties are being studied by Ferry.  Here, 

the principal problem is to develop a suitable description of 

the elastic behavior of the individual fibers and then to solve 

the network equations for appropriate boundary conditions. 

A second application is to crosslinked elastomer networks 

(the rubber elasticity problem).  For non-Gaussian polymer 

molecules certain operational difficulties preclude solution for 
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the crosslink deformations unless an artificial orientation energy 

term is introduced into the elemental free energy expression. 

However, the treatment of Reiss circumvents this difficulty and 

allows both treatments to be combined in a way that simultaneously 

minimizes the network free energy and maximizes the probability 

of the calculated crosslink deformation states. 
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COMMENTS ON PROTEIN NETWORKS 

J. D. Ferry 

The current theoretical treatments of macromolecular 

networks should be valuable in elucidating some problems of 

protein structures.  A summary of some pertinent facts follows. 
o 

1. Fibrinogen (a ternodular rod about 600A long), 

after chemical modification by thrombin, polymerizes spon- 

taneously to form long, thin fiber elements whose length and 

width increase with time.  There is a broad distribution of 

final lengths and widths and it can be controlled by the 

clotting conditions.  The fibers are mostly remarkably straight 

but branch here and there to form a network.  The coarser the 

network (low pH, low ionic strength) the greater its deform- 

ability without rupture; paradoxically, the coarser the fibers 

the more flexible they seem to be. 

2. Depending on whether fibrinoligase enzyme and calcium 

ion are present or absent, the clot is "ligated" with primary 

chemical bonds (amide bonds) and insoluble, or is "unligated" 

and can be dissolved in concentrated NaBr or other reagents to 

give units with the same size and shape as the original fibrin- 

ogen, then repolymerized reversible, etc.  Yet, th*    i^xted  and 

the unligated clot look essentially the same in the electron 

microscope. 
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3.  The shear modulus of unligated clots, measured in a 

time scale of the order of 10- sec, is roughly proportionax to 

the square of the volume fraction of fibrinogen, with a pro- 

portionality coefficient of the order of 10« dyne/cmS but both 

coefficient and exponent are of somewhat doubtful reproducibility; 

better controlled experiments are needed.  The shear modulus of 

ligated clots under comparable conditions is somewhat higher        jI 

(perhaps factor of 2). 

4.  The storage modulus (as function of frequency) or 

relaxation modulus (as function of time) of ligated clots is 

nearly constant over a remarkably wide range of time or frequency   ^i 

scale (several decades), indicating no relaxation processes. 

Unligated clots, by contrast, show stress relaxation within periods 

of a minute or more.  When the stress has relaxed nearly to zero    fl 

at constant strain and then the strain is brought to its original 

zero point, a reverse stress is observed, indicating that the       U 

structure has rearranged to a new rest position.  The reverse 

stress in turn relaxes with time,  (The influence of network 

coarseness on this contrast between ligated and unligated clots     [J I 

has not yet been fully explored.) 

5.  Coarse, unligated clots with fibrin volume fraction 

about 0.004 can be compacted with expulsion of most of the 

solvent (buffered salt solution) to form a two-dimensional net- 

work structure ("fibrin film") with a fibrin volume fraction of     [j 

the order of 0.2.  Such a film can be extended in its plane in 

: 
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simple elongation at least 100% and its behavior mimics rubber- 

like elasticity though with some retardation of response and a 

permanent set of the order of 20%. 

Collagen6'7 

Natural collagen structures such as tendons have compli- 

cated supramolecular morphology which makes their mechanical 

properties more difficult to interpret.  However, films of re- 

constituted collagen can be prepared, with protein weight 

fractions of 0.4 to 1.0, in which the largest unit is the 
o o 

tropocollagen molecule, about 15A in diameter and 2 800A long. 

Such films apparently have very high moduli, at least in the 

range of 0.6 to 1.0 weight fraction of protein, but creep with- 

out any elastic recovery as though the fibrous elements slip 

past each other with an effective viscosity which decreases 

rapidly with increasing proportion of diluent.  As a result, 

the apparent modulus measured at a fixed time interval drops 

precipitously with increasing diluent.  More detailed visco- 

elastic data are not yet available. 

The relation of the mechanical properties of the three- 

dimensional clot networks and th«. two-dimensional film networks 

to the mechanical and molecular characteristics of the fibers 

of which they are composed is an important unsolved problem. 
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POLYMERIC ENTANGLEMENT NETWORKS 
11 CROSS-LTNKED IN STATES OF STRAIN 

r ' 

J. D. Ferry and S. S. Sternstein 

Abstract 

The results of recent experiments on states of ease of 

amorphous highly entangled polymers which have been cross-linked 

while strained in simple extension are reviewed, and deviations 

from the predictions of an earlier report on this subject are 

examined.  In particular, the approach to the state of ease 

following release of stress after cross-linking is unexpectedly 

slow, and therefore the kinetics of this process have been treated, 

With the approximation of linear viscoelasticity, it is found that 

the sum of the relaxation moduli of the engantlement and cross- 

link networks can be calculated from observations of sample di- 

mensions as a function of time during approach to equilibrium. 

For neo-Hookean viscoelasticity, the relaxation moduli of the 

individual networks can in principle be calculated.  Further ex- 

periments designed to clarify the phenomenon are outlined. 
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ON THE ANALYSIS OF MATERIALS RECYCLING 

Michael B. Bever 

Abstract 

This memorandum reviews the general characteristics of the 

recycling of materials and summarizes pertinent definitions, 

parameters and functional relations. The analysis of recycling 

Is then considered In terms of engineering, statistics, economics, 

pollution control, thermodynamics, short-range forecasting and 

long-range considerations. Published analytical treatments are 

surveyed systematically and In some respects the analysis of 

recycling Is developed further. Inherent In this approach Is 

the Interpretation of recycling of all types of materials from 

a generalized and unified viewpoint. 
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ON THI ANALYSIS OF MATERIALS RECYCLING 

Michael B. Bever 

1.    Introduction ___________ 

Recycllnc/, salvage for reuse, substitution and synthesis of 

materials and materials-oriented design are industrial practices l ' 

which stretch the supply of materials and contribute to the conserva-        jj 

tion of materials.0'^ Among these practices recycling has probably 

attracted the greatest amount of attention. The technical, economic [] 

and ecological literature, as well as trade publications, have dealt r 

with various aspects of recycling, but the approach has been pre- 

dominantly qualitative. The quantitative and analytical aspects are Fj 

only beginning to receive thorough consideration. 

This memorandum will deal with the analysis of the recycling of 

materials. The emphasis will be on a systematic survey of essential 

features. Inherent in this approach is the analysis of the recycling ' 

of all types of materials from a general and unified viewpoint. 

2- General Characteristics of Materials Recycling 

(2.1) Recycling can perform two functions: the conservation of 

materials and the disposal of waste. Materials differ in the extent 

to which their recycling fulfills these functions. The list of recycled 

materials, therefore, forms a spectrum which ranges from "all conservation 

of materials" to "all waste disposal". 
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(2.2) Two forces may drive recycling: market forces and environ- 

mental forces. The market forces are predominant in the established 

j        secondary materials Industries. They also result in the conservation 

of materials and in the disposal of at least some waste but this is 

incidental rather than deliberate. The environmental forces are 

primarily directed at waste disposal. 

(2.3) A generic flow sheet representing the structure of established 

industrial recycling can easily be visualized. Such a flow sheet will 

be made up of three loops - one loop each for home scrap, Industrial 

scrap and old scrap. (These terms apply to metals. Other materials 

have their own terms, such as "cullet" for recycled glass and "paper- 

stock" for waste paper.) The three typ ; of recycling differ in the 

ratio of recycled to recyclable material, as discussed in Section 4.3, 

the relevant time period and the elasticity of supply. The recycling 

of home scrap and industrial scrap Is important for two reasons: it 

affects the costs of primary production and It uses up the sometimes 

limited capacity of primary product n processes for absorbing secondary 

materials. 

(2.4) The ratio of recycled to recyclable material differs for 

different materials. It decreases roughly in the order: precious metals, 

non-ferrous metals such as copper, ferrous metals, certain other non- 

ferrous metals such as zinc, paper, rubber, glass and plastics. 

(2.5) Two effects are typically associated with recycling: a saving 

in energy and a reduction in pollution relative to primary production. 

These effects, however, are not inherent In recycling and may be absent. 

D 

:: 
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(2.6) Recycling helps in the disposal of waste, but a distinction 

must be made between products which are segregated and the general 

waste stream. At least a fraction of discarded automobiles and 

containers - both steel and aluminum - are in the category of segregated 

post-user residues. These residues are recycled by the established 

secondary materials industries. On the other hand, recycling is only 

beginning to play a role in the reduction of the general waste stream. 

It will require the development and use of new sorting and reclamation 

technologies and the development of new markets for the materials 

produced. 

(2.7) It should be emphasized that the various classes of materials - 

nonmetals as well as metals - fall into the same general pattern described 

In the foregoing. Many details, however, differ. One major difference, 

even among metals, is the type of plant which processes the recycled 

materials. At one extreme the secondary material, for example steel 

scrap, is processed along with the virgin raw material; at the other 

extreme, the secondary material, for example aluminum scrap, is processed 

in separate plants; some materials, for example, copper scrap, are 

processed either in primary or in separate secondary plants. 

The foregoing points are discussed in detail in a recent review of 

(3) 
recycling.   A thorough study of the major secondary materials industries 

(4) is now available/ ' Other general references are cited in later sections 

of this memorandum. 

. 

. 

. . 
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3. Definitions and Parameters 

The analysis of recycling Involves various definitions and parameters, 

the most important of which will be covered in this section. 

(3'1) The amount recycled, usually expressed in units of weight, 

for a given period and economy, is the fundamental quantity of recycling. 

It presents problems of measurement, but not of definition. 

(3-2) The scrap generation coefficient is the ratio of scrap generated 

by manufacturing industries to their total consumption of a given material. 

It thus refers only to industrial scrap. Values of this coefficient have 

been collected for the year 1954 in a study conducted by the Department 

of Commerce. ' 

(3.3) The life cycle Is the average life of a given material In 

manufactured goods (usually averaged by weight). It governs the amount 

of post-user scrap which becomes available during any time period. The 

life cycle is difficult to estimate even for a single class of products. 

Examples of estimates may be found in the literature.^4'6^ The life 

cycle has no significance for home scrap and for industrial scrap; it is 

zero for the former and may usually be neglected for the latter, although 

when the volume of production changes there Is a delay period for 

industrial scrap (an "impedance" effect). 

(3-4) A solid waste generation rate has been defined by Randers and 
(7) 

Meadows1  as follows: If the number of products (understood as units 

of a product) in use is P, and the average life time of the products L, 

then the number of products discarded per year is P/L. If the average 

amount of waste from each product is w, the solid-waste generation rate 

in the steady state is Pw/L. 
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(3-5) Secondary reserve;, comprise the total Inventory (or pool) 

of a material which 1s potentially available for recycling. I„ analog 

to the terminoloay of economic geology the total Inventory may be 

^«sified as "secondary resources". The value of the secondary 

reserves Spends on these resources and the recovery coefficient 
applicable to them. 

(3-6) The recycling potential is the amount that could be recycled 

under ideal (or real) conditions in any given time period. It is 

related to secondary reserves 

4. functional Relat.inn» 

Parameters characterizing recycling can be related to other 

variables or to each other, resulting In various functional relations.       n 

Several such relations will be discussed in this section. ^ 

(4.1) The ratlCL.of recycled materi»! ,„ .. . rtrmand has ^^       n 

«aning and has been used extensively In published statistics. This 

ratio has also been called the "recycling level" and defined as "percent      D 
old scrap in total supply".(8) pr1mary „.^ tend ^ be ^^ 

as the value of this ratio, applied to post-user scrap only, increases. 

The amount of post-user scrap that becomes available for recycling 

depends on the life cycle and the rate of consumption at the beginning 
of the life cycle. 

A change in the rate of the demand for a material affects the ratio 

of recycled material to current demand, if the average life cycle of : 

products is long, and the rate of demand increases rapidly, the amount        11 

of recycled material will be a s™il fraction of current demand. This 

has been and continues to be the case for alominum. If the rate of 

■■ 
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demand growth is exponential, the ratio of recycled material to current 

demand is constant/8' It should be noted that if the life cycle is 

short, and the amount recycled (in unit time) remains essentially constant, 

the ratio considered here becomes more meaningful. This is the case for 

recycled paper. 

(4.2) The reuse ratio is the input of reused material as a fraction 

of the total materials input.^ It is the microanalytical equivalent of 

the ratio discussed in 4.1. 

(4.3) The ratio of recycled material to recycling potential is a 

measure of the recycling efficiency. This ratio is invariably unity for 

home scrap, tends to approach unity for industrial scrap, and varies for 

post-user scrap. It has also been called "recycling rate" and defined 

as "percent material recycled after useful life".^ 

5. Technical Information and Analysis 

The literature on the processing of secondary materials is extensive. 

It covers both current Industrial practice and ongoing research and 

development, largely Government supported. A few representative items 

are listed in the References.'10,11'12'13^ 

6. Flow Sheets 

Flow sheets are a useful device for analyzing and presenting technical 

information on the processing of recycled materials. Such flow sheets 

have been published for metals and other materials/4,13^ Flow sheets 

are particularly well suited for showing the relation between primary and 

secondary sources in the production of a material/4,13'14^ The literature 

contains several generalized flow sheets with varying emphasis on technical 

and economic aspects/ '^ 

i 
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7. Statistics and Industry Studies 

Statistics on industrial recycling are collected and published by 

the U.S. Bureau of Mines/15^ the Bureau of the Census, other U.S. and 

foreign Government agencies and by trade associations. The data 

covered include the tonnages and prices of secondary materials and 

other information on sources and applications of secondary materials. 

Statistical information on structural features of the secondary materials 

industries, such as the size and location of companies active in this 

field.is also available. On the other hand, published data on the costs 

of recycling various materials are limited.^6^ 

Statistical Information for specific periods can be presented in 

the form of flow sheets. The Bureau of Mines publishes economic data 

in this form.(15) A detailed flow sheet of this kind has been worked 

out for copper.' ^ 

Studies of the industries producing the major materials are typically 

concerned with sources of supply, including secondary materials, the 

structure of the industry, and its economic characteristics, such as 

price movements and mcrkets. Such studies Include technological trends 

and their interaction with economic developments. Examples are given in 

the references;1 * ' publications dealing exclusively with the economics 

of industrial recycling are also listed.^4,14,20'21^ 

8. Economic Analysis 

The amount of attention which economists have given to Industrial 

recycling activities has been remarkably limited. One reason for this 

probably is the difference between industrial recycling and ecologically 

• 
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motivated recycling, which is still more of an objective than a 

* current practice. This dichotomy calls for different analytical 

treatments: analysis of the former by conventional economics and 

analysis of the latter by welfare economics. Economic aspects of 

recycling have been considered by engineers/22^ 
im • 

Economic analysis can contribute to the understanding of the 

established recycling industries. The following brief list of 

economic concepts suggests obvious applications to recycling: price 

elasticity, economies of scale, labor-intensive and capital-intensive 

industries, competition between materials, concentration and integra- 

tion of industries. 

The more general economic approach to recycling considers all 

waste, including recoverable scrap, as residuals of production or 

consumption. The role of these residuals has been analyzed in terms 

of welfare economics, including such concepts as externalities and 

residuals management models.^9'23'24'25^ 

Economic analysis of recycling must be concerned with its optimiza- 

tion. This has led to the recognition that maximum recycling in general 

does not represent the optimum because it would require an allocation 

of excessive resources, specifically energy and manpower. In principle, 

an optimum recycling ratio can be determined for any given case.^ 

9. Analysis of Pollution Effects 

Recycling reduces land pollution inasmuch as it disposes of waste. 

Recycling processes, however, cause their own pollution, particularly 

air pollution. In general, these pollution effects tend to be smaller 

than those of primary production but this is not necessarily so. 

-537- 



—— *-,  

-538- 

i 

Q 
Various aspects of the pollution caused by secondary materials 

production have been investigated.(26'27) Much further work, 

including work concerned with comparing the pollution effects of 

primary and secondary production, still needs to be done. 

10. Thermodynamic Analysis 

Thermodynamic concepts have been applied to the analysis of 

recycling. Rose, Gibbons and Fulkerson tentatively proposed a 

"minimum energy path" for waste management.(28) The concept of 

entropy has cjyious applications to the dispersion of materials in 

connection with recycling.(29) Berry has considered recycling in 

terms of thermodynamic potentials and has applied this analysis to 

the manufacture of automobiles with and without the use of recycled 

materials.(30) 

In a more restricted technical sense the energy requirements of 

production from secondary sources have been compared to the energy 

requirements of primary production. A report of the Oak Ridge National 

Laboratory is concerned with calculated free energies for the production 

of metals from different minerals and scrap.^31^ These energies are 

theoretical thermodynamic values, such as the energy of reduction of 

an oxide or the energy required for melting. The calculations assume 

100 percent efficiency (except in the conversion to equivalent coal 

energies) and do not take into account the energies expended in auxiliary 

operations, such as transportation and the collection and physical 

processing of scrap. The energy requirements of production from secondary 

sources, including comparisons with the requirements of primary production, 

should be analyzed in detail. 

:: 

■; 

: 

r 



11. Forecasts of Future Recycling 

The First Annual Report of the Secretary of the Interior under 

the Mining and Minerals Policy Act of 1970 states that there is 

"no way to forecast" recycling in the year 2000/32' In contrast to 

this son« of the graphs in the Interim Report of the National Commissioii 

on a Materials Policy, dated April, 1972, include specific, projections 

to the year 2000 of recycled materials.  ^ These projections, however, 

do not seem to be intended as forecasts, but as indications of the 

tonnages recycling must contribute if expected future demands are to be 

met. 

Quantities of various secondary materials which will be recovered 

i. 
f: 

i 
1 

1. 

by recycling in the future were forecast in the study by Landsberg, 

'OUJ 

(34) 

Fischman and Fisher. ' In an analysis of the prospects for ferrous 

scrap Elliott has made a detailed ^recast for a single industry. 

This analysis is of particular interest because several countervailing 

dynamic factors, which are already known, will affect the future demand- 

supply relation for ferrous scrap. On the basis of these factors Elliott 

predicted an increase in scrap demand and suggested a possible shortage of 

supply. This prediction contrasted with the generally pessimistic 

attitude of the ferrous scrap industry toward the short-term prospects 

at the time the analysis was made (1971). 

Forecasting of future recycling volumes can probably be improved in 

several respects. Industrial scrap of metals can be estimated from the 

scrap generation coefficients together with estimated annual future 

production levels in the manufacturing industries. The relative importance 
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of various industries probably will change In such a way that the 

overall scrap generation coefficient may be assumed to increase 

slightly as the economy continues to mature. 

Methods for estimating the pool o^ post-user scrap available 

for recycling probably can be refined. Past volumes of consumption 

of different types of materials in the production of various types 

of goods are generally quite well known. The life cycles of major 

product groups must be estimated and applied to the products manufactured 

in past periods. The fractions recycled are probably most difficult to 

estimate and will be affected by such variables as future prices and 

labor costs. (A similar type of calculation has to be made for the 

determination of the ratio of actually recycled to potentially recycled 

materials discussed above in 4.3. An example is a calculation of the 

ratio for aluminumf35' 

D 

D 
12. Long-Range Analysis 

i 

The long-range prospects for recycling of a material depend on the 

future demand level and the relative contributions of primary and 

secondary production toward satisfying this demand. Perbix has analyzed 

the effects of changes in demand.^8' He assumed that a period of 

exponentially growing demand is superseded by a period of constant 

demand. Perbix Interpreted the period of growing demand as a "primary 

production or exploitation economy" and the period of constant demand as 

a "recycling or conservation economy". These two major periods are 

separated by a transition period, during which primary production 

decreases and secondary production continues to Increase. At the end of 
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I        the transition period both levels have attained constant levels. 

' From this point on primary production makes up the difference between 

j the recycling level and the total industrial demand level. 

Perbix assumed that primary production will decline to accommodate 

dn increasing volume of secondary production. This assumption ignores 

the competition which will occur between primary and secondary production. 

In spite of this limitation, the results of the analysis are of great 

interest. One conclusion is that the length of the transition period 

equals the average useful life of the material. Perbix also analyzed 

the case of linear demand growth superseding exponential growth. 

Prix's analysis is akin to systems analysis by the methods of 

industrial dynamics/ 6^ Renders and Meadows^ have carried out such 

an analysis involving rates of solid waste generation, air and water 

pollution, the depletion of natural resources and the volume of products 

in use as affected by different rates of recycling. According to one 

of their conclusions a 50 percent tax on virgin materials and a 50 percent 

subsidy for recycled materials would be a "nearly successful" policy 

because the standard of living would decline less rapidly and the 

depletion of resources would be retarded compared to an economy without 

recycling, although pollution would still rise. 

A sweepinrj projection for the future envisages a steady state In 

which all material: are recycled. If this were combined with a constant 

demand level, primary production would become unnecessary. It must be 

recognized, however, zhat total recycling is not physically possible and 

in general not optimal from the standpoint of the conservation of all 

resources. The physical limitations result from dissipative materials 

;: 
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uses, dilution in alloys, dispersion of materials in small parts or 

by geographical dispersion, and losses due to corrosion and shipwreck. 

While these effects cannot be completely eliminated, they can be 

reduced and the rate of recycling can be increased. 

A steady state can be conceived in which only a small fraction 

of material is lost and can be made up by a small volume of primary |J 

production while most of the demand is satisfied by production from p 

secondary sources. Such a model has been proposed by Goeller.(37J ^ 

Brooks has pointed out that combined with a continuously growing [] 

level of material use even total recycling would eventually run up 

against the limits of available materials required for this growing Q 

perpetual inventory.^ 
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ON THE MORPHOLOGY OF POLYMERIC ALLOYS 

M. B. Bever and M. Shen 

Abstract 

Many unique polymeric materials can be prepared by 

combining two or more homopolymers or random copolymers. 

These multicomponent polymer systems, or polymeric alloys, are 

available as block copolymers, graft copolymers, or polyblends. 

Most of these polymeric alloys show microphase separation; the 

resulting morphology has been found to exert considerable in- 

fluence on the properties of the material.  A systematic dis- 

cussion of these morphological features is given in this memo- 

randum and possible applications of stereology to these materials 

are explored. 
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ON THE MORPHOLOGY OF POLYMERIC ALLOYS 

M. B. Sever and M. Shen 

1«     Introduction 

Polymeric alloys - or multicomponent polymers - are        jj 

gaining in scientific interest and technical importance.  For 

several decades polymer research has concentrated on the develop- 

ment of new monomers.  As a result many useful polymeric materials 

can now be made from monomers.  Extensive work on multicomponent 

polymers, however, has begun only recently. 

The properties of polymeric alloys are greatly affected 

by their morphology.  Recently discovered experimental techniques 

have made it possible to study the morphology of polymeric alloys 

in new ways.  In particular, staining techniques are now being 

used for thm  examination of these alloys by electron microscopy.« 

The interpretation of three-dimensional structures from 

two-dimensional representations has made great progress.  In par- 

ticular, quantitative stereology provides methods for precise 

morphological investigations.A'B'C These methods have been 

applied extensively to biological materials and metals but they 

have been applied to polymeric materials only in isolated instances. 

This memorandum will systematically consider the morpho- 

logical fractures of polymeric alloys and will explore poss^le 
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applications of stereological methods to such materials. 

2.     Polymers - General 

2.1 Classification 

Table I shows the major classes of polymeric materials. 

Homopolymers, which consist of identical repeating units or 

identical monomers, can be amorphous or crystalline.  Bulk 

crystalline polymers usually contain some amorphous material, 

but it is possible, at least in principle, to reduce this 

material to the vanishing point, for instance by crystallizing 

from dilute solutions.2 

Copolymers consist of two or more types of monomers. 

There are four classes of copolymers.  (i) In random copolymers 

the comonomers are arranged in irregular sequences.  (ii) In 

alternating copolymers, the comonomers occur in a regular way. 

(iii)  Block copolymers are homopolymers in which the respective 

comonomers are chemically connected at the ends; they can form 

in different sequences: diblock, triblock, and segmented block 

polymers.  (iv)  In graft copolymers additional chains are con- 

nected onto random sites along the host polymer.  Random and 

alternating copolymers are not generally considered as multi- 

component polymers or polymeric alloys because their components 

are combined on the monomeric level.  Block and graft copolymers 

are considered as polymeric alloys because their components exist 

on the polymeric level. 

Another class of polymeric alloys are the polyblends. 

They are physical mixtures, rather than chemical combinations. 
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of two or mere polymers.  The component polymers may be homo- 

polymers or copolymurs. 

2.2  Formation of Polymers 

The monomers which serve as starting materials for polymers 

are usually organic molecules containing chemically reactive (or 

"functional") groups.  Commonly used organic monomers are styrene, 

ethylene, methylmethacrylate and butadiene.3'"  Organometallic 

and inorganic monomers are also gaining in importance.5"7 An 

example of organometallic monomers is dimethyl siloxane; examples   .1 

of inorganic monomers forming polymers are sulfur, selenium and 

sodium phosphate. 

Polymeric alloys can be homogeneous or heterogeneous 

(single-phase or heterophase; "compatible" or incompatible"). 

Because of the large molecular weight of polymers there are rel- 

atively few macromolecules in a given volume.  Hence the entropy 

of mixing of two polymeric species is negligible, and the free 

energy of mixing is determined by the enthalpy of mixing.  Because 

this enthalpy is often positive, polymeric molecules are generally 

immiscible and most polymeric alloys are heterogeneous rather 

than homogeneous.8'9 

Homopolymers and random and alternating copolymers are 

generally homogeneous.  Most block copolymers, on the other hand, 

are immiscible or incompatible and the same is true for graft co- 

polymers and for polyblends. 

Polyblends are similar in structure and properties to 

incompatible block and graft copolymers but they tend to have 

.. 

• 
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[j coarser morphologies.  Polyblends are prepared either by mech- 

anically mixing (for example, milling) the two component polymers 

or by dissolution of the components in a common solvent and sub- 

sequent evaporation of the latter. 

3.     Morphology 

3.1 Morphological Phenomena 

The morphology of polymeric alloys results from the 

spatial arrangement of assemblies of macromolecules on a supra- 

j molecular scale.  The complexity of these structures increases 

rapidly in going from the amorphous homogeneous polymers to the 

various types of heterogeneous polymers.  An overview of the 

basic morphological features of polymeric alloys is given in 

Table II. 

Various morphological features can occur in homopolymers. 

In amorphous homopolymers there is some evidence for the occurrence 

j of a nodular structure.10'^  m crystalline homopolymers, the size 

and orientation of spherulites are .important.12  The details of 

these features will be discussed in Section 4. 

The characteristic features of heterogeneous polymeric 

alloys involve the mutual relation of their constituents.  In 

two-phase alloys, both phases may be continuous, one may be con- 

tinuous and the otner discontinuous, or both phases may be dis- 

continuous.  In all three cases the parades of each phase have 

size, shape and orientation as their principal characteristics. 

Typical structures are spheres or rods distributed in a matrix, 

or structures consisting of alternate layers of two phases.  The 
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.i details of these structures will be discussed in Section 5. 

The scale of the morphological features of polymeric 

alloys extends over a wide range.  For example, the nodular 

structure of homogeneous amorphous polymers is of the order of 

100 A.U.  The size of the spherulites in crystalline polymers 

ranges from a few hundred A.U. to millimeters.  In heterophase 

polymers the domain structure is generally of the order of several 

hundred to 1000 A.U. 

3.2 Methods of Observation 

The most important methods of morphological investigation 

of polymers are electron microscopy (EM) and small-angle X-ray 

scattering (SAXS).  Light scattering, electron diffraction and 

optical microscopy, including phase contrast microscopy, have also 

proved useful.  Electron microscopy and small-angle scattering owe 

their importance, at least in part, to their high resolving power, 

which is usually required by the relatively fine scale of the 

morphological features of polymers. 

The application of transmission electron microscopy to 

polymers had to wait for a staining technique which was discovered 

only a few years ago.'  Transmission electron microscopy and small- 

angle X-ray scattering, which is an essentially indirect method, 

now complement each other in the investigation of polymeric alloys. 

The replica method of electron microscopy has also been 

extensively used.  For some applications, particularly the in- 

vestigation of fracture surfaces, scanning electron microscopy 

has been useful.  Optical microscopy with polarized light is 
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especially suitable for the investigatioi of crystalline polymers. 

Phase contrast microscopy has limited application, partly because 

of its relatively coarse resolution. 

The scale of polymer morphology is much finer than the 

scale of many of the morphological features of metals.  This ex- 

plains in part a difference in the history of the morphological 

studies of metals and polymers.  In the early stages of physical 

metallurgy light microscopy (metallography) played a dominant role. 

Only after subsequent developments of X-ray diffraction and electron 

microscopy could the a omic arrangements and fine-scale micro- 

structure be investigated.  In contrast to this, polymeric struc- 

tures were first investigated on the molecular scale.  Their in- 

vestigation on the supramolecular scale by the techniques of light 

scattering and small-angle X-ray and electron scattering occurred 

next and was followed by electron microscopy. 

3.3 Methods of Interpretation 

Stereological methods are available for the interpretation 

of the morphology of polymeric alloys.A'B'C  In the case of struc- 

tures composed of only one kind of constituent, the size, size 

distribution and shape of the units of this constituent can be 

measured and any orientational features can be characterized.  In 

the case of structures consisting of more than one kind of con- 

stituent, the proportions and arrangement of the units of the 

constituents can be determined and their sizes, shapes and orien- 

tational features can be characterized.  (Details on these methods 

will be included in the final version of this memorandum.) 
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4-     The Morphology of Homogeneous Polymeric Alloys 

4.1  General 
  

Multicomponent systems may be homogeneous or heterogeneous. 

Homogeneous phases - solid solutions ("mixed crystals") and com-    ' 

pounds - occur in many metallic and other inorganic systems.  In 

polymeric systems miscible pairs are relatively few, as already 

discussed in Subsection 2.1.  Nevertheless, a number of important 

multicomponent polymeric systems are homogeneous or "compatible". 

Homogeneous multicomponent polymer phases may be amorphous or 

crystalline (Sea  Table II). 

4-2 Crystalline Homogeneous Polymeric Alloys 

Crystalline homopolymers can exist as single crystals2 

or as polycrystalline aggregates.12  Polymer single crystals form 

thin platelets with lateral dimensions of the order of one micron 

and a thickness of approximately 100 A.U.  The crystallites in 

polycrystalline polymers - or spherulites - grow from the melt as 

spheres but ultimately attain polyhedral shapes because of mutual 

interference by impingement.  In this regard they closely resemble 

polycrystalline metals and ceramics.  Some amorphous mat-rial is 

always present in polycrystalline polymers.  They are therefore 

more correctly referred to as s-mi-crystalline. 

Homogeneous crystalline polymeric alloys can be formed 

in the system selenium-tellurium.123 These alloys may be con- 

sidered as inorganic high polymers.  Homogeneous crystalline alloys 

have not been observed in organic polymeric systems.  Whether 

homogeneous crystalline phases of multicomponent polymeric systems 
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can exist in organic polymers deserves both theoretical and ex- 

perimental investigation. 

4.3 Amorphous Homogeneous Polymeric Alloys 

For many years amorphous homogeneous polymers were believed 

not to have morphological features.  Some evidence, however, has 

recently been reported for the existence of supramolecular struc- 

tures in such systems.10'11  This evidence consists of density 

variations observed by transmission electron microscopy.  The 

denser regions, which have been referred to as "nodules", have 

been attributed to localized imperfect chain folding.  (See Fig. 1). 

5.     The Morphology of Heterophase Polymeric Alloys 

5.1  General 

The morphology of heterophase systems depends on the 

arrangement of the constituent phases.  Three possibilities exist 

in a two-phase system:  (i) both phases are discontinuous, (ii) 

one phase is continue us and the other is discontinuous, and (iii) 

both phases are continuous.  These three cases were considered 

for polymeric systems by Molau13 and Matsuo and Sagaye1 "^; these 

authors published schematic sketches, an example of which is 

reproduced in Fig. 2. 

It is of interest that the continuous phase in a matrix- 

dispersoid system need not necessarily be present in the greater 

amount.  A small amount of ore phase can form continuous envelopes 

(a "network") surrounding large particles of the other phase, 

which thus becomes discontinuous. 

The two phases of a heterogeneous polymeric system may in 
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principle be both amorphous or one may be amorphous and the other 

crystalline,  m the case of one continuous and one discontinuous   [j 

Phase, the crystalline phase is more likely to be the  discontinuous 
I ! one. 

5.2  Structures Consisting of Tvo piscontinuo.^ Pfewi 

The most general case of two discontinuous phases is 

represented by an aggregate of crystallites of two types.  This     t 

case is encountered in inorganic systems, for example, in the 

alpha plus beta region of the copper-zinc system: the grains of     [ 

the two phases exist in random aggregation without any tendency     . 

for clustering by grains of either phase.  As a result, the con- 

nectivity of each of these phases is that resulting from a random   jj 

arrangement and depends primarily on the volume fractions, of the 

two phases. 

The analogous case in polymers would require that spheru- 

lites of a crystalline phase A and spherulties of a crystalline     U 

phase B coexist in an aggregate without clustering of either type.  f] 

Such a structure has never been observed,  in principle it seems 

possible, however, to synthesize a block copolymer consisting of 

two crystallizable polymeric phases or blocks, each of which may 

form its own crystallites. 

Another possible arrangement of two discontinuous phases 

is a lamellar structure.  Such structures have been observed in 

triblock copolymers of styrene-isoprene-styrene'5'^ and styrene- 

butadiene-styrene.^'^"^  A typical example is shown in Fig. 3. 

It should be noted that the micrograph in this figure was produced 
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X by electron transmission microscopy after staining of the butadiene 

p phase with osmium tetroxide.  The thickness of each lamella is of 

the order of 500 A.U.  This is smaller by a factor of fifty than 

typcial interlamellar distances in metallic eutectics and eutectoids. 

In polymers the thickness of the lamellae depends on the molecular 

weight of the constituent polymeric blocks: the higher the molecular 

weight the thicker the lamellae.15'19 

The apparent spacings in a section depend not only on the 

n true interlamellar spacing but also on the angle at which the 

lamellae are cut.  In general the smallest apparent spacing is 

most nearly equal to the approximate true spacing if this is approx- 

imately constant. 

The lamellar structures in polymeric alloys differ from 

those in metallic alloys in another respect: the lamellae in 

polymeric alloys are almost always curved.  The thickness of the 

| lamellae, however, appears to be f.irly uniform in any given 

specimen. 

L) In the interpretation of lamellar structures in polymers 

the nature of transmission electron microscopy must be kept in 

mind.  In this type of microscopy features throughout the thickness 

of the specimen are projected into the plane of observation. 

Transmission electron micrographs of polymeric specimens, however, 

appear to approach a two-dimensional section rather than a pro- 

jection over a volume.  The probable explanation for this is as 

follows.  The significant structure is generally revealed by 

staining with osmium tttroxide vapor and the staining reaction is 

i 
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limited to the surface layer.  This argument assumes that the 

staining occurs on only one side of the specimen.  Otherwise, the 

electron transmission micrograph would reproduce both the front 

and rear surface layers; unless the section is very thin, this 

would interfere with the formation of a useful representation. 

In this connection it is important that the specimen thickness 

is v*ry small because the ultramicrotome sections are only of the 

order of 350 to 1000 A.U. thick. 

5.3  Structures Consisting of One Continuous 

and One Discontinuous Phase 

In a typical structure consisting of one continuous and 

one discontinuous phase the continuous phase is present in excess 

and serves as matrix while the discontinuous phase is present as 

a dispersoid.  The particles of the dispersed phase may differ in 

size, number, shape, and, if they are anisotropic, also in orien- 

tation.  The size and number of the dispersed particles are not 

independent of each other eni  of the volume fraction.  The par- 

ticles may be polydisperse (they may have size distributions) or 

they may be monodisperse.  Typical shapes of the particles are 

spheres, rods, or plates. 

In polymeric alloys a crystalline dispersed phase is 

present in the form of spherulites.20 An example is shown in 

Fig. 4.  Each spherulite is an aggregate of crystallites.  The 

constituent crystallites grow radially and finally impinge upon 

each other.  They are approximately spherical.  Since a spherulite 

is thus polycrystalline rather than a single crystal, the close 
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; analogy between a spherulite and a metal grain which has been 

postulated in the literature is overstated.  In crystalline 

polymers amorphous material is present at the boundaries of the 

crystallites. 

In most two-phase polymeric alloys both the matrix and 

the dispersed phase are amorphous.  Examples are shown in Figs. 

5 and 6.  Fig. 5 shows a phase contrast photomicrograph of a 

polyblend of polybutadiene and polystyrene.21  In this structure, 

spheres of polybutadiene are imbedded in a matrix of polystyrene. 
i . 

The size of the spherical particles is of the order of one micron 

with an appreciable spread.  This relatively large size of the 

dispersed particles is characteristic of polyblends. 

Fig. 6 is an electron photomicrograph of a styrene- 

butadiene-styrene block polymer.11*  It illustrates a structure in 

which the particles of the dispersed phase have the shape of rods. 

Fig. 6a is oriented normal and Fig. 6b parallel to the long di- 

mension of the rods.  It should be noted that in limited regions 

the rods have the same orientation.  The diameters of the rods 

are of the order of a few hundred A.U.; their length is of the 

order of microns.  Such fine-scale structures are usually found 

in block and graft copolymers. 

Instances in which the dispersed phase particles have the 

shape of platelets do not appear to have been reported in the 

literature. 

Matrix-dispersoid systems in which the particles of the 

dispersed phaae have the shape of spheres or rods illustrate 
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several stereological relations.  In two-dimensional sections 

monodispersed spherical particles should produce a distribution 

of circular discs having different radii since the spheres are 

in general not cut in equivalent planes.  Some published electron 

micrographs show such a distribution.  In other micrographs the 

discs are of the same size.  Discs of equal size cannot be gener- 

ated by cutting monodispersed spheres unless the spheres are 

arranged in a regular manner on a lattice and the cut is parallel 

to a plane of this lattice.  These two conditions are unlikely to 

be fulfilled, and discs of equal size cannot generally be explained 
- 

in this manner.  The only possible explanation is that the discs 

are sections through rods.  The question then arises why the rods 

are cut in circular sections rather than in ellipsoidal sections. 

The answer appears to be that the electron micrographs lack the 

necessary precision. 

The volume fractions of the phases, the distribution of 

polydisperse particle sizes and other quantitative morphological 

features of polymeric alloys can be found by well-known stereo- 

logical methods. 

Under certain conditions of formation the dispersed 

particles in polymeric systems are arranged in regular periodic 

patterns.  In two-dimensional sections the traces of the particles 

appear to be arranged in regular hexagonal or square arrays. 

These structures have been referred to as macrolattices.22"28 

An example is shown in Fig. 7. 
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The macrolättices in polymeric alloys resemble periodic 

structures which have been found in some metallic eutectics.  The 

periodic spacing in polymeric materials, however, is very much 

smalJer; it is approximately one fiftieth of that in metal eutec- 

tics.  [To be checked.  Significance of factor of 1/50?J  Both 

rod-shaped and spherical particles can form a macrolattice. 

A periodicity of the arrangement of dispersoid particles 

in some polymeric specimens has also been found by small-angle 

X-ray scattering.23'^-28  Mclntire determined in triblock co- 

polymers of styrene-butadiene-styrene an orthorombic unit cell 

with cell dimensions of 676, 676, 566 A.U.  In a recent investi- 

gation Kim28 analyzed experimental data for a similar system by 

Porod's two-phase theory and obtained essentially identical 

results.  Specifically he found that styrene spheres with a radius 

of 132 A.U. formed a macrolattice which was hexagonal.  Part of 

the difference between Mclntire's and Kim's results may be attri- 

buted to the difference in molecular weig' ts of the styrene blocks 

which in Kim's work was approximately half that in Mclntire's. 

In matrix-dispersoid systems the dispersed particles may 

show orientation effects, in particular, if they have anisotropic 

shapes which may tend to be aligned in certain directions.  An 

example of the alignment of rods in a polymeric material is a 

styrene-butadiene-styrene block copolymer prepared by extrusion.1'*'2'* 

(Fig. 6) 

The macrolattice implies that a region has a high degree 

of periodicity and alignment.  Neighboring regions may have a 
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macrolattice with different orientations.  The boundaries between 

such macrolattice regions are analogous to grain boundaries in 

metals, as was pointed out first by Hoffmann.25  (See Fig. 9) 

The absolute size of metal grains, however, is always much greater 

than that of the macrolattice domains of polymers.  A similar argu- 

ment can be made for regions with different alignments of dispersed 

particles. 

In a structure consisting of one continuous and one dis- 

continuous phase the continuous phase may be present in only a 

small amount but may envelope the particles of the discontinuous 

Phase.  This results in a three-dimensional network of the con- 

tinuous phase.  Structures approximating such networks are found 

in certain polyblends.  For example, if a specimen consisting of 

over 90 percent plastic (polystyrene) c tid a few percent of rubber 

(polybutadiene) is prepared while being stirred, the rubber phase 

will envelope the particles of the plastic phase.29  (Fig. 8) 

The network constituent in this case has often been referred to 

as the "rubber phase volume". 

5,4  Structures Consisting of Two Continuous Phases 

Two phases can form a structure in which both are contin- 

uous.  This requires that they form lath-like interpenetrating 

networks.  Some evidence of the existence of such structures has 

been reported for metallic alloys and also for glasses.  (Ref.: 

J. W. Cahn) 

Two independent networks can also occur in polymers.  To 

prepare a specimen with such a structure one must allow monomers 
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to diffuse into a pre-existing homogeneous polymer network, which 

at the outset is itself continuous.  If the added monomer is then 

polymerized, it for.^s a second continuous network.  Since this 

polymer exists on a very fine scale, its morphological structure 

is not clearly resolvable even by electron microscopy.  Evidence 

derived from mechanical property measurements, however, has con- 

firmed the existence of a two-phase structure in such a case.30'31 

5.5  Interface Layer 

The existence of an interface layer between adjoining 

regions (or domains) of different composition is at present con- 

troversial.  The formation of such a layer requires diffusion. 

Since its volume would be small, the layer would be very difficult 

to detect by electron microscopy. 

It is noteworthy that Kim's analysis of small-angle X-ray 

diffraction data achieved satisfactory results without the assump- 

tion of an iPt^rfacial layer.28  The interpretation involving the 

existence of an interfacial layer, on the other hand, gave satis- 

factory results in certain other cases.23  In metallic systems 

two coexisting phases are krown to be able to have sharp inter- 

phase interfaces.  This is especially true of structures formed 

by eutectic solidification. 

6.     Effects of Variables on Morphology 

6.1  General 

Several variables involving the material for the process 

of preparation can have important effects on the morphology of 

polymeric alloys.  These variables are the composition and 
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molecular weight of the polymers, the nature of the solvent, the 

rate of evaporation, and the addition of extra homopolymers in 

the preparation of the alloys. 

6.2  Composition 

The morphology of two-phase polymeric systems, for 

example, the block copolymer of styrene-butadiene-styrene, de- 

pends markedly on the proportion of the two phases.  At high 

concentrations of styrene this phase is continuous and the iso- 

prene is discontinuous; with increasing isoprene both phases 

become essentially discontinuous; at high isoprene concentrations 

the continuous phase is isoprene and the dispersed phase styrene.15 

An example of this inversion is shown in Fig. 10. 

6.3 Method of Preparation 

The manner in which a polymeric alloy is prepared can 

have a decisive effect on its morphology.1^'15  For example, when 

an alloy of styrene and isoprene is prepared by "casting" from 

methyl-ethyl ketone (MEK), the continuous phase is isoprene, as 

shown in Fig. 11a.  When an alloy of the same composition is 

prepared by casting from carbon tetrachloride both phases develop 

a high degree of connectivity and each appears nearly continuous, 

as shown in Fig. lib. 

In the preparation of polymeric alloys by casting, the 

solvent is usually evaporated slowly.  Fast evaporation tends to 

smear out the morphological features.  By contrast the initial 

concentration of the polymers in the solvent appears to have 

little, if any, effect on the morphology. 

] 
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In the preparation of polyblends, specifically the oil- 

in-oil emulsion of polybutadiene in styrene monomers, the use of 

stirring and the stirring rate exert important effects on the 

resulting morphology.2^'^32  without stirring or with very low 

rates of stirring the rubber phase tends to exist as discontinuous 

particles, while higher rates lead to a larger rubber phase volume 

which tends to envelop the polystyrene phase.  (See Subsection 5.3) 

Polymeric alloys can be prepared from solid starting 

materials, for example, pellets of a block copolymer of styrene- 

butadiene-styrene, by the application of heat and pressure (com- 

pression molding).1"  The resulting morphology is believed to 

approach the equilibrium structure predicted by statistical 

mechanics.23  This structure may be different from that of the 

same polymeric alloy prepared by solvent casting. 

6.4 Molecular Weight 

The predominant effect of molecular weight on the morph- 

ology of polymeric alloys is exerted on the size of the constituent 

units.  With increasing molecular weight the size of these units 

tends to increase.  Such an increase has been observed for the 

interlamellar spacing in lamellar structures.  (See Subsection 5.2; 

Fig. 3)  In this case the thickness is of the order of the root 

mean square end-to-end distance of the polymeric chains.15'19 

Similarly, the diameter of spherical domains has been 

found to increase with increasing molecular weight of the dis- 

persed component. 15^«,3S25  Such an increase occurs ^ for exainple/ 

in the block copolymer of butadiene-styr ne-butadiene.  It has 
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been observed by transmission electron microscopy15 and small- 

angle X-ray scattering35 (Fig. 12).  The polymer of higher 

molecular weight has a sharper X-ray diffraction peak, indicating 

that any interfacial region between the two polymers is sharper 

than when the molecular weights are lower.  A corresponding in- 

crease in size may be expected for the cross sections of rods 

representing the dispersed phase. 

6-5  Polyblends of Homopolymers and Block Copolymers 

Blending of homopolymers with block copolymers can pro- 

duce a special type of polymeric alloy.  For example, homopolymers 

of styrene can be blended into a block copolymer of styrene- 

isoprene-styrene.36  With increasing amounts of polystyrene the 

domain size of this phase increases; at high concentrations the 

structure becomes increasingly irregular as shown by the small 

angle-diffraction investigation of Mclntire and Campos-Lopez.35 

Block copolymers can also be blended with homopolymers of both 

constituent polymers.  For example, if the ratio of butadiene to 

styrene is maintained constant, the morphology tends to remain 

the same except that the size of the domain increases. 
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i: TABLE I. 

Classification of Polymers 

Polymers 
(Amorphous, Crystalline 
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Copolymers 

Block Greft 

Cr 
H 
a 

H 
3 

ft 

tr 
0) 

o 

I 
r+ 
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TABLE II. 

Morphological Structures of Polymeric Alloys 

Polymeric Alloys 

Compatible 
(Homogeneous) 

Amorphous Crystalline 

Incompatible 
(Heterogeneous) 

Neither phase 
continuous 
(e.g., lamellar 
structures) 

"1 
One phase 
continuous, 
the other 
discontin- 
uous (e.g., 
rods or 
spheres in 
matrix) 

Both phases 
continuous 
(e.g., 
interpene- 
trating 
networks) 
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FIGURE CAPTIONS 

Figure 1:  Electron photomicrograph of unshadowed thin film of 

atactic polystyrene.  Fig. 1 of Ref. 10. 

Figure 2:  Schematic illustration of various phase structures 

composed of plastic (P) and rubber (R) components. 

Rubber content increases from the left to the right. 

Fig. 14 of Ret. 13. 

Figure 3:  Electron photomicrograph of ultrathin sections of a 

styrene-butadiene-styrene block copolymer (40% styrene) 

cast from cyclohexane solution.  Sections were cut 

normal (left) and parallel (right) to the film surface. 

Fig. 11 of Ref. 14. 

Figure 4:  Polerized optical photomicrograph of a block copolymer 

of styrene and ethylene oxide (19.6% styrene) cast 

from chloroform solution.  Fig. 2 of Ref. 20. 

Figure 5:  Electron photomicrograph of ultrathin sections of a 

styrene-butadiene-styrene block copolymer (80% styrene) 

prepared by compression molding.  Fig. 8 of Ref. 21. 

Figure 6:  Electron photomicrograph of ultrathin sections of a 

styrene-butadiene-styrene block copolymer (60% styrene) 

cast from cyclohexane solution.  Sections were cut 

normal (left) and parallel (right) to the film surface. 

Fig. 10 of Ref. 14. 

Figure 7:  (a) Electron photomicrograph of an ultrathin section 

of a styrene-butadiene block copolymer (68% styrene) 
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cast from xylene solution (annealed at 110oC for one 

hour); (b) optical photomicrograph of an eutectic 

consisting of metal #1 fibers incorporated in metal 

#2 matrix.  Fig. 15 of Ref. 25. 

Figure 8:  (a) Soap-bubble model of a mosaic crystal; (b) boun- 

daries between regions of long-range order in a 

styrene-butadiene block copolymer with various 

orientations of the rod-shaped butadiene aggregates. 

Fig. 10 of Ref. 25. 

Figure 9:  Electron photomicrograph of a high impact polystyrene 

in wnich 6% of rubber (polybutadiene) was blended. 

The rubber phase volume in this polyblend is 78%. 

Fig. 2 of Ref. 21. 

Figure 10: Electron photomicrographs of ultrathin sections of 

styrene-isoprene block copolymers varying in composi- 

tion from 20 to 70% of styrene.  Sections were cut 

normal to the surface of the film cast from toluene 

solution.  Fig. 1 of Ref, 15. 

Figure 11: Electron photomicrographs of ultrathin sections of 

a styrene-isoprene block copolymer (40% styrene) 

cast from (a) methyl ethyl ketone and (b) carbon tetra- 

chloride.  Sections were cut normal to the film 

surface.  Fig. 2 of Ref. 15. 

Figure 12: Low angle X-ray scattering from styrene-butadiene- 

styrene block copolymers having different compositionn. 

Fig. 2 of Ref. 35. 
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INCLUSION PATTERNS AND STRESS CRITERIA FOR 
QUASI-STATIC TO SPALL FRACTURES BY VOID COALESCENCE 

D. C. Drucker 

Abstract 

A crude model is offered for the predictive calculation, 

as well as qualitative understanding, of the process of fracture 

through microscopic void coalescence in metallic alloys.  Problems 

discussed include plane-strain crack initiation and dynamic 

propagation (KIc values), fracture of smooth and notched round 

tensile specimens, and spall caused by high velocity impact.  The 

voids of diameter d and effective spacing D are assumed to be 

generated by the cracking of inclusions of diameter d and the 

failure of their bond to the ductile matrix.  The effective initial 

D for the connected fracture surface is taken to be about 1/2 the 

average spacing in this highly simplified picture which is quasi- 

static on the microscale.  The matrix is approximated as perfectly 

plastic with a yield stress a  appropriate for the level of strain 

rate and work hardening in each problem considered.  A lower bound 
4a 

2a^n   (D/d) and an upper bound —y-  [Uni + ^ + J^ for full lateral 

constraint, although not close, then provide a reasonable estimate 

of the void coalescence stress on the microscale for comparison 

with the macroscopic stress levels in cracks or necks and the time 

history of stress in spall. 
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INCLUSION PATTERNS AND STRESS CRITERIA FOR 
QUASI-STATIC TO SPALL FRACTURES BY VOID COALESCENCE 

D. C. Drucker 

t 

Introduction to Model and General Approach 

The model of material which is employed here, is based 

conceptually on a simplification of a spheroidized steel or an 

aluminum alloy.  Spherical holes replace the large number of 

roughly equiaxed inclusions visible in the optical microscope. 

The assumption is that at the rather high values of stress of 

interest, these large inclusions will crack or lose their bond 

to the matrix at an early enough state of the plastic deformation. 

The ductile matrix which contains inclusions and defects on a 

submicron and atomic scale is replaced by an infinitely ductile 

material whose yield strength is in the range of structural 

metals and whose w-.rk-hardening rate in the plastic range is 

moderate.  For clarity of description and results it will be 

idealized further as perfectly plastic with a yield stress a 
o 

appropriately adjusted for the relevant level of plastic strain 

(several percent), strain rate, and temperature. 

Quasi-static growth or dynamic propagation of a crack in 

plane strain illustrates well the basic points to be made.  If 

there are no voids present at the start and none of significance 

are generated, large plastic deformation around the crack tip 
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I 
I extends an appreciable distance above and below the plane of 

| separation, and would be visible on the macroscale.  Local 

tractions on the plane in the vicinity of the crack tip must 

reach and then are restricted to approximately (1 + l)a  on 
2  o 

average. 
i 

If, on the contrary, the plane of separation contains 

many voids on the microscale whose spacing is very close, the 

stress level in the plastic links between the voids is restricted 

to ao and large plastic deformation is confined to the links 

except for the several percent of plastic strain needed in actu- 

ality to reach the yield strength of the idealized materials, no 

bulk plastic deformation occurs.  All flow takes place in an 

extremely thin layer (a fraction of the hole diameter) bordering 

the surface of separation.  The fracture would occur at small 

nominal stress oN and appear completely brittle on the macroscale. 

'• AS the Piat"™  is changed by increasing the distance D 

between the holes, the joining or void coalescence clearly in- 

volves a thicker layer of material and a higher local stress. 

|-        However, the layer of large plastic deformation remains of order 

d until the spacing D is large enough to require a high enough 

I stress to involve at least the beginning of macroscopic plastic 

deformation, about (1 + J)^.  Lateral void growth ^ ^^ 

L in lateral spacing of the voids which accompany the plastic 

j deformation finally lead to an effective D/d at which void coal- 

escence takes over and the macroscopic flow ceases. 

i. 
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The transition from a high value of KIc to a very low 

one as D/d decreases requires the more detailed look at void 

patterns and void coalescence which follows in subsequent sections 

but the general results given by the model are clear.  Moderately 

rapid loading or dynamic crack propagation alters the picture 

somewhat from the static.  Strain-r. te effects, to a first approx- 

imation, simply raise the value of ao and so would have little 

effect on the localization of plastic deformation, which is the 

key aspect of the model and the prototype as well.  inertia effects 

do enter and should raise the limit value of (1 + I)^ for macro. 

scopic plastic deformation while hardly affecting the stress 

required to form the microscopic plastic links between the holes. 

It is in this sense that void coalescence on the microscale is 

quasi-statxc.  Dynamic crack propagation therefore favors void 

coalescence over macroscopic flow and should lead to a transition 

to lower KIc values at somewhat larger values of D/d than for 

quasi-static crack growth. 

A quite different effect appears for excremely high and 

short-time loading as in the problem of spall in macroscopically 

uniaxial strain produced by impact on flat plates.  Maximum 

stresses are very high but may not produce separation because 

void coalescence requires sufficient stress at all stages of the 

process.  It is not the maximum stress but a time integral of 

the stress level which determines whether or not full separation 

or even noticeable void growth will occur. 
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The necking of a smooth tension bar involves still an- 

other regime which also enters into void ccaiescence at the root 

of cracks following large local plastic strains in a limited 

region ahead of the crack.  In necking, as at a plastic strain 

concentration, large macroscopic strains draw out the matrix of 

the material and effectively concentrate the voids.  If, as is 

likely, the inclusions have cracked or decohered prior to large 

plastic strain, the neck will start at a "weak" cross-section 

already populated far more by equivalent voids than the average 

for the material.  The added concentration caused by the lateral 

contraction accompanying large extensional strains further in- 

creases the effective void ratio (decreases effective D/d).  It 

is easy to picture a material with average D/d « 5 having an 

effective initial D/d =2.5 for the self-selected fracture surface 

which is reduced below 2 by a plastic strain in the neck of the 

order cf 20%.  At so low a value of effective D/d, void coal- 

esence can occur over the cro^s-section of the tensile specimen 

despite the rather moderate triaxiality of tension associated 

with the geometry of the neck. 

In the region of strain concentration at the root of a 

crack, triaxiality is large and significant void growth accom- 

panies macroscopic (although small scale) plastic straining. 

Effective D/d values in the neighborhood of 2 can be visualized 

as emerging early even when starting from a rather clean material, 

initial average D/d of 10.  Large strains, say 50% or more, would 

-579- 



I 
. > 

be „eeaea to reach void ccaaesc.nce in the neck of „ tension 

specie of so oaean a material. Very pure ductiie ^^ 

neoKs do„„ to a point or a lina „^  ^ ^ ^^ ^ 

coaiescence „hich gives the ^^ ^  ^  ^  ^^  ^ 

a^ost an struotural metals.  The ^^^^ ^ ^^^^^ ^^ 

-re, su„icient to inhibit or ^^ ^^^ ^^ ^^^ ^ 

.rowth. peralts ordinary structurai ^^^ ^ ^^^ ^ 

materials. 

Quantitative predictions for static and dynamic fracture 

satiation and propa9ation retire good estimates of effective 

m.taai and subsequent D/d ratios for real materiais in test 

specimens and in actua! structures or machine parts.  Such esti- 

mates and their conseque„ces are deveioped in the sections „hich 

follow.  The direct design problem for the materials has the 

converse obiectivo n,*  «v^^ jcctive ot Producinq the dp^ir-^Ki«   t. ■ "y tne aesirable combination of 

microstructural properties to give maximum fracture toughness and 

-rength „ithin metallurgical constraints.  The goal is not easy 

tc achieve in an economical structure! alloy „ith an appreciahle 

volume fraction of impurities as well as desired phases. An 

almost fully ductile matrix of high flow strength can he achieved 

by solution and Dreci m'fa*-,-^», u 
precipitation hardening with dimensions on the 

scale of less than lOOfiA in   ^        \   ^ nan 1000A (0.1 un)   do„n to the atolnio_  0n ^ 

other hand, particles ahove this range, including ehe many ordin- 

arily visible in the optical microscope, should dominate the 

fracture process.  They should have a minimum size which is as 

large as possible and as uniform as possible.  Per a given volume 

-580- 



■ ■■^iiM1i"lVM'! W
1" " •- Ml"|P«^W(iflll^|i1^.l,,..l^,p^;,MMWiM«WII^«,WJ.ip.fW.W1 '.Ti^i.iip.iiy.ijipiMi^ .   .   , 

fraction of inclusions the average D/d is independent of absolute 

size.  The larger d, the fewer the number of particles, the larger 

the effective D for a random distribution, and, most important 

of all, the greater the tensile extension in the process of void 

coalescence.  A bimodal distribution of particle sizes which skips 

the range of 0.1 - lOym would have many advantages.  These inter- 

esting questions involved in the design of metallic alloys will 

not be pursued further here.  Quantitative development is needed, 

however, on details of the topics listed below: 

Connectivity of Fracture Path and Effective D/d (like percolation 
theory)   

Limit Loads, Critical Stress Levels, and Stress-Separation 
Relations During Void Coalescence (McClinhnnV. Pir4>r pHcker, . ..) 

Crack Initiation and Propagation in Plane Strain and Notched 
Tensile Bars "  

SPa11 (essentially a copy of my earlier unpublished note No. 30) 

Necking of Smooth Tensile Specimens 
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U 
SPALL FRACTURE BY HOLE GROWTH IN 

INCOMPRESSIBLE ELASTIC PLASTIC MATERIAL 

F. A. McClintock 

Abstract 

Calculations are presented for spall fracture by hole 

growth as approximated by the spherical growth of holes in 

incompressible, elastic-plastic material.  An order of magnitude 

estimate indicates that inertia effect, are more important than 

rate effect.  Comparisons are made with the empirical fracture 

criterion of Tiller and Butcher, and with the more detailed 

numerical calculations by Wilkens. 

-583- 



I 

I 

i 

CONFORMATION OF THE MODE AND WAVE ■•RONT APPROACH 
TO THE ANALYSIS OF WAVE PROPAGATION IN 

PERIODIC COMPOSITES 

E. H. Lee 
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Abstract   

The limiting phase velocity of Floquet waves at high 

frequencies should be consistent with the geometrical optics 

limit of a wave front travelling through each component at the 

appropriate wave speed.  The resulting average wave speed should 

be in accordance with the phase velocity for high order bands of 

the frequency spectrum.  By studying the structure of the mode 

shapes with increasing band number, a pattern becomes apparent, 

which permits determination of the relationship between band 

order and frequency.  This is shown to be in pjieement with the 

geometrical optics limit. 
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INFLUENCE OF PROPERTIES GRADIENTS ON STRESS 
WAVE PROPAGATION APPLICATIONS 

E. H. Lee. B. Budiansky and D. C. Drucker 

Abstract 

I 
I 
I 
I 
I _ 
I 

Variation of eiastio properties through a plate has been 

f oonsidered in order to inorease its resistanoe to penetration. 

The relative merit of properties changes in a series of steps - 

graded material.- or continuous variation - gradient material - 

is investigated. 

It is found that for an elastic slab with elastic modulus 

JJ increasing with depth, the stress wave front associated with an 

applied discontinuous surface pressure increases . n proportion 

[: to /FÖÖTÜT, where p is the density and x the elastic wave speed 

for dilatational waves.  This grows indefinitely with increasing 

li T(X).  However, for a sudden change of properties at an interface, 

r        it is known that in the limit of change to a rigid body (x^), 

the stress magnitude only doubles.  This paradox is explained 

by noting a singular approach to the limit in the continuously 

varying case.  A boundary layer of high stress peak occurs for 

sharp changes of properties; which narrows in time towards 

zero duration as the gradient material approaches a graded one. 

The significance of this result to material damage under dynamic 

loading is assessed. 

Preceding page blank 
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DETERMINATION OF STRESS PROFILES FOR WAVES 
IN PERIODIC COMPOSITES 

L. Bevilacqua, J. A. Krumhansl and E. H. Lee 

Abstract 

Floquet or Bloch wave theory provides a convenient basic 

set of functions for representation of the propagation of trans- 

ient elastic stress waves in periodic composites (Krumhansl, 

ARPA Mat. Res. Council Report, p. 175, 1970).  Variational 

principles for computing dispersion relations and hence phase 

velocities generate a band structure of pass and no-pass fre- 

quency bands (Kohn, Krumhansl and Lee, ARPA Mat. Res. Council 

Report, Vol. I, Paper No. 2, 1969 and ASME Preprint 71-APMW-21, 

to appear in Jour. Appl. Mech.).  Dispersion curves (frequency 

versus wave number) were accurately evaluated for laminar com- 

posites by using smooth Fourier series test functions for dis- 

placement in a Rayleigh-Ritz approximation procedure, but the 

corresponding stress profiles were unsatisfactory since the 

required continuity of stress at the inclusion-matrix inferface 

was ruled out by the use of the smooth test functions for dis- 

placement and corresponding continuous strain profiles. 

In this paper exact stress profiles are calculated for 

waves propagated normally to the laminae, and satisfactory 
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approximations to these are generated with the extended vari- 

ational principle which permits independent test functions to 

be used in the matrix and inclusions.  An augmented plane wave 

approach in the Rayleigh-Ritz procedure was adopted in which 

exact solutions of the wave equation were used as component 

test functions in the filament.  it was found that with this 

procedure, accuracy was essentially independent of the ratio 

of elastic moduli of the inclusion and matrix.  The variational 

approach is applicable to two and three-dimensional composite 

configurations, which are not amenable to exact evaluation. 

. 

. ! 

-590- 


