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tation, and availability of a computer program for generating a variety of
feasible network problems. In particular the code can generate capacitated a
uncapacitated transportation and minimum cost flow network problems,

and assignment problems. In addition to generating structurally different
classes of network problems the code permits the user to vary structural

characteristics within a class,

Since researchers can generate identical networks using this code,
another purpose of the paper is to provide problems benchmarked on several
codes currently available. In particular, the later part of the paper contains
the solution time and objective function value on 40 assignment, transportation
and network problems varying in size from 200 nodes to 8, 000 nodes and
from 1,300 arcs to 35,000 arcs.
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r 1.0 COULD YOU USE THESE PROBLEMS?

The purpose of this paper is to describe the development, implementa-
tion, and availability of a computer program for generating a variety of
feasible large scale L.P. problems which are generally termed network problems.

Among the most frequently discussed network problems which the code can

——

generate are capacitated and uncapacitated transportation and minimum cost flow

(pure) network problems;as well as the simplér forms such as assignment,

o s ol R e

shortest path, and maximum flow problems. In addition to generating struc-

VLN 2

turally different classes of network problems the code permits the user to

fach iy

vary structural characteristics within a class. The user controls the size a

of the problem as well as various parameters. In particular,the user controls

the size by specifying the number of pure sources (origins), pure sinks
(destinations), transhipment nodes with supply (transhipment source nodes),
transhipment nodes with demand (transhipment sink nodes), transhipmeut nodes ;
with no supply or demand (pure transhipment nodes), and the total number of
arcs (cells) in the problem. The user has additional control of the structure
through the use of such parameters as: total supply, coust range, upper ca- ;
pacity range (the lower capacity of an arc is always zero), percentage of arcs
to be capacitated, and another parameter which implicitly controls solution

difficulty. Another feature of the program is the inclusion of a random num-

X e s e

ber generator [4,22] with a user supplied seed. This feature allows the code
to regenerate the same problem if every input parameter is the same. Thus, if
one researcher wants to solve the same problems that another has solved, he may §

do so by using the same input parameters. (Because of differences in word size 1

and hardware arithmetic this may not be true across all computers.) Since re-

searchers can generate identical networks, another purpose cf the paper is to

provide problems benchmarked on several codes currently available. While the set of

benchmarked problems is small (40 problems) their characteristics are widely diversified.

/
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2.0 MORE PROBLEMS - WHO NEEDS 'EM?

Since the earliest computational experiments with network computer

codes both users and developers have been faced with the necessity of eval-
uating such codes as to their capacity, speed, effectiveness (with respect -
to problem structure), and accuracy, Initially most efforts were directed
toward determining solution accuracy, however, more recently attention has
been focused on the other attributes. This is due in large part to the
availability of competing algorithms [1,2,3,6,8,10,11,12,13,14,15,16,17,19,
20], the develiopment .of larger network models, the increased use of network
models in government and industrial applications, and new techniques for
converting problems which otherwise appear to be unamenable to network for-~
mulation. Current computational studies (1, 2, 13, 14, 16, 20] have concentrated
on problem size and solution time (relative to a particular class of networks)
’ because of the interest of potential users to minimize their computer costs.l/
Also some models are not being implemented in industry due to the prohibitive
solution time and lack of computer codes to handle extremely large problems.zj
Further interest in reducing solution time is stimulated by the fact that
network problems often occyr as subproblems in larger problems such as
warehouse location problems, multi-commodity network problems, fixed charge
transportation problems, and constrained transportation problems.

The problem of adequately '"benchmarking" even the most thoroughly de-
bugged codes arises, of course, in a variety of applications of computers to

mathematical and scientific problems. However, many network problems involve

—

quite large node-arc incidence matrices (say 1500 by 10,000; that L&, 1500
nodes and 10,000 arcs). Consequently, the data handling and generation of test proh-
lems become severe even for problems with well-known topological characteristics.

1
For this reason, tasks like the comparison of performance of network codes y ‘
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must be carried out with the raw material (i.e. test problems) at hand.

Thus, one of the areas wherein our contribution lies is that of pro-
viding yardsticks for the evaluation of a number of overall performance
characteristics of reasonably well debugged codes. Perhaps one of the most
useful applications of our code is that of measuring the solution time and
accuracy of some well-known and widely used network codes when employed to
solve very large problems (e.g.,the code could easily bu used to create
10,000 node problems of any desired arc density). Further, since this
generator can be used to recreate prohlems, developers of new codes could
use several standard "benchmarks' to compare their codes. Also, the avail-
ability, in quantity, of a meaningful variety of test problems, may help to
influence the implementation of new solution techniques for network problems.
All too often with new algorithms, an elegant theory has been a substitute
for, rather than gone hand-in-hand with, effective performence in practice.

Some other attributes of having such a code available are:

1. To permit codes developed for a more general class of problems to
be easily tested on special subclasses. For instance, codes developed to
solve general minimum cost flow network problems could also be easily bench-
marked on transportation and assignment problems, thus providing ways to
evaluate the relative worth of the more specialized codes. To i{llustrate
num erous algorithms exist for solving transportation problems and minimum
cost flow network problems. Theoretically these problems are equivalent
since any minimum cost flow network problem can be reformulated as a trans-
portation problem. However, the question arises, "Is it worth developing
and maintaining separate codes for each of these problem types, or should
only one of the codes be developed? If only one, whi.h type should be
developed?” From a theoretical standpoint, the O.R. literature reflects

the feeling that both types of algorithms should be pursued. Similar
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questions are relevant between algorithms for these problems and assignment
probleme or maximum flow problems.

2. To encourage standardization of data specification for all types

of network probleus. One of the problems we encountered in trying to
benchmark codes based on different methodologies (e.g., codes based on cir- i
culation networks such as out-of-~kiiter [2,3,17] and codes based on the
simplex method [6,12,13,14,20] Janc codes designed to solve different types

of problems was their lack of uniformity for. smput specification. To
illustrate, out-of-kilter implementations assume that the input will be an
arc at a time and that the network is a circulation network. The simplex
based codes assume that the injtial inputs will be the supply ax demand of
each node followed by the arcs; however, even this is not standard, since
some transportation codes assume that the supplies and demands are followed
by the cost matrix and upper capacity matrix (if the problem is capacitated).
Within this framework some codes assume the input of a complete cost matrix
while others assume the input is by origin with a cost and destinsation node
number for each admissible cell in the problem. To add more confusion and
frustration some of these codes assume the destinations are numbered starting
at 1 and others from the number of origins plus one. This non-standardizacion
of problem specification (in terms of input format) is most frustrating and
has hampered benchmarking since researchers are reluctant to re-code their
input routines. Thus it is essential to establish a standard way of speci-
fying all types of network probiems as well as network problems within a
class. In order to achieve this standardization with ainimum user incon-
venience, we use a network specification which is compatible with SRARE

(3,17) out-of-kilter since this is probably the most widely used network

format. (See Appendix.)
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3. To facilitate computational studies on the effect of parameter

variation--such as changing the coet range, total supply, percentage of

arcs capacitated, number of arcs, and capacity range, etc.

) 4, To generate problems which will test various parts of a code.

P Since #n)l the problems generated by this code are feasible, it is clear
that we can not generate problems capable of testing all parts of network
solution codes. In general, the validation phases in the construction of

) large scale network codes present numerous challenges for adequately testing

all parts of the code. While establishing problems which will accomplish
this is virtually untracked territory, we have tried to design this code to
generate problems which will provide various challenges to solution codes.
For example, the code is capable of generating different network topologies
(e.g., assignment, transportation, and general network problems) with dif-
fering characteristics within each problem type. Thus good programming

» practice and the use of this generator can help to avert future fiascos,
similar to those which are undocumented but which have become legend in

the folklore. (An early example is the L.P. "nut mix code", so called because
of its ability to speedily solve this textbook problem, which had been used

as a test problem during code development, and to solve no other problems .)

3.0 The Creation Process

With these thoughts in mind we turn our attention to a more specific
description of the methodology and other salient features of the generator.
Having read tha input parameters (vhich are described in the Appendix) the
size, type, and characteristics of the problem are fixed. The program then

Creates a netwvork problem within this framework.
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The overall program ean be divided into two main parte. Taesfirest partdtdates
vhat is called a skeleton network and is concerned with obtaining the proper
number of nodes of each type, insuring the correct total esupply, and guar-
arteeing that the resulting problem will be connected and feasible. The
second part completes the problem while insuring that the remaining speci-
fications are met, such as total number of arcs, cost range, upper bound range,
and percentage of arcs capacitated.
Firet, all nodes are given a number (integer) between one and the
nuaber of nodes, and the nodes are grouped into sets by type (i.s., pure
source, transhipment source, pure transhipment, pure sink, and transhipment
sink). During this part of the program, transhipmen: sources and sinks are
treated as pure sources and sinks, respectively. The total supply is then !
randomly distributed among the sources as follows: (The program uses random
mmbers from a uniform probabidity distribution [4,22].) the total supply
ds divided by the number of sources and each source is initially assigned ;
the integer part of this amount. Subsequently, the amount assigned to each
source is randomly split into two integer amounts. Each source retains one
part of the split and the other part is assigned to a source chosen at random.
The supply of each source is, thus, equal to the sum of the partsc assigned to
it. Since the intital division of the total supply was truncated to equal
integer portions, any unassigned supply is also assigned to a randonly chosen
source.
Next, a tree is randomly created from each source node by gensrating
arcs involving the source node and a random number of pure transhipment
nodes. These trees (called chains due to their structure) are psirwise

disjoint and sutually exhsustive of all nodes except einks. In esch chain
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there is a single directed path from the source node to every pure tranship-
ment node in the chain,

After the chains have been created, each chain is connected to a
random number of randomly chosen sinks. During this procedure the last
node in each chain is always connected to a sink while the remaining sinks
picked for a chain are connected to members of the chain chosen at randon.
Simultaneously, the demand amounts are accumulated for each sink by randomly
distributing the supply of the unique source among the sinks comnected to the
chain, in a manner analogous.to the.dtsttibution of tthe tetal supply. Simce two
or more chains may be connected to the same sink, the demands of the sinks
are successively accumulated as new chains are attached.

In the case of transpbrtation and assignment problems, since they contain
no pure transhipment nodes, each chain contains only a source (origin) node.
For transportation problems the origins are connected directly to a random
number of sinks (destinations) and the demands are created by distributing
the supply as above. For assignment problems each origin is randomly con-
nected to a unique destination and each origin is given a supply of one and
each destination 1is given a demand of one.

At this point the network has the correct number of sources, sinks,
transhipment nodes, and total supply. Also the network is guaranteed to be
connected and feasible (without capacities). This partial network is called
the skeleton and its generation completes the first part of the program.
Observe that the skeleton will only contain a few more arcs than is required
to have a connected graph. Thus,one of the major attributes of this procedure
is its ability to create networks of extremely low density. It should be

noted, however, that problems with extremely low density will possess similar
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} structural features due to this »nrocess.
The second part of the program begins by determining the costs and
capacities for the arcs in the skeleton. Using the percentage of arcs to be

capacitated (supplied in the input), certain arcs in the skeleton are ran-

* domly chosen to be capacitated. The upper capacity of each randomly chosen

arc is set equal to the larger of the supply of the unique source of the

P —

chain in which the arc appears and the user supplied minimum upper bcund.
The remaining arcs in the skeleton are left uncapacitated. (Note that the
! capacity of arcs in the skeleton may be higher than the largest upper capacity

supplied by the user.) A percentage (one of the input parameters) of the arcs

in the skeleton (the specific ones are chosen randomly) are assigned the ‘

maximum cost. Other arcs are assigned a cost randomly chosen between the lower $
and upper limits. The flexibility to set the costs of a percentage of the 1
skeleton arcs large is intended to discourage the use of these arcs in an :
optimal solution, thus, (possibly) making the network more difficult to solve.
Figure 1 contains the skeleton generated by the code using the input speci-

fications contained in Table I.

uoo
o TOTAL  STRANSHIPHENTATAANSRIPAEATOPLACENTOPERCENTE UMPZA DOUND Ramel  omamrt
o T Cnopesesouacrsestnnse “c’:c::: !‘:ﬁ. SUPPLY o SOURCES ©  SINKS oI COSTe CAPACes ~NIN ..o  WAX
. G - . * '
. > ® } 7" 1 te B8 ooo Te no 1000 4990 xnﬂom
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Once the skeleton is complete, the problem is guaranteed to be feasible

r regardlecs of the number, location, or characteristics of any additional l

arcs, Therefore, all that remains is to randomly generate and distribute
the required number of additional arcs. (It is during this phase of the
program that arcs are permitted to emanate from a transhipment sink and
terminate at a transhipment source). For each node, except pure sink nodes,
a random number of additional arcs are created from this node to other
randomly selected nodes, while insuring that no duplicate arcs are created.

The number of nodes to which a given node is connected, is randomly chosen

from a range selected such that the final network will contain approximately

B

the correct number of arcs. This range is dynamically adjusted, as each

node is successively considered, in order to reflect the number of nodes
remaining for consideration and the number of arcs remaining to be created. :
During this process a cost is randomly chosen (within the proper range) for i
each arc created and the given percentage of them are given an upper capacity .

randomly chosen within its range. This essentially completes the network except

for adding a super-source (numbered one larger than the total number of nodes),

and a super-sink (numbered two larger than the tctal number of nodes) in order to

circularize the network. (The nodes and the arcs added for the purpose of creating

a circulation network are not counted in the total number of nodes and arcs. )
They are inserted for compatibility with SHARE [3,17] input format only.)

Figure 2 illustrates the final network completed from the skeleton appearing

in Figure 1. (The dashed lines in Figure 2 correspond to the arcs added
in order to circularize the network., The dotted lines correspond to the

skeleton arcs.) The costs and capacities of each arc are given in Table II

- o _ B

in the same format as they appear on the problem file. (See Appendix.)

-10-







TABLE 1I - Arc Parameters

FROM TO UPPER LOWER
NODE NODE COST CAPACITY CAPACITY
13 1 0 300
13 2 0 163
13 3 0 287
1 7 29 300
1 5 93 750
1 6 16 100
6 12 20 750
6 1 100 300
6 10 25 100
6 7 89 750
6 4 24 100
7 6 45 300
7 9 85 750
7 5 93 100
7 8 7% 750
2 8 100 163
2 10 11 100
2 5 93 100
8 11 35 163
8 9 44 163
8 4 27 100
3 4 65 287
3 8 93 100
3 7 99 100
4 5 21 287
4 9 63 750
4 12 27 287
4 3 91 100
5 1 47 750
5 10 81 287
5 7 39 100
9 14 0 360
9 12 65 100
10 14 0 40
10 5 32 100
10 6 78 750
10 8 56 100
11 14 0 188
12 14 0 162
14 13 0 750 750
=30

A e — e




Note that all arcs have an upper bound, however those arcs

which are considered uncapacitated have their upper bound set equal to

the total supply. Also, observe that all arcs have a lower capacity of
zero (blank field), except the arc connecting the super-sink to the super=
source which has both upper and lower bound set to the total supply.

Onc of the more salient features of the code and the one chizfly
responsible for its ability to create large networks is the way the network
is stored. The skeleton is the only part of the network stored in core.
Further, it is stored as & set of linked lists, each list corresponding to
a chain., The demand for each sink and all of the arcs in the skeleton,
except for the arcs connecting the chains to the sinks, are contained in
one node length array. (All additional arcs are output to the problem file
as they are created.) There are three other arrays (each one is at most node
length in size) whose sole purpose is to insure non~duplication of arcs. The
program contains only two other arrays. One contains the supplies of each
source; the other is an array whose size is equal to the number of sinks and
is used in connecting chains to sinks. Thus, the total array core require-
ments of the code is at most 5 times the number of nodes,which accounts for
our ahility to generate problems with thousands of nodes and an unlimited
number of arcs. This is in contrast to the rudimentary network generators
which use a node x node incidence matrix. The improvement in the siz: ca-~
pability is in addition to the flexibility and generality cdiscussed earlier.
Thus, the generator should prove to be quite helpful to practitioners and
researchers for miny years since no exlsting codes are capable of solving

such large networks.
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4.0 Benchmarks

To help establish a small set of problems which resecarchers can use to

benchmark their codes, we have generated and solved 40 network problems

using 4 network codes. Table IIl contains the specificatiouns of these 40

problems as required on the input cards. Problems 1-5 are 100 x 100 trans-

A,

portation problems; problems 6-10 are 150 x 150 transportation problems.
The parameter specifications of tne first ten were picked to correspond with
the problems in [1,13] to provide a basis for comparison.3 Problems 11-15

are 200 x 200 assignment problems.

= - A TR

Problems 16-27 are 400 node capacitated network problems; problems 23-35
are uncapacitated 1000 and 1500 node network problems.  The parameter spe-
cifications of these problems, like the transportation problems, were picked
to correspond with the problems in [1]. (The problems in [1] were generated
* using a preliminary version of this network generator.)

To facilitate ard encourage the development of large scale codes,we have

e s s S AR i Il sl

* included a few problems (problems 36-40) which are at the frontier of large

scale solution code capability. These problems are small, however, compared
with the capability of the network generator. i
The four codes which we used to solve the problems are those of SHARE ﬁl

[3,17], Boeing, SUPERK [1], and PNET. The first three codes are out-of-kilter

codes while the last code is the special purpose simplex network code referenced |
in footnote 1f. The Boeing code, which was obtained through Chris Witzgall, '

was developed at the Boeing research laboratories. Table IV contains the 1
solution times ot including input and outpud and optimal objective function

value for each of the problems. (The objective function valuecs are included

A . e

*to help code developers verify the solution accuracy of their codes.)

-14- |
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TABLE IV

Solution Times (sec) and Optimal Ohjective Function Value

Problems PNET

1 1,30

2 1,49

) 3 1,94
h 1.64

’ 5 1.88
[ 6 3.55
7 4,06

8 4.72

9 4.80

10 5.88

) 11 3.52
12 4.87

13 5.52

14 6.02

15 6.50

16 2,40

17 3.11

[ 18 1.92
19 3.60

20 2.67

21 2.76

22 2,22

23 3.00

24 3.12

25 4.17

26 4.45

27 4.42

28 6.35

29 7.3¢

30 9.08

31 9.59

32 15,70

33 20,20

34 17.10

35 19.39

36 384.081

37 245.404

38 140,982
39 193,426

40 105.097

NA - Code and data would not fit in 104,000 words of memory.

DRR- Did not run.

SUPERK

5.68
6.47
6.87
6.57
6. 77
11.05
12.86
13.69
13.40
14.13
6.44
6.47
7.25
6.95
7.56
5.27
8.36
5.13
8.49
4.69
7.96
4.60
7.91
5.59
8.37
5.51
7.50
13.91
14.51
16.00
17.05
22.88
25.89
25.42
29.96
NA
NA
NA
NA
NA

SHARE

17.76
21.34
26.16
25.13
10.97
46.40
65.92
81.00
8l.21
84.24
19.93
21.17
25.81
24.95
27.05
21.51
32.40
20.06
31.75
18.11
32.60
17.91
32.66
25.27
33.19
25.05
30.45
53.87
52.55
61.33
61.33
78.63
101.92
92.25
DNR
NA
NA
NA
NA
NA
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Boeing

30.25
21.59
31.47
36.47
47.73
46.64
113.12
175.10
186.99
184.75
30.39
22.08
20.02
23.11
21.08
15.05
64.64
18.31
61.07
25.72
61.39
24.84
67.96
21.57
48.40
19.34
41.98
83.98
117.83
152.21
135.73
553.93
210.14
248.16
ONR
NA
NA
NA
NA
NA

Objective Function Value

2,153,303
1,950,881
1,565,928
1,462,732
1,342,058
2,302,477
2,046,034
2,155,354
1,775,454
2,145,687
4563

3389

3o70

2754

2721
69,612,156
46,831,850
68,197,261
45,816,193
65,940,530
48,575,556
65,777,640
48,503,656
92,612,577
60,418,740
82,612,189
56,665,337
122,582,531
105,050,119
66,331,458
82,561,499
174,279,219
195,931,070
160,007,929
162,270,303
860,372,467
351,773,733
84,886,945
512,111,082
130,366,883
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The times reported in Table IV were obcained on a CDC 6600 using the
FORTRAN RUN compiler. The authors have solved some of these problams on

a UNIVAC 1108 using the FORTRAN V compiler, and on the IR 360/65 using

the H compiler. The times on the UNIVAC 1108 were about 10X slower, while

the times on the IBM 360/65 were about 12X slower.

A noteworthy feature of the computational results that pervades the entire
study is that PNET and SUPERK are decidedly superior to the other cod=s.
(Roughly, PNET and SUPERK are at least 4 times faster and in many cases 8-10

times faster than the other codes.) Furthermore PNET strictly dominates

e T At e Mt e S I £

SUPERK. (PNET {s roughly twice as fast as SUPERK.) This i{s a surprising
result since a non-extreme point algorithm is generally believed to le faster
especially on assignment problems. Another advantage of the primal simplex
approach indicated by the computations, is the core requirements of such a
code. Whereas all of the out-of-kilter codes require at least 7 arc length

arrays and 4 node length arrays, PNET only requires 3 arc length and 8 node

——— s S

length arrays. Thus PNET is capable of selving much larger problems than
the other codes.

One of the unique findings obtained by a joint analysis of the three
prohlem types is that assignment problems appear the ecasiest to solve, fol-

lowed by general minimum cost flow network problems, and hardest to solve are I

the transportation problems. This finding is unexpected since it is a part
of the folklore that transportation problems are easier to solve than net-

work problems. |

Another aspect of these computational results is that the transportation

problem solution times on the out-of-kilter codes (particularly the SUPERK times)
are substantially longer than (twice as long as) those reported in (1,13]. This {

result demonstrates the necd for researchers to use a standard problem generator

=17~
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since the same problem parameters ware used to generate both the problems
in [1,3) and these problems with different generators. Similarly the net-
| work problems 16-33 were generated using the same parameters and only dif-

ferent versions of our gencrator. Howover, the sclution times reported in
)

Table IV are slightly longer than those in (13).

-18-
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Footnotes

1. Network codes ard computational studies which are currently in progress
include:

‘ : 8) a nev out-of-kilter spproach by M. Plorian, department of Infovmation,
Universite NDe Montreal.

b) & special purpose primal simplex network code by Graves,
and R. Mc Bride » Graduate School of Business, University of

: California at Los Angeles.

c) a minimum cost flov network code (the exact methodology to be employed
is not known) by Burroughs Corporation.

d) a nevw out-of-kilter approach by the Texas Water Development Board.

e) a code for solving transportation problems with concave cost functions

by R. Soland, Gradvate School of Business, University of Texas at Austin.

f) a computational study on a primal simplex network code by Glover, Karney,

Klingman, Graduate School of Business, University of Texas at Austin.

2. To illustrate, Paul Randolph at New Mexico State University, in conjunction
with the department of Agriculture has developed a 320 origin by 2250
destination transportation model with 56,000 admissible cells and twenty

‘ fixed charge variables for scheduling cotton to gins. The Center For Cyber-

netic Studies (directed by A. Charnes) at the University of Texas at Austin

has developed a 400 origin by 1500 destination transportation model with

20,000 admissible cells and 3 extra conscraints for scheduling slack pro-

duction at Farah Manufacturing Corporatlion. Also the Center for Cybernetic Studies
1s developing a funds flow model for General Motors with 10,100 origins,

10,000 destinations and 500,000 admissible cells.

3. The problems in (1) were also used in the forthcoming computational study f

discussed in f of footnote 1.
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APPENDIX

INPUT-OUTPUT

Data Preparation

The data (input) deck must contain 2 cards (punched according to the format

below) for each problem desired.

problem for each pair of cards in the data deck.

COLUMNS
Card 1.

1-8

Card 2.

1-5
6-10

11-15

16-20
21-25
26-30
31-4G
41-45
46-50
51-55

56-60
61-70
71-80

CONTENTS

8 digit positive integer to initialize
the random number generator. (Must have
at least one non-zero digit in columns
1-3 and in columns 4-8 .)

Total number of nodes .v.ecvcecescnccecnns
Total number of source nodes (including
transhipment 8OUrCeS) ..eeoesvecsancnnsnss
Total number of sink nodes (including
transhipment 8i0K8).cvevveseartvrcaonnnnns
Number Of 8re8 .ceevvvcesescoscersassancens
Minimum cost fOr Arcs .seeeececrsnssnnsnonss
Maximum cost fOr arcs ...cceeiececencasens
Total SUPPLY cvevvssvsvtacccsasascasanssss
Number of transhipment source nodes ......
Number of transhipment sink nodes ........
Percentage of skeleton arcs to be given
the MaxXimum COBL cvvivrerocncnssecosonosse
Percentage of arcs to be capacitated .....
Minimum upper bound for capacitated arcs..
Maximum upper bound for capacitated arcs..

The program will generate a separate network

The following are the input requirements for each problem :

VARIABLE (TYPE)

ISEED(1)
AND
ISEED(2)
(INTEGER)

NODES (INTEGER)
NSORC (INTEGER)

NSINK (INTEGER)
DENS (INTEGER)

MINCST (INTEGER)
MAXCST (INTEGER)
ITSUP (INTEGER)
NTSORC (INTEGFR)
NTSINK (INTEGER)

BHICST (REAL)
BCAP (REAL)
MINCAP (INTEGER)
MAXCAP (INTEGER)

All input values on card 2 must be right - justified in their field.
The variables BHICST and BCAP should have a decimal point included.

To generate transportation and assignment problems the number of sources

plus the number of sinks must equal the total number of nodes and the number

of transhipment sources and sinke must be equal to zero (l.e., NSORC + NSINK=
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The maximum number of arcs which the program will create is equal to the
number of pure sources (NPSORC = NSORC - NTSORC) times the remaining nodes

(NONSORC = NODES - NPSORC) plus the total number of transhipments (NODES -

Output Format

(tape, disk or cards).

END

SOLVE

cols. 1-6

- 7-12
13-18

19-20

21-30

31-40

41-50

NODES and NTSORC = NTSINK = 0). In addition, to create assignment problems
e the number of sources must equal the number of sinks and the total supply

must be equal to the number of sources (i.e.,, NSORC = NSINK = ITSUP).

NSORCH+NTSORC-NSINK+NTSINK) times NONSORC -1. If the user i.ks for this
nunber of arcs or greater the network produced will contain this number of

arcs. (Note: A network containing this number of arcs is totally dense.)

The program writes two files, an output file (printer) and a problem file
The problem file contains all of the problems re-
quested in a format compatible with SHARE [3,17] input format. Each problem

consists of a set of card images written as follows (beginning in column 1):

BEGIN (additional title information)
Title card for this problem
ARCS (additional title information)

arc data cards

Each of the arc cards is written as follows:

blank

number of "from" node

number of "to'" node
- blank

cost

upper capacity

lower capacity 2

— L) el

diard
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Table Il contains the arc data cards (as written un the problem file)
for the problem specification given in Tahle I. (Note that all the arcs
emanating from a node appear togetiec.) The three header cards (BEGIN, t..tle,

ARCS) for this problem are given below:

BEGIN RANDOM NUMBER GENERATOR SEED=12345678, PERCENT HI CST=35.00
NODES = 12,SORCE= 3,SINK=  4,ARCS=  32,COST= 10- 100,SUPPLY= 750

ARCS TSORCE= 0,TSINK= 2,CAP= 100-  400,PERCENT CAP= 70.00
A file containing n problems will appear as follows:

BEGIN
title card )
ARCS

arc data cards Problem 1

SOLVE )

BEGIN )
title card
ARCS

arc data cards }Problem n

END
SOLVE J
QIT End of job

The output file consists of a summary of the user input specifications

and the actual number of arcs generated for each problem. Taole I is similar

to the summary produced by the code.
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