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SUMMARY

Technical Problem
Network Analysis Corporation's contract with the Advanced
Research Projects Agencyv has had the following objectives:

& To determine the most economical configurations
to meet growth requirements in the ARPARET.

® To study the properties of packet switched computer
communication networks.

e To develop techniques for the analysis and design .
of large scale netwosrks.

characteristics of large packet switched networks
for potential application to Defense Department
computer communication requirements.

N

-

A ® To determine the cost/throuchput/reliability
I

General Methodology
The heart of the research program has been the dual attack
on rasic network theoretical problems and the development of
comput ational techniques for handling large network structures.
For example, efficient reliability analysis procedures were
first developed and these procedures were then used to 'study

, both ARPANET reliability and large network reliability.

T

’ Technical Results

The technical results can be grouped into three areas:
properties of the ARPANET, properties of large networks,
and computational techniques. '

Properties of the ARPANET

Traffic sensitivity: It was shown that the performance of the
ARPANET is highly insensitive tc¢ input traffic distributions,
and that the network retains its high throughput capabilities
even though these distributions fluctuate widely.

Peak bandwidths: It was shown that the high peak bandwidths
achievable in the network are obtained at virtually zero in-
cremental cost.

15

.

S B NN

s S
pa




EE SR e

e e, e D el <o e e T —
- — ——il PR e

Reliability: The netv.rk was shown to have high reliability
with both nodes and links at present equipment reliabilities.
A detailed throughput reliability analysis of the ARPANET con-
sidering element failures, traffic requirements, routing and
acceptable delays shows that the network is highly adaptable
to component failures.

Cost: The netwcrk has exhibited substantial economies of
scale as new nodes have been added and as the capacity c¢f a
particular’' network with a given number of nodes is increased.
At a recent stage in the network's growth, the network was
shown to be within 1% of a theoretical (but physically un-
achievable) optimum cost. '

Properties of Large Networks

Cost and throughput: Cost and throughput characteristics were
derived for a family of networks containing 20, 40, 60, 80,
10C, and 200 nodes distributed across the United States. It

was shown that networks of this size exhibit economies of scale,
deliver required performance using, current ARPANET technology,

and provide costs comparable to the current network.

Reliability: A study of the tradeoffs between network size,

network connectivity and component reliability was performed.
This study indicated that reliability will be a major design

constraint for large network design but that for the sizes of
networks considered it is a completely controilable parameter
using the distributed ARPANET technology.

Computational Technigques

Routing: Two basic classes of routing procedures were developed.
The first is capable of finding optimal routes for traffic and
hence is capable of deriving upper bounds on network performances.
The second class of procedures were developed for use within the
design process. This class incorporates heuristic and analytical
techniques to produce flows close to optimal with very small
amounts of computation.

Reliability: Major computational improvements for large network
reliability analysis were developed. One such technique was es-
tablished to be more than 1000 times more efficient than conven-
tional simulation procedures. In addition, a new method for

e
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reliability analysis which uses a recursive technique has
been developed to lLandle a large class of networks composed
of loops and trees. This method aliows a wide variety of
reliability criteria to be evaluated simultaneously at a
small fraction of the cost of previously kncwa methods.

Basic Network Algorithms: New and improved techniques for a
nunmber of fundamental network computations were developed.
These include the calculation of network components, the
generation’ of shortest paths, and the generatioa of minimum
spanning trees. These computations are basic ingredients in
many large scale network algorithms and consequently the size

of the tractable problems using these technigues has been
extended.

Derartment of Defense Implications

Tnie Defense Departiment has vital need of highly reliable and
economical communications. The contract studies establish

the substantial cost advantages of packet switchel "ARPANET
like" computer communication systems with as many as 200 nodes.

The reliability studies developed the tools needed to first

analyze and then control the reliability of these structures. .
The computational improvements increase =iie size of networks
that can be analytically studied and hence optimized.

Implications for Further Research

Communication networks for meeting Defense Department require-
ments ir.volve huge network structures that present tecnniques
are not yet adequate to handle. The research during the con-
tract period identified some of the unique and highly desirable
properties of distributed computer communication systems and
demonstrated the performance trends of these networks as they

e et e b v e e

increase in size. The studies show that for very large networks,

cost-reliability considerations must be given equal importance
to cost-throughput considerations. This mesuns that there will
be a need to develop dramatically diffesrent network design pro-
~edures to insure availability of zcsources in a large network.
The requiresments of the new procedurcs, while not yet well
defined, indicate that computation brcakthroughs for a :umber
of basic network problems will be necessary. The potential of

these networks to the DOD establishes a high priority in seeking

these breakthroughs.
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) i INTRODUCTION AND SUMMARY *

Network Analysis Corporation’s contract with the Advanced

Research Projects Agency has had the following objectives:

® To determine the most economical configuraticns to

meet growth requirements in the ARPANET.
¢ To study the properties of packet switched computer
communication networks.
e To develop techniques for the analysis and design
of large scale networks.
® To determine the cost/throughput/reliability charac=-
l : teristics of large packet switched networks for
potential application to 5efense Department computer

b communication reguirements.

The heart of “he research program has been the dual
attack on basic network theoretical problems and the develop-

ment of computational techniques for handling large network ]

structures. For example, efficient reliability analysis

procedures were first developed and these procedures were

then used to study both ARPANET reliability and large network

reliability.

* Throughe L this report, a reference to Report "I" is a
reference to NAC's "I-th" Semiannual Report to ARPA.
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The technical results discussed in this report are
grouped into three sections: properties of the ARPANET,
properties of large networks, and computational technniqgues.
The report summarizes the significant developments of the

research effort. These include:

~ Propezties of the ARPANET

Trafiic sensitivity: It was shown that the performance of
the ARPANET is highly insensitive to input traffic distribu-
tions, and tkat the network retains its high thrcughput capa-

bilities even though these distributions fluctuate widely.

"\

Peak bandwidths: It was shown that the high peak bandwidths
achievakle in the network are obtained at virtually zero in-

cremental cost.

Reliabilitv: The network was shown tc have high reliability

with both nodes and links at present equipment reliabilities.
A detailed throughput reliability analysis of the ARPANET
considering element failures, traffic requirements, routing,
and acceptable delays shows that the network is highly adap-

table to component failures.
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Cost: The network has exhibited substantial econovomies of

scale as new nodes have been added and as the capacity of =1
particular network with a given aumber of nodes is increased.
At a recent stage.in the network's growth, the network was
shown to be within 1% of é theoretical (but physically un-

7

achievable) optimum cost.

Properties Of Large Networks

Cost and throughput: Cost and throughput characteristics

were derived for a family of networks .containing 20, 40, 60,

80, 10C, and 200 nodes distributed across the United States.

‘It was shown that networks of this size exhibit economies of

scale, deliver required performance using current ARPANET
technology, and provide costs comparable to the current

network.

Reliability: A study of the tradeoffs between network size,
network connectivity and component reliability was performed.
This study indicates that reliability will be a major design
constraint for large network design but that for the sizes
of networks considered it is a completely controllable para-

meter using the distributed ARPANET technology.

yo

|
|

e o remn. W



Computational Technigues

Routingz Two basic classes of routing procedures were develored.
The first is capable of finding optimal routes for traffic and
hence is capable of deriving upper bounds on network performance.
The sccond class of procedures was developed for use within the
design process. This class incorporates heuristic and analytical
techniques to produce flows close to optimal with very small

amounts of computation.

Reliability: Major computational i. provements for large network
reliability analysis were developed. One such technique was
‘established to be more than 1000 times more efficient £han
conventional simulation procedures. In addition, a new method
for reliability analysis which uses a recursive technigue has
been developed to handle a large class of networks composed

of loops and trees. This method allows a wide variety of
reliability criteria to be evaluated simultaneously at a small

fraction of the cost of previously known methods.

Basic Network Algorithms: New and improved techniques for a

n.aber of fundamental network computations were developed.

These include the calculation of network components, the

generation of shortest paths, and the generation of minimum
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Computational Technigues

Routing: Two basic classes of routing procedures were developed.
The first is capable of finding optimal routes for traffic and
hence is capable of deriving upper bounds on network performance.
The secund class of procedures was developed for use within the
design process. This class incorporates heuristic and analytical

techniques to produce flows close to optimal with very small

amounts of computation.

Reliability: Major computational.improvements for large network
reliability anal&sis were developed. One such technijue was
}established to be more than.lOOO times more efficient than
conventional simulation procedures. In addition, a new method
for reliability analysis which uses a recursive technique has
been developed to handle a large class of networks composed

of loops and trees. This method allows a wide variety of

reliability criteria to be evaluated simultaneously at a small

fraction of the cost of previously known methods.

Basic Network Algorithms: New and improved techniques for a
number of fundamental network computations were developed.
These include the calculation of network components, the

generation of shortest paths, and the generation of minimum
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spanning trees. These computations are basic ingyredients

in many large scale network algorithms and consequently, the
size of the tractable problems using these techniques has
been extended.

The Defense Department has vital need of highly reliable
and economical communication. The contract studies established
the substantial cgst advantages of packet switched "ARPANET like"
computer communicaﬁion systems with as many as 200 nodes. The
reliability studies developed the tools needed to first analyze
and then control the reliabiligy of these structures. The

~new computation improvements inéigase the size of networks that
A
can be analytically studied and hence optimized.

Communication networks for meeting Defense Department

requirements involve huge network structures that present

; ‘techniques are not yet adequate to handle. The research iden-

tified some of the unique and highly desirable properties of
distributed computer communication systems and demonstrated
the performance trends of these networks as they increase in
size. The studies show that for very large networks, cost/
reliability considerations must be given equal importance to
cost/throughput considerations. This means that there will

be a need to develop dramatically different network design

5.
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procedures to insure availabiiity of resources in a large
network. The requirements of the new procedures, while not
yet well defined, indicate that new computation breakthroughs
for a number of basic network problems will be necessary.

The potential of these networks to the DOD establishes a high

¢

priority in seeking these breakthroughs.




2. PROPERTIES OF TilE ARPANET

" 2.1 ARPANET Topological Design

During the contract period, many network optimizations
were performed to introduce new nodes into the ARPANET, to {
test and improve overall network economy and reliability, and

to study the economic and growth characteristics of the ARPA

network.

Since initially there was no clear kﬁowledge of the total

:.. i MG AR s

traffic the network would have to accommodate, the network was

S

first constructed with enough capacity to accommodate any

. reasonable traffic requirements:7 At the initial stages of
%
the design, the "two-connected" reliability constraint 'forced
| . the network throughput to be in the range 10-15 KBPS/no&é

since two communication paths between every pair of IMPs is

;, needed. As new IMPs were added to the network, the capacity isbe-

ing systematically reduced until the traffic occupies a
substantial fraction of the network's total capacity. At

f present, it appears that this point will be reached in early

1974. The network's capacity will then be increased to main-
r . tain a desired percentage of loading. To insure that this |
process can be efficiently performed, each basic configuration
is designed so that additional iinks can be added to economi-

: cally increase network throughput.

‘, ] | 7.
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If the locations of all network nodes are known in
advance, it is clearly most efficient to desigrn the topo-
logical structure as a single global effort. Howevér, in
the ARPANET, as in most actual networks, node- locations are
added and ?odified on numexrous occasions. On each such
occasion, the topology could be completely reoptimized to
determine a new set of link locations.

In practice, however, there is a long lead time between
the ordering and the delivery of a link and major topological
modifications cannot be made without Qubstantial difficulty.
:It is therefore prudent to add ggfgelete nodes with as
liftle disturbance as possible to the basic network structure
consistent. with overall economic operation.

At approximately 26 nodes, the growth pattern within
the net made it desirabie to implement some fundamental
changes in network structure. The original net expanded
eastward from a 4-node configuration on the West Coast.
Because of this origination, the West Coast had somewhat more
capacity than other parts of the country. Also, because of
the excellent relative location of the UTAH node, two of the
three planned cross country paths utilized this node¢" thus

creating a great dependence in the enlarged net. Finally,

(WY
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the expanded net has a number of new nodes in the Washington,
D.T. area. A redesign of the network taking advantage of
these facts was able to reduce cost while simultaneously in-
creasing network throughput and reliability. To test the
ov:..'all economy of the new design, an additional design was
ge..erated under the assumption that all 26 nodes were to be
interconnected into & network at the same time, with no re-
strictions on link locations. This design, which represents

a "global" optimization, believed to be optimal under uniform

traffic requirements, was only I% lower in cost per year.

~Thus, the actual 2€-node ARPANET de31gn ig within $10, 000
(less than $400/node/year xr) of a theoretlﬂallv globallv optimum

but unrealizable solution.

Current network designs contain on the order of 40 nodes.
; The evolution to this stage is summarized in Tal.le 2.1. This
! table shows the performance and economic trends indicated by
the growth of the net from ten nodes to tha presently planned
net. During the growth of the net, the link cost per node
has been reduced from $44,000/node/year for the 15-node net
to $25,550/node/year for the 40-node network while the design
throughput level has been reduced only from 10.7 KBPS/node .

to 7.3 KBPS/node for the same networks. The line cost per

9.
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thousand packets of transmitted data has ‘been relativaly
constant at 7. cents (assuming 24 aour per day, 7 days

per week operation). Some representative ARPANET designs

are shown in Figures 2.la~2.1f.

TABLE 2.1
NETWORK LINE COSTS

Namber  Yearly  wmenBEfe  hea st
ef Hodes (&) . KBPSMode Keacketbayfode . _(K§) ~_(cents)
14 605 - 10.5 1449 43.2 . 8
15 659 ©10.7 Y 1478 43.9 8
18 792 12.2 & 1684 4.0 7
21 825 10.6 1463 | 39.3 7
23 849 10.2 1408 36.9 7
24 - 860 9.5 1311 - 35.8 7 .
26 810 9.9 1366 31.2 6
30 859 8.7 1201 28.6 7
33 886 8.0 1104 26.8 7 I
39 1,016 7.5 1035 26.1 7 |
40 1,022 7.3 1007 0 25.6  7° |
!
ket
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. 2.2 Traffic Sensitivity

Any network design depends on the forecast of the traffic

distribution. If this forecast is inaccurate, it can be
expected that inefficiencies in performance will occur. In
our case, ‘these inefficiencies could be excessive time delay
at the desired throughput levels, or equivalently, lower
throughputs at saturation. In order to determine *the effect
of traffic variations on time delay and throughput, several
simitllation and analysis expériments were conducted.

The basic ARPA configuratigns were de:ived with essen-
tially equal traffic between ali?hode pairs. All ncde pair

traffic levels are increascda at the zame rate until time

1 "delay equals 0.2 seconds.
The average traffic per node at 0.2 second average delay

, is defined to be the network's throughput. The following

[
RS
L 3

experiment can be .performed to examine the effect of widaly
varying node output rates.

1. A random number Tr(I) bounded by the constants TRL
and TRU (i.e., TRL £Tr(I)¢ TRU) is selected uniformly at
random for node I for I=l, ..., N. This random number is

-
set equal to the total output of node I.

i i
i
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2. For each node I, N~1 non negative random numbers

K(Ip Il) '. K(I.Iz)p “s0e, K(I, I'N-

random . The traffic from node I to node J is set equal to

1) are generated uniformly at™

TR(I)= K(I.IJ)/NZI: X(1,1;)
P j=1
- 3. %The routing algorithm is applied and the average
number of bita/secl)nd determined.

4, Steps 1-3 are repeated until a statistically valid
sample is obtained.

Steps 1-3 were performed with a typical 12-node
hetwork and an 18enode petwork. Ir\n the experiments, TRL
ranged from 138 to 271 KPacketgDay and TRU ranged from 2622 to
5244 chkeh;}bay and 200 sets of flows were generated for
the 12-node network and 100 sets for the l8-node network.

Tables 2.2 & 2.3 summarize the data collected. The effect
of traffic variations for the two networks can be readily
investigated.

In both the twelve and eighteen node cases, throughput

for uniform traffic distributions were from 10% to 13% higher:

than the average throughputs for the random samples., In

i .
addition, for both networks, more than 75% of the random

1

16.




. IABLE 2.2
i 12 NODE NETWORK
‘ Average Throughput Number of Traffic
(KPackets/Day/Node) —Patterns
" 1932 i B
2070 | 3
2208 { 5
2346 - 16
2484 1 24
- 2622 ; 44 |
. ‘ 2760 P 39 :
2898 ' 44 ¢
3036 _ 13
3174 8
3312 3

Sample mean = 2760 KPackets/Day/Node
Sample Deviation = 276 Kpackets/Day/Node

{

»

i
i

Pl

N
A ; ‘\\
TABLE 2,3
7 18 NODE NETWORK _
; - Average Throughput Number of Traffic
E / (KBackets/Day/iTode) Patterns '
1 i .
| | 1794 | 1
\ 1932 ’ 5
\ 2070 - 16
\ ' . 2208 j 19
\ 2346 f 33
\ ’ 2484 3 18
- 2622 : 5 |
| 2760 3 H

Sample mean = 2346 . KPackets/Day/Node ;
Sample Deviation = 205 KPackets/Day/Node _

-

!
i
!
|
H
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A 12-Node Network Used for
Routing Comparison--All un-
marked links have 50:KB
capacity.

'’
"
Fo

An 18-Node Network Used for Routing
Comparison--All unmarked lines have
50 KB capacity

FIGURE 2,2b A
| o
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cases have average throughputs within 17% of the uniform
traffic throughput. These numbers demonstrate that the
degradation in performance caused by large variations in -

flow requirements is not great. In other words, the routing

‘ procedure is able to efficiently handle significantly dif-

4

ferent input flows without excessive time delay.

Another set of sensitivity analyses were performed on

~

. two 26 node ARPANET configurations. This set postulated

highly unequal traffic distributions where the response at

selected locations generated up to 10 return packets for

s each packet received. The locations of the points generating

A\
such high traffic was selected from the basic ARPANET resources

at UCLA, UCSB, SRI, BBN, MIT, AMES, and NOAA. The precise
system requirements were then widely varied from the uniform o

design distribution. The results are summarized in Figures 2.3q =

" 2.3h, . Traffic for these systems are generated by partitioning

* the nodes into 4 groups identified by @, B , x and A. The

nodes identified by @ and Eljconstitute the first 15 nodes
added to the network. Flow requirements among these nodes

is adjusted independent of the other nodes. ' The traffic matrix
TR = [tr; 4] where trj j is the flow from node i to node j

is partitionéd in the.f0110wing manner.'

!

18.
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First 11
15 nodes additional nodes

First ? ) |
15 nodes 1{ TR1‘ I TRy
! i
- L- o e ] ok et a8
.11 _ ]
additiona TR, . TR,
noces 3; .
L J A

~

The traffic in each of the four submatrices is adjusted
independently. Using varying traffic patterns the flows in
'I'Rl are selected “» yield a spéc:_ified set of flows between

-"\the 15 nodes. The maximum amoun;‘\f\of traffic that can then
be sent from the 1l nodes is then calcula ted under several
different assumptions about traffic patterns. |

The results of the above analysis again indicate that

. large traffic requirement variations do not result in sub-

stantial changes in network performance. Thus, for the two
26-node ne*work configurations illustrated, the first network

has an average capacity of 925 KPackets/Day/Node for the

patterns examined; the lowest throughput pattern measured is

15% beneath the avérage and the highest is 10% above the
average. The second configuration has an average t;roughpuf
of 1082 Kpackets/Day/Node; the lowest throughput pattezn
mgasured is 9% beneath thi-! average the the highest is 20%

above the average'.
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i Traffic Patterp: Equal traffic between ® nodes,
: - equal traffic from all x nodes.

. KPackets/Day/Node Maxiﬂum
» KPackets/Day/Node Total KPackets
Between ® Nodes g onK oty Ooy/Node  ray/Node -
1694 . ; 0 | 977
1542 . 250 _ 995
- 1401 478 , 1011
’ . 1239 712 1016 .
' ' 906 906 . 906
4 FIGURE '2.3a
o5 : "
> ) ._‘\
Traffic Pattern: 10 units of traffic from f§ nodes
to X nodes, in response to each unit into{l : from
each x node to all nodes, 1 unit of traffic between R
N nodes.
Maximum
r {v.  Keackets/Day/Node . KPackets/Day/Node Total KPackets
7= -~._BetweenM@ Nodes, _from x Nodes —Day/Node
y ; 1576 193 991
- 1432 373 : 9§4
1266 557 966
;
) FIGURE 2.3Db
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Traffic_Pattorn: 10 units of tr
for each unit in; equal traffic o

affic from #} to x nodes
riginated at every node

and destined for every other node.

KPackets/Day/Node: 783

FIGURE_ 2.3¢c

Traffic Pattern: 10 units fxom
node for each unit in; 10 units from each A node to .each -

X node for each unit in; 1 unit
node to each other node.

eachf@l node to each @
originated from each

Total

PY/NdSs  Dayinods

I(Packets/ Day/Node §Packet8/
Batween © 95 a8 gogeg Yom X an
i410 ' 0
1371 . : 70
1239 294
FIGURE 2.3d
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Tcaffic Pattern:

KPackets/Day/Node
_Between odes

Traffic Pattern:
response to each

1751
1594

< 1416 . ..

1253

FIGURE 2.3e

‘Equal traffic between@ nodes, equal traffic
from all x nodes.

Maximum KPackets/Day/ - Total KPackets/
Node from X Nodes _ —Day/Node

0 - 1206
92 1071

. .794 1275
1052 . 1280
1301 _ 1301
1311 - 1285

10 units of traffic from §§nodes in
unit intofJ ; 1 unit of traffic from

each x node to all nodes, 1 unit between ﬂl nodes. g
N
KPackets/ﬁaﬁ/Node KPa?ietsZDai/Node T taé Kgackets 0
593 % 5 ,
I 793 5 ,
3 . 996 1238
.1 1199 1231
! '
t > ;‘ \
! ]
. 23,
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Traffic Pattern: 10 units of traffic from B to x nodes
for each unit in; equal traffic originated at every node
and destined for every other nodee.

KPackets/Day/Node: 993
FIGURE 2.3g

g

v
.

Traffic Pattern: 10 units from each @ node to each ¥l node
for each unit in; 10 units from each A node to each x node
for each unit in; 1 unit originates from each node to each
other node.

Kpackets/Day/Node ?ackets/gax/No e Tataik/KPackets

Ba:uaan!hnnﬂ!nndaa..J!EJL&!L_______. ode
1708 ' 985
1594 . 222 * 1014
1446 492 1042
1266 756 1050

FIGURE 2.3h . - '
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2.3 Incremenial Costs

Ahdding Capacity Without Adding Nodes

As part of the network design studies aimed at determining
the cost-throughput characteristics of the ARPANET, numerous
analyses of the cost of increasing the'capacity of specific
n;twork designs from base traffic levels of 5-10 KBPS/Node to
levels of 20 KBPS/Node 6: more have been pgrformed. The
relaticnships between line cost per year and throughput per
node for three such studies are shown in Figure 24. The

points on these curves were obtained by adding and deleting

“links from the basic network designs with the "subjective"

constraint that as few modifications to the ﬁaéic network
stxucture are made. This goal is imposed because of the up
to nine months' installation time for a major 50 KBPS line.
This large lead time dictates that changes to the basic con-
figuration be made infrequently.

It is evident from Figure'2.4 that by adding links to an
éxisting ARPANET in as economical a fashion as possible, one
obtains a linear relationship between increase in capacity
and increase in cost. Furthermore, the dashed line indicates

the boundary of the "econoﬁies of scale" region. That is,

.

s
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the linear relationship induced by the dashed line corresponds
to a doubling of line cost for a doubling of capacity. - Above
the dashed line, where all three curves lie, the ccst per bit
decreases as the network capacity is increased. For example
for the 40 node network, a threefold increase in capacity is

s

achieved with only a twofold iacrease in cost of lines.

Adding Nodes -

The rapid growth of the ARPANET creates the problem of
j'equitably distributing the cost of the network over its ¢ wm-
munity of users. There are two'kinds of network users~--ARPA |
sconttactors at universities and fésearch centeri: apd non-ARPA
gonﬁractors who are joining the network to utilize resouzces
such as the ILLIAC IV. The former group of users have been
principally responsible for the growth and development of the
network and the transition from an experimental project to a

viable, economic tool broadly applicable to Defanse Department
communication problems. The latter user group is contributing

the operating environment that will allow the network experi-

ment to proceed from a specialized one to a general purpose

onee.

- .
The problem of distributing costs between the two user

groups was studied as follows (Report 4):
|
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c 1) The 15 node network connecting the original set

of ARPA contractors was first examined, and its throughput

.and cost determined subject to two types of traffic loads.

TSN B

L The first assumes equal traffic between all pairs of nodes
" and the flow per node leading to an average time delay of

0.2 seconds is calculated. The second considexrs five nodes

--BBN, UCLA, UCSB, SRI, and MIT=--as network resources.

T DI TE JER R e

Equal traffic from all nodes to these nodes is assumed but

o edpl b e A i i, 1 T T RO

the return traffic from each of the five nodes to all nodes

- is assumed to be ten times as great as the forward traffic.

+The average throughput per node\ﬁith this traffic pattexn
AN

‘is then calculated at a 0.2 second time delay.

2) A 26 node network is derived by adding 11 new user

L
e

nodes in the second category to the original 15 node net.

s W

l s The augmentation is made to minimize the incremental cost
of adding the 11 nddes without reqard to throughput. The

throughput of the 26-node network is calculated under a

: variety of traffic conditions. In some of these calculations

NASA and NOAA are considered to be additional ne twork resources.

PO

3) The planned 26 node network is analyzed in the same

manner as the network discussed in 2). P

i b o
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The object of the three analyses is to compute the
incremental cost to add the new nodes into the network,
the cost required to provide service equivalent to that

provided by the 15 node network to the original 15 nodes,

‘the throughput that can be;supplied to the new nodes if

this should be required.

The results of the analyses indicate that:

~

1) A fixed line cost of approximately $16,500 per new

" node is directly attributable to the addition of the naw

nodes if the cost of the 15 no?e network is subtrected fzﬁm
sthe cost of the 26 node networkﬁ?\ |

2) Depending on the traffiéwpattern, the new nodes
can transmit between 0 and 25 kilcpackets per hour in the
26- node network if the original_nodes"receive throughput
equal to that provided by the 15-node network. Additionai
throughput can only be provided to the new nodes by degrading
the service to the original nodes or adding new communica=-
tion links to the network.'

Our previous analysis indicated that we may assume a
linear cost to increase the cépacity of the fixed network.
In a 24 node network, a l gillion packet per day per node
increas§ could be achiavedgfor_ahout $280,000 per year.

bi
L

oy
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This yizlds a cost per thousand packets of about 3.2
cents. In a 40-node network it would cost about $1 million
per year to achieve a 2 million packét per day/node increase
in capacity. On a per kilopacket baéis, this leads to about
a 3.4 cents cost. These numbers are based on uniform traffic
fequirements and 24 hour/day, 7 days per week network operation.
To compensate for non-uniform traffic effects, one might
increase the cost per kilopacket td 4+5 cents and to compen-
sate for the fact that the network will be fully loaded only
a fraction of the time (say, 3Q:40lhours per week), one might

*multiply the per kilopacket cosé%ky a factor between 4 and 6.

This suggests that a reasonable incremental charwe per kilo-

packet is in the range of 20-30 cents. ‘

N}
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2.4 Peak Throughput

Usage of the ARPANET differs from node to node.
Generally, one can expectltwo kinds of users in the network
--tﬁose whose peak bandwidth requirements are not very dif-
fgrent from their'average pandwidth neads and those who occa~
sionally require very highfbandwidths in relation to their
average usage. The latter case includes users employing
interactive graphics.

The ARPANET as presently configured can allow a typical
user to enter or receive transhigsions at a peak rate of
"about 80 KBPS if the network is not heavily loaded. Some
users may never require such capacities. Two queétions fhus
arise:

1) can service to low peak fhroughput users be
provided at lower costs than mesently obtainable
in the ARPANET? '

2) Wwhat is the cost to provide peak throughput capa#
bility as a function of the number of userxs who
require this service? |

In Reports 3 and 4, these questions are independently

-~
addressed. To answer question 1 (see Report 4), networks

with average throughput requirements of about 6 KBPs/nodé

31.
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(828 KPackets/Day/Node} and 2-connectivity can be supplied
by installing twn 9.6 KBPS links at the nocle requirirng only
low peak throughput. Since the monthly ccst for such a line,
$650 plus $0.40/mile, is gignificantly lower than the $850
plus $5.00/mile for a 50 KBPS line, one might conjecture
that considerable savings would result for a node_not re-
quiring high peak throughput. To test this hypothesis, the
following experiment was performed.

A 40 site system was studied and a low cost network was

derived using only 50 KBPS linqs. The 40 node network had

.a cost of $1,025,000 and a throughput of 6.0 KBPS/node. Then,
BN

five sets of twenty nodes each were randomly selected from

among the forty nodes. Each node in each set of twenty nodes

was assumed to require low peak bandwidths éo that tbhese
nodes could be connected into the net by either 9.6 KBPS or
50 KBPS lines, whichever was more economical. The network
structure was separately optimized for each set of twenty
nodes and the cost savings achieved by allowing the 9.6 KBPS
lines was. calculated. Finally, all forty nodes were assumed
to require only low peak th?oughputs and the netﬁork.optimi-

zation was repeated. : : -
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result was available. )

The results of the experiments dramatically.indicated

that the 9.6 KBPS line option is not.generally useful for

the ARPANET. In the vast majority of cases, even when the

9.6 KBPS lines were allowed, the optimization programs
selected 50 KBPS lines for the most economica; configuration.
In faé:, in only three cases were 9.6 KBPS lines found useful.
The yearly network line costs for the various optimiza-
tions ranged from a low of $973,740 to $1,025,510.

The maximum

gavings $51,770, which would have to be avéraged over 20 nodes,

represents only 10 percent of the line cost per node which

+itself is only approximately haif\the overall cost. per node.

. “ .‘\
Purthermore, the average savings for the entire $1,025,000

network is‘lessthan $25,000=-a very small savings in return
for a loss of high peak capacity for half the network.

The strong cohclusion is that except in a few special

.cases (such as connecting a low requirement Seattle rde),
© it is undesirable to use low sﬁeed lines in the ARPA Network

" and thus the 2bility for users to generate traffic iato the

network at high peak rates is achieved at essentially no

cost,

Question 2 was addressed in Report 3 before the above .

f
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The object of the study in the report is to determine
the cost of supplying a few nodes with the capability of
inputting traffic at an 80 KB/sec. rate while all other

nodes are limited to a 10-15 KB/sec. rate. An initial

average base traffic level of 10 KB/Sec/Node (138 KPackets/

4

.Day/Node) is assumed.

The method of cost computation operates as follows.

~

The costs for 20,40,60,80, and 100 node networks for the
10 KB/Sec/Node's traffic level are found. It is assumed

that an arbitrary node wishes to transmit 80 KB/Sec. for

N

.chort durations of time. If both the origin and the destin-
NN

ation of this traffic is known, the best approach is to make

a specific optimization run with this data to determine the
cost of adding sufficient capacity to the network so that

other users will not be affected.

To obtain guidelines for ¢eneral cost analysis when

. noth sender and receiver are unknown, we follow the steaps

below.

l. Compute the effective traffic load per node within
the network when a single IMP is adding traffic at an 80 KB/
Sec. rate to the nat and all other IMPs are generating ai

. o
a 10 XB/Sec. rate.. i

]
!
!
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2. Determine the cost to construct a network to
accommodate the effective traffic load with the specified
delay constraint. This computation is basedlon the assump-
tion that the load is uniformly distrilited among all ;oaes.
Let this cost be indicated by AGLOB.

3. Determine.the average cost of increasing the output

capacity of a single IMP to 80 KB/Sec. from about 10-15 KB/

Sec. This cost in Report 3 is assumed to be the cost of

'upgrading two average length lines from 10 KB/Sec. capacities

to 50 KB/Sec. capacities. (This cost is ALOC = $2 [(550 = 650)

++ (5.00 - 0.40) Avg. Length] per§month). We now know from

\,
.

\
the results of Report 4 that for overall economy we wish

50 KBPS lines anyway and thus ALOC = 0.
4. The average iﬁcremental cost to enable a subscriber
to input traffic at the 80 KB/Sec. rate is then
A Cost = ALOC + AGLOB/NHT
where NHT is the L. ! ¥ nodes which desire high thrqughput
capability.

Note: The equation for ACOST assumes that either (1l)high

input rates occur infrequently or (2) only a few nodes will have

high injection rates. With either of these assumptions, it.

will be relatively unlikely that more than one user will be

i
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/

generating 80 KB/Sec. at the same time. Thus, the network
need oniy be upgraded to handle one high input rate at a
time, and the cost of this capacity increase can be shared
by the FHT high throughput nodes. (Naturally, if specific
requirements are available, more exact provisions can be -
made.) ‘

As a fincl point, we note that the cost-throughput
curves for 20, 40, 60, 80, and 100 node networks are essen-
tially linear in the 5 KBPS/Node -~ 15 KBPS/Sec/Node regions.
This means that the incremental costs are independent of the
base traffic load (which was iﬁitially assumed to be 10 KB/
Sec/Node) -and thus that incremenggl'costs computed are appli-
c#ble for a range of traffic loadings.

By combining the results from the two reports, one can
conclude:

1) The network cost of providing 80 KBPS peak throughput
capability in a network of 40 nodes is approximately $100,000
per year if the network were to be fully loaded without the
high peak traffic useage. =8

2) The network cost ﬁf providing 80 KBPS peak throughput
under the same conditions as 1) above in a 100 node network

i

-
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is approximately $150,000 per year if the network were to
be fully loaded without the high peak traffic useage.

l 3) In a 40-node network noﬁinally rated at 10 KBPS/Node
and operating at less than 85% of full load, 80 KBPS peak
throughput between a pair of nodes can be achieved at zero
ihcrementai cost.

4) 1In a 100 node, 10 KBPS/Node (1380 KPackets/Day/Node)
network operating at less than 94% of full load, 80 KBPS peak

throughput between a pair of nodes can be achieved at zero

incremental cost.

! 37.
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3. PROPERTIES OF LARGE DISTRIBUTED PACKET SWITCHED NETWORKS

3.1 Cost and Throughput
The substantial cost advantages of computer-communications
is of partiFular importance in satisfying the rapidly growing
coﬁmunication requirements of the Defense Department in the
1970s. Because this is a new field, much research must be done
to uncover the tradeoffs between cost, reliability, throughput,
and time delay for large netﬁorks. Such information is essen-
tial fpr long range plann.. y. Throughout the project, we have
investigated the characteristicslsg\large AR?ANET—like systems.
The goal has been to exhibit these characterisitcs as a function
of the number of nodes in the system. To do this, systematic
pr« cedures were established to vary the number of nodes in the
/;networks under consideration and to find low cost configurations
for given levels of traffic. The heart of the procedurg.were
the computational prucedures used to analyze and design large

network structures.

To establish the basis for the results, we first describe

the assumptions and approach. The factors to be discussed
L 4

are as follows:

38.
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l) Network Model

2) Cost Factors A
3) Selection of Node Locations i

4) Selection of Node=to-Node Traffic | . !

Network Model

The message handling tasks at each node in the network
are performed by a\Spe:ial purpose Interface Message Processor
(IMP) located at each computer center. The centers will ke in-
terconnected througl: the IMPs by fully duplex communication lines.
When a message is ready for traﬁsmission, it is broken up into
a set of packets, each with appropfiate header information.
Each packet independently makes its way through the network to
its destination. When a packet is transmitted between any pair
of nodes, the transmitting IMP must receive a positive acknowl-

/

edgment from the receiving IMP within a given interval of time.

If this acknowledgment is not received, the packet will be re-

# transmitted, either over the same or a different channel de- f
F

pending on the network routine doctrine being employed.

' A design goal for the system is to achieve a response time

of less than 0.5 seconds for short messages. The final network

”»

' must slso be reliable, and it must be able to accommodate vari-

ations in traffic flow without significant degradation in H




performance. In order to achieve a reasonable level of
reliability, the network must be designed so that at least
two nodes or links must fail before it becomes disconnected.
Response time T is defined as the average time a mé;sage
takes to ma}e its way from its origin to its destination.
Shbrt messages are considered t§ correspond to a singlé
packet which may bg as long as 1008 bits or as short as a

few bits, plus the header. If T; is the mean delay for a pack

packet passing through the i-th link, then

M o
-1 E 8
X fi Ti
i=1l -
where r is the total IMP=-to-IMP traffic rate, fi is the average

traffic rate in the i~th link, and M is the total number of

links. T can be approximated as

1 Z [_u.zs_ +{(1/c - (W‘C)*dl'*’l'm?} £i* Thost

where i-1

ci is the capacity of link i

1//4 is the average short message length

1/4' is the average packet length in the system including
long messages, RFNM, header, and parity check

d; is the propagation delay of link i in seconds
Tymp i8 the IMP processing time for an average packet
THOST is the average time delay on the IMP-to-HOST line.

40.
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A fixed routing procedure is used in the network optimiza-
tion. This procedure determines simultaneously both the link

flows and capacitie= and is discussed in the section on routing.'

Cost Factors

Cost factors used are those currently applicable to the
bresent ARPA network. These factors apply to both nodes and
links and vary with thé capacities of these elements. The

factors used are given in Tables 3.land 3.2.

rd

TABLE 3.1

LINE COSTS
* Capacity

(bits per second) Fixed Cost/Month Cost/Mile/Month

$ $
9 600 650.00 0.40
19 200 850.00 2.50
50 000 850.00 5.00
230 400 1 300.00 30.00

All lines fully duplex

TABLE 3.2
NODE COSTS
S Maintenance
Description Rental Cost/Year Cost/Year
$
DDP-516 IMP with up to 7
fully duplex I/0 channels, 25 700 : 7 600
DDP-316 IMP with up to 5 :
fully duplex YO channels. 12 600 5000
Processing rate is 3/4
that of 516 IMP
41.
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Selection of Node Locations

Node locations strongly infiuence network efficiency.

For example, at one traffic level a 16-node network may be
more efficient than the same network with two additional
nodes while it may be less efficient at other traffic levels.
cOnsequentiy, a systematic procedure is required to genera‘e
realistic systems with differing numbers of nodes.

The nodal distribution selected for this study is based
on population. A list of the one hundred mcst populated
metropolitan areas is used. A required ratio R of population
to number of IMPs is assigned téké?ch node, so that if there
are P people in a given metropoliﬁgh area, {P/R) nodes are
assigned to that.area, where.(xb rerresents the largest integer
no greater than ¥. Therefore, varying R varies both the
number of nodes in the system and the location of these nodes.

2s an example, if R = 2,000,000, only areas with at leist
2,060,000 people woula e assigned an IMP. Since the New York
area has a population of 10,402,382, it would have five IMPs.
The Los Angeles area would have three IMPs, the Chicago area

three IMPs, and so on. As a conservative figure, distances

between IMPs in the same metropolitan area are taken, to be

twenty miles. The overall system would then contain nine

wo—m -

o ———




distinct metropolitan areas with a total of 18 IMPs. Table 3 .3

indicates these relationships as a function of R

TABLE 3.3 :
NUMBER OF IMPs IN REIATION TO POPULATION

No. of IMPS(N) R=population/IMP No.of Cities Used

’

v ae—

0 over 10 602 382 .0

5 4 301 283 4 .

10 . 2 725 841 6

15 . . 2 150 641 8

20 1871 723 10

25 - 1 667 244 13

30 1 362 920 14 : P . ]
35 1 247 816 15 B 5
40 1 183 514 18 i
45 1 071 003 20

50 .1 023 238 22 . ‘
60 893370 26 |
70 . 815 568 28 $
80 718 685 32.

90 666 847 36
100 623 670 40

Selection of MNode-~to-Node Traffic

/ A fundamental problem in all network design is the esti- ;

regr— o i TT——CTTTT

mation of the traffic the network must accommodate. For some

problems accurate estimates of user requirements are known. i

However, complete studies are not yetlavailable to predict the
flew requirements in networks of the type being considered here.
A number of hasic questions are yet to be resolved. For example,
it may be reasonable to assume that the flow out of “a node will

be proportional to the population assigned to that node. However,

43.




will the flow between two -nodes be affected by the diséaﬁce
between these nodes? If so, how will the cost-throughput

characteristics of the network be affected?

In order to investigate the effect of different traffic 3
distributions on network economy, a sequence of experiments was ;
conducted in which traffic patterns were varied and low cost
networks for these\patterns generated. The traffic out of
each node in city C; with population P; is equal to KP;/{(P;/R)
where R is the required population per IMP, and K is a constant
which determines the traffic level. The trgffic from each node

in this city to any node in city C. is equal to

3
ol
K[P;/{P;/R)] [P+/(P4/RDId; , 35
Z- (B AR/R] & x
is the distance in miles between C; and Cj4 for i#j,

J

= 20 miles, and & is a non-negative constant. If & = 0 -

where di,j

/

4y 4

i traffic between cities is independent of distance while if

A = 1, traffic follows the well known gravity law.

For a fixed number (N) of nodes and fixed &\, K is varied.
Each value of K gives a specified distribution of tgaffic for
which a low cost network can be found. For each K a point on

.
curves of cost versus bits/s/node and cost versus cost per

44.




megabit of transmitted information is thus determined. By
varying K, a number of values of these parameters are found.
This procedure was applied for N=40 and 4 = 0.0, 0.5, and 1.0.
The results tead to indicate that for given throughputs, only
a few percent lower cost designs can be obtained for greater
values of o;, that is, for traffic patterns which favor flows
between nodes close together. However, thelcost differentials
between traffic patterns with A= 1, the gravity law, and &£ = 0,
no distance bias, do not appear to be significant. Therefore,
for later stucies traffic patte{ns without distance bias are
used exclusively. Thus, the flo&ﬁgrom a node in city C, with

AN

population ?; toa node in city Cj with population Pj is assumed

to be
[ PJ/(PJ/R)]

> B/ (By/R)
/

for i # j. The flow from a node in city C;j to another node in

KLP;/4P;/RD]

the same city is
2 2
KP, /(Pi/R)

Zpk/( P,/R)

Naturally, there is zero flcw from any node to itsel:i.

-
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Laxqe Network Cost-Throughput Characteristics - .
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In this section we indicate cost-throughput tradeoffs as

R L T

" a function of the numbex of nodes in tne network. The following
. is a summary of the factore which influence the network designse.
}) Systems cons;dered contain 20, 40, 60 80, 100 and 200
a'i;IMPs and gover respectxvely the 10, 18, 26, 32, 40 and 62
.""1argest metropolltan areas ‘in the Continental United States.
P .jf~f:§fkl " 2) Requ;red eragfic between any two IMPs is independent

L

i 'of d;stance. Fxom an IMP xn city C with popalatxon P to an

'. . IMP in city ¢y ‘with populatlon Pj, the traffle flow requirement

N
\

Do MWD . .o .. . . C O
VT T RIS I R ' T

a D e

| Z[Pk/(Pk/R)]

LY

r 1 .,gg“;;'~+ _vhere K is a posxtxve constant and R is the requxred populatzon

. - LI 4

3) Messages are assumed to have the same packet structure

... and formats as in the ARPANET and 85% of all nessages are assumed

3

' to be single packets. i
' ' K

4) In any acceptable network des;gn, a minimum of two uodes
‘ ,_;. 0 -
RN ) 4 lxnks must fa;l before all paths are broken betwoon any pazr

! ‘ .
D

N o ,]"f.of nodes;u'
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5) Throughput is equal to the average number of bits/

second/node which causes an average short message response
time of 0.5 seconds.

6) Only hardware presently being used in the ARPANET
is used in any design.

s

Only canmunication lipk options at
present available are used in the design.

An important point which must be emphasized is that the
results to follow present a conservativ: picture of the rela-

tionship between cost and throughput. There are two maioi
reasons for thus.

'\~
S

1) Each point represents a fﬁgsible network obtained by
the computer network design program.

Thus, to generate the
specified throughput, no greater cost would be involved.

However, because of the number of points needed to generate
/ adequate curves, it is prohibitively costly to devcte a large
amount Of computer time to optimize completely each design point.

Therefore, if a specific throughput were to be required, a more

intensive optimization would be warranted and a lower cost

design would be probablé.

2) In each design, only hardware and line options at
present available have been allowed. Other equipment is being
developed and other communication options will be available in

| .

»
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the near future. For example, we discussed in Report 1 the

economies created by using a 108 kilobit/second data set.
"Although this data set has been developed by AT&T, it is not

yet a commercial offering. However, the costs involved in

building a large computer network would justify the indepen~-

cent development of such a data set. Moreover, higher rate

IMPs are now being developed with existing hardware. Such

IMPs might considerably enhance network performance at high

data rates.

Because of the above factgrs, the numerical relation-

.ships that follow can be considéigd to be the result of a

A\
worst case analysis. However, we feel that they represent
realistically the behavior of the networks under consideration
‘and that while some reductions in cost or increases in through-
put are possible, the fundamental relationship between these
quantities is accurately depicted.

Figures 3.1, 3.2 and 3.3 show cost, throughputs, and other
relevant data for a number of 20, 40, 60, 80, 100, and 200~
node networks. PFigure 3.1 indicates the rélationship
between cost per node and the average number of bits out of
each nodef In the figure,.;he location of a point .correspond-

ing to an i x 10-node network is indicated by the numeral i.

In a similar manner, Figure 3.2 shows the '

: | 48,
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tradeoffs betwesen cost per node and cost per megabit of
transmitted data.

In Fig, 3.3, the average number of bits out of each node
is taken as a parameter. In this figure, the abscissa corres-
ponds to the number of nodes in the network while the ordinate

represents the cost per node. The numbexr attached to each

>

point is the averige output per node for that network.

'

Fig. 3.3 clearly indicates trends in network performance

and economy. At low throuthuts, 3000 bits/s or less, within

r 0 o g LI BN P
the range of the sizes- conSidered, the larger networks are more

economical than the smaller networke. This is because there
is'a minimum.cost requireddto construet a two-connected network,
indeoendent of throughput.‘ The minimum coetlnetworks for 20
and 46Lnode systemslresult in throughputs of approximately

[ SUK 7 o ytavive g

/3000 bits/s and so if less than that throughput is required,

! i o ) vl t .
the full cost is still applicable. The larger networks intro-

Vo ' | a 0 ool 10N P I VAT U

duce economies of scale which allow more efficient sharing of

[ L 1 0 Lo

capacity. Thus, a throughput per node of, say, 3000 bits/s

[} oLl ' bl

per node can be obtained more economically for a 80-node

] i [ IR T I Yoy s ' 0I5

network than for a 60—node network.

Crv L [ O |

AL moderate and high output levels, 5000 to 15«000 bits/s

. TR AN ' o b ol

per node, the larger networks appear to be nearly as economical

o ' i vl \lll.h I B TR [ : \

o i 1 i N .Iu.-u.‘l.lul [ te 3
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as the smaller networks when communication costs are compared. ;
However, since any network would require certain overall fixed i
project and management costs, operating with a larger number
of nodes would reduce the total cost per node for the systen

on a per node basis heneathlthat.required by small networks.

’
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3.2. Reliabilit

Small to Medium Networks (NN£50)

The initial design procedure for the ARPANET (Repart 1)

controlled reliability by insisting that there be at least

two node disjoint paths between every pair of nodes. Such

" networks are said to be two-connected.

Later camputations (Report 3)

proved that this implied almost perfect reliability in the

following sense. Suppose node i in the network is inoperative

a fraction p; of the time for i=1, ..., NN. Then a lower bound

N

for the expected number of node bairs which cannot communicate . .
AN
is equal to the expected number of node pairs not communicating

in a complete network where each node pair is joined by an

invulnerable link. No addition or redistribution of links

can reduce the expected number of node pairs not communicating

' below this value. For small networks, the existence of two

node disjoint paths between each pair of nodes invariably

resulted in an expected number of node pairs not communicating

very near the lower bound.

Thus, the addition of more links

for reliability purposes was not justified. The calculation

of this important lower becund is as follows: -

i

|
|
I
|
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Let each node i of a network with NN nodes have a probability

p; of failing. Then, the expected number of node pairs in

which one or both nodes have failed is

Z {1" (l'Pi ) (l"Pj )}

;f‘pi = p for i=l, ..., NN, i< j then the expected number is

i g AP P

: N w-1) {1-(1-p)2} = M (9N-1) [2p(1-p) ]

e

’ and the expected fraction of node pairs with at least one node

failed is [2p(l-p)]. Two important implications of this simple _ g

result deserve to be emphasized§¢\First, the expected fraction

of non-communicating node pairs caanot be reduced below

A SR el ot ok LA v

[2p(1-p)], and second this lower bound is invariant with

respect to the size of the network.

3 To fix these ideés and to give specific exampies of. the

/

reliability characteristics of small networks, we consider | |
two versions of the ARPANET. The first is a 23-node network .
that has been thoroughly analyzed (Report 3) as a common

F measuring point or standard for the various reliability analysis
} techniques. The second network is a miedium size network of 33

’ nodes in which for the first time an additional liuk was con=-
sidéred mainly for reliability reasons. The 23 nodg?network'

is represented in Figure 3.4.

. i
§ “
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- The measured average downtime on the ARPANET links is
approximately 2% and hence we assume a base element. failure t

probability of 0.02. Then, 2p(l-p}) equals 0.0396 for p =.02

and hence the expected fraction of node pairs not cammunicating
must be at least (.0396) (23) (22)/2 equals 10.0188. In Figure 3.5
the expected fraction of node pairs not ¢tommunicating as a

function of element failure probability is shcwn. Blso shown

T is the expected fraction cof nodes pairs not communicatiny when

o ik 8 SRS b e o 2

only links fail, when only nodes fail and finally when the
curve 2p(l-p) is plotted. For p= .02, the expected fractiwn
of node pairs not communicating~£§\0.o49.
A\

In the case where only nodes fail the expected fraction
! - 18 .0427 and for only links failing.001l8. Renembering that ;
; 2p{l-p) = .0396, we see that 80% of the node pairs which
,cannot communicate ca: be ascribed to purely the fact that ore

of the nodes of the pair in quaestion has faile®  Thus, the

- improvement in relability to be gained by changing the network

configuration is minor. The expected fraction of ron-communicating - |

ncde pairs does not completely refleact the dcgradation of through-

——

? put dve to element faiiures, The most detailed level of analysis
of reliability incorporates element failures, flow requirements,

routing, acceptable deiays aud otaer partinent network charac- i

teristics. I. order to test the adequiacy of the ARPAHET under

;
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ANALYSIS OF NETWORK RELIABILITY
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'

the most stringent of conditions, a réliability analysis
treating these factors was pefformed (Report 4). The effect
on throughput at average delay of 0.2 seconds was examined

by removing nodes and links from the network and applying the
routing and analysis algorithms to the remaining network. Thé

¢

nominal throughput of the 23 node network with all elements
operable is 11.5 KBPS/node. When nodes and links are failing
with p =.02, the expected throughput is at least 9.0 KBPS/node.

These results again show thet for small networks, reliability

is not a dominant ‘factor.

g For the network without

Fig. 3.6 shows a 33 node network.
,-.\

the link (shown dashed) between FT.BEL and ABER, the différence
betweeq the expected fraction of node pairs not communicating
=.,058 and 2p{(l-p) = .040 is almost double the difference for
,the 23 node network so that improving the reliability by
changing the network configuration becomes marginally feasible.
An extra link from FT.BEL to ABER increased the cost by a
little over 1% and increased the reliability by almost 10%.
Thus, even for a network with only 33 nodes, it is valuable
to consider reliability in more detail than the "two connectivity"

criterion. For failure rates substantially greater than 2% it

is even more important.
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Reliability Trends f£r- Large Networks

While for smallex neiworks and low element failure

probabilities (p £ .02), it was found that designing the i
retwork with at least two node disjoint paths between each
node pair for throughput in the range 0-15 kilobits/second/

,

node guaranteed sufficient reliability, as networks become

b o mim

larger this simple approach féils. The first experiments
which indicated this started with the low cosf networks of
20, 40, 60, 80, 100 and 200 nodes with throughput approximately
8 (BPS/node discussed earlier apd designed with the reliability
constraint of two node disjoint ba@hs. The results are shown

AN
in Fig. 3. 7 when nodes are perfectly reliable. As meas&réd by
the fraction of node pairs not communicating, the reliability

actually increased with the number of nodes up to 60 nodes at

thich point the reliability began to decrease. As is evident,

the decrease in reliability is dramatic even though ncdes have

been assumed to be perfect.

H
|
|

Fig. 3.8 shows the results of analysis of a family of
two and three connected* networks containing from 20 nodes to
200 nodes. The networks analyzed contain 20, 40, 60, 80, 100

and 200 nodes. However, a continuous line is drawn for .visual

*A k-connected network has k node disjoint paths between every
pair of nodes.

-
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convenience. It can be seen from Fig, 3.8 that when there are
3 node disjoint paths between every pair of nodes, for p = 0.02,
the unreliability is close to the ideal minimum which results
from only the node failures. Similar conclusions for p-= 0.05
and 0.10 hold (see Report 5). From these, we can conclude

that requiéing 3 node disinint paths between every pair of
nodes is sufficient to esseritially guarantee an optimal reli-
ability with respe;t to link allocations for networks with less
than 200 nodes and for element failure probabilities of less
than 0.1l. As is evident, this Fesults in a potential over-
design of the system but it cle%ily demonstrates the economic
viability of distributed network dgéigns with near perfect

reliability.

Very Large Networks

Exact analyses for very large distributed networks
cortaining a thousand or more nodes have not yet been performed.
(For "tree"type networks, such analyses can easily be performed
using the techniques of Report 5). However, some‘preliminary
conclusions based upon approximate analyses of sample struc-
tures and the use of theoretical bounds are possible.

-

1) Most nodes will require near perfect reliability such

as might be achieved by installing redundant message processors

63.
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at every node or by using the new high reliability IMPs 'now
under development.

2) Two connectivity, even with perfect node reliability,
will provide inadequate reliability when present link downtimes
are considered. For example, a theoretical upper bound indi-

cates that a 2-connected 1000 node network cannot have inore

than a .68 probability of connectivity.

3) If redundant message processors are used, high reliability

can be achieved by connecting 3-~connected subnetworks together.
For example, the 1000 node network shown in Fig. 3.8 has a
2973 probability of connectivity;kk

Consequently, we can conclude that from a reliability
standpoint, a 1000 node ARPANET would be feasible using the
new IMPs (or the original first generation IMPs in a redundant
configuration) and no more than a 3-connected network structure
such as the one shown in Fig. 3.9 . Such a network would
contain no more than 1665 links, of which 1500 would be involved
in local communications, 150 in regional communications and 15
in nationwide communications. This means that the prime
candidate for decreasing communication line cost would be the

development of low cost/high reliability local distribution

schemes.
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COMPUTATIONAL TECHNIQUES )
FOR ANALYSIS AND DESIGN

Network analysis and design techniques generally incor-
porate a set of basic procedures for finding the components
of a network, generating minimum spanning trees on a set of
nodes, ané generating shortest paths in a network. These

problems are encountered in such diverse areas as least cost

electrical wiring, mininum cost connecting communication and

transportation networks, network reliability problems, clustering

and numerical taxonomy, algorithms for solving traveling sales-
Jman problems, and multiterminai'network flows. Furthermore,
in optimizing the design of a net;brk, one is often required
to'apply analysis algorithms which generate these structures
many thousands of times. Therefore, it is essential to carry
out these computations as efficiently as possible,

In this chapter, we describe improved algorithms for
the above network problems as well as algorithms for routing
and reliability analyses in computer communication networks.
The new procedures take advantage of special network structures,

data representations, and fundamental network properties to

extend the sizes of networks that can be tractably,studied.

66.
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4.1. Finding Components of a Network

An important basic network problem is thé formulation of
an efficient method to determine whether an undirected network
is connected. For example, for a single value of link failure
probability thousands of connectivity calculations must be
carried out in a Monte Carlo simulation for network reliability.

Given the network in node adjacency form, a very efficient

method of determining the components is the following:

Algorithm A:

Step 0 (Initialization): Set i=1l, j=1, S=@. Label node i=l

X

with component label j=1. N\

Step 1 (Iook at new link): Find the next node i' adjacent to i;

if there are none, go to Step 3. If the node i' is not already
in a component, go to Step 2. If node i' is already labeled
with a component number, repeat Step l.

Step 2 (Add a node to current component): Label the node i'
with the current component label j and add the index of the
labeled node to the stack S. Return to Step 1l.

Step 3 {Scan a new node): Remove a node index i" from S and

set i equal to i". Go to Step 1. If S is empty go to Step 4.

kel
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St 4 urrent component complete--start a new one): Set k
to k+l. If k>1, we're done; otherwise if node k is unlabkeled,

set i to equal k and set j to j+l. Go to Step 1. If node k

is labeled, repeat Step 4.

This algorithm terminates with each component having a different

label. If the links (i,i') occuring in Step 2 are saved, one

 also obtains a spanning forest. The ordex of computation is

linear in n and m although if the network is nearly complete,

the number of links m is quadratic in n. If one is interested
only in determinigg if the netwo;k i3 connected or not, the
élgorithm can be terminated the first time Step 4 is encountered.
This algorithm is probably close to being optimally efficient

if the links are given in node adjacency form.

Algorithm A has the disadvantages that the links
/

, incident to a node must all be scanned before links incident

to other nodes can be worked on. This is necessary in order

to avoid relabeling rodes. For example, this restriction
prevents one from adding, in a simple way,links to a net already
analyzed. A slightly slower but much more flexible algorithm
is: |

Algorithm B:

Step O (Initialization): Start'with Ay = # and assign each

node a separate component label. Set k=0 and go to Step 1.

' 68.
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Step 1 (new link): AAd a link ay = (ik,jk) to Ak to form A, .,
(if there are no remaining links, i.e., A=A stop). Examine the

componant labels of i, and jk: if they are the same, repeat Step 1

with k set to k+l. If not, go to Step 2.

Step 2 (Join components): Change all the node labels which

are the same as the label of ik (including i 's label) to the

label of jk' Set k to k+l and go to Step 1.

The order of computation is dominated by the reiabeling
in Step 2 which occurs n-c times where c is the number of
qomponents. Using a straightfofward implementation, each
time through Step 2 the labels on gﬁl n nodes have to be
checked in order to relabel. Thus, on the order of n? opera-

tions are involved with relabeling.

In the algorithm developed in Report 4 a lis:t structure
{was maintained so that oniy nodes for which the labels are
changed are considered. Further, the n'mber of nodes in each
component was maintained so that it was possible to change
the labels on the smaller of the two components joined in
Step 2. This reduces the maximum order of computation to
flogon plus a term linear in m. This increase in_gpeed by

using list structures does incur an expense in storage

requirements.
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4.2. Minimum Spanning Trees (Shortest Trees)
Until recently, the most efficient methods for calculating
minimum spanning trees (MST) or forests was to use Prim's

algorithz for nearly complete graphs which involves on the

2

]

Treesort (see Appendix A of Repart5) and Algorithm B. The sorting

order of n“ calculations or using the Kruskal Algorithm witk

pass takes on the order of mlogzm calculations while the second
pass involves nlogyn dependence on the number of nodes n and

depends linearly on the number of links. Thus, for sparse

networks where mlbg2

Kruskal algorithm will be faster.

A

The first general improvement is to notice that the main

m is snall compared to nz, the modified

expense in the modified Kruskal Algorithm is in the sorting
which takes in general mlog,m operations and to notice that

most of the links are not considered because they make cycles

with shorter links. In.Treesort (Appendix of Report 5)applied to

the list of link lengths, the list is first arranged into a
binary tree which is a "heap":; that is, each liunk length is
no longer.than its descendants in the treée. This takes about
m interchanges and 2m comparisons at thas worat. Next, the

top link corresponding‘to the top ¢f the heap is considered

via Step 1 c¢f Algoxrithm B for'the MST. Then the iink length
I
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is deleted from the heap and a new link length correspondirg
to link (i,j), say, is taken from the bottom to the top and
- the heap restored by a éift-up. The sift-up takes at most
210g2m-1 interchanges and at most 210g2m-2 comparisons to
restore the heab. Often the sift-up can be saved by comparing
the compon;nt labels of i and j in Algorithm B. If they are
the same, the link forxms a cycle with a _Qhorter link and can be
discarded immediately. Using this approach, the sorting cost
is on the oxder of 2mtklog2n| where k is the number of links
examined in Algorithm B before a spanning tree is obtained
since only the links actually cé;é?dered for the MST are sortead.
In general, one may have to examiﬂ; all m links but for nearly |
complete networks this is unlikely. 1In Report's, it is shown
that using this further modification to Kruskal's Algorithm,
it becomes nearly as efficient &s Prim's Algorithm for complete
graphs and is still much better than Prim's Algorithm for
sparse graphs.

However, Prim's method can also be improved. We use
Treesort to determine dj=Mindi in Step 1 of Prim's Algorithm.
We aszume the d; form a "heap". The top of the heap is dj*

which is then removed from the heap. Then, in Step«2 of Prim's

Algorithm some of the dj become smaller and are modified.
{
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Next, a dj from the bottom of the heap is moved to the top.
Finally, the heap is restored. At the vorst, each restora-
tion of the heap takes a number of operations linear in n and
usually considerably less is needed especially if the network

is sparse. Even if it is not sparse, many of: the dj do not

’

change; furthermore, all but one of the (ij which change

decrease in value so that the "sift-up procedure" of the -

~

Treesort takes on a particularly simple form. -
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Numerical experiments were carried out on randomly

generated networks. For given n$%nd m, random networks of m
links and n nodes were generated..wThen, a random length
between 0 and 1 were generated for each link. The distribution
of lengths is of no importance since any equivalent pre-ordering
,would give the same.results; thus, any method which generates
'

random permutations of the links will suffice. Three series,

four networks each, were used. These are given in Table 4.l.

TABLE 4 .1
NETWORK SERIES USED
Series (n;m) '
1 m=n-1 (10,9) (50,49) (160, 99) (500,499)
2. m=3n (10, 30) (59,150) (100, 300) (200, 600)

3 m=n (n-1) /2 (5,10) (10,45) (20,190) (40, 780)
§ ' ‘
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One hundred samples of each of the 12 network sizes
were analyzed by each of four algorithms: Prim's Algorithm,
Modified Kruskal, Prim's Algorithm with sorting, Modified
Kruskal's with partial sorting. Each algorithm was
presented ;ith exactly the same networks. For each of
the algorithms and each of the network sizes, the analysis
time for each of a hundred trials was obtained. The maximum
over 100 trials, the average ovér the 100 trials and the
standard deviation over the hun@red tiials were recorded.
The computer clock gives resultsngg-milliseconds and the
clock routine itself takes less tﬁ;; one half millisecond.
The results are presented in tabular form in Table 4.2 and
in graphical form in Figure:4.l. As is suggested by theory,

’Prim's Algorithm works best for the complete graphs and

’ Kruskal's Algorithm works better for sparse graphs.
The two algorithms using sophisticated versions of Treesort
yield good results over a wider range of sparsity. The
modified Kruskal Algorithm with partial sorting is apparently
the best 4if speed over a wide range of sparseness is the

{

criterion. ' ' . -

-
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L : TABLE 4.2
\ COMPARISON OF RUNNING TIME AVERAGE OVER 100 TRIAIS ;.
FOR_FOUR MST ALGORITHMS
Kruskal/ .
n m Kruskal Partial Sort Prim Prim Sort i
— SruaShas - ‘
5 10 2.2 § 1.7 1.59 2.24

10 45 10.2 5.64 4.64 6.43 -

20 190 51.6 19.6 - 16.07 20.13 ’

40 - 780 263.95 67.79 *  58.48 63.24 ?

‘ 4

10 9  2.29 - 2.34 3.36 3.91 i

100 . 29 32.28 31.81 : 206.75 74.27 -

500 499 193.98 195.33 * 7 536.76 V

¥ . g

10 30 6.72 . 4.71 4.27 5.81 &

- 50 150 *42.44 i 35.97 ' 59.03 45.46 |

- 100 300 93.41 ; 85.30 212.29 110.98 j
200 600 206,22 ©199.49 804.40 + 245.61 e

, A ‘]
*(n=500, m=499 not computed for Prim) f

In milliseconds on a CDC 6600 Computer. F
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T 4.3

Shortest Paths in Sparse Networks -

Basic principles of the new algorithms are simply stated

in the following steps:

l.

3.

Degree-one-nodes are removed from the network. For the
remaining nodes, nothing has been changed by the removal
of these nodes. . )
Degree-two-nodes are removed from the network. Each time
a degree-two-node is removed, the distance between its
neighooring nodes is replaced by the sum of the distances
of the two brahdhes connected to the removed node if the
sum is less than the original distance between the two
neighbors. This operation will not affect the distances
among the remaining nodes.

Remaining nodes are examined one by one. A node will be
removed if none of its neighbors has been removed in this
step. Each time a node is removed, the distance between
any two of its neighbors are replaced by the sum of the
distances of the two branches connecting the two neighbors
to the removed node if the sum is smaller than the original

distance. This operation will not affect the distances

-
among the remaining nodes.

78.




4.

5.

The following algorithm ig then applied o the remaining
nodes. Starting from two nodes, shortest p:ths between
all node pairs are determined each time a new node is
inserted. The distances between the new node and the rest
of the nodes are determined first. For each node, and for
each oé the new node's neighbors, the sum of the digt?nce
from the node to the ﬁeighbor and from the neiqhbor to the
new node is obtained. The shortest distances from the
new node can then be determined by comparison. The dis-
tance between -each node pair of the origiral subnetwork is
then calculated. For any noaé_pair, their distance may
be shortened only if the shorfgét paths from the two nodes
to the new node contain two different neighbors of the new
node, and only if the distance between the two neighbors
have been shortened by the introduction of the new ncde.
For a rcde pair falling into the above category, their
distance is replaced by;the sum of distances from the two
nodes to the new node if the sum.is smaller than the original
i \
distanéd. :
Th2 nodes removed in Steps 3, 2, and 1, are placed back

according to the reverse of the sequencs iu which they

were removed, Each timé a'node is inserted, the distance

7%.




between this new node and all the old nodes is adjusted

in the same manner as in Step 4. =

A flow chart for the algorithm is given in Figure 4.2.

It is -agsumed that there is no cycle of links with negative

total weight and that the distance from any node i to any node j

is equal to the distance from j to i.

Note:
r a)
b)

c)

d(i,3) Distance of the shortest path connecting i and j

p(i,j) = the first intermediate node on an i-j path

For any j,k adjacent to Ni'\

d(j,k) = Min(d(j,k), d(j,n;) + d(ny,k))

Let n be adjacent to Vi vz, cees Voo
For any n, €v,,

d(n,ny) = an{d(ny vi) + dlv,, n)}

For those i,j € V3 in which p(n,i) = p(n,j) and‘d(p(n,k),
p(n,3j)) before n is inserted is greater than d(p(mn,i),
p(n,j)) after n is édded, d(i,§) = Min (d(i,j), d(i,n) =

+ d(noj))
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FLOW CHART FOR SHOPTEST PATH PROGRAM

START

Call it nj; Remove
it; sadjust distance
See Note a.

, Call it n,;
i=i4) | Remove it,

The remaining nodes
form v

there a node

for which any of
& t8 neighbors in v
has been
removed

No

Call it ny;
Remove it-
djust the dlstam.es
See Note a,

s
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¥

Remaining
odes form
V

B in Vz to form v3;

JUse  any 2 nodes

Determine the
shortest distance
for the two.

t

Add a node, n, to
V5;adjust distances
See Notes b and ¢,

£
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Numerical Results
Regular networks of 10, 20, 40,80, 160 nodes which are
2, 3, 4, 5, anq 6 connected are generéted by the program,
and required ODC 6600 computation times to obtain all shortest
paths are recorded. Computation times required by using Floyd's

Algorithm are also determined. They are listed in Table 4.3.

TABLE 4.3
SHORTEST PATHS COMPUTATION COMPARISON

Computer processing time (ms)
No. of | I'loyd's | New Algorithm
Nodes [Algorithm| Degree | Degree |[Degree [Degree [Degree .
2 3 4 5 6
10 ' 10 . 4, 8 10 9 12
20 64 15 | 25 29 | 36 | 43
40 | s10 56 | 99 | 108 | 154 |1s4
80 4697 | 205 | 445 | 453 | 784 | 589
z
160 | 32800 788 2086 1747 |3692 2310
i -
i
|
ll 82.




8.4
\

\
N

/

Routing Strategies for Computer Network Analysis and Desiqn

A routing strategy for a computer-communication network
must define a set of rules to determine the path(s) over which
messages should flow from one site to another. There are two
different types of routing procedures--those actually implemented
in the operating network and those used during the design of
the network. A good routing procedure for the design process
must be a compromise between three somewhat conflicting re-
quirements: (1) The ro&ging procedure makes full use of avail=- °
able line capacities. .This canxpg interpreted as either mini-
ﬁizing the average delay frém mesgége inception to arrival
subject to a set of flow requirements Ar maximizing the through-'

put subject to a specified maximum delay. (2) The repeated

use of the routing procedure during the design stage requires

. it to be computationally efficient and inexpensive to apply.

This usually means that "event type” simulation is impractical.

- (3) The procedure must be realistic, and similar to the one to

be actually implemented in the final operating network.
The objective that the delay be minimized subject to a
set of flow constrai nts makes the routing problem a variation

| »
of a nonlinear multicommodity flow problem. This problen,

83.
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formulation, discussed in Report 2 and suméarized in Secéion 2405
can be readily approached as a seéazable convex programming
prob%em with the delay as the objectife functica and the con;
servation of flow and capacity limitations as the constraints.
Minimum delay or maximum throuaghput can be achieved if the
routihg procedure f£ollows the solution of the programming
problem. However, for neéworks with more then a few ncdes,
this approach is extremeiy expensive for rereated applications

of the routing algorithm for use during the design stage.

An analysis of paths selected with the programming approach,
yields that most (over 80% in our studies) flow requirements
are routed over palns with the minimum number of nocdes. A
heuristic procedure (described ‘n Report 1 and Report 2)
supported by this observation is to route flow over the least
utilized such paths.

This approach generally gives a result
within 5%-20% of optimun.

in addition to being fast (over

thrée: orders of magnitude faster than the programming approachj,

routing over paths with only 2 minimum number of nodes facili-

tates minor changes of the network structure.

On the other
hand, this approach can be generalized to produce better results

especially for networks witn a wide distribution of different
line capacities.

(An apparently desirable characteristic of
very large networks).
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The genetalization of the basic heuristic approach is

described in Report 4. It firet routes as much flow as possible

over paths with minimum numbers of nodes, (These paths are
"shortest paths" using a unit metric for each line.) When no
shortest path with excess capacity is available, the saturated

lines are deleted from the network and flows are then routed

over the shortest paths of the remaining subnetwcrk. The prccess

is continued until the network is disconnected. By this tech-

nique, a message is sent down a path with fewest intermediate

nodes and excess Capacity, or when that path is filled, the

one with next fewest intermediatélnodes and excess capacity,
! N\

etc. The main algorithm is based on "Floyd's Algorithm" with

special recoqnition of the fact that the node degrees in a

~ practical computer network are usually low. The computational

savings that are achieved by this recognition are illustrated
in Report 4. The new shortest path algorithm discussed else-
where in this report is also directly usieable in this approach.

The net effect is a routing procedure which yields flows close

i

to optimal, is phyasically realistic, and is inexpensive to

0 g .. t

cperate during the design stage.
/
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SUMMARY OF ROUTING PROCEDURES
——=_ L LING TROCEDURES

Routing and Multicommoditz Flows

For a computer network, comnrodities are packets of

-

data to be transmitted through the network. Each node is a
terminal ag well as a source. Element:rk'i in the traffic
requirement matrix R can be viewed as tha amount of comnodi ty
i which is supplied from node k destined for node i. There are
then NN commodities where NN is the number of nodes in the net-.
work. Each node demands exactly one distlnct commodit %y an'
supplles NN-1 others. ‘We want to route the tra~fic such that
the average delay time (which corrqpponda to the cost function)
is minimized and each link flow is less than the corresponding
link capacity. The average delay time is a non-linear function
of the total flow within each line and consequently we must
'ISOIVe & problem considerably more difficult than the classical
multicommodity flow problem.
Models for time delay ana1y31s have been described in (KrLl1],
7 [KLZ], and [FR4] and will not be repeated here. If the capacity
of the i-th link is C; and the flow in the link is fi' and M
is the number of 1inks, an effective delay model which accurately
pPredictz delays caused by transmission propaqation and queueing.

-

yields the separable convex programming problem: '
1 13 . ! N

Mudho:r ., !

; ' 86.
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1 ‘1 + 1 '
1 E + Py +T ) £
Subject to |
Af, =g, for i = 1, 2, eees NN (4.1). '
‘’

?

E fj i -@fj - 0 for j = 1, 2, ooop M . ”l‘l" (4.2)‘ ,!
3| | . _

? 18

£¢¢ 4 . - (4.3)
\\‘;‘}\
' RN

Constraints{4.), 4.2}, and@.3) are linear equations with

the following interpretations.

Coxistraint (4.) is called the

conservation conastraint. This const:raint requires that the

s flow intotany node is

constraint (4.2), £y is the total flow in link j.

equal to the flow out of any node. In

"his constraint

merely indicates that the flow in any link is equal to the sum

of all commodities in that link.

i the capacity vector whose jth

The vector C in constraint 4.3)

component is equal to the

capacity cj of the j-th link:; £ is the vector whose j=th com=~

po:ent is £,.

any link is no greater than ttho capacity of the link. This

i ™
!

/.
G

87.

3 Constraint (4.&3) requires that the totadl flow in
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constraint is known as the capacity constraint. Each of the
terms in the expression to be minimized can be approximated by

straight line segments. Th? routing problem can then be

4

solved as a linear program.3 (The number of variables in the

linear program is in part a function of the accuracy with which

,

the objective function is approximated. If P linear segments

are used in the approximation, then the program has NN (NN-1)+3M

constraints and (NN+P+1l) M variables.) Alsb, a parametric

approach is able to generate a curve of delay versus traffic

with considerable ‘computational savings over solution cn.a point

! |
03
D

by point basis. .
N\

A _Basic Minimum Node Routing Algorithm

The total fraffic within the network depends on the total

input to the network, overhead such as headers, acknowledgments,

!parity checks, etc., and the numbers of links in the paths

chosen for routing. This 1ast factor can be extremely critical,
and it can be argued that whenever possible, we should route |
flow over paths with as few’intermediate nodes as possille.

A heuristic routing procedure based on this observation raquifes

each message to use a path which contains the .uwest numhar-bf
' N ] a g "'

intermediat: nodee from origin to destination. .
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\ In the procedure, link capacities can be preassigned or

calculated by the algorithm. Traffic is first routed from

node i to any node j, wvhich is directly connected to i, over
! ‘ ' . 4

i link (i,j). Consequently, after this stage, some flows have . : ' !
| | '

been assigned to the network. ZEach node connected to i by

e g s

‘minimum node paths with one :intermediate node is then conside:ed.

For any node j in this group, all feasible paths from i to j

P e

t ' - JI”_ g
i N are examined, and functions of the flow thus far assigned to 2 q

each link and the required capacity (or preassigned capacity)

for this flow are tvaluated. We then select paths which have -

i

minimum "resistance" to addijtionai-flow (e.g., paths whose .

A

maximum path flow is minimum, paths with the largest minimum
, residual capacity, or paths with the smallest maximum iink
utilization.). From the auﬁaet, of paths thus selected, the , = ‘

’path whose total physical length is minimum'iu then chosen

! .
and all traffic originating at i and destined for j is routed ‘ g | !

ErE

'over this path. | |

Examples of the above routing procedure applied to a
A B 1

"  12-node network shown in Figl 4.3 are given in Figures 4.4 and 4.5, - ‘
\ . Figure4.4has equal traffic requirements between all node pairs
while Figure 4.5has random traffic requirements. Thescurves

' marked "optimal" represent the results of the multicommodity =

flow approach discussed in the last section.

N g .
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\ The routing procedure as discussed above deals with the

: -\ network whose structure has been specified. Optimization of

the network's structure often involves the repeated analysis,'

modification, and re-analysis of proposed structur<es. Network

modif:.cations consist of additions or deletions of links either .

¢

one or more at a time. Each time a modification is made, the
. routing and analysis algorithms must be applied to determine
the éost and feasibility of the new netwbzk. Special routing
algogithms can be deduced from the baeid_aléorithm to reduce

the computation time at each step. Th2 basic élgorithm operates

‘ N g
by asesigning numbers called "1ahe1§r, to each node. From these
A\

labels, routes are calculated for the overall network. The
a 'special algorithms operate by examining these labels before a
. change in the network structure is made ancd calculating the
Ieffects of the change without recomputing ill of the labels.
,.These algorithms make critical use of the properties of minimum
' ; node (or shortest) pa@hs via basic "triangle" inequa;ities.
As an example, suppose a liqk is added from no@e x to node y.
Let L(u,v) be the number of nodes in a minimum node path between
any nodes u and v. Then, oﬁvcualy the minimum ncde paths between
node i and j remain invariant if, and qnly if, L(i,x¥ + L(y,3)>
(L(Li9)-1)." If Li4,x) +L(y,3) = L(,9)-1, then the original
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A 12-Node Network Used for Routing
Comparison -~ All unmarked links hava
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minimum path has increased by at least one. If L(i,x) -+

L(y,j)(L(i‘,j)-l, all new minimum node paths between i and j

contain the link (x,y). These paths may be genezzted by con-

rd
<
\,
.
B LA g ). i TR S Vo
A

catenating the set of minimum node paths between node i and

L T e 2 0 T N v © A

x with the link (x,y) and then with the set of minimum node

paths from y to j. In any event, the new node labels are
obtained by inspection and jli new minimum node paths can be. a0
generated from the known minimum paths which existed before

link (x,y) was added.

A Cut-Saturation Routing Technigue

X

The heuristic minimum node rﬁc.iiiting strategy yields a near .
. optimal solution (usually within 5% to 20%). This algorithm
is especially effective during the network optimization process
as stated in the last soction. However, it has two drawbacks

/

, when it is used for the sole purpose of traffic routing. First, o

all minimum node paths between each node pair are generated - * q

while only one path is used. Computer time may be saved if ‘= )

only the paths to be actually used are generated. Second, .

the routing process terminates if any one link is saturated.

Higher throughputs could be obtained if alternate paths are

‘ » .
then used and the algorithm terminated when a cut (i.e. a set

of links whose removal d:l.sconnec;ts the _networky%.iq saturated.
. / “ ‘. 4 . ":"" w K
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' The routing algorithm described below provides the two

improvements required. Based on the new algorithm- described abwq,a 3

single minimum node path (hereafte- called a shortest path) is

generated between each pair of nodes. Note that with the new . -
algorithm all shortest raths are generated simultaneoualy.
h | - The required traffic is then routed over the un unique path for
-\ : l each node pair. The traffic flow between each node pair and
\ : , on each link is either uniformly (or in special cases, non-
_uniformly) increased or decneased until the fiow is equal to

the capacity for the most utﬂized link. Here e have assumed that x.
s link capacities are preassigned. \The saturated link(s) is (

\ - then removed from the network and the capacity on each link is

i1
o)

replaced by its residual capacity at this point. A shortest

s

pPath is again generated for each node pair and additional
- j traffic is routed as before. The process is repeated unt:'1

| ‘ the network is disconnected or until all required traffic has b
been sent. Although the approach is heuristic, the result is

80 close to optimal for high traffic that no significant differ-

ence can be observed for the networks studied.

The first iteration of the cut-saturation routing algorithm

s

(one applicatioﬁ of the ahortest path algorithm) enablel us to

promis s vk

.' . route along ahortest pathr about as much flow as the minimum

. t.
93, - : : :
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" node method. Thus, one may initially expect: throughputs

within 5-20% of optimal. Saturated links may then be removed
one or more at a time and the complete process repeated. After

each such iteration, more traffic can be sent through the net-

work.

,

-

Az an example, the 23 node network shown in Figure 4.6.has
five saturated links. Five iterations were required to obtain ;
these flows before enough links were removed to disconnect the
network. The performance of the network after each iteration

is plotted as thrdughput veraua delay curves in Figure 4.7.
: m\ ‘ 2 ' : ,‘” }‘
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4.5 Network Reliabiligg Analgsis

General Structures

The analysis approach described is based on the use of

e Ao AL PRI AN NI 2 A 1 S S\ S
b

an analytic expression for reliability analysis and was first
discussed in Report 3. While in theory, this analytic expres-

sion completely describes the behavior of the system, all of

the terms in the expressicn cannot be calculatéd analytically

e -

in a nractical sense, and thus, the expression is only useful |

as a model.

The model is most easily described when all nodes and all

links have common plobabxlities of failure. A apecial case,

!
For this case, we can write:

B |

P(p) = 24 cp (k) pPX o

I

all nodes are completely celiable,\ds especially easj to discuss.

fwhere F(p) is the probability the network will fail, CP(k) is

the number of subnetworks which have failed (contained in the
original network) with k surviving links, p is the common link | ; {

failure probability, g=1-p, and B is the total number of links

in the network. For example, if we wish to compute the proba-

bility that all nodes can communicate, “hen CF(k) is the number
' . - .
of ‘disconnected subnetworks c?ntaining'k.linkl. If we wish to

Y »
v

e
e i

ST % }
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compute the probability that a specified@ pair of points A and
B can communicate, then CF(k) is the number of subnetworks with
k links that do not have at least one surviving path between

A and B.

The difficulty of computing all of the Cp(k) depends on

the definition of network failure. However, for all but the

most trivial definitions, this computation is not possible

analytically for all k. On the other hand, a ¢ood deal of

partial information is available. Thus, if C(k) is the number";,f

of disconnected k link networks.kand N is the total nqmber of

‘\ Y .
ngdes in the network, ; \§\

| - A
C(k) =‘:) for k = 0, 1, 2. ecey N-l

and

C(k)=0 fOIk=B"t+ 1, [ XYY) B

Here, ‘{ is the size of the minimum link cutset.* Also, if
, | .

24

C, (k) is the number oi subnetworks continaing k links in: @
’ S

which points & and b cannot communicate, then

Cp,p®) = () for k=0, 1, «oe, BlW, ) = 1

and
ca,b(k) = 0 for k = B -'Ca,h+1, s1is D

il A

e . R
T A ke TR AR

. ‘ ‘ .
* A link cutset is a set of ;1nks whose removal from the network
breaks all paths between at least one pair of nodes.

98.
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In this erprescion, L(fa,b) is the number of links in a path |
: with tue fewest number of 1links bétween points a and b, and .'Z'g
'Cé b is the size of the minimum link cutset separating a and *.

’ .

23 a concrete example, consider the network shown in Figure 4.8. -

T

This network has 8 nodes and 12 links. The minimum cutset in
the network has 2 links and the minimum cut separating a and h'
has 3 links. Moreover, every path between A and B has at least

3 links. Therefore,

- o g

c (k) Qf) for k= 0, 1, 2, eee, 7

0 for k=11, 12
: o\

a
L
"

w

Ca,pk) = (13) for k =7d, 1, 2

ca,b(k) =0 for k = 10, 11, 12

" Tho remaining CF(k) are not as readilv computed.’yThese terms

{can be calculated or estimated by enumeration, in some special : d
- cases by formula, or in general by simulation. | ' 1‘7}
The calculation by simulation of th; unknown Cp(k) can be
combined with a simulation procedure known as stratification.
To discuss stratification, we return to the case where both ; f

nodes and links may fail but each has a common failure probability.

Let p; be the probability that any given node is ki1T:d and let u

[y

9. - v -
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) 8 be the probability that any given link is killed. The
strata are defined by the number of links destroyed and the
namber of nodes destroyed. Thus, the first stratum iz Jdefined
by 0 links destroyed - Q nodes destroyed, the second by i link

destroyed -~ 0 nodes destroyed,_and the next several strata by

,

0 links destroyed - 1 node destroyed, 2 links Gestroyed - 0 nodes

destroyed, 1 link destroyed - 1 node destroyed, 0 links destroyed

- 2 nodes destroyed.

A network with exactly m destroyed links and n destfoyed

v

nodes has probability of occuring
* B, N N-n _ n WB R m
(m) () (1=p))¥"" py7 (1-p) " " p,
Proportional random sampling is then used to divide the effort
devoted in the simulation according to the prcbakility c¢f ecch

Ptratum.

'

As an example, again consider the network of Figure 4.8.

Suppose the probability of anyﬁéiement failing (either node or
. 1ink) is 0.05. The probabilities of the first few strata are
8 [ .

then:

101.




o r—. oo cn et e (b o

A2) @) (.05)° (.95)° (.05)0 (.95)12 = .3se

12

Co

) ) o5t (9s)7 (.05)° (v95)1? = L226

W
12) &) (052 (.95)8 (.05)1 (951 = 151

if

A2 @ (.05)° (.95)8?;,(.05)2 (.95)19 = .0655

| 1
2 & (os)t (95)7 (05 (95 = Losso
(PO (.05)% (.95)% (.05)? (.95)'% = .0282
N When we approach the stage df\simulation, we first note

A\
that we can express our failure probability as

M
N~k k B-k -
F(p:P) =£: 21 Cplkyky)py * a3 by @
’ 0 kgm0 -

[

Where CF(kl, kz) is the number of failed subnetworks containing

kl nodes and k2 links. That is, CF(kl, kz) is the number of

failed subnetworks in the stratum defined by N—kl nodes destroyed,

B-k2 links destroyed.

We next note that a number of the CF(kl, kz) are known &

priori. Thus, to compute the probability of communication between
: , - .

d

all points,

N TSEEY
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B .
CF(kl'kz) (1';2’ for k,_ = 0' 1' XXy k. -1

2 1

CF(kllkZ) = 0 for kl = B—lﬂ +1' 'XXY] B

orx k2 = B-.C"' 1' e0 ey B

We therefore nced not'devote any compu.tation to these coefficients.

As c-url next step, we generate cfandom variakles, delete links
and nodes, examine the connectivity of the resulting system for
the desired properties, and record each outcome. Using the
stratification principle, and proportional random sampling, we
sample from each unknown statum in proportion to its prdbability
of occurance. In our example, tc;:\cqmpute the message delivery
probability between points a and b,' ;\we naed not sample any . _
strabm which has a total of less than three failed nodes and/or
links, because the minimum cut separating a ahd b has 3 elements
fnd at least 3} elements must fail in order to break comm nicationa
‘between :;\ ard b.

If link and node failure probabilities are either very
high or very low, the stratification approach leads to coinputa-
tional savings of several orders of magnitude. In fact, this
procedure is far superior to any other one for very large net~

works which have either very low or very high element, failure

probabilitiés. The proportional sampling approach is well suited
] .

|
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even to the case where each link and node failure probability

variation among failure probabilities.
If wide variations among element failure probabilities
occur, stratified sampling is still effective but the use of

s

. is a possibly different number, as long as there ir not a wide
proportional sampling is no longer appropriate. This problem

{ i3 caused by the fact that the probability of a stratum can no

f longer be calculated by the number of ways an event in the

stratum could occur multiplied by the probability of any such

event. Instead, explicit enumerition of combinations of link

and node probabilities is requireé}if a substantial increase
4

in computation time. Tnis approach is therefore no longer

practical. However, the stratification procedure is still

useful and the savings in complexity created by our a priori

e

knowledge of some of the Cpikj, Ay} a<e ~till achieved. Tae

\ only additional requirement is the allocation of a sample size

\ to each unknown stratum. Many approaches are possible. One
could, for example, allocate an equal number of samples to
each stratim. Once a particularstratum is chosen for a step in

the simulation, the specific links and nodes to be deleted

could then ke selected by proportional sampling and tke analysis {

then continue as described above.

»
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A comparison between the, stratification and the usupl
simulation approach for a 23 node ARPANET (Fig. 4}§)isgiven in Table 4.4
Special Structures
'Jl___TEE"HEEWBEE_Etructure of many common cammunication netwo: ks
can be represented as a composite of simble loops and trees.
Reliability analysis of such networks can be carried out very
quiékly and efficiently by a new recursion approach descxibed
in Report 5. Moreover, a wide variety of reliability measures
can be cbtained using the same general method. The measures gl
studied in Repoft 5 are:

(i) the expected pumber of nodes ccumunicating with a

f central node called a J;g?t",

(ii) the expected number of node pairs communicating,

(iii) the expected number of node pairs communicating by

a path thilough the central node,

5 iv) the probalilivy that operatily nedes can ccmmunicate

through the rcot,

(v) the probability thau Spzrziing nodes are connected.
Many other measures are possible.

In Fié. 4.16 some of the many network structures that can
be analyzed ° ' vacursion are illustrated. 1In addition: even
if a network does not hﬁve this precise structure, thé reliability
of the network can often be %pproximated by the reliability of
|
i
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TABLE 4.4
COMPARISON OF TWO DIFFERENT SIMULATION METHODS

Sample Size 1000

Link Probability of Disconnected Net Standard Deviation
Failure Stratified Straightforward
Probability Sampling Sampling Stratified Straigntforward
.00 .00297 004 5.15 x 10> 1.99 x 103
1402 .01173 .012 3.28 x 1074 3.44 x 1073
.03 .02625 .027 8.96 x 107 5.12 x 1073,
.04 .04613 .042 1.74 x 1073 6.34 x 1073
.05 07109 .070 2.85 x 10~3  8.06 x 10~3
.06 .10075 .097 4.17 x 10~3  9.35 x 1073
.07 .13466 .135 5.66 x 10~3 1.08 x 1072
.08 .17230 .178 7.29 x 1073  1.20 x 10™2
.09 .21312 .224 8.99 x 103 1,31 x 10~2
o1 25654 .276 1.07 x 1072  1.41 x 10-2
52 .70384 .743 1.60 x 1072  1.38 x 10~ ]
.3 .93931 954 . 5.30 x 103 £.62 x 1073 |
.4 99382 .995 6.32 x 10°%  2.23 x 1073 x
.5 99971 . +999 2.89 x 107> 1., x 1073 :
.6 .99999 1.000 4.23 x 1077 0
1)
106.
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FIGURE 4.10
COMPOSITE LOOP AND TREE STRUCTURES
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‘such a network or a hybrid computation using recursion on the
tree and loop parts of the network together with simulatioa for
the other parts can be carried out. These itcchniques thus offer

a very powerful tool in the analysis of nstwork reliability.

Terminology .
We will deveiop a very general class of recursive methods
for a wide variety of reiiability criteria. To do this it is

very economical to employ a recursive characterization of

rooted trees.

Definition: A rooted treexig a finite set T of one or
mbre nodes such that: N\
a) There is one specially designateci node called the

root of the tree, root (T): and
b) The remaining nodes (excluding the root) are parti-
tioned into m2 0 disjoint sets Tyo Tor T30 eeey T ¢ and each
of these sets in turn is a rooted tre¢. The trees Tl' eeny Tpy

are called subtrees of the root.

The root,J, of a tree is said to be the fathe¢ of the root
lof each of the subtrees of J. The root, I, of a subtree of J

is said to be a son of J. Fig.4,1l depicts such a rooted tree
. _'

graph where links are shown between fathers and their sons.
' ;

ol )
| .
| 108.
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A link is a pair of nodes one of which is the father of the | !
other. Thus node 1 is the root of the entire tree. Node 2 ’ i
.i§-the root of the only subtree of 1 and hencé 2 is the son of

1 and 1 the father of 2. The corresponding subtree of 1 is
deternined by the nodes {2, 3, 4, 5, 6, 7, 8, 9, 10}. Node 2

has two sultrees on {3, 4, 5} and {6, 7, 8, 9, 10} with roots

3 and 6 respectively. Node 3 has two subtrees {4} and {5}.

Node 4 has no subtrees.

Since we will be dealiug with computer methods of solution,
it is necessary to impose a 1inea; ordering for storage purposes.
This will be done by a father funéé%?n. Suppose we have & net-
work on NN nodes,‘{l, 2 951541 NN} . and for each node I except
1 we have a node F(I), the father of I, such that F(I) I wud
(I,F(I)) is a link in the network. Then F defines NA = NN - 1’
lin'ts aud in face the existence urf a father function F is a
hecessary and sufficient condition for the network to be a rooted
tree. The special node 1 (which has no. father) is of course
the root of the tree (sometimeg called the patriarch). XAsso-
ciated with each node I is avrooted subtree consisting of nodes
with greater numbers which are connected tp'I by a path passing
through nodes with labels ) I. In Table 4;.5 .t.he. fatherefunc;tion ' ‘,' '

for the tree in Fige. 4.llis given.

'

|
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TABLE 4.5 :
FATHER FUNCTION

Recursive Computations on Tress

We now want to <iizulata the reliability =7 a tree network

assuming the reliability of its elements, nodes and links, are

known., It is not immediately obvious what the "reliability of

a tree" should mean; we will consider several meanings. However,
the general approach in each case will be the same. Considering

the tree to be a rooted tree, we associate a state vector with

the root of each of the subtrees. The state vector associated
- .
with a root node contains all information about that node

relevant to our calculation, for example, the expected

1il.
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number of nodes which can communicate with that node and the !
xpected number of node pairs communicating in .he subtree
rooted at that node. Other examples of state vectors are

} given in Table 4.6. We then define a set of recursion relations

which yield the state vactor of a rooted tree given the state f
of its subtrees. For suﬁtrees consisting of single nodes the

’ state is obvious. #e then join the rooted subtrees into laxger
and larger rooted subtrees using the recursion relationa until
the state of the entire network is obtained. .

r Deriving the recurrance relations is somewhat mechanical

also. It comes simply from considering the situation depicted

R\
in Figure 4.12.We have two subtrees,\one with root I and the

other having as its root J = F(I). We assume the state of I and
J are known and we wish to compute the state of J relative to
i the tree cbuained by joining I zad & by *he link (I,J).

P .

To illustrate the techrique let us consider the first and

easiest criterion. Namely we wish to know the expected number

of nodes which can communinate with the root node 1. We assume
we have associated with each node I a probabiliﬁy of node
failure PN(I) and a probability QN(I) = 1 - PN(I) of the node
being present. Similarly for the link (I,F(I)) we héze probaj

bilities PL(I) and QL(I) of the link failing and being operative,

112,
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respectively. The state vector of a subitree with root I,is

in this case a scalar, S(I), which is the expected number of
nodes i: the subtree which communicate with the root I, including
I. To derive the recurrence relations we consider two subtrees
with I and J = F(I) as roots, respectively. We then want to
derive the state of the new subtree obtained by joining I and

J togéther by (I,J). Let S(I) and S(J) be the known states for

the two subtrees and S(J)' the resulting state. If the link

(£,J) and the node J are operational S(J)' = S(I) + S(J); if not,

then S(J)' = S(J). " Putting the two together we have the recur-
rence relation: S(J)' = S(J) + S?i{ QN(JZ QL(I) where QN(J)
is the probability that node J is operative and QL(I) is the
probability that the link (I,J) is operative. Now all that

remains is to put this in the form of an algorithm:

Step O (Initialization). Set S(I) = QN(I) (the probability that
node I is working), I =1, ..., NN. Set I = NN. Go to Step i.
Step 1: Let J = F(I), and set S(J) to S(J) + S(I) QN(J) QL(I),
go to Step 2.

Step 2: Set T toI -1. If I =1, stop; otherwise, go to Step 1.

When the algorithm stops S(1) is the expected nymber of

nodes communicating with 1 counting 1.

§

ll4.
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We now examine a class of reliability criteria related to

whether thq network is connected or not.. The first result is

immediate: The probability QC of the tree being connected is i

NN NN ' e I |
= N (I L(I A
Qc 'I—l-lQ()-[—l'2 Q.() (4.4)

e

If we do not insist that the entire network be connected but

e

only the subnetwork involving operative nodes be connected we

~ .
get a new probability {C. The calculation is more interesting

in this case. Here we need a state vector for each subtree with

w

3 components. They are:

N(I) = The probability that all nodes in the subtree
are failed. [

C(I) = The probability that the (non-null) set of {T
cperative nodes, including the root of the : ]
subtree, are connected. o

failed and the set (non-null) of operative nodes

/ B(I) = The probability that the root of the subtree is ?
in the subtree is connected. ;

N(IX), c(X), and B(I) account for all tree networks whose A
operative nodes communicate.

{
t
The recurrence relations in this case are i

c(J)* = c(1) c(3) QL(I) + c(J) N(I) (4.5a) i
N(J)' = N(I) N() : (4.5b) -
B(J)' = B{J) N(I) + B(I) N(J) + c(I), N(J) (4.5¢)

115. .




! As we mentioned before, often in practical situations all

communication has to take place through the root node. So

another interesting reliability condition is the probability,
QR, that all operating nodes can communicate with the root. As
can be seen from the definition of C, QR = C(1) + N(1l).

’

An algorithm for obtaining both criteria is:

Step 0: (Initialization) Set N(I) = PN(I), C(I) = ON(I), B(I) =

0, I=1, ..., NN. Set I = NN. Go to Step 1.

Step 1: Let J = F(I). Using ‘Equations 4.5a), 4,5¢), @.x),
rgcalculate'B(J), c(J), and N(J):?in that ordér. iwote that
the order of calculations is imporfgnt as calculations should |
be done with the old values of B(J), C(J), and N(J)). Go to

Step 2.

Step 2: Set I =1 -1. If I = 1, stop; otherwise go to Step 1.

4

After the algorithm terminates, we obtain the probability. :
of all operating nodes communicating by @c = c(1) + B(1) + N(1)
and the probability of =211 operating nodes communicating with
the root by QR = C(1) + N(1).

We summarize the various algorithms in Table4.6. The
algorithms for finding the reliability mearares discﬁssed in

this section were coded in FORTRAN IV and executed on a CDC=-6600.
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The average running time for a 500 node tree was 1.5 seconds.

I e

In Report 5, approaches for analyzing trees with weighted

nodes and iooped networks are also discussed.
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