AD-756 970

ARTIFICIAL INTELLIGENCE -- RESEARCH
AND APPLICATIONS

Peter E. Hart, et al

Stanford Research Institute

Prepared for:
Army Research Office-Durham
Advanced Research Projects Agency

December 1972

DISTRIBUTED BY:

National Technical Information Service
U. S. DEPARTMENT OF COMMERCE
5285 Port Royal Road, Springfield Va. 22151




BEST
AVAILABLE COPY



Annual Technical Report

™

) ARTIFICIAL INTELLIGENCE—RESEARCH
 AND APPLICATIONS

By: P. E. HART R.E. FIKES T. D. GARVEY N. J. NILSSON
D. NITZAN J. M. TENENBAUM  B. M. WILBER

Prepared for:

ADVANCED RESEARCH PROJECTS AGENCY
ARLINGTON, VIRGINIA 22209

CONTRACT DAHCO04-72-C-0008

Approved for public release; distribution unlimited.

Reproduced by

NATIONAL TECHNICAL
INFORMATION SERVICE

U S Department of Commerce
Springfisld VA 2215)

AABRRN

| STANFORD RESEARCH INSTITUTE
Menlo Park, California 94025 + U.S.A.

S\ 1777




UNCLASSIFIED 3

Secunty Classification
DOCUMENT CONTROL DATA-R&D ]

‘Security cisssiiication of title, body oi abstract and indexing annotation rgust be entared when the overuil repoit is classilied)

1 ORIGINATING ACTIVITY (Coliol.ll lulhor) 28. REPOAY SECURITY CLASSIFICATION
Stanford Research Institute Unclassified

333 Ravenswood Avenue 2b. GROUP
Menlo Park, California 94025

3 REPORT TITLE

n/a

ARTIFICIAL INTELLIGENCE~--RESEARCH AND APPLICATIONS

ha DESCRIPTIVE NOTES (Type of report and inciusive datea)
Annual Technical Report: 8 October 1971 through 8 October 1972,

8 AUTHOR(SI (First name, middie Initial, iest name)

Peter E, Hart, Richard E. Fikes, Thomas D. Garvey, Nils J. Nilsson,

David Nitzan, J. Martin Tenenbaum, and B. Michael Wilber,

e PEPORT DATE 7e. TOTAL NO. OF PAGES 7b. NO. OF REFS
December 1972 413(/_2/ 10

0. CONTRACY OR GRANT NO. 90. ORIGINATOR'S REPORYT NUMBER(S)
DAHC04-72-C-0008
5. PROJECT NO. SRI Project 1530
c. program Code Nc. 2D30 obd. g:’n:n R'EPORT NO{S) (Any other numbers that mey be sasigned

a repor

«  ARPA Order No. 1943 ARoON - 18 d S>idf- &

10. DISTRIBUTION STATEMENT

Distribution of this document is unlimited.,

11, SUPPLEMENTARY NOTES 12. SPONSORING MILITARY ACTIVITY
Advanced Research Projects Agency
Arlington, Virginia 22209

13. ABSTRACTY

This report describes activities during the most recent year of a program of
research in artificial intelligehce. During the year a number of experiments were
conducted with an existing system for the control of a robot that autonomously plans,
learns, and carries out tasks in a real laboratory environment. Concomitantly, de-
signs for a new robot system were evolving. Of particular interest is # conceptual
design for a novel perceptual subsystem; and some preliminary thoughts on the design
of hierarchical proklem solvers.

FORM
DD ".1473 (race D | UNCLASSIFIED
S/N 0101.807.6801 5ecumy (Thnmcnlon




UNCLASSIFIED

Security Classification

mEY WORDS

LINK A Linn B

LINK €

ROLE

wT ROLE wT

ROLE wT

Computer-controlled robot
Automatic problem solving
Automatic perception

Multisensory percepticn

DD "2™.1473 (sacx)

(PAGE 2)

UNCLASSIFIED

Security Classification




P LINSS

%% =3 STANFORD RESEARCH INSTITUTE

Menlo Park, California 94025 - U.S.A.

AN N\] /7 4

17 o

Approved for public release; Form Approved
distribution unlimited. Budget Bureau No. 22-R0293

December 1972

Annual Tezhnical Report
Covering the Period 8 O.tober 1971 through 8 October 1972
Stanford Research Institute Project 1530

ARTIFICIAL INTELLIGENCE—RESEARCH
AND APPLICATIONS

Submitted by
PETER E. HART

Project Leader
(415) 326-6200, Ext. 2129

Authors

P. E. HART R. E. FIKES T. D. GARVEY N. J. NILSSON
D. NITZAN  J. M. TENENBAUM B. M. WILBER

CONTRACT DAHC04-72-C-0008 Effactive Date of Contract: 8 October 1971
ARPA Order Number 1943 Contract Expiration Date: 9 October 1973
Program Code Number 2D30 Amount of Contract: $1,191,607.00

Prepared for

ADVANCED RESEARCH PROJECTS AGENCY
ARLINGTON, VIRGINIA 22209

The views and conclusions contained in this document are those of the eu.hors end should not be
interpreted as necessarily representing the official policies, sither expressed or implied, of the Advanced
Research Projects Agency or the U.S. Government,

Approved by:

BERTRAM RAPHAEL, Director
Artificial Intelligence Center

BOMNNAR COX, Executive Director ol
Information Science and Engineering Division CO%V No. =050.......

m



I

L

CONTENTS

A.BSTRACT e @ @ ® & o & o e e e o o o o © o e o o

LIST OF ILLUSTRATIONS: + & « s o o o o s s o o .
LIST OF TABIES » L] L] L] L] . . . . . L] . L] . L[] . L] L]
GLOSSARY - L[] L] L] L] L] L] L] L] L] L] L] . L] . . L] L] L] L] L]

I INTRODUCT ION " e o o e o o o o o e o e o o & @
A. Genel‘al e » e o e e o o e & o e o o o * o
B . Background e e o e o o ¢ o e o ¢ o o o o

C. Report OQutline . . . ¢« ¢ ¢« ¢ ¢« ¢ o o o &

I I moBI-EM SOLV ING L] L] L] L] L] L ] L] L] L] L] L] L] L] L] L]
A, Introduction « « « ¢ ¢ ¢ ¢ ¢ ¢ ¢ o ¢ o o
B, Description of Work on the STRIPS-PLANEX

1, Development and Refinements . . . .
2, Experimental Results. .« « ¢« « « « &

c. Preliminary Specifications for a New Problem Solving

SyS tem e o o & o o o o o 0 o e o ¢ o o o

1. Criteria for the New System . . . .
2. Hierarchical Planning . . « ¢« « « .

D. Multirobot Experiments .« « ¢« o o ¢ ¢ o o

III pERCEPI‘ION. L] L] [ L] L[] L[] L[] [ L] L] L] L] L[] L] ) L[] )
A. Introduction . &« ¢ ¢« ¢ ¢ ¢ ¢ ¢ ¢ ¢ ¢ o o

1, Perceptual Philosophy . . « « « «
2, Design Considerations . . « « o « &
3. Organization of this Section. . . .

B. Overview of System « ¢ « ¢ ¢ o « ¢« o o &

1. ScenariO. [ ] L[] [ ] L[] [ ] L[] [ ] L[] L[] L] [ L] L]
2, Perceptual Strategy . « « ¢« ¢ ¢ ¢ &

Preceding=page blank

iii

ix

xi

xiii

€ [ SR W

[~ I > W

16

16
19

22

25
25

25
26
29

29

29
34




II1

v

PERCEPTION (continued)

Lo

Conceptual Designe ¢« o« o ¢ o o &

1.
2.
3.
4.

Goal
1.
2,
3.
4,
5.

Introduction. « ¢« ¢« ¢« ¢« « o
Definitions « o ¢« ¢ ¢ ¢ o o
Planning. « « o ¢ ¢ ¢ o o
Execution . ¢« « ¢« ¢ o o o &

Directed Scene Segmentation
Background. . « o ¢ ¢ o o o
Classification Approach . .
Coping with Texture . . . .
Operational Details . . . .
Error Recovery. . « « « o o

Multisensory Data. « « ¢ ¢ ¢ o &

1.
2.,
3.
4.
5.

Analysis of Range Data. . . . .
Effects of Errors in Range Data
Line Fitting of Region Boundary
Analysis of Color Data. . . .

Generation of Test Data . .

Research Methodology . . « ¢« « &

1.
2.

System Features . o« ¢ o o o
Plans « « ¢ o s o o s ¢ o o

SYSTEM SOFTWARE . « & ¢ o o ¢ o ¢ o &

A.
B.

Introduction . ¢« ¢« ¢ ¢ ¢ o o o o
Utility Factors. « « « o o o o o

1.
2.
3.

Comprehensibility . . . . .
Speed .« « ¢ ¢ ¢ ¢ o o o o
Reliability + ¢« « ¢« &+ o & &

Translation to BBN LISP, . . . &

1.
2.
3.

Overview. o« o« ¢ o ¢ ¢ ¢ o o
Forking o« o ¢ ¢ ¢ o ¢ o o
Additions for TRANSOR ., . .

SYSTEM HARDWARE ., « ¢ ¢ ¢ & & o o o o

Al

B.

Introduction . « o« ¢ ¢ ¢ ¢ o o o

A Time-of-Flight Range Scannzr .

1.

Introduction. ¢« o ¢ ¢ ¢ o«

vi

Points.

38

38
410
12
52

65
66
67
69
70
71

74

75
86
86
87

88
89

90
91

97
97
98
99
101
101
101

101



= —

\Y SYSTEM HARDWARE (continued)

2, The Experimental Model of the
3. Calculation of Sensitivity. .

o A Triangulation Range Finder ., . .

C

D. A Radar Motion Detector, . . . . .
E. Unimate Arm. . .« & & ¢« & ¢ o« « o &
F

. Current System Configuration . . .

VI PUBLICATIONS AND PRESENTATIONS. . . . .
A, Publications ¢ & & o e & & s s s .

B, Presentations. « « &« & ¢ 4 4 . . .
REFERENCES . & & v ¢ 4 ¢ ¢ o o o o o o o o o

DD Form 1473

vii

Scanner

102
106

108
110
110

111

115
116

119

. -



|

N O g b WY

. ]

10
11
12

13
14
15
16
17
18

19
20
21

22
23

ILLUSTRATIONS

Map of Shakey's Experimental Environment. . . . « « ¢ « o &

Example Problem 1
Example Problem 2
Example Problem 3
Example Problem 4

Example Problem 5

A Simplified Office
Experimental Domain

Environment

Visual Memory Hierarchy .

Representing our

Planning Tree for Finding OBJECT1 .

Extended Planning Tree for OBJECTI1.

Planning Tree for Finding Telephone . « . ¢« « o « o s o o &

Telephone Planning Tree After Failure of Dark Gray Color

Detector. . . . .

Tree After Finding Floor.

Tree Resulting from Location of Horizontal Plane. . . . . .

Tree After Finding Table.

Range-Finder Centered Image Coordinates . « ¢« ¢« « « o o o o

Computed Floor Boundary . .

Range Values with Constant-¢p Scan c¢f

Below the Horizon

Surface and Intersection Boundaries .

End-Point r(Bp) Fitting Method. . . .

Multiple r(gp) Planar-Region Segments

Convex Surface. .

a Horizontal Surface

Scanning Range Finder--Si.mplified e & o & o o o o & & s s

Scanning Range Finder--Detailed .

Preceding page blank

ix

10
11
12
13

14

31
42
43
45
59

61
62
64
65

77
80

81
82

84

85
103
104



24
25
26
27
28

Analog Output Function. . + « ¢ o ¢ ¢ o ¢ o o o o« &
A Triangulation Optical Range Finder. . « « « « ¢« &

PDP-15/Unimate Communications: Block Diagram , . .

PDP-15/Unimate Communications: Unimate Control Logic

SRI Artificial Intelligence Center Computer System.

107
109
111
112

113



TABLES

Operator Descriptions . . v v o v 4 4 ¢ « o o o . . .
Statistics for STRIPS Behavior. . . . . . . . s e e e
Initial ‘VOrld Mode]. ® o & e e o o+ o o 6 6 o v e e e ®

Attributes and Contextural Relations for Acquisition,

xi

9
15
32

36



DFOM
FOM
GM

I

IFOM
MACROP
NI
PLANEX
SHAKEY
SRI
STRIPS
STWM

VM

GLOSSARY

direct figure of merit

figure of merit

goal monitor

interest

indirect figure of merit

macro operator

normalized interest

name of a plan executing system
name of SRI's mobile robot
Stanford Research Institute
name of a plan generating system
short term world model

visual memory

Xiii

Preceding page blank



I INTRODUCTION

A, General

This annual report describes the work performed during the most
recent year of a program of research in the field of artificial intelli-
gence. The work reported her¢ began in October 1971, and is itself the
continuation of work performed under a previous contract.‘ Therefore
this is a report on the most recent accomplishments and status of a con-

tinuing research progranm.

During the course of the year we have documented the details of our
technical work in a series of reports, journal articles, and presenta-
tions.f Our intention in this report is to provide an overview of the

project, rather than to reproduce those details here.

B. Background

For a number of years our work has been focused on the application
of artificial intelligence techniques to the control of a mobile automa-
ton--a “"robot” nicknamed Shakey--in an actual lgboratory environment.
This work reached its first plateau in 1969 with the completion of the
first integrated robot system: a mobile vehicle equipped with a TV
camera and other sensors, and controlled by an SDS 940 computer. During
the following two and a half years we developed a new, more powerful
robot system. While the robot vehicle remained substantially unchanged,

the old SDS 940 computer was replaced by a PDP-10/PDP-15 facility with

L ]
Contract NASW-2164.

+
These are listed in Section VI.



significantly more capability. The software controlling the robot was
completely redesigned to incorporate more general and powerful methods
both for solving robot problems in the abstract and also for executing
the solutions in the real world. This second phase of our activity
reached a plateau during the past year, by which time we had completed
the design and implementation of the entire system and had carried out a

series of experiments to explore its strengths and weaknesses.,

As this work progressed we developed preliminary ideas for methods
that would dramatically increase the capabilities of the robot in
several directions. It was clear that these methods could not be included
in the existing system in any convenient way. Accordingly, we elected
to devote most of our resources to the task of designing a new robot
system that would encompass our new ideas for robot problem solving,
perception, and real-world execution monitoring. Thus, our work during
the past year has been divided between completing some tasks associated

with tlie existing robot software and beginning design studies for a new

system,

C. Report Outlire

Section II of this report presents our recent work in robot problem
solving., It describes some experiments performed on the existing systenm,
and outlines some of our ideas for a new problem solver. Section III
discusses the design of a 10bot perception system for analyzing pictorial
and range data. In Sections IV and V we describe the software and hardware
support activities associated with our research. Finally, Section VI
lists the publications and presentations that were prepared or presented

during the project period,



IT PROBLEM SOLVING

A. Introduction

Our research on automatic problem solving has as its goal the dec-
velopment of systems that can plan and execute sequences of actions for
a robot. In our formulation, we assume that the robot is given some

command such as "push the small box next to the large box,” and the
problem solver then creates a plan for accomplishing the task. The plan
consists of a sequence of motor-action programs, such as ''move to posi-
tion X = 3.2, Y = 4.6,"" After a plan is generated, we desire that it be
executed "intelligently,” that is, with due regard for the actual effects

of each action.

During the last two years we have developed a plan generating system
called STRIPS, a plan executing system called PLANEX, and a learning
system that generalizes and saves plans produced by STRIPS. The present
status of these systems is well documented in Ref. (1),* so we shall not
describe details here. We have also produced a 25-minute, 16-mm, sound
film® that depicts STRIPS and PLANEX in action controlling our mobile
robot, SHAKEY. During the past year we have mrde some improvements to
these systems and conducted some experiments illustrating performance
on some learning tasks. These developments are discussed in more detail

in the next section,

Our work with STRIPS has clarified some of its limitations, and we
have begun to think about how they might be overcome. The results of

some of our speculations on this subject are contained in a paper® given

*®
References are listed at the end of this report.



at the last Machine Intelligence workshop. Recently we have begun the
design of a new problem solving system. Progress on this design will be

described later in this report,.

B. Description of Work on the STRIPS-PLANEX System

1. Development and Refinements

During the preceding year we continued development and ex-
perimentation with plan generalization procedures for the STRIPS-PLANEX
system. We can illustrate some of the issues we have dealt with by
considering the following example. Assume that adjacent rooms R1 and R2
are connected by door D1, the robot is in room R1l, box Bl is in room R2,

and the task is to bring box Bl into room Rl.

If STRIPS had availablc thc appropriate GOTHRU and PUSHTHRU

operators, then it could form the two step plan:

GOTHRU(D1,R1,R2) 'Go through door D1 from room R1
into room R2]

PUSHTHRU(B1,D1,R2,R1) [Push Bl through door D1 from R2
into room R1].

While this sequence solves the original task, it probably doesn't warrant
being saved for the future unless, of course, we expect that the robot
would often need to go from room R1 through door D1 to room R2 to push
back the specific box, Bl, through door D1 into room Rl. We would like
to generalize the plan so that it could be free from the specific con-
stants, D1, R1, R2, and Bl, and could be used in situations involving

arbitrary doors, rooms, and boxes.

In considering possible procedures for generalizing plans we
first rejected the naive suggestion of merely replacing each constant in
the plan by a parameter. Some of the constants may really need to have

specific values in order for the plan to work at all. For example,



consider a modification of our box fetching plan in which the second
step of the plan is an operator that only pushes objects from room R2

into room Rl. The specific plan might then be

GOTHRU (D1,R1,R2)
SPECIALPUSH(B1).

When we generalize this plan we cannot replace all constants by parameters,
since the plan only works when the third argument of GOTHRU is R2, We

would want our procedure to recognize this fact and produce the plan

%
GOTHRU(dx,rx,R2)
SPECIALPUSH(bx).

Another reason for rejecting the simple replacement of constants
by parameters is that there is often more generality readily available
in many plans than this simple procedure will extract. For example, the
form of our box pushing plan, GOTHRU followed by PUSHTHRU, does not require
that the room in which the robot begins be the same room into which the

box is pushed. Hence the plan could be generalized as follows:

GOTHRU(dx,rx,ry)
PUSHTHRU (bx,dy,ry,rz)

and be used to go from one room to an adjacent second room and push a

box to an adjacent third room,

The plan generalization procedure we have developed overcomes
these difficulties by taking into account the internal structure of the
plan and the preconditions of each operator. Our first verzlons of this
procedure often introduced irrelevant items in the generalized plan's
precondition list. For example, the creation of extraneous parameters 1

might cause the preconditions to include the requirement that box bx be

%*
We use lower case letters to represent parameters.
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in room rx and the requirement that box bx also be in room ry. We know
that any semantically correct model that satisfies these preconditions
will require that rx and ry be instantiated to the same room name; hence,
the creation of distinct parameters rx and ry is a superfluous over-
generalization. Such cases of overgeneralization tended to bog down the
theorem proving operations during planning and therefore degraded the
efficiency of the system. We now eliminate almost all cases of this
problem by introducing a processing step after the MACROP is formed that
searches for such irrelevancies and removes them by "collapsing” two or
more parameters into a single parameter. A complete description of our

plan generalizing procedure is given in Ref. (1).

2. Experimental Results

We spent a sizable effort during the year running experiments
with the STRIPS-PLANEX system to determine its behavior characteristics.
The results of many of these experiments are documented elsewhere, but

we will provide summary descriptions of some of them in this section.

Problems were posed to the system in the SRI robot's current
experimental environment, which is shown in Figure 1; there are seven
rooms, eight doors, and several boxes about two feet high. A typical

state of this environment is modeled by STRIPS using about 160 axioms.

a. Operator Descriptions

The operator descriptions given to STRIPS for these ex-
periments model the robot's preprogrammed action routines for moving
the robot next to a door in a room, next to a box in a room, to a loca-
tion in a room, or through a door, There are also operators that model
action routines for pushing a box next to another box in a room, to a

location in a room, or through a door. In addition, we have included
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operator descriptions that model fictitious action routincs for opening

and closing doors; these are given in Table 1,

b, Example Problems

A sequence of five problems was designed to illustrate the
various ways in whica MACROPs are used during planning. We show in
Figures 2 through 6 a summary of the system's behavior for each problem
in the sequence. Each summary is preceded by a diagram of the problem's
initial and final states. STRIPS' attention was directed to the rooms

shown in the diagram by closing the doors connecting all other rooms.

Table 2 shows the search tree sizes and running times for
the five problems. The problems were run both with and without the use
of MACROPs for comparison. Even when MACROPs were not being used for
planning we include the MACROP production time, since PLANEX needs the
MACROP to monitor plan execution. Note that the times and the search
tree sizes are all smaller when MACROPs are used and that the MACROPs
allow longer plans to be formed without necessarily incurring an exponen-

tial increase in planning time.

c. Further Experiments

In another set of experiments that were run with the new
system, the primary goal was to produce long plans. We ran a sequence
of eight problems in our robot environment that culminated in the pro-
duction of a 19-operator plan for fetéhing three boxes from three different
rooms and then pushing the three boxes together. This final MACROP sub-
sumed the seven earlier ones so that only one MACROP was retained by the
system. Subsequences of the 19-step MACROP could be used to fetch boxes,

push boxes together, move the robot from room to room, and so on.



Table 1

OPERATOR DESCR IPTIONS

GOTOB (bx)
Preconditions:
Deletions:
Additions:

GOTOD (dx)
Preconditions:
Deletions:
Additions:

GOTOL(x,y)
Preconditions:
Deletions:
Additions:

PUSHB (bx,by)
Preconditiuns:

Deletions:
Additions:

PUSHD(bx, dx)
Preconditions:

Deletions:
Additions:

PUSHL(bx,x,v)
Preconditions:
Deletions:
Adiitions:

GOTHRUDR (dx,rx)
Preconditions:

Deletions:
Additions:

PUSHTHRUDR (bx,dx, rx)

Preconditions:

Deletions:

Additions:

OPEN (dx)
Preconditions:
Deletions:
Additions:

C LOSE (dx)
Preconditions:
Deletions:
Additions:

(Go to object bx).

TYPE (bx,0BJECT) , (Erx)[ INROOM(bx,rx) A INROOM(ROBOT,rx) ]
AT(ROBOT, $1, 32) , NEXTTO(ROBOT, $1)

*NEXTTO(ROBOT, bx)

(Go to door dx).

TYPE (dx,DOOR ), (Erx) (Ery) [ JNROOM(ROBOT, rx) A CONNECTS (dx,rx,ry)]
AT (ROBOT, $1,$2) , NEXTTO(ROBOT, $1)

*NEXTTO (ROBOT, dx)

[(Go to coordinate location (x,y,)].

(Erx) [ INROOM(ROBOT,rx) A LOCINROOM(x,y,rx)]
AT(ROBOT, $1,$2) , NEXTTO(ROBOT, $1)

*AT (ROBOT, X,y )

(Push bx to object by).

TYPE (by ,OBJECT) , PUSHABLE (bx) , NEXTTO(ROBOT, bx ),

(Erx)[ INROOM(bX,rx) A INROOM(by,rx)]

AT (ROBOT, $1, $2), NEXTTO(ROBOT, $1) , AT (bx, $1,$2) ,NEXTTO(bx, $1) , NEXTTO($1, bx)
*NEXTTO(by,bx) , *NEXTTO(bx, by) , NEXTTO(ROBOT, bx)

(Push bx to door dx).

PUSHABLE (bx) , TYPE (dx, DOGR ) , NEXTTO(ROBOT, bx ) ,

(Erx) (Ery)[ INROOM(bx,rx) A CONNECTS(dx,rx,ry) ]

AT(ROBOT, $1,$2) , NEXTTO(ROBOT, $1) , AT(bx, $1,$2) , NEXTTO(bx, $1) , NEXTTO($1, bx)
*NEXTTO(bx,dx) ,NEXTTO(ROBOT, bx)

[ (Push bx to courdinate location (x,y,)].

PUSHABLE (bx) , NEXTTO(ROBOT, bx) , (Erx)[ INROOM(ROBOT,rx) A LOCINROOM(x,y,rx)]
AT (ROBOT, $1,$2) , NEXTTO(ROBOT, $1) , AT (bx, $1,$2) , NEVTTO(bx, $1) , NEXTTO($1 , bx)
*AT (bx,X,y) , NEXTTO(ROBOT, bx)

(Go through door dx into room rx).

TYPE (dx,DOOR) , STATUS (dx, OPEN) , TYPE (rx,RO0M) , NEXTTO(ROBOT, dx) ,
(Ery)  INROOM(ROBOT,ry) A CONNECTS(dxX,vy,rx)]
AT(ROBOT, $1,$2) ,NEXTTO(ROBOT, $1) , INROOM(ROBOT, $1)

* I NROOM(ROBOT, rx)

(Push bx through door dx into room rx),

PUSHABLE (bx) , TYPE (dx,DOCR) , STATUS (dx, OPEN) , TY PE (rx,ROOM) , NEXTTO(bx ,dx) ,
NEXTTO(ROBOT, bx) , (Ery)[ INROOM(bx,ry) A CONNECTS (dx,ry,rx)}

AT(ROBOT, $1,$2) ,NEXTTO(ROBOT, $1), AT (bx, $1,$2) ,NEXTTO(bx, $1),
NEXTTO($1,bx) , INRCOM(ROBOT, $1) , INNOOM(bx, $1)

* INROOM(bx,rx) , INNOOM(ROBOT, rx) ,NEXTTO(ROBOT , bx )

(Open door dx).

NEXTTO(ROBOT, dx) , TYPE (dx, DOOR) , STATUS (dx,, CLOSED)
STATUS (dx,CLOSED)

*STATUS (dx, OPEN)

(Close door dx).
NEXTTO(ROBOT, dx) , TYPE (dx, DOOR ) , STATUS (dx, OPEN)
STATUS (dx, OPEN)

*STATUS (dx,CLOSED)

*
The addition clauses preceded by an asterisk are the primary additions of the operator,
When STRIPS searches for a relevant operator it considers only these primary addition clauses,.
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INROOM(ROBOT,RRAM) A NEXTTO(BOX1,BOX2)

Generalized Plan:

MACROP1(par29,par37, pard5, par54,par33)

GOTOB(par29)
PUSHB(par29,par37)
GOTOD(par45)
GOTHRUDR(par45,par54)

Comments:
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EXAMPLE PROBLEM 1

SA-1530-21

The generalized plan for the first problem in the sequence pushes
two boxes together and takes the robot into an adjacent room,
given that the robot and the boxes are initially all in the same

room,
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FIGURE 3 EXAMPLE PROBLEM 2

Task Statement:

INROOM (ROBOT, RPDP) A NEXTTO (BOX2,BOX3)

Generalized Plan:

MACROPZ(par27,par52,par72,par91,parlll,par38,par40)
GOTOD(par27)
GOTHRUDR(par27,par40)
GOTOB(par52)
PUSHB(par52, par72)
GOTOD(par91)
GOTHRUDR(par9l,parlll)

Comments:

The second problem is similar to the first except that different |
rooms and different boxes are used, and the robot begins in a room

adjacent to the room containing the boxes, STRIPS uses a tail of

MACROP1 to get the robot into the room with the boxes and then uses

the entire MACROP1 to complete the plan, The generalized plan takes

the robot from one room into an adjacent room, pushes two boxes

together in the second room, and then takes the robot into a third

room adjacent to the second. The system notes that MACROPl is com-

pletely contained in MACROP2 and therefore erases MACROP1,

11
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FIGURE 4 EXAMPLE PROBLEM 3

Task Statement:

INROGM (ROBOT , RPDP)

Generalized Plan:

MACROP3(par24,par59,par82,par32, par42)
GOTOD( par24)
GOTHRUDR(par24,par42)
GOTOD(par59)
OPEN(par59)
GOTHRUDR(par59, par82)

Comments:

The third problem entails taking the robot from one room through
a second room and into a third room, with the added complication
that the door connecting the second and third rooms is closed.
STRIPS first decides to use MACROP2 with the box-pushing sequence
edited out and then finds that the door must be opened; to get the
robot next to the closed door, a head of MACROP2 is selected with
the box-pushing sequence again edited out., After formation of the
plan to go to the door and open it, the PLANEX scan observes that
only the final operator of the first relevant instance of MACROP2
is needed to complete the plan, The generalized plan takes the
robot from one room into an adjacent room, then to a closed door
in the second room, opens the closed door, and then takes the robot
through the opened door into a third,

12
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FIGURE 5 EXAMPLE PROBLEM 4

Task Statement:

NEXTTO(BOX1,B0X2) A NEXTTO(BOX2,BOX3)

Generalized Plan:

MACROP4(par37,par80, parl02, parl23,parl34,par57,par59)
GOTOD(par37)
GOTHRUDR(par37, par59)
GOTOB(par80)
PUSHB(par80, parl02)
GOTOB(parl23)
PUSHB(parl23,parl34)

Comments:

The fourth problem requires that three boxes be pushed together,
with the robot beginning in a room adjacent to the room containing
the boxes. A head of MACROPZ is used to get the robot into the
room with the boxes and to push two of them together; the box-
pushing sequence of MACROP2 is used to complete the plan, again
with the assistance of the PLANEX scan. The generalized plan takes
the robot from one room into an adjacent room, pushes one box to

a second box, and then pushes a third box to a fourth box,

13
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FIGURE 6 EXAMPLE PROBLEM 5

Task Statement:

NEXTTO(BOX1,B0OX2) A NEXTTO(BOX3,BOX4)

Generalized Plan:

MACROP5(par44,par87,parl5l,par208,par237,par265,par294, parl80,
parl30,par64,par66)

GOTOD(par44)
GOTHRUDR(par44,par66)
GOTOD(par87)
OPEN(par87)
GOTHRUDR(par87,parl30)
GOTOD(parl5l)
GOTHRUDR(parl51, parl80)
GOTOB(par208)
PUSHB(par208, par237)
GOTOB(par265)
PUSHB(par265,par294)

Comments:

The fifth problem requires the robot to go from one room into a
second room, open a door that leads into a third room, go through
the third room into a fourth room, and then push together two pair
of boxes. The plan, which is formed by combining all of MACROP4
with all of MACROP3, is well beyond the range of plans producible
by STRIPS without the use of MACROPs. Note that although MACROP4
was created by lifting a plan that pushed t! ree boxes together, it
has enough generality to handle this form of a four-box problem,
Following the creation of MACROP5, MACROP3, and MACROP4 are recog-
nized as redundant and deleted; hence the net result of this learn-
ing sequence is to add only MACROPZ and MACROP5 to the system.

14
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The experiments we have been discussing show the use of
MACROPs during planning. We have also run experiments with PLANEX to
illustrate the use of MACROPs during plan execution. One such experiment
is shown in a film® that illustrates how PLANEX monitors robot task exe-
cution in the seven-room experimental environment. One interesting se-
quence in this experiment shows the robot attempting to go from one room
through a second room into a third room. After entering the second room,
the robot discovers that a box is blocking the doorway that leads into
the third room. Since PLANEX is working with a generalized plan, the
difficulty can be overcome by finding a different instance of the plan
that is satisfied. This ne¥ instantiation of the plan's parameters
causes the robot to be sent from the second room into a fourth room and

then into the target third room.

C. Preliminary Specifications for a New Problem Solving System

1. Criteria for the New System

Although STRIPS represents a considerable advance over earlier,
theorem-proving based problem-solvers, it still has many shortcomings.
On recogniz! g these, we are Jaced with the option either of adding some
additional features to the STRIPS system or of creating a new system
designed specifically to meet certain criteria, We have chosen the latter
course, partly because of the availability of the new language, QA4, that
simplifies the task of writing problem solving programs of the type we

envision.

We would like our new problem solving and execution system to

contain as many as possible of the following features.

16
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o Plans with loops and branches

STRIPS produces ''straight-line” code only,
although it would not be too difficult to
modify it so that it could produce plans with
branches.

« Plans incorporating informution gathering operators

The new system should be able to plan to acquire
information when it needs it to complete a plan.
Such an ability presupposes the ability :o generate
plans having branches.

e Procedurally defined operators

The preconditions and effects of STRIPS operators
are stated in a rigid format. Operator definitions
in our ew system will be defined procedurally
using QA4 programs.

¢ Hierarchical planning

We want our new system to be able to generate a
plan at some appropriately high level and then
expand the steps of this plan by planning at
successively lower and lowe:r levels that encompass
more and more details.

e Ability to learn®

The STRIPS tsystem was able to save generalized
versions of the plans it generated so that they
could be used later in whole or part as components
of new plans, We would like our new system to have
this feature nlso,

« Execution monitoring*

The STRIPS system was able to monitor the execution
of plans in an intelligent manner. We would like

the new system to do as well with perhaps a less
clear-cut boundary between the planning and execution
phases.

*
The STRIPS-PLANEX system has this feature.

17



e Compatibility with Speech Understandirg Systems

Ultimately, we would like to be able to interact with
the new system through spoken English. We should be
able to give it commands and advice, tell it facts,
and teach it how to perform new tasks, all by speaking
to it.

e Constraints

The new system should be able to avoid getting into
any situation that we define as "illegal."

¢ Dynamic environments

We want the new system to perform well in an environ-
ment in which other agents of change (e.g., people)
are operating.

e Ability to deal with time

The new planning system should be able to use the
concept of time so that it can perfcrm tasks such
as "Go to Room 21 at 3:00 p.m."

e Ability to interact with people

Besides its ability to understand speech, we want

the new system to know some simple facts about the
people around it, including rudimentary information
about their capabilities, locations, and grals. We
would want the system to know, for example, whom to
ask for advice about the location of some other person.

e Ability to work on conjunctive goals*

STRIPS had an unsophisticated ¢bility to achieve

two or more simultaneous goals. We would like the
new system to be able to generate the appropriate
plans for highly interdependent goals. (Goals A
and B are interdependent if the appropriate plan

to achieve A and B entails taking some (but not all)
of the steps toward goal A and then taking at least
some steps toward B before finishing A.)

For the past few months we have given a great deal of attention to how

these features might be achieved. People working on the development of

*
The STRIPS-PLANEX system has this feature.
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the QA4 language have already written some simple illustrative programs
that generate plans incorporating loops, branches, information gathering
operators, constraints, and conjunctive goals.* Mostly these abilities
were illustrated one at a time in separate programs, and there are still
large questions concerning their synthesis in a single system. The QA4
programs ignored the important question of plan-executing processes and
how they interact with plan-generating processes. Nevertheless, work to
date makes us feel reasonably optimistic about our ability to program a

system containing most of the features mentioned.

We have also worked quit: hard on the matter of hierarchical
planring. Cur ideas on this subject are still tentative, but we think
the matter to be important and it is discussed in some detail in the

next =ection.

2. Hierarchical Planning

The ability to plan in a hierarchical fashion has obvious
advantages, The general idea is simple: first a plan consisting of a
few macro-steps is roughed out in some abstract space. Then the steps
of this high level plan are expanded in a little more detail, and so on
until the plan is complete at whatever level of detail is defined by the
available motor actions. We have explored two somewhat different means
of implementing such a hierarchical planner. In the first method, each
of the preconditions of each planning operator is given a "criticality
number.” The criticalities migit be assigned initially or they might be
computed functions of the predicates and arguments involved. Predicates
with high criticality ure important even at the highest levels of planning.
Thus the precondition PUSHABIE(BOX) in a PUSH(BOX) operator would have
high criticality, primarily because the system does not have an operator
that can change the value of PUSHABLE, Whether or not a box is pushable

is not merely a detail that can be feced at a low planning level,
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Predicates with low criticality can be ignored at the highest levels of
planning. Whether they are true or false is immaterial since they can
(presumably) be easily given the desired value at a lower planning level,
Thus at the highest planning level the predicate dealing with the robot's
heading, say, can be ignored since it can easily be set correctly by

lower levels,

Using these criticality numbers, we can generate plans hierar-
chically in a straightforward manner. First the planner generates a plan
with a high criticality threshold. That is, only those preconditions
whose criticality exceeds a rather high level are considered, Such a
plan consists of a sequence of operators each of which has rather weak
preconditions. Next we could, say, pick the first operator in the se-
quence (whose weak preconditions are satisfied in the initial model) and
lower the criticality threshold on its preconditions, Some more planning
steps may now be necessary to satisfy the somewhat strengthened precon-
ditions. In this manner we generate a plan that gradually considers
more details until finally the preconditions with the lowest criticality

numbers are also considered.

If at any stage the preconditions of an operator in the plan
cannot be satisfied at a lower criticality threshold, the plan at the

next highest level is rejected and an alternative must be found.

There are important questions here regarding the order in which
steps in a plan at a given level ought to be expanded to lower levels.
An interesting special case might be called FIFE (first in, first expanded).
In the FIFE mode, the first step in the high level plan would be expanded
at the next level of detail. Then the first step in this expansion would
be expanded, and so on until finzlly the first step corresponded to an
executable action. Here we face a choice. Do we execute this operator
and then continue with FIFE or do we continue expanding some or all of
the rest of the plan before any executions are allowed?

20



I

Another important questicn concerns the level at which new
planning is to be done as we gradually lower the criticality threshold.
Suppose, for example, that the criticality threshold is at some inter-
mediate level and we are testing the preconditions of one of the operators
in the plan. If one of these preconditions is not satisfied, should we
generate a high level plan to satisfy it or should we grnerate a plan of a
level corresponding to the current setting of the criticality threshold?
Our current opinion is that any new planning activity always ought to
occur at the highest level, More details about this particular method
are contained in a memo by Earl Sacerdoti.® This technique is now being

implemented as an addition to the STRIPS-PLANEX systenm,

A second method by which hierarchical planning can be accom-
plished entails writing separate operators for different pleaning levels.
For example, we might have the following hierarchy of operators for
achieving the predicate INROOM(ROBOT,ROOM): GOTORM1, GOTORM2, and GOTORM3,
The highest level operator, GOTORM1, would have rather mild preconditions,
such as, say, a test for the existence of the target room. The next
operation, GOTORM2 would have somewhat more restrictive preconditions,
say that the robot must be in a room adjacent to the target room. Finally
GOTORM3 might insist that the door between the target and adjacent rooms

must be open.

First a plan would be generated using only high level operations.
Then each of the operators in this plan beginning, say, with the first
would be replaced by its next lower level operator and plans (at the
highest level) would be generated to achieve its preconditions, and so on.
This procedure would work very much like the one using criticality numbers,
except that there is now no necessity that the preconditions of a high

level operator be a‘subset of those at lower levels.
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There are many details to be worked out before we can begin
implementing a hierarchical planner. We haven't quite decided yet, for
example, how to administer the search process in generating hierarchical
plans. We desire an executive that can resume work on a possibly incom-
plete plan at a higher level should some step in a lower level plan run
into trouble. Communication between levels is also a problem. We might
desire that information discovered by a lower level Llanner be available

for use in generating alternative high level plans.

Perhaps the most difficult of our tasks will be to integrate a
hierarchical planning feature successfully with all the other features
we mentioned in the last section. In particular, we have had some dif-
ficulty in deciding how a hierarchical planner and a plan execution system

ought to interact.

D. Multirobot Experiments

In parallel with our work on a new problem solving system, we are
planning some experiments using STRIPS and the present robot vehicle,
SHAKEY, in conjunction with a Unimate arm. (A Unimate i8 a commercially
available, fixed, industrial manipulator that is being used in our
laboratory for experiments in the application of techniques in artificial
intelligence to industrial automation.) Use of both SHAKEY and the
Unimate will allow us to explore some interesting problems concerned with
multirobot cooperation. Three fundamental types of experiments are

envisioned:

(1) Those in which each robot is viewed by the computer
as an independent motor device exclusively under its
control,

(2) Those in which each robot is strictly autonomous and
operates effectively in parallel by time sharing the
same computer facility.
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(3) Those which are a mixture of the first two in which

one robot plays the roll of master and the other slave,

Type (1) experiments would not require the duplication of any robot
software on the computer, but merely the addition of a new set of opera-
tors for the Unimate, The only aspect of robot communication protocol
that is qualitatively different from the one-robot case is the fact that
the two devices can operate asynchronously and thereby possibly physically
interfere with one another, if careful attention is not paid to the se-

quence and timing with which operations are carried out.

Our interest in types (2) and (3) experiments stems in part from
our desire to begin considering worlds containing large numbers of robot
devices, In such a world, it would not be reasonable to assume that all
robots were controlled by a single computer. Instead, we would assume
autonomous robots that might be called together by a human to perform a
task, The human would not, presumably, want to specify how the task is
to be subdivided among the robots; the robots must figure this out among

themselves.

As a matter of experimental convenience, we will use only two
robots (Shakey and the Unimate) and a single computer, Hence, our type
(2) experiments require the duplication of certain subroutines and model
structures in computer memory to allow each robot to maintain its identity.
Provision must be made in each robot's model for the current state, goals,
and potential capability of its counterpart, including the ability to
communicate. By definition, neither robot can have direct access to the
other's model data; each must carry out a symmetric dialog to discover
the other robot's intentions. The distinction between "knowledge' and
"belief” is now important, in contrast with type (3) experiments in which

the master robot is assumed by definition to know precisely what the

slave knows,
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A possible experiment might be for Shakey and the Unimate to be
given a joint task of turning a box upside down and moving it to a distant
location. This task would capitalize on the unique ability of the
Unimate to turn boxes upside down and the unique ability of Shakey to
move them around. In a type (2) experiment, both robots would need to
communicate with one another according to some fixed protocol in order
to develop jointly a common plan of action to accomplish the goal. This
simple type of experiment can be easily embellished by adding disjoint
(possibly conflicting) parallel goals for each robot., Under more stringent
constraints the difficulty in establishing and maintaining a dialog can

be made arbitrarily complex.
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IIT PERCEPTION

A, Introduction

In the pist year we have formulated and refined a new approach to
achine percep:ion intended to overcome the major limitations of existing

systems and to achieve useful real-world perceptual capabilities. This

section presents, in considerable detail, both our design for a system
for analyzing perceptual data and a research methodology for implementing

the systen.

The goal of most vision research has been to describe simple geo-
metric environments in an exhaustive, bottom-up fashion. Unfortunately,
many crucial perceptual issues--such as information overload, generality
of perceptual strategies, suitable representations for real-world objects,
and segmentation of textured objects from the background--do not arise in
this problem domain, Consequently, that gcal has proved largely self
defeating, leading to strategies and systems that could not be extended
to cope with richer environments. For example, the absence of natural
perceptucl redundancy and context meant that each object could only be
recognized in terms of a completely articulated boundary shape descrip-
tion, Such descriptions, while useful, are difficult to obtain for many
real world objects. Moreoever, detailed shape is often not the most
appropriate distinguishing characteristic, The emphasis on shape also
demanded unreasonable sensitivity and reliability from the initial bound-
ary extraction routines. ‘This undirected sensitivity further 1limited
the systems to textureless objects and background in order to avoid over-

whelming the scene analysis stage with irrelevant edge detail,
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1. Perceptual Philosophy

In contrast to the above, we have chosen as our primar; research
objective the task of finding specified objects in complex real-world
environments. This objective is consistent with the information require-
ments of our robot, which typically is concerned only with locating

particular objects involved in its current task.

We proceed on the premise that there exist easy ways of "seeing'’
things. The redundancy of visual cues and contextual constraints allows
a desired object to be distinguished from others on the basis of a small
subset of the available features. To illustrate, a human can usually be
distinguished from other contents of an office simply as a moving blob

whose surface area is larger than two square feet.

Moreover, even when such complicated features as shape are
required, then if the context is suitably limited, a simple distinguishing
measure related to that feature may suffice to resolve remaining recog-
nition ambiguities. Thus, either the relative position of the center of
gravity or the presence of sharp corners should be sufficient to dis-

tinguish the shape of a person from that of Shakey.

2, Design Considerations

The above point of view suggests the following design considera-

tions for a perceptual system.

a. Perception as Problem Solving

Perception should be construed &2s a problem solving process;
the system must utilize¢ its knowledge of the current real-world environ-
ment, and of its own perceptual capabilities to plan where and how to
look for a specified object. Specifically, che computer must use its
knowledge to select features of the desired object that are both dis-

tinguishing and easy to see.
26



The utility of such 'distinguishing features' is criti-
cally dependent on what is known at the current stage of analysis. Hence,
it is unreasonable to preprogram these recognition strategies, except in
the simplest and most static environments. Moreover, a system that can
plan its own strategy has inherent generality; it should be able to func-
tion in any environment for which its knowledge base and perceptual

primitives are adequate,

b. Sequential Decision Paradigm

It 18 usually unnecessary to examine all features of an
object to arrive at a confident recognition hypothesis. Perception should
proceed like the game of 20 questions, Simple descriptive attributes
(e.g., color, motion, size) should be used initially to establish a
limited context. Remaining ambiguities can then be resolved within this
context, using the distinguishing components of complex attributes (e.g.,

shape, texture),

C. Representation of Complex Objects

Representations for describing the shape and texture of
complex real world objects are not yet available. Indeed, symbolic
descriptions may not even be feasible., However objects can be represented,
for purposes of discrimination, in terms of the many crude measures of
shape (e.g., perimeter-squared/area, length/width of bounding rectangle)
and texture (e.g., statistics, power spectrum) that are available. The
system should use the simplest representations sufficient to distinguish

the object of interest in a given context,

d. Multiple Sensors

The likelihood of finding suitable surface attributes for
distinguishing a given object increases with the number of independent
27



sensory modalities. Furthermore, simple discrimination in each of
several sensory modalities should be a cheaper, more reliable alternative
to using more detailed descriptions in a single modality; color and
surface orientation (obtained directly from range data) are substantially
easier to process than shape and texture, the principle means of dis-

tinguishing objects in gray-scale images.

e. Goal Directed Feature Extraction

A key problem in doing perception by distinguishing fea-
tures is to extract reliably the features., One lesson that has been
repeatedly learned in a decade of vision research is thut feature extrac-
tion cannot be sdequately performed bottom-up, as a preliminary to a

knowledge-based interpretative process.

Rather, the system must be integrated so tkut recognition
strategies are based on knowledge of which features are easy to extract
in a given environmental context. The low level routines should then
concentrate on extracting those specific features, guided again by
knowledge of their distinguishing attributes. For example, regions can
be grown on the basis of surface attributes that are known to be both
homogeneous over the goal object and distinguished from those of other

nearby surraces, previously found or anticipated in the environment.

f. Incremental Acquisition of Knowledge

The substantial amocunt of ad hoc world knowledge required
to plan perceptual strategies is most reasonably acquired in an incre-
mental fashion, The system should thus be designed to request additional
information from a user at times of failure, indecision, or on encounter-
ing a new object, and to incorporate this information immediately in a

revised strategy. The new strategy establishes empirically whether the
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current description of an object is sufficient to distinguish it from

others already known.

3. Organization of this Section

We have completed the conceptual design of a perceptual system,

incorporating each of the features listed above.

In Section III-B we present an overview of the perceptual

strategy.

Section III-C describes a system design, modeled after utility

theory, for planning and executing this strategy.

Section III-D outlines our planned approach for utilizing high

level world knowledge to direct low level feature extraction.

Section III-E summarizes related work on interpreting color

and range data, to realize a multisensory capability.

Section III-F concludes with our plans for implementing and

experimenting with the system.

B, Overview of System

1, Scenario

Before describing the system, let us first describe a scenario
that has played an important role in helping refine our thinking. Its
inclusion here serves three functions: it illustrates the intended mode
of system operation, it provides explicit examples to clarify later
discussions on perceptual strategy, and it establishes some concrete
operational ohjectives against which our system, when implemented, will

be evaluated.
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a. Scenario Objective

The scenario objective is to analyze an uncluttered office
environment like that shown in Figure 7, using brightness, color, and
range as sensory inputs. The basic task 13 to find a designated object
(e.g., a chair). The system will designate its comprehension by outlining
the indicated object on a grey-scale display of the scene. A second
task is to describe the scene, which in this limited environment can be
accomplished by commanding the system to find each of the small set of

known objects.

b. Knowledge Base

The system's world model will initially contain five
typical objects selected from offices, and three room fixtures. The
objects are semantically constrained to appear in normal office relation-
ships (e.g., chairs are not allowed to be on tables). Table 3 conveys,
informally, the scope of information that will be available to the system.
The given attributes and relations do not constitute complete descrip-
tions, but should be adequate to distinguish among the objects using
color and range data. (Partial descriptions are, in fact, preferred
because they provide possibilities for generalization., The descriptions
can always be refined interactively, should the system err on their
account.) The descriptions also indicate the range of specificity with
which knowledge can be provided. Thus, dimensions may be given exactly,
corresponding to particular objects (e.g., the door and chair in Table 3),
or with a tolerance encompassing a class of possible objects (e.g., the

picture in Table 3).

Though spatial relationships are expressed here as gross
symbolic constraints (e.g., back of chair "parallel to and above' seat),

it 1s often more convenient, in practice, to represent such metrical and
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lable 3

INITIAL WORLD MODEL

Object Attributes Relations
Wall Vertical plane Adjacent and perpendicular to
Dimensions: > 7 ft high (except at| floor (below) and other walls
door) and > 8 ft long (side). Adjacent to doorway
Shape: rectangular, except for and door.
doorway
Color: buff, homogeneous
Floor Horizontal plane (height = 0) Adjacent and perpendicular to
Shape: linear boundaries walls, door, and doorway.
Dimensions: at least 5 ft of Continuous through doorway.
extent along x and y aves, de- Supports chair, table, basket.
limited by intersection with
walls.,
Color: buff with white and brown
streaks
Door
Door Vertical rectangular prism Hinged (=90 < angle < 90) to
body Size: 3-1/2 ft wide by 7 ft high wall on cne vertical edge.
by 1-1/2 in. thick Adjacent to floor on bottom.
Color: brown, wood grain
Door Cylindrical prism On (i.e., base coplanar with)
knob Dimensions: 2 in. (diameter) by both wide faces of door body
2 in. (length) at height = 38 in, It 1s §
Color: 1iilver in, from unhinged edge.
Chair
Seat Horizontal rectangular plane prism | Supported by legs which are
Dimensions: 18 in. by 18 in, attached at each corner of
(horizontal plane, tsp2; and 18 the bottom rectangular face.
in. by 4 in., (vertical side
planes)
Height: 16 in. to center of width of back parallel to
gravity and above edge of seat.
Color: tan or gray
Back Vertical rectangular prism

Heignt: 24 in. to center of
gravity

Dimensions: 12 in. high by 17 in.
wide by 1-1/2 in. thick

Color: samc as seat
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Table 3 (concluded)

Object

Attributes

Relations

Chair
Legs

Table

Top

Legs

Basket

Picture

Telephone
Case

Dial

Vertical rectangular prisms

Number: 4

Color: gray or cocoa

Size: 1-1/2 by 1-1/2 by 14 in.
(height)

Horizontal rectangular prism

Color: buff or gray

Dimensions: 3 to € ft long, 2 to 4
ft wide, and 28 to 36 in. high

Vertical rectangular prism
Height: 20 to 36 in,

Vertical cylinder

Color: gray or brown

Hollow on top

Dimensions: 13 in. (diameter) by
14 in. (height)

Vertical rectangular plane

Dimensions: 8 in. to 30 in.
(length or height)

Multiple colors, usually in small
regions.

Horizontal rectangular prism

Dimensions of base: 5 in. wide, 8
in. long, and 1 in. high

Color: black

Horizontal rectangular wedge
Dimensions: § in. wide, 8 in.

long, and 3-1/2 in. high
Color: black

Cylindrical prism with multiple
holes in end

Dimensions: 3 in. in diameter
by 1/8 in, thick

Color: gray

Supported by floor.

Supported by table legs.

Supports table top at corners,
Legs supported hy floor.

Supported by floor.

On (coplanar with) wall.

Supported by table.

Supported by and aligned
with top of rectangular
prism,

Centered on sloping face of
wedge.
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topological relationships implicitly, in the form of structural models
(l1ike those used for computer graphics). In our initial implementation
we plan to use crude structural models for objects with several parts,

A chair, for example, will be represented by rectangular prisms for seat,
back, and legs. Such a rodel should convey spatial relationstips in
sufficient detail for planning perceptual strategies, but Le simple to

obtein and use in early experimentation.

2, Perceptual Strategy

The search for an object proceeds in two phases, called acqui-

sition and validation. During acquisition, the multisensory image is

sampled for characteristic surface attributes of the desired object. If
a sample satisfying all criteria is found, a sequence of top-down vali-
dation tests determines whether the acquired sample does, in fact, belong
to the desired object, or to another ubject with similar surface charac-
teristics. Each of these search phases will ncw be discussed in more

detail.

a. Acquisition

The selection of acquisition attributes for sampling is

based on such considerations as:

(1) Criteriality--the attribute should invariably
be associated with the object (e.g., the
floor is always horizontal).

(2) Distinguishability--the attribute should not
also be characteristic of other objects
expected in that context.

(3) Measurability--the attribute should be reliably
obtained from simple, localized processing of
sensory data.
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These criteria are applied to the characteristics of each
surface of an object to ascertain the best set of surface attributes.
Let us illustrate our approach with the goal of finding a chair. The
initial system implementation will include primitives for testing height,
color, and local surface orientation. The discussion on multisensory
data interpretation in Section III-E suggests that height will be the
most easily measured attribute, followed by hcrizontal orientation,
color, and vertical orientation. Refer now to the description of a chair
in the basic world model (Table 3). Height and horizontal oricntation
are both criterial tu the seat of a chair, and together are unique in
that environment. The color alternatives make tkat attribute less
criterial. Since vertical orientation, the primary attribute of the
back of the chair, is both less distinguishing and more difficult to
test, a chair should be sought by sampling for a height of 18 inches,

and checking successful points for local horizontal orientation,

Table 4 summarizes the anticipated best acquisition
attributes for each object in the scenario. 1If a search fails to satisfy
one of these criteria, the system can then select alternative attributes
based on plausible explanations for the failure. For example, the seat
of a chair might not be visible if the chair were viewed from behind.
Thus, failing to find a horizontal sample of appropriate height for a
seat, the system could next look foi characteristic attributes of a back

support.

Sampling may be localized to specific areas of the scene
on the basis of objects already recognized. For instance, a wastebasket
need only be sought in areas bordering the floor region., In fact, the
planning algorithm discussed later will have the option of looking first
for a contextually related object that is larger or other ise easier to

find, in order to localize the desired object with reduced total search

-
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Table 4

ATTRIBUTES AND CONTEXTURAL RELATIONS FOR ACQUISITION

Acquisitior. Attributes

Object (Test in order shown)
Wall Color - buff; orientation - vertical
Floor Height =~ 0 in.; orientation - horizontal
Door Color - brown; orientation - vertical
Chair Height =2 18 in.; orientation - horizontal;

color - tan or gray

Table Height 20 to 36 in.; orientation - horizontal;
color - buff or gray

Basket Color - gray or brown; orientation - vertical;
centext - on floor

Picture Buff/nonbuff boundary; context - on wall

Telephone | Color - black; orientation - vertical or inclined;
context - on table

effort. Thus, to find a telephone, it might pay first to find a desk.

Humans often pursue a similar style of perceptual search.

b. Validation

The validation process begins by checking the global
attributes of the surface surrounding the acquisition sample. This
surface is extracted by grouping the acquisition sample with proximate
samples having similar attributes. The resulting region is then checked

for appropriate size, shape, global uniformity and so on.

The global attributes help distinguish the desired surface
from surfaces with similar acquisition attributes, belonging to other

objects in the knowledge base. We intend to rely on the consensus of
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several crude, individually tolerant tests related to these attributes,
rather than actually to extract a detailed description of any particular
one. For example, the ratio of perimeter squared to area, or of length
to width, might suffice as a representation of shape. The system will
select the simplest of such tests that provide adequate discrimination.
In addition, certain critical dimer.iuns (e.g., length, width, area) will
be measured absolutely (using rarge data) to reduce the likelihood of an

unknown object slipping through the explicit discriminations,

Unfortunately, past experience suggests that a test is
as likely to fail because of errors in region growing as because the
wrong object was acquired. We hope to overcome the unreliabilities in-
herent in the region growing process by tightly controlling it with
feedback from the evaluation objectives. This will be discussed in

section II1-D,

If the confidence remains indecisive after surface evalua-
tion, or if specific ambiguities remain, then validation continues by
seeking additional parts of the object (e.g., the back of a chair, the
knob of a door). These subobjects can themselves be acquired and vali-

dited by using the basic programs recursively.

Additional confidence can be obtained by finding other
objects in appropriate context: aj relationships, such as, "support"
(e.g., telephone on table), adjacency (c.g., wall and door), functional

(e.g., hammer near nails), and the like.

Validation proceeds as a sequential decision proc2ss that
terminates when a definitive level of confidence has been reached, After
each feature is sought a decision must be made whether to accept the
original acquisition hypothesis, to reject it (and resume sampling) or
to continue the validation process. This decision will depend on param-

eters of required confidence and allocated budget, reflecting the global
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importance of this current goal to a higher level robot strategist. The
decision to terminate validation also depends, in part, on the degree to
which the desired object must be localized in the scene, since the more
features of an object that have been found, the more tightly location

and orientation are constrained.

C. Conceptual Design

1. Introduction

we would now like to describe in detail a system designed to
plan and execute the kind of perceptual strategy described above. The
design goal is to find a specified object with minimal cost (i.e., compu-
tation time) within an allotted budget, while maintaining a required
level of reliability (i.e., effectiveness). This goal requires that the
system utilize all available information about the object, the general

environment, detector routines, and current sensory information.

The system will generate a planning tree representing alterna-
tive ways to acquire and then validate an object. Initially, only paths
emanating from the most promising acquisition features will be explored
in detail. Moreover, less detailed cost and reliability estimates will
be used in calculating the utility of validation features, to simplify
planning. The system will then proceed to execute the most promising
path based on its initial information, planning in greater detail as the
strategy successfully progresses to the validation phase. On the other
hand, if a strategy fails, the system can utilize the new information it
acquired during execution to choose an alternative execution path or
perhaps to resume planning a previously unpromising approach. Since
knowledge is constantly acquired during the perceptual process, planning

and execution will be tightly interwoven.
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The planning/execution interaction will be coordinated by the
GOAL MONITOR (GM). The task of the GM will be to account for the effects
of the success or failure of one subgoal on the rest of the subgoals in
the planning tree awaiting execution. Thus, achieving s'ne subgoal could
remove others from consideration, could restrict the search space for
others, or might change the importance of satisfying them. The effect
of goal monitoring is to use the most current information available to
dynamically coordinate the planning and execution. This process retains
the flavor of utility theory (i.e., always do whatever is currently most
promising), but many practical drawbacks of the formal theory can be
avoided. In particular, the combinatorial difficulties entailed in
global optimization will be minimized by considering many processes to
be independent until much later in the planning and execution sequence,
Since we do not have accurate utility estimates, we cannot (and do not

wish to) look too far ahead in our planning.
The satisfaciion of our goal proceeds in three main steps:

(1) The planning phase, which may include the generation
of alternative paths to the goal. For example, to
find a telephone either look for the telephone
directly, or look for a desk first and then look
for a telephone on the desk. The initial planning
will be concerned with acquisition of the object.
Additional considerations, such as validation and
refinement, will then be examined for the most
promising paths,

(2) The acquisition phase, where some features of the
current best subgoal are used to attempt to locate
it in the scene., For example, if it is determined
that the best way to find the telephone is via
the desk, it may be decided to attempt to acquire
the desk on the basis of & lurye surface of a
certain color.

(3) The validation phase where, having found the initial
acquisition feature, the system attempts to verify
the acquisition through other parts or contextual
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relationships. For example, having located what
appears to be the top of the desk, the system may
attempt to show that it really is the desk by
finding the sides.

2. Definitions

Before proceeding, we would like to define certain parameters
and explain how we plan to use them. We will assume that the input to
the system is a list of goals of the find type and a budget allocation.
Associated with each goal will be the interest (I) that the robot execu-
tive has assigned. The interest is a number from 0 to 1, and is a measure
of the importance of the goal to the ~xecutive., The I values will be
used to set the confidence with which the goal must be achieved. From

the set of I values, the system will compute the normalized interest (NI)

for each goal. The NI of a goal will be the I of that goal divided by

the sum of the 1's for all goals,

The budget is split into two parts: a fixed percentage is to
ve used for planning, and the rest for execution. The allocation of
planning budget will be made in proportion to the NI of each goal. This
ensures that the effort expended on a goal is proportional to its overall
interest to the system. After planning for a goal, any remaining budget
for that goal is reallocated among waiting goals. The execution budget
allocation will be based on the results of the planning, and will change

dynamically during the course of execution and replanning.

We will take cost to be a measure of the processing time re-
quired for completion of a task to a certain level of reliabilitz. The
reliability is the probability that the results returned for a given
task are correct--we will use the term confidence synonomously with

reliability.
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We will use FOM to represent a computed figure-of-merit for
each node in the planning tree. This will take into account such things
as the expected cost of achieving that subgoal with a required confidence,
and its importance to higher goals. We will distinguish two factors
used in computing the FOM: a direct FOM (DFOM) and an indirect FOM (IFOM).
The DFOM measures the ease with which a feature (a tip node of the tree)
can be acquired directly--that is, by looking for the feature in a pic-
ture. The IFOM measures the utility of the contextural information pro-
vided by one object to the goal of locating another object. The IFOM
is a property of a relation between two objects (and is therefore asso-
ciated with a branch of the planning tree). It gives an estimate of how
close you are to satisfying a higher level goal given satisfaction of a
lower one. The FOM of an intermediate node of the tree will be generated
by backing-up the DFOMs and IFOMs of the tips and branches of the tree
beneath it. The values of the IFOMs, DFOMs, and FOMs will all be within
the interval [0,1]. The FOM of a goal will be used to decide which is

the best thing to pursue next during planning and execution.

We will also be referring to three data bases. The first is
the VISUAL MEMOGRY (VM), which will contain permanent perceptual knowledge
about objects, parts of objects, visual features of parts, and relation-
ships between them. The information in VM will be obtained mainly by
interacting with a human operator when new objects are encountered or
when a strategy based on existing knowledge fails. Some details of this

interaction appear in Section III-F.

The second data base is a short term world model (STWM) in
which the results of current processing are represented as instances of
the items in VM. An accompanying coordinate transformation gives the
actual location and orientation of each instantiation. There is also a
low level data structure for representing regions, boundaries, and simi-

lar partially digested information about the scene.
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The third major data base is the detector library, containing
both perceptual operators and knowledge about their application. This
knowledge includes estimates of cost and reliability, as well as prag-

matic advice on the use of given operators in particular cortexts.

3. Plannlgg
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