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FOLLOWING ARE THE CORRESPONDING RUSSIAN AND ENGLISH
DESIGNATIONS OF THE TRIGONOMETRIC FUNCTIONS
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Russian English
sin sin
cos cos
tg tan
ctg cot
sec sec
cosec csc
sh sinh
ch cosh
th tanh
cth coth
sch sech
csch csch
arc sin sin-1
arc cos cos™t
arc tg tan-1
arc ctg ocot~1
arc sec sec-i
arc cosec csc~l
arc sh sinh=1
arc ch cosh~1
arc th tanh-1
arc oth coth~1
arc sch sech=l
arc csch cach-1
rot ocurl
1g log
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This book deals with certain of the more important problems,
from an engineering design standpoint, having to do with the
selection of optimum radar signals and the principles underlying
the development of systems for the processing of such signals.

The author has discussed questions relating to nhe technical
implementation of devices for the detectlon and measurement of
radar signal parameters, witbh e2ttention directed at the chief
factors capable of causing the performance characteristics of this
equipment to deviate frcm potentially possible values.

Also presented are the design principles involved in coherent
and noncoherent signal-filtration systems and computational
devices. The effect of limitation in the dynamic amplitude band
of the signals to he processed on the characteristics of detection
and measurement 1s analyzed along with a more detailed study of
the structural princlples embodied in analog electronic filters
employing ultrasonic delay lines, discrete digital filters, as
well as filters based on optical technigues of signal processing.

This book has been written with reliance on material taken
from open Soviet and foreign literature. The appended bibliog.aphy
will provide.a source of more extensive information on whatever
problem areas may have been inadequately expounded in the body
of the text. The presentation is directed at a wide range of
speclalists working in the area of slgnal-processing radio system
design, but will also be of interest to graduate students and
studepts of higher technical study courses.

FTD=-MT-24-920-71 vi
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Foreward

In order to acquire information on the coordinates and
characteristics of radar targets, the received signals at radar
sltes are subjected to various kinds of processing. This process-
ing of received radar signals 1s effected throughout all the links
of the radar, including the antenna, the receiver, the measuring
units, and the computer devices, and may be characterized by the
aggregate of the mathematical operations (processing algorithms)
which must be carried out to determine specific signal parameters.
However, despite the common mathematical essentials encountered
in all the processing modes of a radar system, each individual
stage has its own peculiar tasks with different instrumentation
normally used. As a consequence, along with the general problem
of determining the optimal algorithms for the processing of the
signal as a whole ~ which 1s solved during the design phase of
the radar - one 1is confronted with the task of selecting optimal
methods of signal processing, and their implementing techniques,
for each of the radar's individual stages.

The procedure wnereby radar signals and the resultant data
are processed can be broken down into two stages: the stage of
the extraction of primary radar information and the stage of data
reduction according to this primary information. The first starce
is tied 1n with the processing (reduction) directly of the signals
themselves and the extraction from these signals of the primary

FTD-MT-24-920-71 vii
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radar information; this stage 1s customarily referred to as the
primary signal-processing stage. The second stage provides for
the further processing of fhe resultant data and 1s often called
the secondary processing stage.

First-stage radar signel processing 1s handled by a number
of radlo devices, such as the antenna, receiver, filtering devices,
and signal parameter meters. As a rule, the filvering and signaie
parameter measurement equipment occuples a siénificant position in
the overall complex of radio apparatus assoclated with the radar
and is determinative of many of its basic characteristics. For
this reason, these devices are often combined into primary signal-
processlng systems. Because of the sophistication and specific
character of such systems, questlions having to do with thelr
rational design and performance optimization require independent
analysis.

There is at the present time a sufficiently well developed
theory of the synthesis and analysis of optimal radar signals anc
thelr processing methods. The key problems of this theory have
been taken up in the works of Soviet scientists: S. Ye. Fal'kovich
[(81], V. I. Tikhonov [78], Ya. D. Shirman and V. I. Golikov [95],
D. Ye. Bakman [13]), A. Ye. Basharinov [6], L. S. Gutkin (23], Yu.
S. Lezin [51], a team of authors under the editorial supervision
of G. P. Tartarkovskiy [4], and others. Among the foreign works
in this area mention might be made of the work by F. M. Woodford
[16), K. Helstrom [89], and S. E. Cook [45].

However, in the design of real signal-processing systems,
along with the potential capabilities as defined by the technical
solutions adopted, consideration must be given to the technical
difficulties encountered in the development of the actual hard-
ware. Such factors as the sophistication, cost, dimensions,
welght, and operational reliability of the systems in many cases
impose limitations on the attainment of what is theoreti:ally
ideal and result~1n the need to modify what would otherwise be

FTD-MT-24-920-71 viii
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optimal system structures. For thls reason, the rational design
of primary signal-processing systems capable of doing the assigned
Job and of simultaneously satisfying the requirements of simplicity
and high performance is possible only by jointly exploiting the
results of the general theory and the experience acquired in the

teclinical implementation of Individual assemblles and circultries
for such systems.

The purpose of this book is to set forth the basic methods
employed in the technical implementation of the assemblies and
subsystems of the prlmary signal-processing system, as well as to
examine the major factors resulting in the deviation of real
hardware characteristics from the theoretlcally possible.

Mr. S. S. Karinskly collaborated in the writing of Chapte: 7.
The author wishes to express his deep gratitude to S. Ye.

Fal'kovich, B. N. Myateshev, and B, A. Fogel'son for their critical

comments and useful advice, all of which contributed to improving
the contents of this book.

FTD-MT-24-920-71 ix

e v R IO AT

s St R ol O T W R e €k @ B ST
Pl msie -2 ot p




e TR AP S TR R G g B

1. RADAR SIGNALS AND THE METHOD
OF THEIR PROCESSING

1.1, Major Tasks and Operational
Modes of Systems for the Processing
of Radar Signals

The acquisition of radar information is accomplished through
the measurement of different parameters of the signal reflected
from the target. The incoming direction (direction of arrival)
of the signal (angular coordinates of the target) can be det«rmineu
by measuring the difference of the phases, amplitudes, or delu -
time between signhals as received by different antenna-equipped
receivers. The range and speed of the target are determined Ly
the measurement, respectively, of the delay time and frequency
shift between the reflected and transmitted (main) signals. The
extent and character of the target's motion is estimated by the
results of an analysis of the phase-frequency characteristic of
the reflected signals.

Varlous slgnal parameters may also be used for the resolution
of* the signals and their discrimination against a background of
noise. Such parameters include, for example, the arrival dirc~:tlon
of the signal, its polarization, frequency, delay time, and the
like. For this purpose, either any one or several parametercy
simultaneously may be used,

PPD-MT-24-920-71 1
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In reai radars [72] it is normally possible to discern
several functionally complete systems in each of which the reccived
radar signals are processed according to a particular parameter.
Thus, for example, in the antenna and receiving systems the siguals
are selected according to their arrival direction and type of
polarization, whille in the filtration and measurenent systens
processing is based on such parameters as amplitude, delay tiwme, -
frequency, and phase.

o Ve v
Y

Considering that the problems involved in the measuremen. of
the signals' arrival direction lend themselves to indiridual
analysis, limited requirements can be formulated for the filtration
and measurement syétems which concern signal processing in the
-antenna-receiving system alone. The key tasks of the signal-
processing system in this case will be the following:

- the detection, at the input of the receiving channels, of
useful return signals to te accomplished wiiii a high degree of
reliability despite the presence at the receiver channel input of
other signals and interference;

- the measurement of the parameters of reflected signals for
updated target coordinate determination, to be accomplished wlth
an assigned degree of reliability despite the presence at the
receiver channel lnput of other signals and interference;

= the extraction of information of a noncoordinate nature,
specifying the form of the target and the character of its move-
ment, through the analysis of the fine structure of the reflectud
signal; f

- the cleansing of primary radar information of false
(spurious) signals caused by interference, for the purpose of
avoiding overloads to the secondary radar informatlion-procussity:
systems;

PTD=NP=24-920~T1 2
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- the conversion into standard message units and the
codification of data acquired as a result of primary signal-
processing for the introduction of such data into the secondary
radar information-processing systems, the latter being normally
represented by electronlc digital computers.

. The quality of a signal-processing system may be described ‘
by a number of indicators which reflect its informational and
design-operational characteristics. The major informational
indicators of a signal-processing system include the following:

~ the sensitivity of the system to threshnld signals;

- the resolving power of the system with respect to an
assigned signal parameter;

- the accuracy of signal parameter measurement;

- the carrying capacity of the system (signal-processing and
information-yield rate);

Nk

- the interference shielding (noise immunity) of the system.

The system's fundamental design-operational indicators might
be:

A MRS VAT ik

- the reliablility of the system,

- the production and operational sophisticaticn (complexity); i
- - the welght and (verall dimensions.

In keeping with the basic tasks to be performed by the
slgnal-processing system, two operating conditions (modes) may te
conveniently distinguished: the detection mode and the measurenent
mode. Depending on the tactical and technical purpose of the

FPD-M1-24..020-71 3
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radar, these modes may be combined in time or else accomplished
separately [56].

By successively Ilmplementing the detection and measurement
process it 1is possible, as a rule, to greatly simplify the
structure of the measurement system. Let us consider this
circumstance in greater detail by introducing the conceptual
element of the system's resolution for a given parameter, taken
to mean the,minimal‘discrete value of the detuning di of this
parameter for two signals of equal intensity at which they will be
separately detected by the system with an assigned degree of
statlistlcal reliability. As will be shown below, the value of
the resolution element 1s characterized by the region of high
signal correlation for this parameter and defines, in a certain
scale, the measurement accuracy for this parametenr,

If the system resolves signals according to a number of
parameters such as, for example, delay time 1, frequency shift Q,
and signal phase ¢, for which the resolution elements are defined,
respectively, as dr’ d“, and d¢, and 1f there are certain a priori
ranges of possible variation of these parameters AT, AQ, and A°,
then the total number of the system's resolution elements will be

AS
j"d==7;'

(1.1)
where A, =¢ (4, A, 8) - 1s the gencralized range of possible
parameter changes, as a function of the a priori reglons of th-
individual parameters;

d-::(p(d‘, d,, dv) - ic a generalized recolution element, as
a function of the resolution elements of the individval para-

meters,

Thce more stringent the system's requirements for accuracy and
resolution for any of the signal parameters, the smaller the
resclution element di for that parameter must be. Reducing the

= e o



value of the resclution elements leads to a reduction in dz and to
a corresponding increase in the total number of resolution
elements Md’

When the fegion of possible signal parameter values to be
measured AZ 1s large, requirements for high measurement and
resciution accuracy result in the need to increase sharply the
total number of resolution elements in the processing system,
thereby substantially increasing the complexity of the system. To
circumvent this contradiction, during the operation of the process-
ing system the values Ai and dz are varied in such a manner that
the total number of resolutlion elements Md always remains relatively
small., This can be accomplished by initially, when the region of
a priori signal parameters is large, employing a radar operating
mode 1n which the signals and thelr processing systems exhibit
low resolution and coarse measurement accuracy - that is, a large
value for dz. In this mode there is signal detection and coarse
measurement of their parameters.

As the signals are detected, the system switches ¢o a mode
in which the parameters of the detected signals are refined. 1In
this mode, signals and processing systems having higher measure-
ment and resolution accuracy characteristics are already employed;
however, since the operation in this case is based on detection-
mode data, the a priori domain Ai for each of the parameters is
considerably contracted and, despite the significant reduction in
the value di’ the total number of resolution elements Md does not
exceed acceptable limits,

The application of sequential methods of signal processing
calls for additional time expenditures, with the consequence that
systems implementing these methods possess comparatively low
carrying (informational) capacity and can be used [only - added by
trangsator)] for limited-acquisition radars#*., When processing is

¥Translator's Note - The Russian term "malotselevaya RLS"
literally means "a radar designed for few targets."
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required for a very large number of signals simultaneously, with
little time available for the processing, a parallel system-
operation method must be resorted to, whereby the detection and
measurement modes are combined. In this case, however, the system's
accuracy and resolving power ar: significantly limited by factors

of complexity and cost.

i.2. Radar Signals

The source of the radar information on target characteristics
is that modulation of the parameters of the transmitted signals
which occurs as ther> signals propagate and are reflected from the
target. Normally, the transmitted radar signal is a narrow-band
harmonic oscillation modulated in amplitude and phase. Analytically,
the transmitted signal can be expressed by the dependence

uy (t)=VZPo(t) = VIPA, () cos [t +2 () -+l =
= A(f) cos [wy 42 (1) -+ 2sls

(1.2}

where P 1s the mean power of the signal;
v(t) is the normed value of the signal;
Ao(t) is the law of amplitude modulation;
A(t) is the amplitude of the signal (envelope);

wy is the circular carrier frequency of the transmitied
signal;

¢(t) is the law of phase modulation;
¢3 is the initial phase of the transmitted signal [Translator's

Note - The subscript letter "a" has the sense here of "trans-
mitted"].
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"he functions v(t) and Ao(t) are normalized in such a way
that

2 )
S v*(fdt =5 Tomn
-®

S A () dt =T (1.3)

-2

where ij is referred to as the effectlve duration of the signal,

The energy of the transmitted signal is expressed by the
formula

+0
E= (u)dt=Plw (1.4)

=0

The propagation and reflection of the radar signal from the
target results in a time delay in the signal, as well as a change
in its intensity and initial phase. With allowance for these
changes, the voltage of the radio signal reflected from the target
at the receiving channel input may be expreésed as

Uy (1) == 8,8 (1) V2P A |t — 2o (1)) €08 {to, [t — 25 (1)) (1.5)
+ [l — () 4 P (D}

where“eo is the signal attenuation factor taking into account the
change in the intencity of the signal during propagation and
reflection for an effective target scattering cross-section of
average value;

e(t) is a coefficlent taking into account random intensity
fluctuationa in the reflected signalj

»

¢0T(t) is the random initial phase of the reflected signal,
including the nitial phase of the transmitted signal and its
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variatlions during the process of propagation and reflection
[Tranclator's Note - Subscript letters "orv" indicate "reflected"];

Ta(t) is the delay time for the parameters of the reflected signal
for a glven moment, of time.

The delay time is determined by the relation
2R (¢ :
()= ——c( )0 (L.v)

where R(t) 1s the distance from the radar to the target at a glven
moment of time;

¢ 1s the propagation velocity of electromagnetic waves.

As a rule, the law governing the fluctuation in the intencity
or' the reflected signal and the changes of its resultant initial
phase are not known a priori, so that these parameters of the
reflected signal are random. The random change in the initial
phase of the signal limits the time interval during which its
coherent processing 1s possible. This time interval is customarily
called the colierence interval of the signal. It 1s deflined as the
segment of time during which random variation in the phase
characteristics of the reflected signal does not yet introduce
significant changes in its parameters.

o determine the variation in the signal's parameters, witi
a time lag in the signal, we expand the function ts(t) by degrue:
(t - tG) for the observation interval, where to is a specified
fixed moment of time. Now

20 ll) == 20 (0= 1) ¢y e — 1"
F =) (1.7
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where

Ry, o _ 2R U
T3 = """ Ta™ ¢ *

[4

The values R'(to) and R"(to) define, respectively, the
radial velocity and acceleration of the target at the moment of
time to.

The presence of a complex time dependence in the time-delay
function ra(t) of the reflected signal leads to a transformation
of 1ts structure. Depending on whether the target is approaching
or drawing awey from the radar, the reflected signal 1is,
respectively, compressed or extended in time. In general this
results in a change in its carrier frequency Wy (Doppler effect)
and also in distortions in its amplitude and phase modulation.

The Coppler frequency shift is defined as

2R’ (t,)
¢

Qx '-':“o =m°".- (1 08)
[Translator's Note - Subscript letter "a" indicates "Doppler"].

It is not always necessary to make allowance for the amplitude and
phase modulation distortions of the signal.

Amplitude modulation distortions may be disregarded, provided
the change in the delay of the signal 1'3 during the time of itu
processing TUo 1s much less than the resolution element for that
parameter dT, that is

1
' =
1.<’f;‘°‘ TQ.AW d (1.9)

where AW is the rms value of the spectrum of the signal [Translator's

Note - Subscript letters "o6" indicate "processing"].

Condition (1.9) is satisfied in many instances since even
with the target traveling at speeds close to the first cosmic

Ok Sk B
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(orbital) velocity R'(l,)'\u‘."lo’ g) , the change 1in the delay ' 'me

15 such as to fulfill the inequality

TosAW <108, (1.10)

The distortions in the phase modulation of the signal, which
in the case of a counstant radilal acceleration are characterize. by
linear frequency madulation in the reflected signal, may bhe
dlsregarded 1f the changes in the frequency of the signal durine
the time of 1ts coherent processing Tuor do not exceed the
resolution element for the frequency dn. Thls condition is met
whenever

" R {(1.i!)
R (’o) < T’.o:@.'
[Iranslator's Note - Subscript letters "wor" indicate "coherent."]

As will be evident from relation (1.11), the need to take
into account phase modulation distortions in the radar signal
cecurs whenever the coherent processing time of the signal exceeds
0,01 s,

Inasmuch as in the detection and measurement mode the signual-
processing time 1s normally limited, inequalities (1.9) and (1.1l1)
are satisfied. Therefore, in the simplest case for the moment of
time to =T, the reflected signal can be represented by a function
of time and the four parameters T. Qi €(f), qo(f), that is

Uy (1) == 8,8 (1) 2P A, (t — 23) cOs [(w, — 0 t4-
+ ¢ (f—=3)+ 2, (1),

(1.12)
where
Po (’) = Qor (1) - (uo - A) <3

10
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If the signal-ubservation ftime is sufficiently large, the
presence of frequency modulation in the signal cannot be dis-
regarded, and the reflected signal 1s expresced by the relation

or (1) = 8,6 1) V IPA, (I — =) cos [(m0 — Q) — Uyt

3w et =)+, (1.03)
where

B2 () = Por (1) — (0 — 03 53 — =5 V't

The value of Q'A describes the rate of change of the signul's
Doppler frequency and defines the radial acceleration of the
target.:

Q, = 2—-——-——“”2 ) | (1.11)

For the super-resolution mode, when the coherent processing
interval of the signal and 1ts bandwldth are considerably larger
and inequality (1.10) is not satisfied, it is necessary to take
Into account the presence of other additlonal parameters In the
reflected slgnal defined by the higher-powered terms of seriles

(1.7).

Radar signals and the execution of theilr various trans-
formations may be conveniently described through the use of

complex functions [16, 81, 89]. The complex signal U(t) depicting

the real signal 1s defined as

L’(1)=“(1)+:i?t(t): ' (1.1

Here, i(t) is related to the signal u(t) by the Hilbert

11
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transform, that 1is

-]
2'%‘3‘ u (2) dz (1.10)
-0

The real signal u(t) is identified in this case with the
real part of the complex signal hy the dependence

u(!)=ReU(I)—.==—:‘_)-[U(tH.U*(t)], (1.17

(Here and throughout the sign * indlcates a complex
conjugate value.)

The complex, energy-normed, narrow~band signal may be written
in the following form:

V(t)=S () exp [i (wf +o)s (1.18)

where S(t) is the complex envelope or modulation function
corresponding to

S(t)= A, (1) exp [je (D]
and normalized so tanat

-}
Sls(’ll'dl:‘?’w (1.1y)
—0 .

‘‘he energy of the signal represented by the complex funct ion
may; be defined by the expression

|U (1) dt. (1.20)

h’-l—‘
Gy §

E =~
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The spectrum of the modulation function S(t) is expressed
by the dependence

S (w)= efS(i)exp(—-- jol) dt.

—0

(1.21)

If the reference point on the frequency and time axes is
selected so that

-

SmlS(u)l’du

o0 =0 (1.22)
SIS(w)t’dw

-0

and

1St

=0, (1.23)
| S (1) |2 at

&‘-——»8 },MS

then, according to [89], the dlspersion of the signal's energy
spectrum may be deflned as

-} ow
Su'-‘lS(w)l’do) j [ () [*dt
AW == =3 =% ' (1.24)
5\8(&)]’«!«3 { 15 @par
-2 —e

and the dispersion of the signal's time extension AT in the form

- -] o
@2n) S e1SOpd (a)p S S (@) |* du
AT‘ = x-—” = =% . (1 . 25)

[ -]
S IS ()| at S IS (@) It de
—30

-0
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The values sz and AT2 desceribe, respectively, the dispersion
of the spectral components of the signal in terms of frequency and
of its envelope in terms of time. The parameter AT we shall call
the rms value of the time extension of the signal.

The signals's phase structure characteristic 1s determined by
the so-called effective phase constant p, which is expressed by
the relation

[}
on j 9’ (1) S10) |2 dt
00

p= Py y (1.26)
{1s@pa

-0

The signal characteristics discussed above (1.24), (1.25),
and (1.26) are interrelated by the following inequality [89]:

AWAAT® —p*= =% (1.27)

1.3. Radar Ilnterference

As a rule, radar signals are always accompanied by inter-
ference. The form and character of the interference affecting
radar systems may differ. In terms of its origin, such
interference may be natural or artificial; in terms of character,
active or passive. The different kinds of active and passlve
interference, and also the characteristics «f many of these
interference types. have been discussed at considerable length in
the techni:al literature [4, 7, 70, 78, 89].

Active and passive intereference functions independently of
the signal., It is added to the signal, and the resultant
oscillation in this case can be represented in the form

X()y=U(t) +N(1), (1.28)

14
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where X{(t) is the complex resultant oscillation;
U(t) 1is the useful signal;
N(t) is the additive interference.

Multiplicative interference takes the form of signal
distortion (modulation). 1Its effect is detectable only when a
signal 1is present. Interference of this kind 1s described by an
additional factor in the composition of the resultant oscillation -
for example, an amplitude factor:

.Y(l)=?xn(1)u(f). (1.29)

where cn(t) is a time function giving rise to parasitic amplitude
modulation of thc signal [Translator's Note - Subscript letter "n"
indicates "parasitic"].

As a consequence of its random character, interference is
analytically described by random time functions which are character-
ized by a probability distribution density or by numerical character-
istics in the form of moments of distribution. Normally,
stationary or quasistationary random processes arc considered, for
which the statistical characteristics do not change in time,

According to 1ts distribution law, interference is
conventionally divided into two kinds: Gaussian and non-=-Gaussian
interference,.

The Gaussian variety includes interference which is described
in terms of random processes with a multidimensional normal
distribution law of probabllity density. Thils category covers
most real interference such as, for example, internal recelver
noise, cosmic and ionospheric noise, various man~made noice
interference (jJamming), and passive interference.

15
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An important feature of normal processes is the fact that
they are totally defined by their mixed second-order moment
(correlation function) B(t) or spectral density N(f), a factor
which simplifies considerably the mathematica{/operations invelved.
The spectral density of the interference power (energy spectral
density) 1s linked to the interference correlat.on function by
the Fourier transform [78]:

[ -]
B(+)= S N () exp (j2=fx) dF, (1.30)
-

where 1 1s the time shift of the correlated functions.

From (1.30), when 1 = 0, it follows that the interference
fluctuation power equals

B(0)= o = SN(I')dfo (1.31)

where og i1s the dispersion of the interference [Translator's
Note - Subscript letter "n" here indicates "interference"].

For broad-band interference, when the spectral intensity of
the noise within the interval of the working frequency range of
the signals or passband of the filitering systems remains
approximately constant, one may conveniently call upon the white
noilse model, for which the spectral density remains constant for
ali frequencies, 1In this case we can set

N(j) =5 Ny = const (130

where N0 is the real {located only in the positive frequency

region) energy spectral density of the white noise.

For interference, transmitted by the filter, with frequency

16




characteristic K(f) the spectral density of the interference a: ]
the filter output is defined as

N(i)rux’:“K(f)hN(f)bxo | (1.33)

where N(t‘)ax i1s the energy spectral density at the filter input
[Translator's Note - Subscript letters "sx" and "sux" indicate
"input" and "output," respectively].

-

Now, the interference fluctuation power at the filter output '
will be

£o= [ 1K ()N (sl (1.34)

[Translator's Note - Subscript letter "¢" indicates "filter."]
If

230 o D = 3 AT

N (f)u:"'"" “%‘N»

then

Ty 5B 2t g g

3y = NoK* (uncAF, (1.35)

Sl B

[Translator's Note - Subscript letters "mawc" indicate "max"]
where AF 1s the equivalent passband of the real filter, defined as

e

“ .
fixopa |
AF = =2 (1.36)
) VK () Buaxe
K(f) is the maximum value of the filter transmission factor.

MaKC

Setting K(f) = 1, we obtain

MaHC

2
9. = NAF. (1.37)
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Passive Interference caused by reflections from a large number

of independent reflectors is usually defined [4] by a correla‘ ion
function of the kind

B (= 15) = Re P (73) I'n (" 73):7‘34)‘!. (= 0) C'xP:li;(% + Qu) "]o (1.38)

where un(ra) is the density distribution of the intensity of the
passive interference for the delay time;

Pn(T, Ts) is the normalized correlation coefficient of the

passive interference fluctuations (maximum value does not exceed
1);

Y(t, C) is the normalized value of the autocorrelation
function for the modulation of the transmitted signal;

Qn is the Doppler shift on the cenier frequency of
the interference.

Whenever for all practical purposes the spectral density cof
the interference 1s concentrated in a narrow band, as is in the
case of narrow-band signals, the interference may be represented
in the form of a harmonic oscillation randomly modulated in
amplitude and phase [78]. 1In this case, the additive mixture of

narrow-band signal and noise can be expressed as an amplitude- and

phase-modulated oscillation:
X (’) = Re X (I) = .1x({) cos [mo’ _.l_.? ({) '*’ e (’) !__ ?o,’ (1.39)
where ¢0 1s the initial. phase of the reflected signal.
Ax(t) and Kx(t) are random functions slowly changing in

time. The complex envelope for an oscillation of this kind lc¢
represented in the form

Se(t)== Ax(t)exp e (1) 1+ %= () + o). (1.40)

18
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1.4, Algorithms and Structural
Circuits for the Optimal Processirg
of Radar Signals

As has already been noted above, the detection of signhals and
the measurement of their parameters under condition of various
kinds of interference constitute the principal tasks of signal-
processing radar systems. For this reason, the optimization of
the cystem's operating algorithms must be primarily aimed at those
indicators that describe the quality with which the system per-
forms these misslons.

The presence of interference and random fluctuations in the
parameters of the signals to be processed carries the problem of
signal detection and parameter measurement into the area of
statistical solution theory, on the basis of which an optimal
signal-processing system can be broken down into two basic
devices: an optimal signal filtering device and a resolving
(logical processing) device (Fig. 1l.1).

Filtering & Encoding )
functional unit for
wmmeneded 8 1@N2) - Resolving measured jomeee=—@n
From receiving |processing unit signal- | To inter-
channel  {unit parametsrs]| °hannel pro-
cessing and
J ‘secondary pro-

’ cessing unit

A priori data and signals
from awtiliary receiving channels

Fig. 1.1. Simplified block diagram of signal-processing.

The optimal filtering unit, which ensures the best dis-
crimination of the signal from the interference and its resolution,
must shape at its output a certain "signal relief" describing the
distribution of the a posteriori probability. The resolving unit

19
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must provide an analysis of this signal relief and, in accordance

with the criterion selected, furnish a declslon as to the exlstence
of a ~ipgnal or else make an estimate of its parameter to be measured.

The distribution of the a posteriori probability density for
the presence of a signal Ppc [x(t)] in the input oscillation x(t)
or for the value of any parameter to be measured in this signa!
corresponds, to within a constant factor, to the product of the
a priori probability density Ppr and a certain function L [x(t)]
referred to as the likelihood function [78], that is

Pre [£ ()] = 6, Pul [x (0] (1.41)

where c0 is a constant coefficient.

In the case of radar systems, the a priori probability
density distribution for the presence of a signal or the value of
its parameter within a definite range of values may be assumed Lo
be uniforn. Therefore, for both signal-detection and parameter-
measuremenc assignments the optimal filtration unlt must shape at
its outputi a signal pattern portraying either the likelihood
functlon «r a monotonic dependence of this function. Normally,

thls function will be a logartihmic dependence of the type In
Li={t)].

The received radar echo signhal may be represented as a functinn

of time and a serles of parameters in the form

Aut, a, B), (1.4

where 4 1s a discrete random parameter which describes the presence

or absence of a signal and assumes one of the values 1 or O,
respective.ly; '

a is a random fixed parameter assumed to be unchanging during

the processing time of the signal, or a set of parameters (dela;

20
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time Tgs Doppler frequency shift QA, rate of change of Doppler
frequency shift QL. The distribution of these parameters in a
certain interval Aa is assumed to be uniform);

B is a random unfixed parameter or set of parameters (initial
signal phase ¢0(t), its intensity e(t)).

The probability density distributions for these parameters
are regarded as known.

Parameters A and o are generally informational and are
therefore frequently referred to as substantive. Parameter g does
not, as a rule, carry information (non-substantive) and 1s excluded
through averaging from the likelihood relation. )

A likelihood function must be formed for all the values of
the parameter a within its anticipated range of values Aa'
Practical difficulties are normally encountered in the formation
and analysis of the likelihood function for the continuum of
parameter o values. For this reason, real filtering devices form
the likelihood function only for a series of discrete values for
parameter a (al, Bys sees °1)' If the discrete increment for the
reading of the parameters has been correctly seiected, the results
wlll be acceptably close to optimal. In this way, an optimal
filtering unit must shape a signal pattern to portray the
aggregate of likelihood functinn values for a series of parameters

Ql, a.2, e e 0y Gi.

The operating logic 1s somewhat differ .t in the case of the
resolver for the signal-detection and parameter-measurement modes.

When the likelihood function is formed from any input
oscillation contalning a signal from a single target with an
ﬁnknown paraimeter o and noise, for the detection mode the resolver
compares the value of the function 1n L(ai) in the anticipated
range of parameters a values agalnst a certain threshold ho.
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which is the a posteriori probability function of interference
(Fig. 1.2). The decision as to the presence of a signal is taxen
for trose reglions of parameter o where

InL(a))= h, (1.43)

In the figure this corresponds to the region Ag = 0y-og. Now, the
probability of inequailty (1.43) being fulfilled in the event the
signal actually exists is known as the probabllity of correct
detectlion and 1s written as D, whereas the probability that
inequality (1.43) will be satisfied with the absence of a signal
at the input of the processing system is called the false-alarm
probability and is designated by the letter F.

tnL(s,)
I
o0 — l
] L
U' Uo C‘ . C‘ ¥,
i‘d‘ interval 4,

Fig. 1.2. Resolver operating logic in
detection and measurement mode.

The selection of the threshold level in radar-processing
systems is generally based on the Neuman-Pearson test, according
to which the probability of correct detection Is maximized for an
assigned probability of false alarm. That characteristic which
determines the dependence of the probability of correct detection
on the parameters of the signal and interference for a prescribed
false-alarm value 1s often called the detection characteristic.

An enumeration of these characteristics for different detection
systems is cited in the literature [81, 95]. A point to be noted
is that in the signal-detection mode a rough estimate is also made
of the signal's parameters (the parameter a value interval in which

22
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the threshold 1s exceeded; Fig. 1.2). The measured aata are used
as an a priori interval for the fine-measurement mode for this
parameter.

In the flne-measurement mode for parameter o the resolving
]
unit analyzes the function 1ln L(ai) in the interval A, and
furnishes for the parameter to be measured an estimate which may

be designated as ao.

If the distribution functions of parameter a are symmetrical,
its statistically best estimate can be obtalned by the maximum
likelihood method [78, 81]. 1In keeping with this method, the
resolver must seek the maximum of function 1ln L(ai) in the range
of values of parameter A « In Plg. 1.2 this estimate corresponds
to Gp.

Because of the presence of interference and a variety of
distortions in the signal, ‘.he estimate arrived at for the signal
parameter will differ from its true value. The accuracy of a
measurement system can be described in terms of measurement errors.

The form of the optimum signal-processing algorithms which
characterize the operations involved in the formation of the a
posteriors probabillties or likelihood functions is largely
dependent both on the nature of the interference present in the
signal mix at the input to the processlng system and on the
character and spatial distribution of the targets affecting the
quality and parameters of the signals simultaneously received at
the processing system input. The great multiplicity of inter=-
ference types and possible signal-parameter distribution
combinations makes the task of optimum processing in general form
a difficult one in any event. At the present time, the most
complete solutions for the detection, resolution, and measurement
of signal parameters in the presence of noise have been formulated
for only a limited kind of interference and for the simplest
distrubutions in the parameters of the overlapping signals. The
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nmajor findings of this theory have been set forth in suffilcient
detail in [4, 6, 78, 81, 89, 95]. It follows from these studics

that whenever the form and frequency of the echo signals are known

and when there 1s no signel overlap in time at the input to the
processing system, with the noise distribution close to normal,

the functional diagram of a signal-processing channel to implement

an optimum algorithm for signal detectlon or parameter measurement
can be represented in the manner shown in Fig. 1.3.

The filtering unit forms a monotonic dependence on the
likelihood function, with the latter in thils case a function of
“he single information parameter T,

From thls same diagram it will be evident that the function
1n L(Ta) is formed by two cirguitries: the coherent filltering
circuit and the noncoherent signal-prucessing circuit. This kind
of processing algorithm is optimum for the general situation when
the signal 1s not coherent over the entire interval of 1its
duration. It should be noted that in a number of instances
coherent-noncoherent processing methods are also applied to a
fully coherent signal; in this case, to simplify the processing
circuits, the coherence of the signal is deliberately disregarded
over a specified interval of its duration. In this way, the
processing algorithm for such a signal becomes quasi-optimal.

A system for the optimum filtering of a coherent signal in ¢
the case of Gaussian interference and known parametérs ﬂA and QL
must provide for the execution of a correlation operation for the
oscillation x(t) incoming to its input with a certain anticipated
(reference) signal vo(t, ta), which is a function of the time t
and the parameter T, describing the time lag of the signal. The
output effect of the circult can now be expressed by means of
complex functions as
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y(ta)= —:— Re Y,‘,',‘ (z)=
= Reemp[ip all| [ $:00 "¢t —wa)ett| =
=1V o (il eos [p (el (1.44)

where the integrands define, respectively, the complex envelope of
the input oscillation (1.40) and the reference signal; ¥(t1 ) is
the resultant phase of the output effect, determining its )
oscililatlion as the delay time T, changes.

From the output of the coherent flltration circult the
oscillation reaches the envelope detector, where its envelope
1Y, g,('ra)l 1s separated out. This operation eliminates the phase
A A

and frequency dependence of the signal. The resultant video
signal 1s subjected to functional transformation and non-
coherent processing which provides an additional improvement in the

signal/hoise ratio.

Normally, the noncoherent processing of the signal can be
ultimately resolved to operations of the type

Y.(ca)=;b:‘y%(,,)|§ (1.45)

or

Ya(“q):zbswe,(‘a)‘x' (1.46)

where |Y9A(T3)|k is the k-th component of the envelope of the out-
put effect of the coherent filiration circuit;

bk is a certain weighting factor [Translatox's

Note - Subscript letter "u" in (1.45) and (1.46) indicates "non-
coherent"].
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The noncoherent signal-processing circuit performs the
weighted summation of the envelopes of the signals from the out-
put of the coherent filtering unit at specified moments of tinme
(81, 95]. The oscillation YH(ra) from the oﬁtput of the non-
coherent processor is compared against the threshold and analyzed,
following whien a declsion is made as to the reliability of
either hypothesis.

Whenever the interference intensity is unknown or changes in
time, the threshold 1e§e1 1s a function of the parameters of the
input signal x(t) and must be regulated, as indicated by the
broken line in Fig. 1.3, by a signal from the threshold level"
shaping circult [81].

In the event the parameters QA and QL of the reflected
signal are unkncwn and capable of variation within wide limits,
the filtration unit must provide for the formation of a monotonic
function of the likelihood ratio which will depend not only on
L but also on fixed discrete values of the parameters 9A1 and
Qﬂi' The result, in this casc is a multichannel signal-procescing
system, as portrayed in Fig. l.4. The resolver. performs the
threshold comparison and analysis of the output effect from the
individual channel, as well as the comparison of its values
between the channels. Meanwhlile, as in Fig. 1.3 already %
considered, a determination is made for the detected signals ¢!
those regions for the parameters Tos QA and QA in which the ‘
threshold 1is exceeded and an estimate 1s provided regarding the
values of those parameters.

If an oscillation containing time-overlapping signals
(multiple target) reaches the input of the signal-prqcessing
system, then interference noise is generated in the detection
¢channels because of the presence of correlations between the
nignals, The output effect components from some signals are
imposed on the output effects of others. The processes of siynal
detection and parameter estimation in this case, rather than
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proceeding independently for each signal individually, are zlsc
related to the interaction of these signals. The input oscillation
must tnen be so processed as to ensure the separate detection of
the cignals and the estimation of their parameters - or, stated

otherwlse, the system must provide for the resolution of the
signals.,

In the discussion that follows, we shall understand by the
term "signal resolution" that process as a result of which a given
signal is detected or its parameters are evaluated, with assigned
characteristics, when there 1s present at the input of the system
a set of other signals whose parameters may change within specified
limits. The resolving power for any parameter in this sltuation
will be characterized by the resolution element d1 (1.1). When
the numoer of signals and theilr parameters Ty and QA are known,
then, as is evident from [4, 6, 89], an optimum system implementing
the detection of the signal Sl(t) to b2 resolved must form and
match against a threshold an output effect proportional to a
correlation intergral of the form

Y | (1.47)
Y= {5:()S"m ()l

-~00

where Y 1s the maximum value of the output effect of the
coherent filtration system for the signal to be resolved
[Transiator's Note - Subscript letters "sus" indicate "equivalent"];

{=n .
l-_-;S 1) — 'ﬂisl(t)o
Sou ()= S: (1) [‘}_:,2
Sl(t), Si(t) are the complex envelopes of the signal to be

resolved and the interfering signal, respectively;

n, are weight coefficients determined by the correlation
characteristics of the signal;
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n 1s the total number of signals.

Since when dealing with radar systems the parameter values of
the signal to be resolved and the interfering signals are not
normally known beforehand, operation (1.47) must in this case be
simultaneously performed for a large number of discrete parameter
T and 9 values. The signhal-processing circuitry will now contain
a large number of falirly complex channels. As a result of the
fact that considerable difficulties are encountered in the design
of such multichannel signal-processing systems and, because of
equlipinent instabllity, the values of the correlation coefficients
n; are subject to random changes, optimal signal-resolution
circultry is used only rarely in real systems, if at all.
Increasingly extensive application 1s being made in practical
circuit arrangements of resolution algorithms employing mismatch
flltering methods or nonlinear signal-processing technlques
[6, 45, T1, 78],

The mismatch filtering method consists in having the character-
istics of the reference signal in the filtering unit deliberately
mismatched to some degree with respect to the characteristics of
the anticipated signal. A reference signal is selected having the
the kind of structure that will ensure that, with permissible
degradation in the detection characteristics of the useful signal
embedded in Gaussian noise, there will be minimal intercorrelation
between the reference signal and the interfering signals within a
certaln range of variation in thelr parameters.

In the case of nonlinear processing the technique calls for
nonlinear transformations of the input oscillation before it is
fed to the matched filter. For a number of signal types this
ensures their independent amplitude normalization, resulting in
improved resolution conditions [70].

Whenever the interference distribution differs radically from
the normal - for example, when the interference is of a pulsed
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¢ nature - ahead of the coherzat filtering circuit an optimum
sighal-processing channel contains nonlinear elements and varizble-
parameter circuits whose function i1s the amplitude limiting of

the input oscillations and their gating in time [2, 76]. In the
simplest case, such a processing channel may appear as shown in
Fig. 1.5. From the practical standpoint, this kind of processing
channel arrangement is the most general since nonlinear circuits
and variable-parameter circuits may also be encountered in signal-
processing systems in the face of Gaussian noise as well. In

this instance, the presence of such circultries may be dictated

by the need to limit the dynamic amplitude range of the oscillation
to be processed for the reason that this range may far exceed the

' linearity interval of real circultries for the filtering and

{ logical processing of the signal.

-~

Coherent=-
Broad-band Nonlinear filtration Resolving
= filtering |l processing and functional [==efR® —
' circuit circuit transformation cirouit
i circuit
. .

Fig. 1.5. Block diagram of processing channel with
pulsed interference.

From the foregolng remarks it should be clear that optimum
signal-processing algorithms require the avallability of rather
sophisticated dévices for the filtering and logical processing
of the signals, particularly if the radar's operational procedure
entalls variations in the character of the interference and in
the parameter distribution of the echo signals. The practical
implementation of these kind of complex signal-processing units
is no easy matter, as a consequence of which the real equipment
found in sophisticated processing systems normally execute quasi-
optimal algorithms which to a permissible degree merely appreoach
the optimal. The factors affecting the quasi-optimality of a
signal-processing algorithm may be different and are largely
determined by the form of the signal, the parameters of the
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interference, and the structure of the processing system. For
this reason, the extent to which the algorithms deviate from the
optimal is best evaluated durlng the immediate consideration of
the principles whlch are to govern the design and technilcal
realization of the specific systems and the appfopriate signal-
processing equipment.

2. OUTPUT SIGNALS OF FILTER
DEVICES

2.1. Regular Component of
Oscillations at Filter
Equipment Output

In most cases the output effect of the filtering devices can
be represented as the sum of the regular and random components
reflecting a certain functional transformation of the input
oscillation:

Y (200 @ Q@) =U, [x ()] -+N, x (O] (2.1)

whereby the regular component Uy[x(t)] is normally defined as the
cross-correlation function, or its modulus, of the modulation
function of the received and reference signals; that is

U‘ (". ﬂa. 0")=
[
=k| [SOS( = O Qdt |explipy (. (2.2)
~30
The random component Ny[x(t)] characterizes the cross correlation

between the modulation function SN(t) of the input interference
N(t) and the modulation function of the reference signal; that is

Ny(za Qg Qp)=

[
.—=k,,| Ss”(t) Se(ts %3 Qo n'gdtlexp Uidy (=a))s
~o (2.3)
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where ky is a constant coefficient; wy(ra), wN(tB) is the resultant
phase of the regular and random coefficients,.

The component Uy(ra, Qa, Qﬁ)in this case is a regular function
wirich defines the signal at the filtering device output when rno
interference is presént. The randor: component Ny(Ta’ QA’ QA)
describes the oscillation fluctuations at the output of the
filtering system when no signal 1is present. The presence of thls
component leads to a distortion in the character of the regular
component and causes the ozcurrence of additional surges in the
output effect, resulting in various kinds of errors in the
solution of specific problems.

By way of example, Fig. 2.1. presents a graphic representation
of the envelopes of the regular and random components of a certaln
output effect which is a function of only the two parameters T,
and QA. Parameter T, i1s deplcted as a continuous function of time,
while parameter QA displays fixed values determined by the number
of the filtering channel. The resultant output effect envelope
|Y(13, QA)I in each channel exhibits many overshoots caused by the
regular and random components. If the regular component level
is high, its peaks exceed the random surges and are recorded by
the resolving device (the signals are detected). The position of
these maximum values with respect to time and channels defines
the value of the L and QA parameters of the signal, while the
rate of decline of the regular component in the vieinity of its
maxima describes the accuracy and resolution of the measurement
system,

Since the structure of the regular component 1s largely
responsible for the characteristics of signal detection against a
background of noise and of signal parameter measurement, the
function which describes this regular component is of independent
interest.
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Fig. 2.1, Graphic representation of
regular and random output effect
components.

When the refleéted signal is defined by an aggregate of
fixed parameters T.0 and an, the regular component at the output

of a linear filtering system may be represented in complex form
as follows:

Uy(e, )=k, exp i (9 | SOS(E —Dexpands, (2.1
-0 ) .

where 1, 2 1s the difference of the corresponding parameter of the

recelved and reference signals Jpape

t =ty — T =0, — 0

where S(t) 1s the modulation function of the received signal;

So(t) is the modulation function of the reference signal;

$(0) = (@ 1)
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The normed regular component (2.4) defines the cross-
correlation function between the input signal u(t) and a certalin
reference signal uo(t), whence 1ts designation as the signal
correlation function. When the reference signal 1s matched with
the form of the transmitted signal, expression (2.4) describes the
autocorrelation function of the signal.

The integral in expression (2.4) is known as modulation
correlation function and can be expressed in the form

¥, (z, Q)= \ S()S*, (t — ) exp (jQu)dt =

-0

= S §* (w) S, (» — Q) exp (juz) de. (2.5)

—t0

If the reference signal and transmitted signals are matched,
the modulaticn correlation function (2.5) is transformed into
the modulation autocorrelation function ¥(t, Q).

The square of the modulus of the signal autocorrelation
function |¥(r, Q)l2 is called the indeterminacy function, while
the square of the correlation function modulus IWO(T, Q)I2 we

shall, by analogy with the first, refer to as the reciprocal
indeterminacy funcilon.

In accordance with Schwartz's inequality and relation (1.19),
for the reciprocal indeterminacy function we can write

] 2'6)
|¥, (20 Q)P <TseT 000 (
Now, for the indeterminacy function we have

(2.7)
¥ QP<T:, =|¥ (0 0
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From (2.7) and (2.8) [sic] it followz that tnhe maximum valve
of the reciprocal indeterminacy function does not exceed the value

3¢1( ag? and the indeterminacy function - the value T 30" The

Indeterminacy function acquires its maximum value at the

coordinate orlgin and possesses the property of central symmetry;
that 1Is

| ¥ (%, Q)l’::-_lllf(-—t. — )| (».8)
t Inequalities (2.6) and (2.7) are used to norm the functions
' | ¥ (s, D) and | ¥ (x, D)} (0.9)

' The normed functions arec defined by the dependerices:

~ |

, |2 (0 D)= le S(t)S*.(t—z)exp(iﬂt)dt| (2.10) ;
f , - .
126 0= sta*«—-=>expum>m| o1) =

From this point on, only normed functions will be used, and
in the Interests of notational simplicity they will not be
designated by a special symbol.

2.2. Basic Properties of the
Indeterminacy Function

The indeterminacy function and the reclprocal indetermiracy
function (2.19) and (2.11) represent surfaces of the arguments
T and Q.
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By way of example, Fig. 2.2 illustrates the indeterminacy
function for a radio pulse

S(t)==1(t T)exp(jost)

where 1(t, T) is a single, rectangular cut-off time function of
duration T.

Practical filtering circuits normally have a finite number of
channels tuned to a different value of the signal frequency. As
a consequence, the output signals of the processing channels are
defined by the section of the indeterminacy function for the

corresponding frequency shifts Q, (Fig. 2.1).
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Fig. 2.2. Surface of the indeterminacy function of a
squarewave radio pulse,.

For analytical purposes, indetcerminacy functionc are usually

approximated by cylindrical surfaces whose helghts define the value
-of the function te be approximated In a piven region of the
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parameters 1 and Q. The functlions may be convenlently represented
in this event through the use of topographical methods involving
lines of equal level. For a qualitative analysis a sufficicent
condition is the amplitude quantification of the indeterminacy
functions into three levels defining the high-correlation region,
the side-lobe region, and the zero-value region of the function.
By expanding the indeterminacy function in the vicinity of the
zero arguments into a double Taylor series and disregarding terms
higher than the third order, then, with allowance for definitions
(1.24) - (1.26), one obtains the following dependence:

¥ (= Q)P =1 —2aw2 — 2zvp — VIATR, (2.12)

where v 1s the frequency shift equal to v = %?.

Relation (2.12) expresses the approximation of the central
peak of the indeterminacy function. The peak section on the level
representing 0.75 of the maximum defines the so-called "ellipse of
uncertainity" [89]:

AW 4 2avp 4 VAT = -, (2.13)

This ellipse is shown in bklg. 2.3. The width of the elllpsue
along the t and v axes defines the extent of the central peak
(high~correlation interval) T, and v, of the indeterminacy
function on the 0.75 level for its sections (t,0) and (0, v),
respeétively. This quantity, as we shall show below, describe:
the measurement accuracy of the time lag and frequency of the
signal, ar well ac the resolving power for these parameters. In
[89] 1t L s been demonstrated that the area of the ellipse of
uncertainty is iimited only by an upper bond, this belng expressed

PR T

by the denendence

(AWSAT* —p) < 2. (210
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Fig. 2.3. Ellipse of "uncertainty."

By modifying the form of the signal, the area of the ellinse
and also its width along the T and v axes may be made as small as
desired.

Another important feature of the indeterminacy function,
defining the resolution of signals and their processing systemc,
is its integral dependence as an expression of what 1s known ac
the indeterminacy principle. The essence of the indeterminacy
principle consists in the fact that the space beneath the surface
of the indeterminacy function and reciprocal indeterminacy function
is independent of the form of the main and reference signals and,
with appropriate norming, is a constant - antity.

In effect, considering that the correlation function is a
Fourier transform of the product S(t)sa(t - 1), on the basls uf
Parseval's equality we can write

0 on

1 * (f —<)|2dl.
(1w opdv= g f1sOPISE=rd
» -

Integrating the right and left sides of equality (2.15) for T ani
substituting the variables z = t + T, we obtain
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-

[ %

_ 1 1z =1, 2 16

=t | 15O & [ I8, pde (2.16)
-t -0

and for the indeterminacy function, respectively,

3 -
” | ¥ (s, V){*dvdz=1. (2.17)

-0

The space beneath the indeterminacy surface 1s like a heap .0
sand. By changing the form of the transmitted and reference
signals, we change the configuration of the heap, but we are unable
to do away with so much as a single grain of sand [30]. In th'r
way, unlike the areu of the ellipse of uncertanity, which can .-
varied by the structure of the signal, the volume of the
indeterminacy body is independent of the signal structure.

In any analysis of the resolution and noise-immunity of
processing systems a key characteristic is the sectlional area of
the indeterminacy cross function as defined by planes parallel to
the T and v axes (Fig. 2.4). For example,

I ITes v

-~
or

ef l 'P. (tﬁ V) P dv.

—ce

This characteristic reflects the general character of the
decay of these functions along the time-lag and frequency-shift
dircction. Let us designate these characteristice as ATo(v) and
AVO(T), respectively, calling them accordingly the effective
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Fig. 2.4, Indeterminacy function section.

extent of the reciprocal indeterminacy function along the ¢ and
v axls as appropriate.

To determine the function AT (v), we shall use an expreuii:n
0

for the normed modulation correlation function in terms of the
spectral characteristics of the signal:

¥, (5 V) =T‘?.=.|ﬁ".=.’ S S* () S, (f — vyexp(i2zix)df.  (2.19)
-0

As in the case of (2.15), we may write

-} L)
A, 0= S (a0 W) o= IS S = Pdf. (2.29)
- -~

Considering that the energy spectrum of the modulation
eguals

G(f)"—=is(f)l’=g‘l’(t. 0) exp (— j2rjs) ds, (2.20)
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after simple operations we have

® .
A, (V)= S ¥*(z, 0) ¥, (=, 0)exp(—j2rvi)ds. (2.21)
~00

Wwhere Wl(r, v, 1s the autocorrelation function for the modulation
of the signal So(t).

In the event there is matching of the transmitted and
reference signals, we have

A, = {2 0 exp(—j2rve) de=

I
- §
€8

b

|\SNPIST—~v[df. (2.22)

The area of the reciprocal indeterminacy function section
with a plane parallel to the v axis can be described by the

dependence

A, (8= 'fw,(;. Wt dv=

®
= S\F(O, v) %, (0, v)exp (j2rvs)dv. (2.23)
-89
By analcgy, for the indeterminacy function we obtain

A(R)= flilf(t. V) ' dv = ‘S‘N’(O. v)[2exp (j2=vt) dy =

TJ‘|$(¢)|’15(:—=)]*dl. (2.24)
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From (2.22) and (2.24) it follows, specificalliy, that the
sectional areas of the normed indeterminacy function, which define,
respectively, the so-called resolution constants [16] for time and
frequency AT(O) and AV(O), will equal

-4 ]
1 ] c
A 0)——"'"—"' S 'dt:-—l—“; N 26 z
it "’.S,.' 0| - jAo(t)dt (2.26)

Using the definition of the effective frequency interval ”e
and effective time T  introduced by Woodford [16], we arrive at

. .
W= ——2be, (2.27)
{oma !
~—00
T‘.’
Tg=2 b, (2.28)
S Al dt
-0

Considering expressions (2.25)-(2.28), we obtain the
following dependences:

A, (O)Wo=1, :

AO)T.=1. (2. 20) %

From this last expression it will be evident that the area ot
the indeterminacy function section along the T and v axes depen::
on the form of the signal and can be made arbitrarily small. “or
its reduction along the 1t axis the signal must exhibit a wider and
un%form energy spectrum, while its reduction along the v axis
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requires that the signal be of great extent aﬁd that its envelope
be unifornm. '

It 1c to be noted that such signal characteristics as the
dispersion of its time extension AT® (1.25) along with the high-
correlation interval v, (2.13) and effective extent of the
indeterminacy function AV(T) (2.24) for frequency depend only -,
the signal envelope. Therefore, for signals with different
frequency or phase modulation but with identical envelopes thecse ' .
characteristics will be equivalent. Conversely, such character-
istics as the dispersion of the signal spectrum Aw2 (1.29), the
high-correlation interval T, (2.13), and the effective extent of
the indeterminacy function Av(vo) (2.22) for the time lag are
determined only by the signal's energy spectrum and are equivaient
for signals with different envelopes but with identical energy
spectra. This fact 1is illustrated in Table 2.1.
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2.3. Indeterminacy Functilons of
Characteristic Radar Signals

Conslidered below are the indeterminacy functions for several
frequently encountered radar signals.

Bell-shaped radio pulse:
v (/) = Re S (1) exp (j2=f 1) =
' .
= Reexp [ - -1_:- (-f:-“-) ] exp (j2=fyf). (2.30;

According to (2.11) we can write

s

»
—-t0

|‘F(z, V)":

{—<\? . L
Xexp[ -5 ( =) | explizeviat . (2.31)
Following the appropriate transformations we obtain
\ ’w

If the function |¥(t, v)l2 is quantified in terms of ampllitude,
the lines of equal level will be ellipses whose axes coincide with
the 7 and v axes. Thls indeterminacy function is represented
topographically in Fig. 2.5. The remaining parameters of this
signal have been cited in Table 2.1.

It is interesting to note that inequality (1.27) becomes an
equality only for a signal of Gaussian form.
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Fig. 2.5. Topographic representation
of the indeterminacy function of an
unmodulated signal.,

Square-wave radlo pulse:

Reexp(i2#fyf) for — Dt <t<le,

. (2.33)
0 for all other t.

o(l) =

By analogy with (2.31),

sin[rv(Toe — <)) 2 .
|0 = == when |*| < T
0 when|‘|:>7;¢- (2.34)

For a high reading level the equal-level lines for the
indeterminacy function of this pulse are also of elliptical fornm,
and for this reason 1lts topographic representation is similar to
that of the Gaussian-pulse indeterminacy function (Fig. 2.%).

The high-correlation intervals along the 1 and v axec for the
0.75 reference level 1n this case are, respectively,

~ 1
2= (2—V3)Tem Y= Yrra (2.35)

The remaining parameters of the signal are indicated in Table
201.
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Radio Pulse with Linear Frequency
Modulation (LFM)

A pulse of this kind has a rectangular or bell-shaped
envelope (Fig. 2.6a, b), and its instantaneous frequency varies
according to a'linear law with respect to the center frequency
(FPig. 2.7):

Fu
f=f°+ﬁ'to (2-36)

/

where Fm is the maximum frequency deviation over the signal
duration interval, which may be determined by the quantity AT.

ay(t) "A.m .
! é‘
I — /z/:{\{\‘"

: =0 T t ’
| A 4 R
!
i a)
% b)

Fig. 2.6. Radio pulse envelope: a)~- rectangular; :
b) - Gaussian,

Fig. 2.7. Change in instantaneous

F ﬁ,'f frequency in FM radio pulse.
m o ]
¢ |
|
Tyo | T, ¢
. 31 G‘ 2%0
)T

Analytically written, this signal appears as follows:
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- for the rectangular envelope

{ f_vn_ Too
o ()= Reexp[ﬂz([.-{-url) ] [t| <35>
0 for all other t;

- for the Gaussian envelope

v(f) = Reexp [ —(—-—-\ ]exp[ﬂr (f. +,,“. )t] (2.37)

For FmAT >> 1 the amplitude spectrum of such signals can be
approximated by a rectangular function, and the phase by a
parabolic dependence (Fig. 2.8) [24]:

Sy for |fo—il < 5o

S(f)=¢ -
" 0 for |f.--f|>%”-. (2.38)
? (== (f — )+ (2.39)

The indeterminacy function for an LFM signal with rectangular
and Gaussian envelope, respectively, appear as follows

{ sin [3 (Kcm'f":;"*‘vr..') ('"lr:'!o)] e |1|<T ‘
|V (= W)= "(’“"‘7‘3*"" ") | N
0, 51> T (2.40)

l+4l\ oL
'l( \)|’—~exp{—- [( -IAT' +I‘ *}-Zl\cu:\"t]}o (2.41)
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where Kcm is the signal compression coefficient, equal to

Kcm = F'“AT.
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Fig. 2.8. Amplitude spectrum and phase of
LFM signal.

The topographic represehtation of the indterminacy functlon

for the rectangular envelope is shown in Fig. 2.9.
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00
Fig. 2.9. Topographic representation of
the indeterminacy function of an LFM signal.
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The sectional characteristics of the indeterminacy function
for the LFM signal [¥(O, v)]2 along the v axis remain the same a:
for the non-frequency-modulated pulses (2.30) and {2.34) since
they are defined only by the signal envelope. On the other hand,
there is a cubstantial change in the section of the indeterminacy
function of the LFM signal |¥(t, O)I2 along the T axis.

For the realistically important case of F AT >> 1, the
dependences of the IW(t, G)I2 function for an LFM sigunal with
rectangular and Gaussian envelope may be represented, respectively,
in the following form:

Pio Op = Ees .10
| ¥ (x, 0)|*==exp(~— 21:Fi1’). (2.42)

These sections are shown graphically in Fig. 2.10.

lw(r,0)®

Fig. 2.10. Indeterminacy function section for LFM
signals with rectangular and Gaussian envelope.

It will be clear from Equations (2.42) and (2.43), as well
as from Fig. 2.10, that because of the LFM there has been a K __
~-fold compression of the indeterminacy function section as
compared with the case of slgnals unmodulated in frequency. 1n
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Fig. 2.9 this effect is marked by the rotation of the ellipse cf
the high-correlation region through an angle of ew # arc tg
KCM/ATZ. The larger Kcm’ the greater the turning of the ellipse
and the smaller becomes the high correlation interval along the
axis t. .

As follows from Table 2.1, where there is a listing of the.
key characteristics of the different signals, the introduction of
the frequency deviation Fm in the signal 1s equivalent to the
compression of its duration by Kcm times. However, in comparison

to a short pulse for which T30 v 1/Fm, in signals with frequency

or phase modulation the value of the indeterminacy function beyond
the interval |t| > #1/F  does not become zero, as in the cac: ¢f

short pulses when |t| > Tap®

The presence of secondary maxima (side Loves) in the

indeterminacy function along the t axjis beyond the high-correlation

reglon degrades the delay-time resolution of these signals. For
thi: reason, the level of such indeterminacy-function side lobes
must be kept as low as possible.

In the case of LFM signals the side-lobe level of the
¥(t, 0)|2 function 1s largely determined by the signal envelope.
Given K >> 1, the |¥(t, O)I2 function of such signals can be
expressed by the following approximate formula [78]:

R I R L P
-0

From this relation it will be seen that by varying the form

of the LFM signal envelope a significant change can be achleved in

the side-lobe level of its indeterminacy function. The dependence
of the side-lobe level of the |¥(t, 0)]2 function for the two
extreme cases of the rectangular and Gaussian ervelope are
illustrated by expressions (2.42) and (2.43) and in Fig. 2.19.

On the other hand, however, the achlevement of a main pulse with
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a bell-shaped waveform is very often a difficult matter, and for
thls reason methods based on mismatched filtration and a
correction of the frequency modulation law are also used for the
reduction of the side-lobe level in the indeterminacy function of
the linear frequency-modulated signal [7, U5, 78].

Phase~Keyed (PK) Pulse

; A phase-keyed radio pulse is a discrete signal, normally w'th
: a rectangular envelcpe, whose phase abruptly changes its valu+ at
i discrete moments of time according to a definite code. Becauwc
phase~-keyed (PX) signals are easy to shape and to generate, they
are well suited to practical application. }

Analytically, a signal of this kind can be represented in b
the form ‘

1==Ne=) ’

]
| Re S (f) exp (j2=] ) = Re { 2 la(f —iTa Ta) X

{=V !

uh)= X exp (iw)} exp(122[,1) por |t] ST (2.45)

T,
0 for lt|>-2'.'o

where ln(t-iTA, Tn) is a unit function, the duratlior of which Is
determined by the discrete value of the PK signalTA (Fig., 2.113;

I
¢i are the discrete values of the phase coude;

e M e e >

N is the total number of discrete elements in
the signal.

In the event that ¢i takes on only the two values 0 or m,
we have a so-callied binary phase-keyed signal, whose modulation
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Fig. 2.11. Graphic representation of a periodically
recurrent unit function.

functinn acquires the form:

{=2N—1
S)==Y la(t—iTa Ty g (2.46)

=0

whege -9 ic a series of positive and negatives ones 1, -1, -1,
-1, =1, ..., determined by the assigned code sequence.

With allowance for expression (2.46), the spectrum of the PK
signal will te written as

f=N—1

SM=5(k ¥, geexpl—i2#iTa), (2.47)
iw0

where S(I‘)'Q is the spectrum of the elementary square-wave signal
with duration Tn’

S (=200 exp(— ofiT 0

The indeterminacy function of a PK signal may be presente¢. in
the form [13]

=N—
‘p 1]
| ¥ (kT g4 V)= _'_..L..l.‘.‘..‘ 2 g8 X
q‘ .
chp(ﬂf\ﬂ})l --‘——g L C: (), (2.05°
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where
o l=€;—| .
C;(V)=[ }_ g¢g¢+ncos(i21:v7‘n)] +
1=0

i=N-—-1

+[ ;::o gigi,xSin (i2-.:vTa)]'.

Here, N 1is the number of code symbols for the discrete element.
over the entire duration of the signal;

MV % 1s the indeterminacy function of the elementary pulse
signal of duration TA;

2| «Tx for k=0;
"tl::o for lk|>0;
0<i<N—Fk—1 400k >0.

The magnitude of the indeterminacy function in the interval
between the discrete reference elements, when |k|>0, does not
exceed 1ts masimum value with respect to the nearest maxima, and
for this reason 1t is quantized in terms of constant levels.

As is evident from (2.48), the indeterminacy function
section for a PK signal for k = 0, © = 0, 1s defined Ly the
dependence

I=N-}
' (0, v)|? = l s‘ cxp(r’-ul'“)l

sin (rvANT) |2

WAL |t (3

Dependence (2.49) 1s analogous to the expression for the secti.n
of tnhe indeterminacy function of the non-phase-modulated czigna!

(2.34).
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Along the time axis the indeterminacy function section i:
defined py the expression

| (KT 5 4=, O)f _‘_‘i‘;ﬂ'_n

e 9 s
N l v gsgu,u

C, ()=

By the selection of the code sequence gy it 1s possible tc
ensure that for k > 0

=Ny
l Z g¢g¢+g,<l\’.
i=0 s

In this case, Jjust as for the LFM signal, the section
IW(kTA + T, 0)|2 has the form of a narrow peak in the neighborhood
of k=0,71%¢ TA (Fig. 2.12).

vie-z0)*

-T T‘
g P

Filg., 2.12. Indeterminacy function section of a
phase-keyed signal when v = 0,
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In the case of "noise-like" code sequences a low indeteri-
nacy function side-lobe level also occurs for frequency shiftc of
v # 0.

The topographic representation for the indeterminacy function
of this kind of phase~keyed signal is shown in Fig. 2.13, where
four approximation levels have been used: two levels in the
central-peak zone

3‘ > | Wz, v 0,75,
7 <I¥{x V<075

and two levels in the side~lobe region

3
lw(“' V)!'< 'ﬁ‘o
| ¥z, v) "< "';'ﬁ"'ol

Here, r 1s a specified factor, greater than one, whose
specific value depends on the structure of the code.

Unlike the linear frequency-modulated (LFM) signal, the phase-
keyed (PK) signal has a nearly ideal indeterminacy functlon with
an ellipse of uncertainty of minimum area. As will be polnted out
in Section 4.2 of this boolk, this ensures maximum accuracy in the
simultaneous measurement of T and v.

At the present time, a large number of different code
sequences are known which may be used to form phase-keyed slgnals.
The majority of them have been diucussed in the technical literature
f1i7, 4%, 67, 78, 95]. Greatest practical interest centers on
Barker's and Hufrman's code s2quences [78] and also on the B
codes [17, 95].
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Fig. 2.13. Topographic representation of
the indeterminacy function of a phase-keyed
signal,

The Barker codes ensure a minimum side-lobe level l/N2 in
the indeterminacy function of the phase-keyed signal in the
section |¥(T, 0)!2, but they give rise to high secondary maxima
in the sections for v # 0. Huffman codes make it possible to
obtain side lobes of fairly uniform structure over the entire <t
and v plane, and are easily shaped by feedback shift-registers
(45, 78])]. B codes provide satisfactory indeterminacy function
characteristics and, at the same time, permit the use of simple
circuitries for the matched filtering of phase-keyed signals [17,

951].

Unlike linear frequency-modulated signals, in PK signals
the side-lobe level of the indeterminacy function cannot be
reduced by bell-shaped amplitude modulation or through the
Introduction of corrective frequency modulation. In the case of
phase-keyed signals, reduction of the side-lobe level of the
function |¥(t, O)I2 Is achieved through selection of the code
sequences (minimal code sequences) [78] or through the use of
mismatceh filtering.
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For many practical computational purposes the level of the
secondary maxima in the indeterminacy function of phase-keyed
signals can be conveniently approximated by a mean value; 1t has
been noted in [13], in this connection, that for k # 0 the
following relation obtains:

<|Cr(MP>=N—¢. (2.51)

The averaging here 1s carried out for the set of values for the
square of the modulus ICk(v)l2 in the 1, v plane.

Keeping in mind expression (2.51), the approximated value of
the indeterminacy function for the PK signal can be written in
the form

[[sh;st;v:.o)]'( _..?;-;)' for |*| < T

" ! 1 [sin (wl)\? -

| ¥ (, \)l.,., T[_—Ev—f:L] for NTx<|z|& Ty, (2.52)
. 0 for |<|> NTp

Radio-Pulse Train

A radio-pulse train is a discrete signal in the form of a
burst of coherent radio pulses (Fig. 2.14).

v(t) An(t) Salt-eh,.1,)

g

Fig. 2.1i4. Radio-pulse train.
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Analytically, this signal may be represented by the

dependence
{=N~-1}

v()=Re ¥, Aor ()Salt—iTan T exp fipe ()] X
i=0

X exp (j2=fyt) (2.53)

where Aor defines the envelope of the pulse burst;

’1"‘1 4 is the time interval between the pulses;

SA(t’ TH) is the modulation function of a single pulse with
duration TH;

¢i(t) is the law of the pﬁase modulation in the intervals
between individual pulses [Translator's Note - Subscript letter
"or" and "u" indicate '.avelope" and "pulse," respectively].

For such a signal 1t is always assumed that TA g > 2TM. In
the event the conditions

Ty = Ty ==const, ¢(t)=0,

take place, the signal represents a burst of coherent radio pulses
periodically recurrent in a time interval NTA'

The modulation correlation function for this kind of signal,
for different single-pulse modulation modes and different
envelopes, is easily found from the formula cited in [81]:

T )= ‘:7.‘: kiw w”(‘”ir“’%)w°’(”v—%>' (2.54)

{=—00 R=—00

where WA(z) is the modulatisn correlation function of the elementary
signal Sn(t, T“);

Wor(z) is the modulation correlation function Aor(t).
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Considering that the values of the terms of the sum do not

overlap in T and overlap only negligibly in frequency, with
accuracy acceptable for practical purposes we can set the following:

k=c0

i=N
|¥(x, )= 2 Fae~Ta ) §)

{=-N k=--00

. k
"’ox("' V——f;)l « (2.55)

Specifically, when the signals represent bursts of unmodulated,
rectangular radio pulses with a common rectangular envelope, from
relations (2.55) and (2.34) we obtain

=
i Ty — - .
| ¥ (=, V) |1= 2 sin [nv ( unﬁ']:‘ iTy)] eX
{=<N
- b .
. R=0d Sin[ ﬂ(NT"“\"') (y._-i‘—;)] |
~ k . (2.56)
hx—00 ﬂNT.(v-—T;)

A topographic represencation of this kind of indeterminacy
function is shown in Fig. 2.15.

v Fig. 2...5. Topographic
representation of the
indeterminacy function of a
radio-pulse train with
rectangular envelope.

\;F
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If the single pulses in the burst have frequency or phase
modulation - for example, LFM or PK - then the appropriate
expression (2.40) or (2.48) for the unit-pulse indeterminacy
function must be substituted in equation (2.55). In terms of
frequency there is no change in the character of the resultant
indeterminacy function, but in delay time there will occur an
additional compression of its maxima (Fig. 2.16). Meanwhile, the
secondary-maxima region will be preserved, for whilch

7 <7 v)|*< 0,75,

When TA 1 # const, that 1s, when the intervals between pulses

do not remain constant, the result is a so-called aperiodlc pulse
train.

p

PRV T

Yz

S s

Y Wz

Y. 70
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Fig. 2.16. Topographic representation of
the indeterminacy function for a pulse
burst with intrapulse modulation,
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The aspect of the indeterminacy function for such a signal
may be seen Iin Fig. 2.17. The secondary maxima beyond the

(b

[t]| > 7, region of the entire 1, v plane do not exceed the valiue
1
N2

Fig. 2.17. Indeterminacy function of an aperidoic
pulse train.

In section |¥(0, v)l2 the indeterminacy funcc¢ion value is
determined by the relation

i=N
|2 (0, v) 1*:’_"'(;‘%.;-‘%#-'2cos'(2m'rm) ‘ (2.58)
{ =)

As indicated by an analysis of expression (2.58), in this
section the secondary maxima of the indeterminacy function may be
of rather high level, reaching values of as much as 0.5. To reduce
this level, irregular modulation of the pulse repetition
frequency is employed [38, 78].

Radar signals may also be based on a pulse train in which
T = const, and ¢(t) # 0. 1In this case, there is a change in the
frequency or phase from pulse to pulse [67]. An example of this
kind of pulse sequeiice might be a pulse signal with pulse-to-puilse
linear frequency modulation:
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i=N-1|

v(f)=Re 2 a(t — iTg Ty exp( )exp(ﬂ*fot) (2.59)

1=0

For this kind of signal the indeterminacy function appears as
follows:

=N v
| ¥ (x, v) [ = 2 W (s — T, V= iFm) ' X
=N

$in? {(N—[1]) [Tayr — =F,, (x—iT) —1i]|)
X o [Tom = (1:@‘-"-'3 L (2.60)

3. DETECTION OF SIGNALS AGAINST A
g?gﬁgEgUND OF INTERFERENCE AND OTHER

3.1. Sensitivity of Detection
Systems

One of the basic indicators of a signal-processing system 1s
its sensitivity to threshold signals. This criterion describes
the reliability with which the system will detect a minimum thresh-
0ld signal against a background of different kinds of interference,
which may be both active interference, which may be both active
interference as well as interfering reflections (clutter) caused
by echo signals reflected from other targets and a variety of
reflectors. System sensitivity in this sense is normally defined
by detection characteristics which reflect the dependence of the
valtes D and F on the parameters of the signal and the interference.

The probability of correct signal detection D and the
probability of false alarm F at the output of a single-detection
channel tuned to fixed values fcr the parameters of the
anticipated signal Ty and Qi and accomplishing the detection of the
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signal in one resultant resolution element d; = ¢(dTi, dﬂi)’
may be determined according to the distribution of the filter-
circuit output effect Yri, Qi In this case, the quantity
YTi, Qi is described by some random number. The indexes D and
F are defined by the relations

e
D= \Pnc(yv,&’i)dyﬁ.ﬁl' {3.1)
i ,%“
i F= ( Po (¥ . e dY 0 (3.2)
p | ',.

where Pn(Yri, Qi)’ PnC(YTi, Qi) are the distributions in the

output effect of a signal-filtering circult tuned to the parameters

Ty and 91, when there 1s present at the input of this circuit,

) respectively, only interference ("n") or interference plus a -

' signal ("nc"); Y. is the threshold level. ii
|

0

i When as a sesult of the processing of an input oscillation

t consisting of a useful signal and fluctuating interference having ‘
definite characteristics a system ensures the assigned (or better)
values of D and F, such a system is then said to be capable of
detecting (discriminating) a useful signal agalnst a background
of interference. If as a result of Lhe processing of the input
oscillation there are ensured the prescribed D and F values for
the useful signal and along with the fluctuation interference
other signals are present in the input oscillation, the system is
then sald to resolve the useful signal against a background of
interference and other signals. The characteristics of the
interfering signals in thls case are conslidered among the
characteristics of the interference for the resolution element in
question. When the parameters 1 and @ cf the received signal are
unknown, then, as already noted, thic ~*~=nl ic prccecsed for a
number of fixed values for these parameters, with the resolving
unit analyzing the output effect for m discrete values of the

parameters t and . In other words, we have an m-channel detection
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system. The output effect will be maximum in the elementary
channel, wnose tuning parameters are 1in close agreement with

those of the received signal, and the probability that this signal
will be detected in this channel is greatest.

If the signal characteristics and the discrete spacing of
the channel tuning parameters are such that signals with different
parameters are processed by the m-channel system independently,
then the probability that any signal willl be correctly detected by
a multichannel system of this kind, assuming the interference
characteristics in each resolution element are identical, does
not differ from the probability that this same signal will be
properly detected by a singie channel having the appropriate
parameters. The assumption is that the false-alarm probability
now is fairly low. The value of the D index of the system in this
case for any signal can be determined using equation (3.1). The
false-alarm probabllity Fz in such an mechannel detection system
differs from that of the separate channel F. It can be easily
shown [81] that for the situation in question this probability is
m times greater éhan the false-alarm probabllity of the single
channel; that is,

Fy=mF. (3.3)

When the fluctuation interference characteristics in the
different resolution elements are not the same, or when there are
simultaneously preseint in the input oscillation other cross-
corrzlated signals, the values of D for the corresponding signal
and of F in each resolution element (elementary detection channel)
will differ. To evaluate the system's performance in terms of
assigned D parameter values it must be checked for all resolutiun
elements, bearing in mind the different possible variations in
the characteristics of the interference and other signals.

Fer many kinds of interference and signal-processing s/stems
the output effect 1s characterized by a normal distribution law.
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In this case, the value of correct detection D for fixed F can be
expressed as a functlon of a specified parameter

==""E’nl"l (3.4
) céJYl' 3.

descrioing the ratio of signal power to interference power at tie
filter circuit output [81]. Here mcn[Y] and oin[YJ are the
mathematical expectancy and dispersion of the output effect.

when D depends uniquely on q2, for fixed values of F the

quantity q2 completely descrihes the index of sensitivity of the
processing system, and for this reason the form of such a cystem

can be optimized by taklng the q2 parameter into account.

When submitting a sighal-processing system to engineering
synthesis major importance attaches to the determination of the
sensitivity of specific sighal-processing arrangements in the face
of interference of various kinds, as well as to the evaluation of
how this indicator changes according to the type of transmitted
signal and also to the structure and working mode of the system.

3.2. Signal Resolution and Selectilon
Against a Background of Interference
by Means of Linear Filtering Circuits

As already noted above, circultries employing matched or
mismatched filtering followed by the loglcal processing of the
flltered signal constitute one of the prinelpal arrangements for
practical signal-processing in the presence of a wide range of
interference types and space-time target distribution. Generally
speaking, a processing system of this kind will be quasi-optimal,
but it is very largely universal and does not call for the same
extraordinarily great number of channels found i.i the optimal
resolution scheme (3ection 1.4). Since the processing of the

input oscillation is effected in a linear manner and its disurit ition

law is assumed to be normal, alc nermal will be the distribution

of the output effect of the mavchied or mismatched filtering circult.
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nU a consequence, in a circuit of this type the quantity qa ma;
cerve as the parameter indicating the discrimination of the oighnal
from the interference surrounding it, along with its resolution
aruinst & background of other signals,

Let us determine the effect which will be exerted on this
auantity by a change in the characteristics of the signal and
filtering circuitries. Cons.der the situation when along with
internal receiver nolses anc the useful signal there 1s present at
the processing channel outpuat either passive interference or
s*gnals occasicned by reflections from other targets. For our
analysis we shall call on the familiar relation for the signali/
nolse ratio at the filter system output, as derived, for example,
in [4].

ae parameten q2, in this case, for resolution element

d d » assuming mismatched filtering, will be expressed !i.

300 vAO

the form:
. M V)
ol [¥)
PoaxTye |#o(0) ]2

=< .

)
! (3.5)
=5 Vo + Tat S‘ dv f W (3, —% v, —Y) P ia () Quit, v) de
)

-

while in vhe event of matched filtering the same relation wili

appear ag
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qcor.'l -
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where No is the spectral energy deqsity of the nolse;

un(T) is the density distribution of passive interference
intensity for the time lag;

Qn(r, v) is the normed spectral density (:nergy spectrum) of the
passive interference, being the Fourier transform of coefficient
Iin(‘.T’ t);

T is the deléy\or the useful signal;
0

v.u is the Dopplér frequency shift in the useful signal;
0

Pcex is the mean power of the useful signal at the
processing system lnput.

The second term in the denominator of expressinns (2.5) and
(3.6) defines the passive interference energy at the output of :
filtering channel tuned to the useful signal in the appropriate
resolution element. Let us consider hov . his value depends on the
structure of the transmitted signal and the form of the filter's
frequency characteristic.

The intensity distribution for the interference and signal.
in the frequency-time plane ¢an be conveniently represented
through the use of topographical methods, as shown in Fig. 3.1.
(shaded area). This kind of topographical mapping makes possible
a graphic analysis of the interference energy disteibution at tha
filter unit output in the appropriate resolution element. 1In a
specified scale, the energy of the passive interference in the
resolution element will be characterized by the area of inter-
section of the indetermlnacy function (the ccordinate origin of
which corresponds to the parameters of the anticipated signal) nud
the frequency~-time distribution of the interference. In Fig. <.
the broken lines indicate the high-correlation regions for the
indeterminacy functlion of an LFM sigral with a moduiation law
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Fig. 3.1, Topographic representation of the |
frequency-time distribution of the interference
and ilndeterminacy function of the signal. ]

‘ curve of different inclinations (a and b). Maximum interference
intensity will occur in those of the unit's resolution elements
in which the high-correlation region of the indeterminacy function
or reciprocal indeterminacy function of the signal overlaps to a
significant extent the interference distribution region. As shown
in Fig. 3.1, for the resolution element dT R dv the interference

% Ao

intensity will be greater in the event the LFM signal exhibits a
modulation law curve inclined in the manner of case "a." When the |
parameters of the anticipated signal may vary within the intervals

: AT, A the interference intensity distribution must be considered

in all the resolution elements present in the region limited by

the intervals A, A . The form of the functions |¥(T, w)la

IWO(T, v)I2 is meanwhile selected with an eye to the specific
distribution of the interference.

For reduction of the interference level in the resolution
c¢lements found In the region of a priori values for delay time
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A_f and Doppler frequency shifts in the useful signals, the signal
structure and the filter charactéristics must be of the kind for
which the reciprocal indetéfminacy,funCtion or thé indeterminacy
function will interséct thé interference distribution région in a
zone where its value are minimal (Fig. 3.1, situation "b"),

As can be seen from expressions (3.5) and (3.6), with matched
filtering thi. can be accéomplished 6nly by varying the form of the
main (transmittéd) signal, waile in the case of mismatch filtering
the variation of the frequency-phase response of the filter can
additionally be employed for interference level reduction.

i However, with arbitrary changes in the frequency-phase

i characteristic of the filter it 1s possible that along with a

! lowering of the nolse Intensity at the filter ouatput there may

also be incurred a loss of power in the useful signal as well, and

i for this reason 1t is advisable to resort to mismatch filtering

! only in the evént that for a given signal in the required region

t of time lags and frequency shifts Ar’ Av the following inequality
is satisfied:

: |5 (0) |* S
® %
S dv .f Vo (%, — =, Ve — V120 (3) Qu (5. v) ds
- ~00 .
> !
Tav ' (3.7)
Sd' Slq"(‘u“‘" Vo, — ¥ ]2 {Qu (%, V) ds

This inequality (3.7) will in fact be fulfilled under specific
conditions, and under these circumstances an enhanced signai/
noise ratio can be achieved through the use of misiuatch flltering
[100].
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Allowance must be made, however, for the fact that mismatch
filtering results in degraded detection characteristics in the
absence of passive ifiterférence - that is, when thé interferénce
1s caused only by the intérhal noisé of the réceiver. In faét,
from expression (13.5), with no passive interference present, we
obtain

| ;ra(p)"!,:_;qgmlwa(q)p, | (3:8)

where qg corn is the signal/noise ratio for a matched filter in the

face of white Gaussian noise.

It follows from expression (3.8) that the value of the normed
reciprocal indeterminacy function describes the reduction in the
signal/noise ratio with mismatch filtering. This circumstance
imposes an additional constraint on the manipulation of the filter
phase response when optimizing thls characteristic for passive
interference,

If the reflections are caused by a point source (object),
then for this situation the normed spectral density Qn(r, v) and
intensity density distribution un(r) can be expressed through
delta functions, respectively, as:

Qu(z, v)=3(v—y),
pa (7) = P (v —), (3.9)

where Pi is the mean power of the signal reflected from a point
object, at the filter system input;

vy is the Doppler frequency shift of the reflected signal,
corresponding tc the radial velocity in the movement of the object;

Ty is the range delay of the reflected signal, describing
the distance to the object.
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Through the use of expréssion (3.9), formulas (3.5) and (3.6)

¢an be solved to yield relations descriptive of the parameters q2
and qgorh at the output o6f the corresponding filter circuitries,

© When the noise componént caused by internal receéiver noises
at the filter system output is neégligibly small, the following

rélations will define the values of q2 and qgorn in a filter

channel tuned to a signal with frequency shifc vA and time delay
v}

130

2 Peyr | 8, (012 (3.10) ¥
q* = 1 ‘lfoﬁ(‘h "'":;.o V‘—-V“) l. '

¢ = Pesy \
&eora Py Pt~ T YoV h) (e )

it 1is reasonable to suppose that a signal having parameters

T, and v will be resolved, provided?
0 0

Normaily, two situations are distinguished:
a) resolution of signals from nearby targets;
b) resolution of signals from a single target against a .

background of interferential nolse caused by a signal from another
target. )

The first case (resolution of signals from nearby targetc)

1This condition must be met for high-quality detection and i
measurement of the parameters of useful signals. i




occurs whenéver the task 1s oné of detecting or méasuring the
parameters of targets which are close either in range or speed, or
simultaneously in both these parameters. The inténsities of the
return signals in this situation are commensuraté (thé usual
assumption béing that they aré équal). The second case assumes

a significant spread in target parameters, whereby, however, the
intensities of the refleéected signals may differ very markedly.

In the first instance, as follows from expressions (3.10),
signal resolution for a particular parameter will be determined
by the rate of decay of the réciprocal indeterminacy function or
indeterminacy function for this parameter in the
region of its central peak. The range-delay or frequency-shift
interval ensuring the required q2 value for signal resolution in
this case will describe the resolving power of the system for this
parameter.

For matched filtering this resolution region for range delay
and frequency, in a specific scale, may be described by an
indeterminacy ellipse, whose expression for the value

qsorn = % has been given in Chapter 1. From this expression it

specifically follows that for high range-delay resolution the
signals must exhibit a high frequency dispersion value Awg, at
the same time that good resolution for frequency is achieved

through large time-dispersion values AT2.

This analysis, however, is valid for the most part only for
aperiodic pulses and aperiodic filter frequency characteristics,
for which the reciprocal indeterminacy function or indeterminacy
function represent single-peak surfaces. The presence of a
periodic structure in the signals or in the filter frequency
responses, with ths structure resulting in the occurrence of
high secondary maxima in the indeterminacy function (2.56), leads,
in the absence of a priori information, to a variety of ambiguities
in signal parameter measurement and to worsened resolution. The
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values of the resolution constants (2.25) may be employad to take
this factor into account when estimating the résolving power

for a particular parameter of a periodic signal. As may be seen
from Table 2.1, the values of these parameters for periodic
signals with high frequency or time dispérsion provide a definite
déscription of the deterioration of resolution for periodic
$ignals.

- In case "b" (resolution against a background), when the
signals from the target diSﬁiéy 8 conslderable parameter spread
but overlap in time and differ substantially in intensity, the
determinant factor in thelr resolution is the level of secondary
maxima for the functions |¥,(t; v)|? ana |¥(z, v)|2.

A complete understanding of this characteristic can be had
only by analyzing the entire indeterminacy or reciprocal
indeterminacy function in the working region of the parameters.
In many instances, however, it will be sufficient to estimate
the side-lobe level in the major sections of these functions,
specifically in the sections vt ¥ 0, v=0 and 1 = 0, v #¥ 0.

By way of example, following expressions (2.18), when v = 0,
the value of these functions in the secondary maxima region can
be analyzed by means of the relations:

L
¥ 6. 0p =] [ISi)resp2eiar®
:1" - .
[ ]

|w,(z,0)|-=—-—'—-| S*(NSe() exp(i2ef)df{t (547

7'«- T, (11)
=00

From this last expression it 1s evident that the form of the
indeterminacy function section along the T axis, when v = 0, is
wholly determined by the signal's amplitude spectrum. If a low
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side-lobe level is to be achievéd in the indeterminacy function

along the 1 axis, the signals must exhibit smooth and broad
spectra.

If difficulties of a practical nature are éncountered in
realizing”a signal of the required waveform for the attainment of
. a prescribed silde-lobe level, mismatch filtering methods can be

used. Here, as is evident from éxp?ééSiéﬁ (3.12), the signhal
form at the filter output will be defined as a Fourier transform

; of the product of the input sighal spectrum and the filter

i

H

%

i

frequency response. A prescribed side-i.)e level can be secured
by varying the filter frequency response.

Despite the fact that mismatch filtering normally results in
a more sophisticated filter circult, in actual practice this
technique is very frequently employed. The synthesis of mismatched
filters for frequency-modulated and phase-keyed signals has been
discussed in detail in [7, 45, 78].

§ o L et o 7
——

C g e g Py S

Two distinct mismatch filtering methods are encountered. In
the first, the manipulation affects only the filter's amplitude~
frequency response, which 18 selected in such wise as to give &
smoothing effect for the spectral edges of the cignal to be
processed. The second approach presupposes a variation in the
filter's phase-frequency characteristic to ensure an assigned side-
lobe level. The first method is mainly applicable with frequency
modulated signals and is more extensively employed, ineluding for
phase;keyed signals as wellk,

ot dor g
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It should be noted that the method based on the variation of

. the phase-frequency response of the filter is largely dependent on
the signal frequency and, as a rule, permits side-lobe suppression in
a very narrow zone of input signal frequency shifts, in the order of

000'5-%.0."
ar '

_¥Translator's Note - This sentence appears to be somewhat
garbled in the original Russian.

17




By applylng mismatch filtering one can achieve a fairly low
side-lobe level of about -40 to =50 dB in the modulation cross
function, although in practical terms the achiévement of this low
& side-lobe level is limitéd by random distortions in the signal
waveform incurred as it propagates, as wéll as by distortions
caused by lnstability in the phase-frequency characteristics of
the receiving and transmitting equipment. Analysis of the effect
of these distortions on the form of the indeterminacy cross
function and estimates of realistically attainable side-lobe
levels are properly the subject of specialized studies and have
been discussed in a limited cense in [27, 45, 78],

If reflections from several point objects are simultaneously
present at the receiver input, then using expressions (3.5) and
ignoring the inherent noilse of the recelver, we obtain

9 == LU ’ (3.13)
WAL AT RULINT L
i=l

where n is the number of retlecting objects.

In the event the intensity of thc signals reflected from
these obJects 1s nearly identical and one can determine the mean
side-lobe level of the reciprocal indeterminacy function in the
region of the a priori time=-delay Ar and frequency-shift Av values,
expression (3.23) is rewritten in the following form:

Peax | ¥, (0) |2

* ( 3 . 1 “ )
AP ¥o (5 [y 0,

2
Q=

where PO is the mean power, at the filter unit input, of a signal

reflected from a single object;

<:|wn(1’v)P:>‘r‘v is the mean side-lobe level of the reciprocal
indeterminacy function in the region Ar’ A

v
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By assigning thé minimum value q2 for which the prescribed
4 MUH
Y value of D and F 1s realized, the maximum number of signals against

the background of which the useful signal will be resolved using
mismatch filtering will be

L ACT (3.15)
‘,‘;’m-'.,_;';;:_-.<|q‘° (t' V) l2>

Nyaxe ==

[Translator's Note - Subscript letters "mawec" and "wuu" indicate
"max" and "min," respectively.]

3.3. Analysis of Signal/Noise Ratio
at the Output of Linear Circults for
the Characteristic Forms of Radar
Signals

Whenever useful signals are received against a background of
interference caused by reflection from a large number of reflectors
and the intensity of the interference is markedly greater than the
level of 1nternal‘receiver noise, which can thus be disregarded,
the signal/noise ratio will be determined by the foilowing

dependence:
qe —— / ’lermlt |‘po (ﬂ) F
[ © * (3.16)
Top j. dv S | ¥, (%, — % Vo — V) I i 2)Qu (v v) %
—to —t0

That this is so follows from eipression (3.5).

In most cases of practical concern, the spectral density of :
the passive interference 1is concentrated around a certain
. frequency Vq and is uniformly distributed within a small interval

of frequenciles Av around this frequency. The density distribution
n
of the interference intensity can be approximated by a uniform

distribution in the delay interval Tn and be taken as equal tc
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0 for other

for 0 < <T,

p‘l‘ (1) =i"'"o(1) == (3 * 17 )

while the distribution of the function Qn(T, V) may be assumed to
be

. a a,, (3.18)
! L -
Ofor others
Then, 1f
T,>Toi (3.19)

and 1f the interference overlaps with the sipgnal in range delay and
has a frequency distinct from the frequency of the signal, as shown
in Fig. 3.2, then from expression (3.16), considering that the

value of the cross modulation function in the interval Av under-

n
goes little change, we obtailn

PoasTu

Qcorn = PyuxA, (4, u) !

. 2 PouxTu| We (0)]2
q" -—l’uuﬂ\; (V‘:o-—-v,) * (3.20)

For nonperiodic broad-band signals with a continuous spectrum,

for which &W >> v, expression (2.22) gives the approximate
0
equality

At (v.'lo - v“) = Ag (0)'

Then, for matched filtering we have

fheora ™ P 0 (3.21)

q PouxW, T,

80

S

e et ot T




. . 2
(T Tap 0=Vl

‘ 4744 .l 7
n .
Fig. 3.2. Topographic representation of a

unirform freguency=-time distribution of
interference.

. From expressions (3.21) and (2.25), specifically, it follows
that for broad-band signals with continuous spectrum with matched
filtering in the case of extended passive interferenve Tn > Tam
an improvement of the signal/noise ratio can be achieved only at
the expense of expanding the bandwidth of the signal. This cannot
be achieved by varying the mode of signal modulation. Additional
improvement in this case may be obtained through the use of
mismatch filtering, but, as indicated earlier, this inevitably
involves energy losses in the detection of the signal against a
background of receiver equipment noises. This point 1s well
11lustrated in the use of mismatched Urkovits filters [3, 89].

If the extent of the interference Tn is less than the duration

2
of the signal - that is, Tn < Ta¢ - then the value Urcorn is

greatly affected by the modulation mode of the broad-band signals.
In effect, using expressions (3.16), (3.17), and (3.18), for a
phase-keyed signal for example, considering that its mean

indeterminacy function level along the t axis, when v = vAd'vn’

corresponds to a quantiy of the order of
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we obtain
58 ‘,;
B “;:.‘.-

iy PuxOWAT '
”nw~(¢v>'— P ' (3.22)
[Translator's Note - The reader will recall that the subscripts
"eorn," "ex," "¢m," and "ym" stand “for "matched," "input," "phase-

keyed," and "frequency-modulaﬁed," respéctively. ]

From this' same expression for a frequency-modulated expression
we have

2 o PessFuln’ (3.23)
Mcora(a) = = Ppax '
now, when
AW=xF,,
9 A (4
heragon) o 2T (3.28)
"u cora (n) »

The same relation occurs if, instead of an FM signal, we
consider a pulse signal whose spectrum is equivalent to that of a
phase~keyed signal. In this way, the smaller the extent of the
interference with respect to the mean-square duration . f the
signal, the greater the gain in the signal/noise ratio that can
be achieved through the use of a phase-keyed signal in comparison

with a frequency-modulated or pulsed signal if their bandwidth is
wide.

Normally, for narrow-band signals,

A‘(v“"'V.)<A‘(O). (3-25)
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With a Doppler frequency shift of (vA - vn) # 0 present 1n the
(s}

useful signals relative to the interference freguency, this fact

makes it possible, by filtering the input oscillation, to enhance
considerably the signal/noise ratio.

By way of example, consider the case when the interference
exhibits the characteristics (3.17), (3 18), and (3.19) and
transmitted pulses of form (2.28) and (2.23) are used, the duration
of which 1s selected so that

!
Tw> o (3.26)

Since in this case the spectral density of the interference is not
constant in the region of the a priori fregquency values for the

useful signal, the frequency response of the filter system must
satisfy the relation [78]:

. S* (¢ =le—v3)
K= Gy e ToTTa)” (3.27)

where Rf is & normalizing factor;
T¢ is the filter delay constant;
S{f—fo—v,) 1s the spectrum of the useful signal;

Ga(f~fo—v) is the normed interference energy spectrum, represent=
ing a Fourier transform of correlation fuaction (1.37), which,
with allowance for (3.17), is expressed as

Gulf — v —Ya)= - S B(t)exp(— 2xft)dt.
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In practical terms, a frequency characteristic of form (3.27)
can be achieved through the series connection of a band-eliminatlion
and matched filter (Fig. 3.3). Now, the square of the frequency
characteristic modulus of the band-elimination filter 1s
approximated by the dependence

LK (F — fo — Yo e = 1 —BoSWAG (f —fo—Vus (3.28)
where 80 is a normalizing factor for which
BAW.Gu (0)= 1.

[Translator's Note - The subscript letter "pew" indicate "band-
elimination."]

Band Matched
eliml

Fig. 3.3. Band-elimination filter
circult dlagram.,

The effective extent of the reciprocal indeterminacy function
we obtain from expression (2.19) by substituting the square of the
signal spectrum modulus and the resultant frequency response of
the series-connected filters (Fig. 3.3):

-]
Ao(Va—vo) = ﬁlf;:IIS(f -

-0

~ Na) | 1K () e | S (F — v, )| 2. (3.29)

Figure 3.4 presents graphs of the function Au0)==£ﬁﬁ¥£::r)
"

versus the frequency shift of the signal with respect to the
interference (yh-av“) for different signal envelopes. Using the
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Fig. 3.4. Graph illustrating the decay of function
An(n) for a radio pulse with different envelopes.

expression for An(n) and adopting the value |, (0) Jrax 1, for

".:."'"“> T+ » expression (3.20) can be presented in the form

LI chx.r
= ProxAn (,:; Toe (3.30)

From (3.30), using the data found in the graphs of Fig. 3.4,
the required signal/noise ratio at the filter system output can
easlly be found for assigned frequency shifts in the signal with
respect to the interference, and the optimal envelope form for
the signal can thus be selected.

The ratlo of relations (3.30) and (3.21) shows the improvement
in signal/noise ratio achieved through the use of narrow-band
signals over broad-band. This ratio appears as follows:
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.‘.Jx — Ty
‘I.]’uup Au(n)ToWe ' (3.31)
2 2
where quH and qump is the signal/noise ratio for narrow- and

broad~band signhals, respectively. This ratio becomes greater than
one - that 1s, an advantage is incurred in the use of narrow-band
signals - when

:\";'!'(,‘;;>Taowc- , (3.30)

Relation (3.32) is satisfied in a number of cases, and this factor
ensures hlgher efficlency ;n the discrimination of useful signals
against a background of passive interference through the use of
narrow-band signéls than with broad~band.

It should be noted that relatively free variation of signal ‘
waveform and filter system characteristics is possible only when ‘
the problem is one of signal detection. When it 1s a question of
the measurement of signal parameters, the structure of the signal
cannot be selected solely on the basis of the required signal/noise
ratio since there must simultaneously be taken into account the
characteristics which ensure the prescribed accuracy of measurement.
Specifically, whenever requirements call for a high degree of
accuracy in the measurement and resolution of range delay, it
becomes virtually impossible to employ narrow-band signals of
type (2.28) and (2.33). The presence of contradictions of thic
kind leads to severe complications of a general nature in the
selection of the main and reference signal waveforms. An optimal
solution is possible only in the light of all the particular
features of the interference characteristics and radar operating ot
mode, something that calls for a concrete analysis in each separate ‘
case. Individual recommendations on thils subject have been given
in [57, 65, 66, 71, 100].
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3.4. Signal Detection with Input-
Uscillation Amplitude Limiting

As already noted above, the suppression of pulse interference

R I PO eSS A TR

or compression of the dyramic amplitude range in the filtering
system can be achieved thrcugh nonlinear transformations of the
input oscillation. One such nonlinear transfermation of the input
oscillation 1is a nonlinear operation brought about by means of
what 1s known as the "rigid" limiting of the oscillation amplitude.
The essential effect of this limiting is to convert an input
osclllation of form (1.39) into an oscillation

. -.Volp(t)=AGCOS l0°l+$"(l)+“:(')+9.]o (3.33)

vhere AO is the constant amplitude of the oscillation at the limiter
output [Translator's Note - Subscript letters "orp" indicate
"limited"].

A limiter endowed with this property is referred to as "ideal"
since it eliminates the oscillation's amplitude modulation while
completely retaining the phase modulation. In practical terms
this kind of amplitude limiter can be realized in the form of the
series connection of a band-pass fillter eliminating all the upper
harmonics of frequency W and an inertialess nonlinear element
with the characteristic

A,whenx (1) >0,
Xu(l) = C whenx (f)=0, 4)
_Aowhenx(i)<0, (3.3

where xH(t) is the oscillation at the cutput of the nonlinear
element,

Analysis results for the perfect limiter can be used for
preliminary estimates in a number c¢f nonlinear circults whose
anplitude characteristic differs somewhat from that given in (2.34)

87




e e

(those, for example, which provide a logarithmic corversicn of the
amplitudes). Individual amplitude~limiting filter-system
characteristiecs have been studied in numerous papers. In [50, 78,
85], for instance, there are discussions of the statistical and
spectral characteristics of limited interference and signals, in
[25, 26, 50, 93] formulas are derived defining the basic relations
between signals and noise at the output of liﬁiters, while [62,

92, 94] deal with the deiection characteristics proper to such
circuitries., It is worthwhile noting, however, that by and large
the questlion of the detectlon, resolution; and measurement character-
lstics for even so individual a variety of nonlinear processing as
rigid limiting has not been adequately researched from the
theoretical standpoint. This lack of theoretical results is due,
primarily, to the mathematical difficulties accompanylng the
analysis of even the simplest nonlinear circults. Nevertheless,

in the case of specific operating conditions for limiting circuits
it 1s possible to obtain results to support certain conclusionsof
practical importance which may be used in the englineering synthesis
of signal-processing systems.

Relying on the findings of works [50, 9. 94], let us attempt
an evaluation of the basic characteristics of the datection system
whose block diagram can be seen in Fig. 3.5.

] [Coherent
"??r{gégass 1;{352&,. e £11teringp—e{Resolver
- J leircuit
Fig. 3.5. Block diagram of detection channel with

limiting.

Assume the channel input (Fig. 3.5) receives an oscillation
x(t) consisting of the sum of the signal u(t) and the interfererce
n(t). The interference n(t) is normally distributed and has =z
constant spectral density NO within the passband interval of the
band-pass filter AF. The signal u(t) 1is actually a radio pulse cof
duration T, with arbitrary amplitude Ao(t) and phase ¢(t)
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modulation:

» u“):{ A(f)cosol +9(N] for O0LI<T,

0 (3.35)

for other 1.

At the output of the ideal limiter the input oscillation x(t) is
converted to form (3.33).

In the event a signal with known parameters is detected, the
coherent filter circult performs the operation

’
! e= Kol == o 10 la" .
- y=ReY on rp(1) 0 () (3.36)

where vo(t) is a reference signal equal to 0.(1)=A6(1)cos [ 9 (1) -

By substatuting (3.33) in (3.36) we get

r [N
A
= 20 U A (1) cos [%x(f)) dt.
y="5" JAleslal) (3.37)

In the general situation the output effect y exhlblts a
complex distribution, whose form depends on the parameters of the
signal and interference, with the consequence that considerable
difficulty is encountered in determining the detection character-
istics for aroitrary signal and interference parameters; however,
for the realistically importance case when the interference
spectrum determined by the band of the band-pass filter AF is such
as to satisfy the dependence

AFY L, (3.38)

that 1ls, when a large number of interference fluctuations occur

for the duration of the signal, one may assume that the output
effect y has a nearly normal distribution., This kind of normalizing
is occasioned by the fact that within a period of time T the
cohereunt filter c¢ircult sums a large number of independent and
randoem noilse fluctuatilons.
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fwormalization of the distribution of output effect y-affords
a means of simplifying substantially the distribution of the signal's
detection characteristices. The parameter D in this case 1s

expressed as a function of the signal/noise ratio at the output of

the circuit q orp in the form

D=1 (qgorp — Yo (3.39)

viere YO is the relative threshold;

¢(z) is the probablliity integral, eg:al to

D (2)== }’2 . exp(-._..)dt (3.40)

This integral has been tabularized, for example, in [78].

The signal/noise ratio at the output of the arrangement shown
schematically in Fig. 3.5 is determined from dependence (3.4). The
mean value and dispersion of the output effect is defined from
expression (3.37) as

Meq Y] == %"‘j‘qo(’) < ¢os [xy (8)] > dt,

=N

%, 0) = (z5r) ;} CHOIRC N (3.42)

(3.41)

where Ao(ti) and <x(ti) are simpling values of the envelepe and
rhase within time intervals N in conformity with the discrete
reprcsentation of the signal [23, 24]; N = TAF 1s the number of
independent samplings.

As is evident from (3.41) and (3.42), to a slgnificant degree

the m2:an value and dispersion of the output effect are determined
Ly tie statistical characterictics of the function cos [Kx(ti):
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These characteristics have been reviewed in [50, 78].

In the general case, the mean value and dispersion of function

208 [K (t )] are expressed by a complex nonlinear dependence on
the slgnal/noise ratio A (t)/o

nf at the limiter input. However,
for the case when

A A0 ?

«<0,5, (3.4%)
nl

the following approximation may be accepted:

< sint [re(14)] > =0,
Lcosfs (1] > = 1/ 40, (3.4
<cos®[xy (f0)] > 1,

a® {cos [x. (1))} < %—

Now, on the basis of (3.44), (3.42), (3.41), and (1.2), the
quantity q2 is defined as

orp
2 oﬂAF:P 1‘-
qorp -...'7;{_._ (3.45)

or, with allowance for (1.36), in the form

2 o ® (2
e =T ( T ) (3.46)

The detection characteristics of a circuit with limiting,
when the initial phase of the signal 1is unknown, may be analyze
with similar methods and, as indicated by the findings of [92],
with the same relation arrived at for qﬁrp.

Using computerized numerical computations, a determination ’
was mads in [94] of the detection characteristics for several
cases marked by the nonfulfillment of conditions (3.38) and (3.43).
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The graphs for such detectlion characteristics are shown in Fig,
3.6. From a comparison of these graphs and expressions (3.38) and
(3.46) 1t follows that the sensitivity of the limiting circulit
(Fig. 3.5) in the presence of Gaussian interference 1is somewhat
worse in comparison wlth an optimum linear filtering circult. 1In
thls same context, if condition (3.38) is satisfied, this deteri-
cration is relatively minor and amounts to 1 - 2 dB, whereas if
condition (3.38) is not met, the energy losses of the limiting

cirvcuit increase and may reach values of as much as approximately
6 dB.
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Fig. 3.6. Detection characteristics
of a signal-processing circuit with
limiting for different

AF'T3¢

channel with limiting;
— - = no limiting.

The foregoing cdetection-characteristic analysis was conducted
on the assumption that only one useful signal is present in the
input oscillation. Generally speaking, considerable difficultie:
are invclved in determining the detection characteristies with
allowance for the simultaneous presence of many signals (circuit
detection resolution). At the present time, no general approac:.
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to the determination of such characterlstics has yet been
adequately developed. For this reason, the required estimate can
he made only for specific signal waveforms and interference para-
meters by means of computerized numerical calculations and

mathematical simulation technliques. Still, in the event conditions

(3.38) and (3.43) are satisfied, there are certain general
conclusions which can be drawn.

For the circuit arrangement depicted in Fig. 3.5 the real
value of the output effect, as a function of the parameter T, can
be represented in the form:

y(“)':RCY(‘:)=<ReY(.“)>+Rey0(.=). (3.47)

where <Re Y(1)> 1is the regular function of the parameter;
Re Yo(t) is a centered random function.

With allowance for relations (1.44), (3.33), and (3.44), the
regular function <Re Y(t)> is defined by the expression

<RV ()>=<A, [ eos o9 0 el wl sl —

~e

AP Lot Reexp (o) _[ SO S —adit =

A.Vﬂ 2P Tan
2y 8,y

—)dl > =

Re ¥, (=, 0) exp (w; 7). (3.48)

If conditions (3.38) and (3.43) are satisfied, the random
function Re Yo(t) represents a normal random process with zero
mean value and a constant dispersion which, as can be easily
shown, 1s approximately determined by the same relationas in
(3.42) as well; that is, it equals

. il
<{Rer* () A (3.49)
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From this last expression (3.49) it is clear that the random
function YO(T) does not, in the case in question, depend on the
presence of a signal and can therefore be regarded as a component
caused by the interference alone. As a consequence, the
representation of the output effect as a sum (3.47), by analogy
with (2.1), may be viewed as the decomposition of this effect into
a regular and random component. From expression (3.48) it will be
evident that the regular output-effect component for the llnear
and nonilnear circult differs only ir. the constant coefficient.
For thls reason, the circuit with iimiting (Fig. 3.5) can be
regarded as quasi-linear. With relation (3.43) satisfied for a
signal of maximum intensity. the output effect of this kind of
circuit on the sum of the signals 1s characterized by the super-
position of the outpui effects of the individual signals.

With (3.38) and (3.43) unsatisfied, the quasi-linearity of v
the cirecuit in Fig. 3.5 1s lost and the circuit in this event % ‘
acquires nonlinear properties which result in additional distortions
and loss of signal. !

In this way, given a low signal/noise ratio at the limiter
input (3.43) and assuming this limiter to be broad-banded (3.38),
a detection channel with limiting 1s nearly equivalent, in terms
of its characteristics, to a detection channel incorporating a
linear filter circuit. The several advantages offered by limiting
filter circults (such as, for example, their high immunity to
pulsed interference and the stabllizatlion of the nolse power at
the input of the threshold unit) frequently make it advisable to
employ these clrcuit arrangements in practical signal-processing
systems. For example, whenever there are considerable changes in
the intensity of the interference during the signal-detection
process (flickering active interference, passive fluctuational
interference), there must be a sufficiently rapid retuning
capability for the threshold level in a detection channel with a '
linear filtering circuit. The presence of such threshold adjust-
ment circults normally leads to greater complexity in the
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signal-detection system and results in additional energy losses in
the detection characteristics., With a limiting feature bullt into }
the filtering channel, because of the normalized interference 3.
level for low signal/nolse ratios, there is no longer any need

"for a tracking threshold [62] and the dynamic amplitude range of
the input oscillation is significantly reduced. Because of tnis,

. the detectlon channel circultry can be simplified and the

requirements demanded of its components relaxed.

A A D o auiih

At the same time, it must be emphasized that because the
energy spectrum of the passive interference is of the same value
as the spectrum of the main (transmitted) signal, relation (3.38)
will not be satisfled for all signal waveforms. Specifically,
for signals wich ATAW = 1 relavion (3.38) is not fulfilled and
there is an additional interference-caused suppression of useful
signals leading to energy lnsses of the order of 6 dB (Fig. 3.6).

2 ey n o o

Tc eliminate this undesirable effect 1. cystems with Doppler !
frequency selection the prelimliary filter must ensure the ;
: rejection of those of the interference's frequency components which ?
differ from the fundamental frequency components of the useful
signals.,

In the case of main pulses for which ATAW >> 1 condition (3.38)
is met, and the effect of the passive interference is equivalent
to broad-band noise.

4. SIGNAL PARAMETER MEASUREMENYS

4.1, Measurement Errors

The problem of measuring the parameters of cignals is one of
the principal problems of primary signal processing. Errors in
the measurement of radar signal parameters are primarily caused
by the presences of interference, the imperfecticn and instabllity )
cf the equipment, and the inconstancy of thie electromagnetic wave
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propagation medium,
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Measurement-error calculations are based on the statistical
theory of errors. In keeping with this theory, a parameter-
measurement result is characterized by its estimate ao, which
differs from the true value of the parameter & by the value of
the error, that is

V(a)"'-‘;"‘a.’ (b.1)

where o 1s the true value of parameter a.

The estimate of parameter a may be based on a single measure-
ment or on the average results of several measurements., In terms
of thelr character, measure¢ment errors are usually classed as
random and systematic,

Random (fluctuational) errors are mainly caused by the
presence of interference and also by fast (relative to the
interval within which the measurement is conducted) random
fluctuations in the equipment or propagation medium. Systematic
errors (blas errors) arise in connection with the nonoptimality
of the measurement method and equipment calibration, as well as
with drifting in the equipment parameters. Another cause of
systematic errors may also be found in slow changes in the
conditions of the propagation medium and in the effect of certain
kinds of interference. Errors of this kind result in the dis-
placement of each measurement's readings by a certain fixed
quant .ty.

Slow drifting on the part of equipment or propagation
environment parameters is amenable to measurement or compensation,
with the result that in most situations of practical concern buiter
calibration of the equipment or the introduction of corrective
factors make it possible to reduce the systematic errors to an
acceptably low level.

Fluctuational errors are the result of random causes and
cannot, therefore, be reduced merely through the proper selection
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of main-signal characteristics, their proce.sing algorithms, the
rational design of the equipment, and the optimal selection of its
operating modes.

The systematic error 1s characterized by the mean value of
the measurement error, that is

V(“)cnnct=<V(a)>=;“'<a°>' | (4.2)

When in the estimation of the parameter there is no systematic
error, that is
F—<a>=0, -3)
the mean value of the estimate corresponds to the true value of
the parameter to be measured. Such an estimate is sald to be
unblased.
)

The spread of the measurement result values for the parameter
relative to its mean value is determined by the dispersion of the
error, which in the case of an unblased estimate 1s equal to

2G>, (4.1)

Estimates in which the error dispersion is minimal are said
to be efficient.

Signhal-processing algorlthms in measurement systéms are
normally processed on the basis of requirements for efficient and
unbiased estimates. The errors caused by different factors are
best analyzed sepuarately, in line with the following breakdown:

Potential errors cﬁOT characterize the potential accuracy ol

signal-parameter measurement in the face of interference, when tne
remaining conditions are assumed to bhe ldeal.
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Propagation errors 02
pacn

in the propegation medium of the electromagnetic waves.

are occasioned by random variations

Equipment errors cgn

are caused by limperfectlons in the sub-
systems of the equipment, by the discrete nature of its readings,

as well as by the mismatching and instability of its characteristics.

In the determination of the accuracy characteristics of
systems and the synthesis of their optimal circuit arrangements
the major emphasis is placed on the analysis of the potential
errors since it is these which enable the designer to discover the
principal requirements to be demanded of the structure of the
signals and thelr processing algorithms, and also to establish the
permissible specific weight of the equipment errors.

4,2, Potential Measurement
Accuracy

The potential accuracy attainable in the measurement of a
specified signal parameter 1s determinable on the basis of the
static theory cf estimation, which is today very well developed
and has been described in a great many works, such as for example

(4, 78, 81, 89, 951.

In accordance with this theory, the key signal~parameter
estimation method is the method of maximum likellhood. With this
method, the estimate of the true value of the parameter to be
measured is taken to be that value for which the a posteriori
probability function or the likelihood functlon of the signal to
be estimated acquires its maximum value; that 1s, there is
normally solved the following equation

dinL () —o (4.5)

where L(a) is the likeiihood function fcr the parameter to be
estimated,
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Approximate solution of this equation for the case of
Gaussian lInterference, when one of the parameters of the signal is
measured while the remaining parameters are known [95], yields the
following relation for the measurement-error dispersion for a
high signal/noise ratio:

% = T | (4.6)
JIHLRUIEES E20Y

where 1@%(0)'" is the value of the second derivative of the modulus
of the signal's normalized autocorrelation function for the
parameter o to be measured with zero argument;

3"(&) is the second derivative of the function defining
the dependence of the signal energy on the parnmeter to be measured
for its true value,

Those of the signal's parameters which are independent of its
energy are usually said to be nonenergetic. According to expression
(4.€), the estimate dispersion for such parameters is written as

o N
d“g—fﬁw. (u.7)

Let us determine the dispersion value for the most character-
istic energy-related and non-energy-related signal parameters.

In the measurement of the amplitude of a reflected signal
(1.12), according to (2.11), the following dependences obtain:

|¥, (0)]"=0,
3" (A)=2E. (4.8)

From (4.6), taking into account (4.8), we have

S (4.9)
ATT2EPNG
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The dispersion of the potential error in the measurement of
the signal amplitude depends on the signal/noise ratio alone.

With allowance for expressions (1.24), (1.25), (2.6), and
(h.8) the dispersion in the measurement errors for range delay
and Doppler frequency shift will be equal, respectively, to

1

% = BWW2E/N, * (4.10)
2

O' ==‘—A—7'.-;2—E-‘-M,—.-. (4.11)

Whenever a number of parameters are unknown and one or several
of them are belng simultaneously measured, the dlspersion in thelr
estimates depends on the correlation connections between the
parameters to be measured., Specifically, in the case of the
simultaneous measurement of such nonenergetic parameters as range

delay and signal frequency shift the estimate dispersion will
equal, correspondingly,

o) =———sp .
oW - ("‘ AW'AT‘ )
2*
3' — 2E - . (u . 12)
Ar'w:('~.14—w=.ra) .

Analysis of (2.13), (4.12), and Fig. 2.3 indicates that the
value of the dispersion of the potential errors for a fixed signal/
noise ratio in a definite scale 1s defined by the value of the
corresponding axes of the indeterminacy ellipse. Therefore,
consideration of the indeterminacy ellipse enables us to estimate
the potential measurement accuracy for a particular non-energy-
related parameter as a function of the class of signal. Analy.!s
of the indeterminacy functions for cignals of different types
(Figs. 2.9 and 2.13) clearly indicates that, in the measurement
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of delay time for known frequency shift, signals having linear
frequency modulation permit the achievement of measurement accuracy
forr this parameter in accordancs with the spectral width of the
signal following expression (4.11). This gives ATAW better accuracy
in delay time measurement in comparison with an unmodulated pulse
signal of the same duration.

When the signal's frequency shift is not known but 1s alco to
be measured, there is a deterioration in the range delay measure-
ment accuracy for the LFM signal, with this accuracy becoming the
same as for the unmodulated signal of ldentical duration. Here
also, accuracy in the measurement of frequency shift 1s likewise
degraded by ATAW times with respect to the signal without modulation.

It is to be noted that this line of reasoning is valid only
if there is the possibility of a signal frequency shift commensurate
with the frequency deviation of the frequency-modulated signal.
If the frequency shift of the signal 1s much less than the signal's
frequency deviation, then the displacement of the maximum output
effect for the time lag due to a frequency shift Av in the case
oi’ a linearly frequency-modulated signal can be estimated as

ATA,
"%

. (4.13)

T==
where At 1ls the output effect displacement value.

When
A'
s <L

then EAT“Q I, and delay-time measurement accuracy remains high as

compared with the unmodulated signal. \
In addition, for many radars the simultaneous measurement of
frequency shift and delay time 1s not mandatory. The signal

frequency shift value, in this case, 135 determined either during
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the detection stage usirg narrow-band signals unmodulated in phase,
or by scaling (recomputation) according to the target's racdial

velocity component obtained through range differentiation during
the tracking stage.

When there is a need for the simultaneous measurement of the
signal's frequency shift and delay time, the optimal approach !
through the use of phase~keyed and periodic signals (2.45) and
(2.53). The indeterminacy tunction for these signals is such that
the parameter p = 0, and thus these signals ensure a high degree
of measurement accuracy for both delay time and frequency shift.
Similar results are also forthcoming for frequency-modulated
signhals governed by modulation. laws more complex than the linear.

"

A point to be noted is that analysis of measurement accuracy
based on relation (4.7) is ne¢t sufficient since it fails to take
into account the ambigulty of the measurement and the deterioration
of measurement accuracy in the presence of interferential-type
noise caused by the mutual time overlap of signals from many
targets. If these factors are to be considered, the analysis of
characteristic accuracy must be undertaken in conjunetion with a
study of signal resolving power [4, 6].

Specifically, to reduce interferential noise from overlavring
signals, as already noted in Chapter 3, it 1is possible to use
mismatched filters. On the other hand, such mismatching results
in a degraded signal/noise ratio at the filter output (3.8) anu
often gives rise to an expansion of the joint indeterminacy
function peak for the parameter to be measured. This has a
direct effect on measurement accuracy. We can estimate the
measurement errors for ncr-energy-related signal parameters wit:.
mismateh filtering through the usc < .ue uispersion function of
the fllter-circuit output effect cited in [81]:
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= [d’KReYﬂ >

du?

(4.14)

where Yo(a) is the centered output-effect function for the true
value of the parameter to be measured.

Solving formula (4.14) for a large signal/noise ratio and with
allowance for relations (2.1), (2.6), and the expression for the
dispersion of an arbitrary random process at the output of a linear
system whese input is affected. by white nolse [78] enables us to
derive the following formulas for tne dlspersions of the range-
delay and frequency-shift measurement errors:

o !
T2 2 '
W I AW,
2 1 B
c';: 2’:‘ 2 .. (uolb)
Tﬂ, AT‘“c

where

w* S (w) Sy (@) exp (jwly) do

A‘V?mc:‘ °°~oo © iz !
[ { 1sc@naa {15, @ d«»l]
-0
(2r)? 5 128 (1) S*o (1) exp (i20vf) dt
LY == = T
[ s j S (1® dt] )
AW? aT?

It == —D. [] o= B3
Y7 I Y &
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[Translator's Note - Subscript letters "pac" indicate "mismatch."]
Here Awg and ATg are the dispersions of the spectrum and time
extent of the signal S,(t) (1.24) and (1.25), while t, and v,
describe the values of the corresponding arguments at which the
signal a’ e filter circult output takes on its maximum value.

When the level of the interferential disturbances is stilil
commensurate with the nolse level in the region of the
indeterminacy function maximum of the signal whose parameter is to
be measured, then this interference must be considered when
determining the quantity q2. The resultant spectral density of
the interference, in this case, must contain the component of the
spectral density of the interferential noise.

When nonlinear filtering circultry of the kind shown in Fig.
3.5 1s employed, the measurement-error dispersion will differ from
the potential, Its value for nonenergetic parameters may also be
determined, with allowance for the change in output-effect
characteristics, from expression (4.14),

Because of the intricate mathematical relationships involved
in the expression of the dispersion in the case of nonlinear
transformations it is not possible to represent the dispersion
value in the form of a simple design formula. For this reason,
this quantity is normally determined by computerized numerical
calculations. However, when the signal/noise ratio at the input
of the broad-band limiter is low and condition (3.38) is satisfied
for the circuit shown in Fig. 3.5, the filter-circuit output
effect can be expressed by the sum of the regular and random
components (3.47) exhlbiting the statistical characteristics (3.48)
and {3.49).

Sirce the random component ReYO(T, v) has a zero mean value

and constant dispersion independent of the presence of a signal,
this component can be regarded as caused by the Interference zlone,
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that is, we can consider that

Yo (‘t, V)f-yn("' \'). (4.10)

where Yn(r, v) 1is the circult output effect with interference
present.

Interference with uniform spectral density in a band AF,
having passed through an ideal limiter, for all practical purposes
preserves the distribution law of the spectral density [50, &§5].
Thus, 1t 1is possible to reason that the spectral density of the
interference at the output of the matched tilter willl be definel
by the value

o* [Morp (1} (4.17)

Norp=—"3F—"»

where oz[norp(t)] is the interference power at the limiter output

[Translator's Note -~ The subscript letters "orp," it will be
recalled, indicate "limiter"].

As demonstrated in [78], the dispersion of the oscillation

at the limiter output Worp(f)==A,cos[wd +%«(f)] with random phase
Kx(t)correspondsto

A
o (Morp ()} = —5 (4.18)
Therefore, expression (4.17) 1is rewritten in the form

2
Notp = -z

(4.19)

Since the dispersion of the derivative of random process 1s
equal to the second derivative of the cerrelation function of this
process when tne value of the argument is zero [78] , and also
taking into consideration expression (4.16), we can write
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<[dR0dY'(0i ] > <[ dReYn(‘) ]> B(, (0) (4,20)

Empleying the properties of the fluctuation-interference
autocorrelation function at the output of the matched filter in
the presence of white noise [78) and considering (4.19) and (2.11),
we get

Ag T..

B"yﬁ (O) — — ——-S_AT_ Re w" (0). (u .21 )

. ]
According vo (3.48), the quantity [ d* < ReYi(a) > ] is equal to

da®
2
[ Ry B> ] =.ﬁ‘§.€f.’.‘. [Re ¥ (O)}". (4.22)
| "

Now, the value of the dispersion is determined from (4.14), (4.20G),
(4.21), and (4.22) in the form

| {
p(®) = — =,
P L.@.llp(o“u Q;rplq‘(O)'" (4.23)

Comparing this last expression with expression (4.8), it
will be evident that, with relations (3.42) and (3.47) satisfied,
there has been an approximately 1-dB decrease in the accuracy of
the measuring circuit with filter limiting, this figure being in
accord with the similar energy losses incurred iIn the detection
characteristics (3.46) for limiting circuits.

As the signal/noise ratlo increases, the effect of non-
linearity on measurement accuracy grows smaller, so that the
measurement-error dispersion tends toward the dispersion value of
the potentlal error.
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Figure 4.1 shows a graph reflecting the variation in the
ratio of the measurement-error dispersion in the case of amplitude
limiting to the dispersion of the potentlal error as a function
of the signal/noise ratio.

Glepla)
o) |%
£ A

1.2
'tgoi ~.~.E.~;-\‘-\-~

2 6 8 0 ¢

Fig. 4.1. Graph reflecting the change in the
measurement-error dispersion with amplitude
limiting.

4,3. Measurement Methods and
Equipment Errors

As noted above, the estimation of a parameter is ultimately
a matter of determining the maximum distribution value of the
a posteriorti probability or likelihood function for the parameter
to be estimated. Therefore, jJust as in the case of detection,
an optimal measurement circuit must incorporate a filtering device
to shape the a posteriori probability distribution for the para-
meter in question, along with a resolving circuit for the
determination of the q posteriori distribution maximum [1, 4],

When the parameter to be estimated is capable of changing in

an interval of a priori values, the filter circuit must ensure

that an a posteriori probability distribution will be furmed for
each of these parameter values. If the parameter is in a state

of continuous change, this can normally be accomplished only if

the parameter is a function of time or intensity; otherwise, the
circult will have to contain an infinitely large number of channels
in each of which the distribution of the @ posteriori probabilities
will be formed for parameter values offset one from the other by
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an infinitely small quantity. The resolving unit, in this case,
would also be called upon to conduct an analysis of a continuous
function.

In a circult of this kind, assuming 1ts absolute stability,.
the measurement errors would be the same as the potential errors.
In actual practice, however, such a circuit can very rarely be
designed. Normally, we are faced with a finite number of filcer
system channels or with a finite numbier of rewdings of the
parameter's a posteriori probability distribution function during
the analysis of this probablility in the resolver,

The presence of quantification in the reading of the a
posteriori probability distribution generates additional measure-
mert errors, whlch increase in proportlon to the quantly of the
discrete reading increment. In estimates of signal amplitude the
usual source of such discrete-increment readings is the use of
digital measurement methods whereby the signal amplitude is
matched against standard reference levels (Fig. 4.2).

u(t) .
W T 7 N L T
N
L) 7 = ‘\S§h~==‘“ .

0 t

Fig. 4.2. Amplitude gquantification of an
analog signal.

The maximum reading error, in this case, 13 equal to the
value of the discrete step Gu between the reference levels:

Ou=uUi—Ui-. (4.24)
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If we assume that the values of the voltage. to be measured
are of equal probability within the discrete step between reference
levels ~ that is, if the reading error 1s assumed to be uniformly
distributed - then the dispersion error due to the quantification

(discreteness) of the reading may be defined (when % not > Gu) as
0 ' ‘“ ’d ' d " ’3
gy, =7 | £Mx—] 73, | Xdx | = —2=
3 ®
u °~5 5 @3y (4.25)

[Translator's Note - The subscript letters "not" refer to
"potential."]

By fixing a definlte ratio between the potential measurement
error and the quantification error, we can determine from (4.25)
the maximum permissible discrete reading increment:

Busnne == 2 ngaoi’unoro_ (4.26)

where Ounor 1s the potential rms amplitude-measurement error;
[ §
1hon==';;ﬁ: is the permissible ratio of rms errors [Translator's
Note - The subscript letters "gon" indicate "permissible."]

In the measurement of non-energy-related signal parameter the
discreteness of the reading may even develop at so early a point
as during the filtering of the signal. The structural layout of
a filtering device providing for the formation of an output effect
as a function of the parameter a may be envisioned as illustrated

in Fig. 1.4, The maximum measurement error value in this case is

60

= where 6a is the discrete step in the spacing of the channels.

Considering, as in the case ol the amplitude measurement,
é
that the error within the interval t—% is uniformly distributed,
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we obtain an error dispersion equal to

()

=2
=3

(4.27)

o 1D
*
=
g
/! W
|

When along with the determination of the maximum value of the
signal at the channel output there are assigned the values at
which the amplitude difference of the signals from two adjacent
channels does not exceed a certain prescrihed quantiiy, and when
as the estimate of ihe signal parameter its mean value between
channels 1s adopted, then the maximum measurement error due to

ghe discrete character of the reading can be reduced to the value

—%, and its dispersion, accordingly, to the value

82
62 =-—-—-—.-=:—-. (14.28)
LTS Z D

To eliminate the effect of equipment errors on measurement
accuracy, a fairly low value 1s selected for Yaon‘ In the event
the equipment errors due to quantification are commensurate with
the potential errors, their contribution to the resultant measure-
ment error can be estimated using the formula derived in [14)

o &
-7 ~ S — .
(4 Fnc. (4,29)
when
3
—2,
L

where og is the dispersion of the resultant measurement error with

allowance for the discrete nature of the readings.

By assigning the ratio of the disperion of the resultant error
to the disperslon of the potential error we can determine the
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maximum possible spacing of the channels for parameter a. If the
permissible value of relation (4.29) is set in accordance with the
prescribed measurement accuracy, then, for an a priori interval

Aa for parameter a, the number of necessary channels m is defined
as

— C‘: 5 +lo (u.30)
(-

To ensure high measurement accuracy for a large interval of
a priori values in the parameter to be measured, as a rule the
circuit shown in Fig. 1.4 must, following expression (4.30),
contaln a large number of channels. Since this introduces a
considerable degree of complexity in the processing system, 1in
many instances 1t is simplified through the use of a consecutive
nethod of parameter measurement.,

Initially, in this method, a rough estimate 1s made of the
parameters, following which their values are refined through
measurement of the error. Normally, this error measurement 1s
accomplished by means of a so-called discriminator, with this
device estimating the deviation of the true value of thc parameter
from a certain specified value within the range of the error as
roughly measured [56, 81]. A generalized structural diagram

1llustrating this kind of measurement technique may be see in
Fig. 4.3.

With this measurement method the value estimate for the
parameter to be measured equals

&% = Ayaye - gy (4.31)

where ®nanc is the number of the channel in which the signal is
maximum;

ayT is a correction for the rough measurement of parameter a.
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Fig. 4.3. Structural diagram of filtering
and Doppler frequency measuring system with
refinement feature.

In actual practice, the ayT correction value is most often

determined in conformity with the relation

IY (*Wsaie — |V (“)\\mtc-l ! (4.32)
2yr = \ i TR ¢
“ ‘k' [¥ (@)uaxe + 1Y (@sane -1 2
where |¥(a)|, . . 1s the value of the maximum effect recelived from

the filter circuit following detection;

IY(a)Ima“c_1 is the value of the output effcct following the

maximum in order of magnitude;

kd is a constant calibration factor correspondin-

to the steepness of the discrimination characteristic.
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With this kind of arrangement the dispersion of the measure-
ment error will approximate the potantial error for a smaller
number of channels than in the case of the circuit depicted in
Fig. 1.4. The value of this dispersion can be defined in the form

" ]
°;=-—212 . ' (u'33)
T, ()
[ ]

where Ek is a coefficient dependent on the steepness of the
discrimination characteristic.

5. SIGNAL PROCESSOR DESIGN PRINCIPLES

5

.1. Design Principles for Coherent
Slg

gnal Filtering Devices

As already indicated, optimal signal processing 1s accomplished
througn the use of pre- and post-detector filtering (Section 1.4).
A condition for predetector filtering is that the signals be
coherent, and for this reason the circuits involve in this
procedure are also often referred to a coherent signal-filtering
clrcults. Conversely, as a consequence of the fact that signals
at She detector output carry only amplitude information, signal
filtering after the detector is called noncoherent, and the cir-
cults for the filtering of such signals-noncoherent filter circuits.

We shall proceed on the assumption that the principal
functions to be performed by the coherent filtering unit are the
operations involved in forming a correlation integral from the
received oscillation with a certain reference signal (2.44) and
in extracting the modulus from the result obtained. Normally,
the operation of forming the correlation integral 1s performed Ly
a coherent filter circuit, and that of deriving the modulus by
nonlinear envelope-discrimination circuits. If the para-
meters of the signal are unknown, operation (1.44) must be
performed for a continuous series of values for these parameter:
.panning the entire range of their possible variation.
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Specifically, when the reflected signal is a function only of the
two informational non-enefgy-related parameters T, and QA (1.13),
the unlt providing for the coherent filtering of the signal must
perform an operation of the type

Ve Q)l=] [S:(08" (¢t —n,) exp[—i (@), (5.1)

where Sx(t) and So(t) are che complex envelopes of the input

. oscillation and reference signal, respectively;

T, is the anticipated delay time of the signal
0
with respect to the moment of main pulse transmission;

Q is the anticipated Doppler frequency shift
A
0
of the signal wilth respect to zero Doppler frequency.

In the event the frequencles of the received and reference
signals coincide, the filter-system output effect matches the
envelope of the correlation integral only for the delay-time
parameter, that is

W)=

: S Sx(f).S* (¢ —z,) dt,. (5.2)

Systems implementing operations of type (5.1) and (5.2) may
be designed using either the correlation principle or the filter
principle of signal processing.

"With correlation processing there is the direct computation
of function (5.1) for a series of discrete values for parameters
T 1 and Q The degree of discreteness in the spacing of the

-

3 a i
0 0
parameters L and QA 1 is determined by the permissible

0

0
deterioration in the detection and measurement characteristics,

and, depending on the signal parameters, may be selected for the

114

" s

i TN




o AP Y S Kt s

delay time and Doppler frequency shift of the signal, respectively,

as,
Y
s 1."
and

3 == !
2T Zayghl *

where Yo and Yq are proportionality factors describing the
permissible deterioration in the detection or measurement character-

Isties.
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“E“I LOME ML

0% ¥y
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(5.3)

et ®

-yt

0%, 8¢,

Fig. 5.1. Signal correlation processing

channels.

In the event the possible range of variation for parameters
T and Q@ constitutes, respectively, the values At and An, the
envelope of the correlation integral must be computed at
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LY
§§$§KWTT' points. The block diagram of this kind of filtering
system will appear as shown in Fig. 5.1. It will be seen from

the diagram that this system is multichannel in design.

When signals are used for which A AW =1 and 21=A9AT?-.-51, the
number of channels in the correlation filter unit is small and
the system can be designed in a relatively simple fashion. On
the cother hand, when

AAW B 1, 2=AAT B 1, (5.4)

the number of channels in this circult becomes fairly large and a
considerable degree of sophistication is involved in its design.

To reduce the number of channels in the system, filter
principles of signal 'processing are called upon. With this
method of orocessing, the correlation integral (1.44) is formed
by means c¢f a filter which gives a response which 1s a mirror
function vith respect to the reference signal.

In effect, let the modulation function of tﬁe reference
signal be So(t) and that of the filter response, disregarding the

delay constant, be‘So(-t). The modulation spectrum of the input
oscillation and filter response, in this case, will be expressed,
respectively, as S*(w) and Ss(w), while the modulation spectrum
of the filter output signal will.equal

S, (6) = S0)S*, (@). (5.5)

Now, the filter-output oscillation envelope will appear as
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¥ (..'i’)!:l -:,‘: S S, (w) exp (juz, ) dw |=
-

x
S&myﬂuﬂyﬂ

j—se

. (5.6)

- Thus, a filter having a complex response envelope SO(-t)

provides the continuous formation of a correlation integral for
. the parameter T, for a specified Doppler frequency value in the
1 reference signal,

. am

To cover the range of Doppler frequencies An, a set of such

| filters is required having a discrete tuning increment cn (Fig.
5.2). 3ecause of the reduced number of channels there will be

, somewhat fewer filters in this case than in the correlation

circuit, their number being ynAnAT.

In certain situations, the so~called correlation-filter
processing principle [95] may be employed in the processing of
complex multidimensional signals. The essentlal feature of this
principle consists in the successive (sequential) computation of
integral (5.2) first by the correlative and then by the filter
method. The reference~signal modulation function in this case
is represented by the product of the two signals:

Sul)=5,()-S,(1). - (5.7)

. With the envelope of the correlation expressed in the form

I (=, ) = ‘Se Sx(t) 8" ({ —=,)Ss*(( —=,) (_itl-.:s

L
[S.08%0 -':,.)dtl. (5.8)
-0
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where

S, ()= S<() " (t —,).

Fllterp——eIvity.2,,) |
Filterf—eir(t, &
Input »¥all 450,41,
el |, ..

LI e o o o .o

Fig. 5.2, Signal filter processing
channels.

At the input of the circuit the incoming signal is multiplled
by the reflerence signal envelope and the result is filtered by a
filter matched with a signal whose modulation function corresponds

to
Sa(0)
()

Inasmuch as a signal with this kind of modulation function
can be much simpler than the initial reference signal, simpler
filters can be used in this situation. '

Let us consider the characteristic of the real circuits
required to implement correlation-type and filter-type signal

processing. To this end, we shall express the correlation
integral of the two real signals

y@= [olul—ad (5.9)
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by thelir complex modulation functions. Let

v (f)=ReS,(f)explj (2'“f?t +?l)lo
v, ({) = Re S, (1) exp [j (2=[ o -+ 94)]- ‘ (5.10)

Using the well known formula from the theory of complex
functions

Rez,Rez,=Re [.%i*_*.l_'a_z_;_c_]

and bearing in mind that the result of the integration of a
rapidly oscillating process over a fairly large time interval
tends toward zero, we obtain

,5 v, (1) v (t — =) dt """*:z- Re {expj [2#f @i —9a] X

X j S, (1) S*, (l-—e)dl}:—, j‘ S (z)s'.(:—z)m'x
Xcml~ui.t+v.—9a+9.(=)l. ' (5.11)
were  pi(=arg [ S,()S"(—D)dk.

In keeping with dependence (5.11), the correlation integral
of the real input oscillation x(t) with the real reference
signal vo(t) will be defined by the expression

y)=[xO0,(t—dt =y ¥ @cos(2efiz+
T e—ntamr ol (5.12)

where
x ()= Re Sz () exp {j 2=/ -+ 22}
0,(f)=Re S, (t — =) exp {i [2#f, (¢ — )+ 9d}-
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- From expression (5.12) it follows that the correlation
integral of real radio signals with carrier frequencies fo will
be an oscillating function with the same center frequency (Fig.
%.3). The values of this function for the time delay

__,,;:':rgY(‘) (5.13)

will be in accord with the required values of the envelope
jY(t)|.

y(r) ,n" <« el
/!

\
- \
Ao/ W
IR AJ’W%“S&"‘/ 326
\

Fig. 5;3. Correlation function diagram.

In practical filltering circults one of the means of

discriminating the envelope 1is through the quadrature conversion
of the input oscillation.

Considering that the real oscillation x(t) can be expressed
as

x ()= {Se ) expj2%(f, — v} +

+S5% expl—i2x(j, =)

o=k (5.14)
relation (5.2) tor the continuous value of the parameter T can
re rewritten In the form

?-\'(" s* f—-—')(“p [—~’2z(i.___v)tl dil. (5.15)

¥ (=)=
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Placing the phase factor exp (~j2wvt) under the integral

sign and performing simple operations, we obtain

¥ =) =

{505 ¢ —desp(—i2ef,) X

Xexp [j2uv (t — <)) dt |.

Calling on a familiar relation from the theory of complex

functions, we get

IV () = ReY )F + MY (),

where

ReY ()= | x(ORe{S*(—exp(— 128/ X

Xexpl2ev(i—dl) = | xe() Aclt—Ddt+
-a0

+ T-v.«)A.«—-)dt=lee<t)+'u(*)'

ImY (=)= T.\'. (1) Ac (t -~ ) dt —

- .'qf.'\‘c (1) A, (t —=)dt = I (“) -‘l”(‘t).

X () = x(f) cos (21:{.1 :
X5 (1) = x (1) sin (2=ft):

Ac(t —2)= A, (t — =) cos 2av{l —z) — @ (t —=)];.

Ai(t —<)= A, (t — =) sin [2zv(t — ) — @ (f —=)).
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Winally we obtain

W (z)] == Vilee(zx}+ 1 (F)l’ + [_lt.c (3) —es (3)1°- (5.1%)

Expression (5.17) and (5.18) can be used in the circuit design
of practical filtering systems.

"igure 5.4 1llustrates the block diagram of a filtering uiit
for the correlation technique of signal processing in the ti:u:
lag range of O-Ti. Whenever along with the delay time the Dopi ler
frequency shift vg = 2n9n is also unknown, in each delay channedt
this circult must contain supplementary quadrature channels tuned
to the anticipated Doppler frequencies of the signal Vyseers Voo

b

. Ay (t)cos[2x fot 'v‘“)l
B :
te-
X F‘g ?agor - 'I2 )" .
j.lw [vtol
. ‘ | veo
- inte~ Ry
Lo x ""I‘gﬁatorr"ﬂ } '

¥

Aftissaf2smfyt ~9(t)):

—pd
Ag(t-TICUS[IXf, tegp(t -T}))
nte- | .
=1 X rator] ()
[“ . Yo jowetm
lr(rt"nv

e B L"éﬁ::;r""f ’I’ |
At -t;’s‘nlufot (R A)) .

Fig. 5.4. Block diagram of quadrature
correlation processing of the signal.
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The block diagram for the filter method of processing in the
video-frequency band 1s shown in Fig. 5.5. Filters Cv1 and Svi
are video-frequency filters with responses

Ke (0= A (To—1)cos 223 (T — 1)+ 9 (T — 1)}s (5.19)
Ko ()= Ay(Ty —t)sin [22v; (Ty — 1) + 2 Ty — 1)),

where T¢ is a specified filter delay constant.

. pilter |
Cy

r Tilter

KL

rilt ‘
o Cv." (’)‘ Ve L".."""n

Fllter N

0!

cos(2f,t 2 ve)

)
Filter
s,

Heterodyr

o)’

Pilter
"1 Oy,

sin(2xf, 2% vt)

gty

Filter

X re

Pilter

%

Fig. 5.5. Block diagram of quadrature filter processing
of the signal.
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Another method of separating out the envelope of the
correlation integral in practical circuit arrangements is through
ti» detection of the signal at the output of the circuit in which
it has been coherently filtered. This approach is applicable
only in the case of filter or correlation-filter signal processing.
Here, the filter output provides a continuous value for the
function y(t), with the value |Y(t)| formable only through simple
detection of function y(t). A block diagram of a filtering device
implementing this approach is shown in Fig. 5.6.

Filter Envelope

e v eme—— . eteotor ot ..|Y(r)|v,

 Filter | " Envelope - g
‘) v, | Dete tor irte)l s -

—-----’-——‘q-—-’.

--~—-~q~---*--. . e

Pilter Envelope | \
3 Deteotor | ~» "(‘)N

Fig. 5.6. Block dlagram of filter
processing of signal.

Each filter in this circult is tuned to different signal
frequencies differing from each other by the value Vg All told,
the circuit covers a signal frequency-shift range of Av = 1“1‘
The individual filter's real response in this arrangement will be

Ki()=ReSTy—expliRe(h+Q0To—tl).  (5:20)

In the correlation«filter processing method, by analogy with
(5.12), the correlation integral for reual signals can be
expressed in the form
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Y= T‘ (1)t (t — ) dt = - [¥ ()] cos (22 (o — [}t +

+9:— o +arg¥ () (5.21)

where
X, () =Re S:S, (t —)exp {j [2=(f, —[1) ¢+ od}s
v, (1) =Re S, (f) exp {j 2= (f,— 1)t -+ 2d}}-

A knowledge of xl(t) can be acquired through the multi-
pllcation of the real signals

£()=Re Sdf)exp [} @afit +94)

and

U “)—-" Re sl (!)exp "(2“,!"*‘?0)] (5.22)

followed by the filtering of the signal with the difference

frequency fo - fl.

On the basis of these considerations, a practical block
diagram for signal processing by the correlation-filter method
for the range of parameters t and v will appear as shown in
Figo 5070

The filters in each correlation channel are tuned to

different slgnal frequencies offset by the quantity vy . For
each filter the real response willl be

* (5.23)
Ki(t)=ReS:(To—Nexp 2= (fy— [, — ) Ty —1)).
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Fig. 5.7. Block diagram of correlation-filter
processing of the signal.

5.2. Design Principles for
Noncoherent Signal-Filtering
Devices

Noncoherent signal-filtering systems are designed for the
processing of signals following their detection. This process-
ing, in concert with coherent filtering, implements an optimal
algorithm whenever the coherence of the signal (the a prior:

knowledge of its phase variation law) does not extend to its
entire duration [81, 95].

The structural arrangement of the noncoherent filtering
device is largely determined by the character of the signal and
the form of its coherent processing algorithm.
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In the event the signal to be processed is representable in
the form of the sum of the elementary signals

k=N
o)=Y Rey/ = S ex (1250wl (5.28)
k=1

for which the coherence occurs only within a time interval
corresponding to their duration Tk (where, for simplicity's
sake, Ty = const), noncoherent signal-processing for a specified

value of the parameter Qi can be resolved to operations of the
kind

© k=N
Yy ("')a ‘-'-':.2 by ‘YQ‘ (‘t o kT,.)] =
k=)
k=N I
= 2 b "7"9‘“;,' yS,(l)S,»( ({—=—kT, Q) dip (5.25)
k=l 3 -0

k-iN n ] S

k=1
[(Translator's Note - The subscript letter "H," it will be recalled,
indicates "noncoherent."]

Quadratic summation is taken for low signal/noise ratios or
for a fluctuating signal., Linear summation is optimal for a
nonfluctuation signal with a large signal/noise ratio.

A device implementing operations of form (5.25) for a number
of fixed parameter values Qi can be designed in accordance with
the block diagram shown in Fig. 5.8. Each elementary signal is
coherently filtered by 1ts own filter, following which the
envelope of the signal 1s discriminated. The elementary video
signals are delayed, functionally transformed, and summed with
thelr appropriate welghting factors.
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Fig, 5.8. Block diagram of the noncoherent
processing of orthogonal signals.

When the elementary radio signals are similar - that is,
when the condition

t . ' .26
S Se(f)exp(j2=f.1) S*;(Nexp (—j2=fd)dt =T 0 (3-20)
~30

is satisfied for all i and J ~ the coherent filtering of all the
elementary signals can be accomplished by a single common filter,
and their weighted summation by a video-frequency filter.

Figure 5.9 shows the block diagram for this kind of signal
processing for a numer of parameters Qi. In this circuit the
response of the coherent filter is selected to mirror the
elementary signal SJ(t), while the response of the video filter
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Fig. 5.9. Block dlagram of the noncoherent
processing of uniform signals.

is set in accordance with the envelope IY9 (t-kTH).
1

Along with the filtering methods of noncoherent signal
processing illustrated in Fig. 5.9, correlation techniqdes may
also te used. The system schematics in this case will resemble
those found in devices applying these methods to coherent signal
filtering (Section 5.1).

Quite frequently in actual radar practice partial noncoherent
filtering is also employed for the processing of a fully coherent
signal as well. This 1s normally done whenever information
regarding the signal's frequency parameters 1is not necessary,
but the signal's structure and parameters are such that a relatively
sophisticated multichannel system (Figs. 5.6, 5.7) would be
required for its coherent filtering. By reducing the interval
of' coherent. filtering, it becomes possible to expand the band of
the coherent filter, thus permitting effective operation with
significantly fewer frequency channels.
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The application of partial coherent filtering with subsequent
noncoherent processing in the case of a fully coherent signal
marks a retreat from an optimal algorithm in favor of simplificd
circuitry, resulting accordingly in degraded detection and
resolution characterlistics and impaired signal-parameter measure-
ment accuracy. Nevertheless, for a number of signals, provided
optimal ratios are selected between the duration of the coherent
and noncoherent filtering, these sacrifices may be inconsequential
and altogether acceptable. As an example of partial coherent
filtering followed by the noncoherent processing of the signal we
might cite the application of this method in the filtering of a
long, unmodulated radio pulse (2.28) and (2.23), or ¢f a burst of
coherent radio pulses (2.53).. In the case of a wide anticipated
range of Doppler frequency shifts, when Av>.7$, s fully coherent

filtration for signals of this kind requires the use of multi-
channel systems.

If, referring to the circuit shown in Fig. 5.9, the
frequency band of the coherent fillter is far greater than the
quantity K%’ the range of anticipated frequencies can be coverecd
with considerably fewer coherent fllters. The filter device
circuitry in this case will incorporate fewer channels and will
be less complex. The deterioration in detection characteristics,
which is normally expressed in an increase in the required
equivalent parameter q2 to ensure specified D and F values, will
depend, in this kind of circuit, on the signal/noise ratio at
the envelope detector input. This deterioration can be computed
using the appropriate formulas, which can be found, for example,
in [819 95].

For assigned values D and F, and identical and fixed
intensities of elementary signals to be coherently processed, the
increase 1in the quantity q2 is a function of the ratio n==1;ﬂL,

[ 124

where 'I‘an in this case 1is the effective duration of the entire
signal, and T“Or is the time interval of its coherent processing.
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Figure 5.10 presents a graph illustrating the increase in

- T
q‘ (energy losses) as a function of the ratio n = 29 for pre-

Number of pulses n

HOr
scribed parameters D and P From this graph it 1is clear that for
T
a ratio of n = TEQ- of not more than 10 the energy losses are
Hor
minor and amount at most to 1-2 dB or thereabouts.
. 0 -
9 IR
i ' When D0S;Fe
i 5.0
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t Fig. 5.10. Losses in noncoherent filtering.

Along with a deterioration in resolving power for signal
frequency, which we are consclously disregarding in the case at
hand, the noncoherent processing of a fully coherent signal may
also be accompanied by a deterioration in its delay-time resolution
and in the accuracy with which this parameter is measured. 1n :
large measure, the degree of this impairment is determined by the
structure of the signal and must be estimated on an indlvidual
basis for each concrete signal according to expressions (3.1) and
(4,15). It will be shown by analysis of expression (4.15), when
the elementary signals satisfy the condition

S Si (t) exp(i2=f ) s*. (1) exp (—j2xf;t) df =

T“@ for "—' ’o
0 for‘*l’

A

(5.27)

23250, S’
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that [81] with these signals processed by the circuit depicted

in Fig. 5.8 delay-time measurement accuracy will be determined by
the spectral characteristics of the elementary signals AWi and by
a certain equivalent quantity q2 characterized by the signal's

3HB
total energy allowing for energy losses.

The dispersion of the delay-time measurement error in this
case will be defined as

N (5.28)
' AW? "3«: )

For such signals the delay-time resolution characteristic
will also be mainly determined by the form of the modulation
funetion 8, (t) [31]. '

In the case of signals satisfying conditon (5.26) the
accuracy and unambiguilty of lag time measurement will be determinez
by the high-correlation interval and the secondary maxima of the
convolution function between the resultant envelope of the signal
at the coherent filter output and the video filter response,
that is, the function

fu@= § IO Kuale—0dt,
-0

where Kana(t) is the response of the video filter [Translator's

Note -~ The subscript letters "sug" indicate "video."]

Most advantageous from this standpoint are signals of the

kind

i=N

v(f)== 2 Re Si(t —iTi—Tg),

[E
which represent an aperiodic sequence of elementary signals vi(t)
with phase or frequency modulation. The wide spectrum of these
elementary signals ensures that they willl be compressed in time
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with a low side-lobe level at the output of the coherent filter,
while the fact that they are arranged aperiodically in time means

that 1t. is possible to achleve a YH(t) function of satisfactory form.

Figure 5.1la, shows a schematic representation of a
compound phase-keyed signal, which is in reality a burst of five
phase~keyed pulses unevenly.time-staggeréd at intervals of T=Tye
Each pulse of the burst 1s phase-keyed by an M-tuple code with
N = 31, for which the duration of the elementary discrete step
corresponds to the value TA. In Fig. 5.11b, we see a graph of
the function YH(T) for such a signal

The use of partial coherent filtering ﬁith subsequent non-
coherent processing according to the circuit arrangement showa
in Fig. 5.9 for multidimensional signals of type (2.37) and (2.45)
provides a means of processing these signals within a wide rénge
of Doppler frequencies by means of simple, low-channel-capacity
circuits., For a relative low ATAW value, the energy losses
assoclated with the degradation of the signal/noise ratio at the
detector output will be minor. On the other hand, when conven-
tional band-pass filters with a band AW are employed as the
coherent filters in the Fig. 5.9 circuitry, the elimination of
the signal's frequency and phase modulation envelope at the
detector output gives rise to a function |Y(t)| of such form
that there is a substantial deterioration in delay-time measure-
ment accuracy and in the system's resolving power for this para-
meter. This shortcoming can very largely be overcome if the
coherent filter used has a special frequency response to provide
for the conversion, at the detector input, of the signal's phase
and frequency modulation into amplitude modulation [JJ].

Specifically, in the case of phase-keyed signals, the bacis

of this kind of filter might be a delay line with adder, the
effect of which would be to synthesize a response of the form

K(t)=38(t)==8(¢—T,). (5.29)
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The noncoherent processing of the phase-keyed signal in this
event could be handled over the two~-channel system 1llustrated
in Fig. 5.12a. By way of example, let us determine the signal }‘
component of the output effect with this circuit for a signal of %
specific type. Let the input receive a phase-keyed signal of the
kind described by (2.45) with modulation function (2.46), having
. a delay time Ty and Doppler frequency shift vn, that 1is

v(fu=Re A, {"i,-' la(t — 53— iTq, T3) g,}x
= '
X exp [j2% (f, -+ va) (f — %)} (5.30) |

[Translator's Note - The suvbscript letters "om," it will be
recalled, stand for "phase-keyed.")

For the sake of simplicity we set:. fo = 10k/TA: 'I‘3 = TA;
8y is the M-tuple code; k are numbers of the natural serles 1,
2, ... Now, without allowance for the t_ shift in the time ‘
reading and considering the detector to be near, for tne signal

following detection at the video rilterlinput we can write

Ya () ={l0.0pne 40 0T doud —| 00w — ¥ (—Ta)ou = *

. =N
=‘40°°52“araz la(t—iTg, T) 8’4»»:""%""::('. T} + ‘
=) . :
¢ + ‘.(""‘Aq.ﬂ. Tll)]‘ . (5031) )
. The signal YH(t)l, as follows from expression (5.31), is a |

video code signal of the kind shown in Fig. 5.12b, whose code
corresponds to the code of the input signal, that is, the same
M-tuple tut offset with respect to the original by m symbols

and with certain distortions at the beginning and end. 1In the
case of a large number of code symbols, N >> 1, one may ignore
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Fig. 5.12. Noncoherent processing of phase-keyed
signal.
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these distortions and consider that the detector signal YH(t)l
has the same code structure as the original signal v(t)¢M. It is
to be observed, however, that this kind of signal conversion is
v.'lid only for phase-keyed signals coded by M-tuples. For other
code sequences there may be an alteration in the structure of the
video signal, with respect to the original signal, which must be
taken into account in the further processing of this signal. If
the video filter 1s matched with the video signal YH(t), then its
output signal will for all practical purposes repeat the waveform
of the autocorrelation function envelope of the phase-keyed input
signal of Fig. 5.12b, equalling

Y (2) = | (x)jon €08 (2x%xTa). (5.32)

The reduction in output effect with the coherent filtering
circuit detuned in frequency for a phase-keyed signal can be
determined from dependence (2.49). If we compare expressions
(2.49) and (5.32), we see that with the phase~keyed signal pro-
cessed noncoherently by the circuit in Fig. 5.12, the signal
frequency separation with respect to the circult may be
approximately % times greater than when it i1s coherently processed.

The energy losses here are a functlon of the ratilo T..= N and,
o 7
for prescribed values of D and F, can be determined from the graph

shown in Fig. 5.10. Since the width of the maximum signal YH(t)
along the time-delay axis at the output of the Fig. 5.l12a

circuit corresponds to the high-correlation interval of the
Indeterminacy function of the phase~keyed input signal, there is
a minor deterioration of time-delay measurement accuracy with the
signal noncoherently processed in this manner.

5.3. Methods of Compressing the
Dynamic Amplitude Range of the

Input Oscillation and of Normal-
izing the Interference Intensity

Depending on the nature of the interference and the operating
conditions of the radar, there may be a variation in the
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interference intensity as the signals are processed. An optimal
signal-processing algorithm, in this case, provides for
supplementary processing of the input oscillation ahead of 1its
optimal filtration, and also for the modification of the threshold
level in keeping with the fluctuating intensity of the inter-
ference [99].

In practical terms, a minor change in the intensity of the
interference over the duration of the signal will occur in a
number of instances. In this event, the preliminary processing
of the input oscillation can be eliminated, with the normalizing
operation for the interference intensity simply a matter of
changing the threshold setting. For nonstatlonary Gaussian
interference with uniform spectral density the threshold level,
as demonstrated in [81]. 1s a function of a certain quantity 2,
deflined by the dependence

1+f..,

! 3
=T dhsS 5 (1) dt, (5.33)

where <N0> 1s the mathematlcal expectancy, assigned a priori, of
the spectral density of the interference;

AFn 1s the spectral width of the interference.
Whenever the intensity of the recelved signal may be assumed

to have Rayleigh distribution, the threshold level for changing
intensity 1s defined by a simple dependence [81] of the type

Yo('l'a)%ﬂoz' (5. 3“)
where BO is a constant normalizing coefficlent.
With allowance for cxpressions (5.33) and (5.34), the

threshold level may be formed by a single channel, in the way
shown in Fig. 5.13.
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Fig. 5.13. Block diagram showing formation of thres-
hold level.

When the band of the matched filter Aw¢ is broad enough, so
that
AW, a1 (5.35)

the need for a speclal band-pass filter in the threshold-level
shaping c¢hannel 1s eliminated, and this channel's video filter
can be directly connected tc the envelope detector output, as
indicated by the broken line in Fig. 5.13.

With changing interference intensity the implementation of
an optimal solution algorithm is unaffected Ly wheiher there is
adjustment of the threshold level Yo(ta) or whether there 1is a
proportional change in the output effect Y(t1) with respect to
the fixed threshold. For this reason, when the interference
intensity is subject to variation, adjustment of the main-channel
transmission factor will also be optimal, in which case the
control signal will be a function of the quantity Z. Normally,
the control of the transmission constant in the signal filtering
and processing channel 1s accomplished at the channel input. A
simplified block diagram of the signal-processing channel for
this case in shown in Fig. 5.14.

In the design of real instrumentation, along with the tank
of norming the nolse intensity one must also solve the problem

139




Attenuator | Matched Envelope | Resolving,
filter detector unit

Band-pass = Detector Video Functional

= filter filter converter

Fig. 5.14. Block diagram showing normalization
of interference level.

of compressing the dynamic range of oscillation amplitudes at
various points in the signal-processing system., This is becauce,
depending on the type of target and 1ts spatial position with
respect to the radar, the level of the echo signals may vary
within considerable limits., In practical terms, the dynamic
range of echo-signal amplitude variation

AA""': 21g "Ausne (5.36)

may constitute a significant value in the order of 60-10v dB.

Actual circult arrangements for the filtering and functional
processing of signals have a limited transmission capability in
terms of the dynamic working range of amplitudes these systems
can handle. Oftentimes thils range is far below what 1s called
for. To match the dynamic amplitude range of input signals to
the operative dynamic band of the real instrumentation, the
amplitude range of the signals to be processed is compressed at
various points in the processing system.

If the signals are to be processed Iln the presence of
daussian interference, the optimal approach is to compress the
dynamic amplitude band of these signals only at the filter
system output since this gives a one~to-one functional
conversion of the a posteriori distributlon, which, provided the
threshold level is appropriately compensated, leads to no
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degradation in signal-parameter detection and measurement
performance. Nevertheless, with this method of dynamic band
compression the range does remain considerable at the filter
system input; moreover, if the filtering device is of the multi-
channel variety (Figs. 5.6, 5.7), the band must be compressed
simultanecusly at the output of all the filtering channels,
causing additional inter-channel mismatching because of equip-
ment errors in the compression operation to reduce the range.

In practical terms, therefore, it 1s more expedient that the
dynamic range of amplitudes be compressed at the filter input.
With this technique, not only is the input oscillation range
matched with the technical specifications of the filter systems,
but it is compressed in a cirguit common to all the channels
with the result that there 1s no additional mismatching in the
characteristics of the individual channels. Moreover, by
compressing the dynamic range at the filter input it 1s also
often possible to normalize the interference intensity at the
same time. This combining of functions is a specific advantage
of compression by means of a nonlinear circult affording a rigid
limitation of the input oscillation amplitude (Fig. 1.5).

It will be appreciated from expression (4.19) that there is
a normalizing of the spectral density of the interference at the
limiter output, with the result that its dispersion at the
filter output remains constant regardless of the noise level at
the input of the signal-processing channel. In this case, the
dynamic amplitude range of the signals at the output of the
filter device, with respect to the interference level, is

Ay, =101g ATAW — I,

where ﬂ® indicates the losses encountered in practical filtering

circuits.
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If the nonlinear circuit has a logarithmic amplitude response,
the interference intensity is normalized only for a specific type
of circuit connection.

Let a nonlinear circuit with a logarithmlc amplitude response
effect a logarithmic transformation of the amplitude of a signal
reaching its input:

(1) = A(t) cos ot -+ ¢ (£)]»

so that at the output of the ecircuit in question this signal is
converted to the form

(=24 l1n A ] cos o+ 1) .

where c1n is a constant conversion coefficlient.

If the envelope distribution follows the Rayleigh law, the
envelope dispersion for the oscillation uaux(t) at the output of
the circuit with logarithmic amplitude characteristic will be

2 ¥
Cn®

=< e, InA@NP> — <e, In A () >==——, (5.38)

and the mean value of the envelope of the same signal uBHx(t)
will be

_ & 2
<Uruy(1)>= e, I"A({)>='§9 [ln°-3+c’]’ {5.39)

where 2, is Buler's constant. [Translator's Note -~ The subscript
letters "sx" and "swx," 1t will be recalled, represent "input"
and "output," respectively.]

From expressions (5.38) and (5.39) it 1s evident that in the
logarithmic conversion of a radio-frequency oscillation the
dispercion of the envelope of the oscillation is normed.
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When the logarithmic circuit is connected ahead of the
coherent filtering unit (e.g., in place of the limiter in Fig.
1.5), there will be logarithmic-law compression of the oscillation's
dynamic amplitude band, but there will be no normalizing of the
interference intensity at the resolver input since the total
noise power at the filter system output 1s rot normed. However,
1f the logarithmic circuit 1s connected at the output of the
coherent filter unit, as illustrated in Fig. 5.15, then by
virtue of the normalization of the envelope dispersion (5.38) the
interference fluctuation intensity at the resolver input will be
stabilized, A differentiating network ls normally employed, in
this case, to separate the fluctuation and constant component at
the output of the noncoherent_signal-processing system.,

Coherent | lloga- Differend Resclve
Video 1y
»{ filteringfeirithmic -wiDetectoritiating ™ filter ™ ing
unit ampl ifiej network unit

Fig. 5.15. Block diagram showing the normalization
of interference intensity through the use of a
logarithmic amplifier.

The logarithmic network may be connected ahead of the
filtering circuit primarily in noncoherent signal processing
for the purpose of normalizing the interference intensity and
compressing the dynamic amplltude range at the filter input.

We see, therefore, that the nonlinear conversion of the
signal amplitude at the input of the filter system affords a
number of practical advantages over the compression of the
dynamic range at the output of these systens.

In the general case, this kind of nonlinear conversion, in

the presence of Gaussian noise, violates the optimal signal-
processing algorithm and may lead to a deterioration in detection,
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resolution, and measurement of signal parameters (Chapters 3 and
k). Nevertheless, under specific conditions, (3.38) and (3.43),
such nonlinear conversion in the form of the limitation or taking
of the logarithm of the oscillation amplitudes at the fillter system
input results in only minor degradation in detection and measure-
ment performance, and may therefore be acceptable for practical
purposes in many linstances.

5.4, Design Principles of Resolution
Devices and Devices for the Logical
Processing of Signals

The primary tasks of the resolution device (resolver),
regardless of the operating mode of the signal-processing system,
are the twin tasks of threshold comparison and rilter-system cut-
put effect analysis. In the detection mode the resolver effects
a comparison of the output effect envelope IY(T,Q)I with the
threshold, determining the regions of the parameters Tt and Q
within which the threshold has been exceeded. In the fine-grain
parameter measurement mode the resolver searches cut the maximum
of the function |¥(1, Q)| in those regions of parameters T and
where the value IY(T, Q)l has exceeded the threshold. Whenever the
fllter-system output effect depends on only one parameter which
1s also a time function (for example, the parameter 13), the
threshold comparison and output-effect analysis are accomplished
sequentially by single-channel systems.

Thus, for example, in the detection mode, thc signel envelope
from the filter-system output is fed to the threshold unit (Fig.
5.16). Signals exceeding the throeshold Y, are converted by the
amplifier-limiter into standard-amplitude pulses Uy vhose
duration corresponds to the time during which the oscillation
|¥(t)| exceeds the threshold (Fig. 5.17). The resultant pulses
are differentiated, uA“¢, and their delay Tyn? Tiwe Tone Tok
relative to the beginning of the time reading is determined by
the time-interval clock [Translator's Note - The subscript letters
"W" and "w" stand for "beginning" and "end," re¢spectivelyl].
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Fig. 5.16. Block diagram of a single-channel
resolving unit for the detection mode.
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Fig. 5.17. Time dlagrams illustrating the
operation of a single~channel resolvling
unit in the detection and measurement mode.
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The maximum value of the function |¥(t)| in the measurencit
mode is determined by differentiating the signal |Y(t)|, followed
by the fixing of the moment at which the resultant derivative
passes through zero. The block dlagram of the resolving unit
for this situation is shown in Fig. 5.18. The differentiated
oscillation |¥(t)| reaches the input of the zero~-transition hold
circuit, in which the negative half-waves of the oscillation
|¥Y(t)|' are converted by the amplifier-limiter to standard-
amplitudes pulses u¢ (Fig. 5.17). Further, these pulses are
differentiated and from them are formed the zero-transition pulses
U, In the peak-pulse shaping circuit the time intervals defined
by the pulse uorp are gated, and from the pulse train uH those
pulses are segregated which correspond to the peak positions of
the function |Y(t)| in those regions where this function exceeds
the threshold Unanc® The tine-interval metering unit clocks the
time lag of these pulses Timanc and Tomanc with respect to the
beginning of the time count, which describes the parameter T, to
be measured.

ime
interval
metering A
gire

4 priori data on the
threshold-execess region
from the detection unit

fg. 5.18. Block diagram of time parameter measurement.

When the output effect is a function of more than one para-
meter - for example, T, and Qo -~ 1ts distrubution for one of these
parameters is discretely represented in the form of the values of
the oscillations from the outputs of the individual filter system
channels (Fig. 2.1). The resolving unit, in this case, must make
a threshold comparison of the output oscillations from each
channel. Since now a single signal may exceed the threshold in
several channels, there is formed a threshold excess region. By
way of illustration, Fig. 5.19 shows the topographic representation
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' the case of multichannel filtering.

of the threshold excess region for the two-dimensional output

effect |Y(t, Qi)l. In the detection mode the resolver must

. determine the boundaries of the region Ty Ty QH, Qu‘ This
operation can be accomplished by means of a parallel-action

’ computer circuilt designed to simultaneously compute instances of

threshold excess both by time and channel, while at the same

time recording the values of the appropriate Tt and 91 parameters.

In the measurement mode, on the other hand, the resolver wurks

to ascertain the maximum value of |Y¥(t, Qi)l in the threvhold

excess region. This 1is normally accomplished by sceking the i

maximum reading for those values of the function |Y{t le

which satisfy a system of equations of the type

i i N i A o e e s e

S e A ot 0

. *3‘
dlr e ) g (5.40) ,
dx ’ )

»

that 1s, a successive search 1s made for the maximum values of
the signal for the sections of function |Y(t, Qi)l along the
¢ axis, with the minimum value then singled out from the aggrerate

of values derived for the function |Y(« Qk)l'

m?
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In practical terms, a resolving unit capable of performing
these operations turns out to be a fairly complex piece of eguip-

ment because of the need to store and sort through a large quantity

of different values for the function |Y(t, ﬂi)l. In the circuit
arrangements usually encountered in real applications, a resolver
designed to analyze a multidimenslonal output effect can be
simplified by averaging this effect or by transforming it on a
space-time basis.

Averaging the output effect for all parameters except T has
the effect of transforming i1t into a time function, and this in
turn makes 1t possible subsequently to effect the analysis for
the delay time alone using single-channel systems of the kind
shown in Figs. 5.16 and 5.18. The output-effect analysis for
the averaged parameters is accomplished, in this case, only for
those of its sections in which the parameter T maximizes the
averaged value of the function |Y(t)|. Specifically, when the
output function depends on the two parameters T and &, the
averaging of its values for frequency can be resolved to the
nonlinear summing of the signals from the channel outputs of the
filter systen [81], in which event the block diagram of the
resolving unit for the measurement mode will appear as illustrated
in Fig. 5.20:

The signal [¥(T)] o, at thé input of the time-differentiation
circuit represents the frequency-averaged ouiput effect of the
multichannel filter system. Following the time differentiatlon
of lY(T)|<9>, the parameter-estimate circuit for t is used to
produce delay-time values 10 for which the oscillation 1Y(t) ] (g5

takes on maximum values. For time sectlons corresponding to the

value 10 a determination is made, by means of the circuits

which provide a differentiation for @ and estimation for R,
of those parameter Q values which maximize the function

0
[Y(t", @)}
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A point to bear in mind is that the application of the
output-effect averaging method based on any one parameter permits
the realization of potential measurement accuracy only in the

event the signal processed has originated from a single

target

[81]; otherwise, output effect averaging may result in a
deterioration of processing system resolution since in the case
of numerous radar slgnals an indeterminacy function averaged for
any particular parameter will have a structure worse from the
standpoint of resolution than its individual sections for that

same parameter.

The space~time conversion of the outpit effect also has as
its purpose the reduction of the enuvire information to a single

channel.

Considering that within the time interval At << t

Kop

the function Y(t, Qi) undergoes littie change, the latter can be

represented by its sampling values within the time intervals At.
The resultant sampling values for all channels are then combined

into a single channel by means of time-~division multiplexing.
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The space~time conversion operation 1s normally performed

4 by a commutator switch sequentlally connecting the individual
filter system outputs to 1its output. By way of illustration,

¥ig. 5.21 presents diagrams of the space-time output effect
conversion when this effect 1s represented by a certain regular
component corresponding to the envelope of the autocorrelation
function |¥(t, Qi)l for a square-wave radio-frequency pulse (2.34).
As a result of the limited operating speed of the commutator, the
same channel 1s connecced within a time interval

; Ton>i(Txon+Tncp) ) ' (5.41)

where TKoM is the duration of the connection of' the channel;

i Tnap is the duration of the switching of the channels.

brie, ) ¥(r.2,)
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Fig. 5.21. Output effect space~time conversion diagrams.
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The output effect of the separate channels takes on the
form of pulse trains staggered in time. These sequences are
combined at the commutator output, as shown in Fig. 5.22. Once
they have been combined in a single channel, the pulse sequences,
characterizing the sampling values of the output effects of all
the channels, reach a single~-channel resolving unit which determines
the threshold crossings and separates out the maximum value of
the pulse sequence Y(t)’_.p (Fig. 5.23) [Translator's Note - The
subseript letters "np" represent "converted."] The position in
time of the maximum~-value sampling with respect to the origin of
the coordinates determines the value of the parameter Tg, and its
delay with respect to the operating cycle of the commutator - the

parameter ﬂi (Fig. 5.22).

v( *)np

[}
r’ o T ¢
xoM nep

T

Fig. 5.22. Time diagram of converted output effect.
Designation: Hom = commutator; nep = switching;
on = interrogation,

ver
(. 3?;).-—_
. 0 .
. ® Resolving f——w1v?
&  pesmamusniin
. 3 unit e Tt
. g
[}
——:* p
He52,) — =

Fig. 5.23. Block diagram of resolving
unit with space~time conversion.
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Since the time quantification of the output effects is not
time-locked with the arrival of the echo signal, the space-time
conversion 1s the source of additional deterioration in the
signal-detection and parameter-measurement characteristics. 'The
resultant reduction in the signal/noise ratio because of the
discrete arrangement of the frequency channels along with the
discrete element in the time factor will be described, according
to (3.8), by the normed indeterminacy function IW(rJ, 93)!

where Tj and QJ define the reading error in the maximum value of

this function for the j-th measurement. Meanwhile, the maximum
energy losses in the detection characteristics, measured in
decibels, can be determined fpom the formula

(5.42)
n,=10lg

lw( 2)

where 61’ 69 represents the disprete sampling ghcrements.

The average energy losses will be expressed in the form

M‘P lOlg i , ’ (5.43)

5
{ | Peoyw orave
¢ o

where ndcp are the average energy losses due to quantification in
decibelsy

P(t, Q) is the probabllity density in the distribution of the
samples with respect to the maximum value of the function
2
[¥(t, Q)]°.

On the assumption that the sample distribution density with

respect Lo the maximum is uniform and that the time samples are
independent with respect to the frequency samples, expression
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(5.43) is rewritten in the form

nh‘pl=‘01g 1 ' . (5.44)

]
. ]
T;J)';' I J ¥ (=, Q)j*d=i0
(]

Speciflically, when the .discrete element in the spacing of
the channels is sufficiently small |¥(0, ©;)|22¢1, and the energy
losses are determined only by the time samplings, in the case of

the matched filtering of a square-wave radio pulse, with allowance

for expression (2.34), these losses can be computed by means of
the following formula

I, = 1018 — 75— (5.45)
\ -7+ Tre

When 61 = %, average energy losses amount to a value of
about 1.3 dB., Deterioration in measurement accuracy for the
parameters t and Q, when space~time conversion 1s employed, will
be caused not only by the reduction in q2, but also by the
discreteness in the reading of the parameter to be measured. The
degree to which measurement accuracy is impaired by this factor

can be additionally estimated by expression (4.27).

Along with the operations of signal detection and parameter
measurement, the resolver must also perform a varying logical
processing of the derived data. The end purposz of thls process-
ing is the purging of the primary radar information of spurious
data originated as the result of the passage of different inter-
ference through the processing channel.

The signal 1s logically processed by matching some particular

one of its characteristics, acquired as the result of the optimal
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processing of the input oscillation, against an anticipated
attribute. Based on the findings of this processing, the data
whose characteristics fail to match those anticlpated are
subsequently sifted out [14, 72, 82]. The attributes used to
effect this discrimination of signals may be the extent of the
signal, 1ts spectrum, direction of arrival, and so forth.

This kind of logical processing 1s conducted according to
the block diagram shown in Fig. 5.24. The auxiliary channel
passes signals whose parameters lie outside the parameter region
of the useful signals, for example, outside the region of the
useful signal's frequency band, extent interval, or arrival
direction. 1In the comparison clrcuit a comparison 1s made between
signal intensity in the primary and auxiliary channel, and in the
event the output effect from the auxiliary channel is exceeded,

the resolver input 1is blanked by the blanking-pulse shaping
circuit.

Main-signal Blanking
el filtering : -
i jand pro- stage
| |lcessing
: channel
!
L Jauxiliary. Compar- B&iggins'
hannel 1son ghaping
c .
circult eircult

Fig. 5.24. Generalized block diagram of
logical signal processing.

It 1s important to note that this type of logical signal
processing at the filter system output is not optimal and in
certain conditions results not in the improvement, but in tne
disruption of primary radar information. For this reason, it is
recommended for use in limited circumstances when , fcr one reason
or another, optimal methods for the resolution of useful signals
against an interference background are not feasible.
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5.5. Information Encoding and
Transmission in Signal Processing
Systems

When transmitting information between distinct processing
systems and when introducing such information into the electronic
computers responsible for the secondary processing of the data, it
is convenient from a practical standpoint that this information
be converted into a discrete form wherehby a continuous message is

. represented by means of some code or other in the form of a
7 sequence of standard signals. Among the technical facilities
p - which provide for the transmission of digital information one
2 normally finds: a conversion-encoding device which accomplishes
the requircd conversion of the form of the message to be trans-
mitted; a communications line (link or circuit); and a device for
' . the reception of the information which converts the received

message to a form sultable for the user. As a rule, digital

information 1s encoded by means of a binary code using only the

two symbols "1" and "0." These signals are easily reproduced by
. the presence or absence of a (usually pulsed) signal.

Various types of codes may be used as a binary code for
message encoding. The simplest of these, which are employed when
there 1s no interference or operational malfunctions on the
transmisslon link, are the positional binary code (ordinary binary
code) and the cyclic code (CGruy code).

The positional binary code is formed by a positionally
arranged power serlies for the number 2. Thus, for example, the
number 11 can be represented in the form

' 1= 1.2 0.2t 1.2' H1.2°+ 1011,

The digits 1 and 0 standing ahead of the powers of the
number 2 are characteristic of the binary positional code. The
digital configuration (number of units) of this code p is
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determined by the value of the greatest degree e x in the

positional series and can be found as

P =N + 1. (5.46)

Whenever the value of a message to be encoded 1s capable of
assuming an intermediate position between the individual digit <
positions of the binary code, then, because of the considerable
variations in the structure of the code, serious encoding errors
may arise as some numbers shift to adjacent values. In order to
elimlnate these errors, cycilc codes are employed, in which the
transition to adjacent values is accompanied by symbol changes
in only one of the digital positons of the code. A cyclic code
can be derived from a positional and vice versa. To make the
transition from a positional binary code to a cyclic, a modulus
operation is performed for the code offset by one place and not
offset; for example

110t :
+ 110(1) =‘
wir

Whenever the encoded messages are to be transmitted 1ln the
face of varlous kinds of interference and/or transmission equip~
ment malfunctions, so-called correcting codes are used. Into the
strue 're of such codes are introduced control (check) symbols
whicih, by creating code redundancy, make possible 1ts verification
and correcticn. The basic types of these codes, along with the
methods for thelr formulation, are discussed in [21, 28]. The .
key characteristics of the converter invelved in the transformation
of an analog value into a discrete code are its resolution, digital
configuration (word length), and operating speed.

The conversion resclution an is defined by the ratio

. A,
Cnp=57? (5.47)

where Aa is the variation range of the analog value.
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The resolution of a converter deseribes the error introduced

by encoding, which, following (4.27), for uniformly spaced discrete
increments, is

—.. Snp
%m“—.2]ﬁf' (5.48)

If the encoding error is assligned, the required digital

configuration of the converter can be easily found from (5.47)
and (5.48):

4
p;vlog,(w-a_-:—“-;-_{.l). (5.49)

It should be noted that the resolving power of real converters
is limited by the practical capabilities of the equipment.
Specifically, practical amplitude-to~code converter circultries
have a minimum resolution an min determined by the limiting
sensitivity of the comparison circuits. With allowance for
equipment instability of various kinds, the limiting sensitivity
of modern electronic comparison circuitry is about 0.03 V. If
the converter 1s to provide the required operating accuracy, the

followlng condition must be satisfled:

8up = (2 + 3) 8ip snne (5.50)

[Mruu = min]

Whenever practical considerations dlctate the selection of
a larger value for an, the scale of the quantity Aa must be
increased in order to preserve conversion precision; however,
this increase is also limited, in real equipment, by the range of
linear transmission for the parameter a. For example, conven-
tional converter circuits in actual use will permit a ratio of

8,

Sup witn

=30-+40 43,
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With allowance for condition (5.50) and relation (5.48),
such converter circuits make possible the encoding (measurement)
of signal amplitude with an rms error of the order of 1-0.59%
with a code length of p = 6-7.

If there 1s a need to boost the amplitude measurement
accuracy, converters can be used which offer a high-speed digital
gain control feature by mean: of which the range AA can be
considerably expanded.

A variety of principles may be used in the design of
practical converter circuitries. Fundamental among these
principles of consecutive computation, readout, comparison, and
subtraction [21, 28]. The selection of a particular principle is
based on practical considerations and converter specifications.

Two technlques are employed for the extraction and trans-
mission of the code from the converter - a parallel and a
consecutive,

In the first instance, each digltal position of the code is
extracted simultaneously with the others to its own transmission
line (Fig. 5.25%a). With consecutlve extraction there is one
transmission line and the code bits are arranged consecutively in
time (Fig. 5.25b).

With parallel extraction, the converter speed tqu must be
sumewhat less than the correlation interval of the analog

quantlity to be converted, that 1s

!
trom < 537+ (5.51)

With consecutive extraction, the converter speed requirement
increases as the code length grows larger:

{
fenas < (5.52)
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pometie 9 t [Con- Output
Input . —-:->2’ verter
osclllation Cen- .
verter
: UDNI
— Code pulses
2 2 PR -
B
Spacing of digital
. positlons in time

Fig. 5.25. Parallel and consecutive code detection.
Designation:UBblx = output voltage.

Today's practical circultries for discrete semicénductor
converters provide speeds of about 20 nanoseconds. With parallel
code extraction, this permits the encoding of analog data whose
spectrum does not exceed 20 MHz.

; The reception of transmitted digital information is the
{ function of decoding and matching devices, whose basic tasks are i
‘ the storage of the transmitted information, the conversion of !
this information to a form sultable for the customer, and its x
delivery to the customer at the required moments of time. The '

Ve s o 2e oG S - e R e M

principles underlying the design of such decoding and matching
devices have been set forth in sufficient detail in [21, 28, 34,
437,

6. METHODS FOR THE TECHNICAL REALIZATION
’ OF SIGNAL-PROCESSING DEVICES

6.1. Basic Techniques in the
Techriical Realization of
Signal-Preocessing Devices

s o

The major types of practical signal-filtering and processing
sy-tems may be conveniently classified according to their operating
modes, structural features, and the kinds of physical instrument-

ation they employ.
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In terms of operating mode, these devices can be subdivided
into those which filter and process the oscillations received at
their input without the preliminary memorization (storage) of these
oscillations, and those in which signal processing occurs after
the storage and time-scale alteration of the input oscillation.

In systems of the first type the integration and execution of
other operations with the signals takes place in instantaneous
real time, while a characteristic feature of the second type 1is

the possibility of significantly varying the time scale for the
operations to be performed.

In terms of structural features (design techniques), two
groups of signal-processing devices are conventionally
distinguished: those of the analog type and those of the digital
type. It is characteristic of the first group that they are
designed around analog elements, whille systems of the second
group are designed predominantly on the basis of discrete diglital-
engineering components.,

The principal physical devices incorporated in signal-
processing systems are a large varlety of electronic, electron-
acoustic, magneto-electronic, electron~optical, acousto-optical,
and other radio and physical circuilts. By virtue of the highly
specific nature of the technology involved in the design and use
of equipment employing different electromagnetic wavebands, this
attribute provides a convenlent means of differentiat.ing between
two types of system: the electronic and the optical. Systems of
the first type empyloy electronic, electron-acoustic, and magneto=-
electronic circuitry, using radio-frequency and acoustic
oscillations as the basic informatlion carrilers. Devices of the
second type are designed principally around electron-optical and
acousto-optical components in which the data are for the most
part carried on signals of the optical waveband.
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6.2. Real-Time Slgnal-Processing
Systems

Systems of this type filter and process the oscillations

directly received at thelr input without any preliminary alteration

of their time scale. All three methods of signal processing can
be employed for the implemenation of this class of filtering
device: the correlation method, the correlation-filtering method,
and the filtering method.

Purely correlative signal-filtering techniques, according
to tne structural scheme shown in Fig. 5.1, are comparatively
uncommen in radar systems. Normally, these methods are used in
single-target radars in which there is the possibility of a time-
consecutive search for the frequency of the signal and its delay
time. Whenever the requirement is for the simultaneous process-~
ing of numerous signals over a wide range of frequency and time-~
delay variation, practical considerations militate against the
use of correlation-type filter circuits as necessitating the
operation of a large number of channels with great variety in
reference signal parameters.

More extensive possibilities for the practical design of
filter systems are afforded, in this case, by the application of
correlation-filter and filter methods. By way of example, Fig.
6.1 shows a block diagram of a practical system of signal
processing. in a range of delay time and Doppler frequency shift,
in which the signal filltering operation is accomplished accord-
ing to the correlation-filtering method [3, 57, 90]. The system
is desligned to detect and measure signal parameters. The
circuitry contains 1 time channels, in each of which the input
oscillation is multiplied by the appropriate reference signal
(5.8) and (5.22). Following the miltiplier stage, the IF signals
travel across a band-elimination filter and dynamic range
compression circuit to a filter unit consisting of m filtering
channels which provide frequency coverage of the entire possible
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Doppler frequency range of the received signals. As a rule, the
preliminary multiplication of the input oscillation by the
reference sig:al makes it possible to simplify considerably the
structure of the individual filters of the set (5.23)

In each time channel, according to the intensity distribution
of the signals, the signal frequency is metered at the output of
the set of m video filters. The signal delay-time measurement is
made after the output effects in the time channels have been
averaged for frequency and the information from all the time
channels has been combined by means of space~time conversion
(Chapter 5). The data on the frequency estimate for the signal
from each time channel reach the frequency code commutator, where
the code is discriminated from that time channel only in which the
signal was detected,

In the filtering of signals whose parameter value p
approaches zero - signals of type (2.45) - the discrete element
in the alignment of the time channels 61 for the delay time must

T
not exceed the interval To Now, if 61 = ii’ the system's energy
losses due to the quantification will be in the order of 1.3 dB

(5.45).

Filtering and signals for which p - AWAT - signals of the
kind (2.37) - is possible for a considerably greater time-lag
spacing of the reference signals. The discrete spacing element
61’ in this case, may be Jncreased to a value of

T
—%ﬂ with no appreciable energy loss, resulting in a significant

reduction in the number of time channels in the filtering of such
signals. It is important to remember, however, that this

approach entails an ambiguity in the measurement of the frequency-
time distribution of the signal (Section 3.2), which can be
eliminated only by subsequent modification of the modulation law
in the main (transmitted) and reference signal. Thus, for

163

o

T 8 st A b S G o el g € O




“ o ey T s Tt
e i wefon g e RV gL A AT SN e ek ey

example, in [90] it is suggested that the measurement ambiguity
be elimilnated through the alternate use of a maln pulse without
frequency modulation of type (2.33) and a main signal with

linear frequency modulation of type (2.37). Now, during the
radar's first working cycle tl (Fig. 6.2) a determination is made,
based on the measured frequency deviation of the reflected signal
from the reference Vis of the signal's Doppler frequency shift vn,

while in the second cycle t2 the slgnal delay time is uniquely
measured as

v, — VAT
Ty — 7‘30+ - .Fﬂ. [}

where T30 is the delay of the reference signal;

F
K% is the rate of change in the frequency of the frequency-

modulated signal.

In practical terms, the use of currelation-filtering methods
of processing is normally recommended either for the filtering of
fairly complex signals where the design of matched filters
represents an arducus technical problem or whenever the anticipated
range of Doppler frequencies of the signal 1s commensurate with

the latter's spectrum, while the signals have parameters faor
which ATAW >> 1.

fI = Reflected signal Reflected signal
in first cycle . in second cycle )
1 Y, / Vs
(]

ﬁ T ot duld oo wws e ‘
Reference signal t ,

! | Rer- |

B | erence

%

Fig. 6.2. Graph of the frequency change in
a retunable signal-processing system.
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T many other situations, practical filtering circuits can
be based on filter methods of signal processing. Such signal-
filtering techniques call for the avallability of only one time
channel, and they do not require special circuitry to multiply
the input oscillation by the reference signal. In structural
terms, the signal-processing circuit in this case (Fig. 6.3)

‘ . represents a particular version of the circuit shown in Fig. 6.1,
Figure 6.2 shows in somewhat greater detail the frequency and

[ . time-delay metering unit, desined in accordance with the
arrangements depinted in Figs. 4.2 and 5.18.

The metering unit in the circuit depicted in Fig. 6.3 measures
the frequency, for each time section, only for one maximum signal
and does not resolve the signals for this parameter. When
possibly several signals differing in frequency may be present
in a ¢ ~~le time section and an independent v parameter measurement

y : is req..red for each of them, the frequency measuring circuit nust
select a prescrited number of maximum values for v, calculating é
} for each of them the appropriate correction factor. As already :

noted, in most cases output-effect averaging results in a

deterioration of processing-system resolution, and for this reacon ;
when processing signals from a multiple target, the discriminaticn

of the peak values for T in the resolving unit is performed in each
frequeacy channel, as indicated in Fig. 6.4.

o 38

When any signal parameter 1s known with accuracy to the
high-correlation interval and the requirement 1s merely to refine
the value of this parameter, the measurement circuitry normally
employs discrimination methods. By way of ecampie, Fig. 6.5 shows
& signal-procesaing system with frequency refinement. 1In this
2ircuit the signal frequency is measured hy estimating its
aeviation from a certain value of a frequency Vos which 1is the
center frequency of the discriminator. When the frenuency deviates
frem Vg the discriminator output produces a signal which is
proportional to the value vyT defining this deviatior. _Trans-
lator's Note - The subscript letters "yrt" stand for "reflaed."|
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Fig. 6.4. Block diagran of signal-processing system in
the presence of a multiple target.
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For systems operating in real time and providing input-
oscillation processing without preliminary storage, the monopulse
method of signal processing, whereby there is no consecutive
retuning of the detection or measurement circult parameters, is
a characteristic feature. However, in the case of radars having
target tracking modes involving the fairly prolonged illumination
of a single target over many operating cycles of the radar,
there may be changes in the parameters of the processing system
during tracking as they adapt themselves to values ensuring
optimal signal processing conditions. The process of this system
alignment is usually referred to as "target lock-on." For
example, with the protracted illumination of a single target the
operation of selecting the maximum values of the function
|Y(t, )| and of computing the correction factors for these values
is not effected on a parallel-time basis, as indicated in Fig. 6.3,
but sequentially (consecutively).

During the initial operating cycles a determination is made
of the maximum values of the funeticn |Y(:, R)], while subseguent
cycles provide for the use of the discrimination circults to
measure the corrections for the values of the appropriate para-
meters. In many cases, this kind of consecutive signal process-
ing results in simplified flltering and measuring equilpment.

6.3. Signal Processing with Time-Scale
Conversion

In certain cases, signals are processed with preliminary
memorization and alteration of the time scale of the input
oscillation. A simplified block diagram of this type of signal
processing system is shown in Fig. 6.6. Signal processlng with
preliminary storage and time-scale modification is usual is
situations when the extent of the signal is sufficlently long
and there are practical difficulties in the design of flltering
systems capable of ensuring long-term integration, or in the
event that the received signal is to be multiply repeated for
subsequent processing.

169

PR sl

PR




-

P -

T L T Y A

Read-out [4Xfat) | Filter

unit device
X(s) Y(t)/x(at)K(at-T)dat
X)), memory . Resolving feem
device device .

Fig. 6.6. Block diagram of the filtering
and processing of a signal with preliminary
storage.

Storage methods may be conventlonally divided into two kinds:

dynamic and static. In the case of dynamlc storage, as the
converted oscillation 1s filtered and logically processed, the
signals already accumulated (stored) are erased in the memory

unit and newly received signals are recorded. In static storage,

there 15 no erasure of oscillatlions already recorded, but fresh
incoming signals are stored in new cells of the memory unit.

Dynamic storage 1s normally employed when the reception of
the oscillatlion at the memory input is continuous in time.
Provided the operating modes of the memory are properly matched
with those of the remaining units of the system, 1t 1is possible
to achieve a time-continuous filtration and loglcal processin;
of the signals with a certain smail and regular delay in the
release of data regardiag the osclllations reaching the system
input. Statlc storage is common when the input oscillation is
limlted in time. The filtering and logical processing of such
statically memorized osclllations may take place repeatedly and
with a relatively extended delay time.

Many methods exist for the lmplementation of read-out and
memory units. One of the more common is the method of dynamic
storage and tlme-scale compression by means c¢f a feedback delay

line. A block dlagram of a device implementing this method is
shown ipr Fig. 6.7.
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Fig. 6.7. Block diagram of dynamic storage unit
with delay line.

By means of a quantizer, the input oscillation x(t) is |
transformed into time samples carrying information on the amplitude
and phase of the signal. In accordance with the signal

quantizing theory, the time interval between samplings 1is selected
as

!
A< W

where Awax is the rms value of the energy spectrum of the input
oscillation.

The value of the oscillation's amplitude and phase at the
moment of the time sampling is represented, by means of an enccd-
ing circuit, in the form of a time code for the amplitude and
phase, which occuples in time an Iinterval To. Figure 6.8a shows
a schematic representation of the input oscillation, and Fig.
6.8b the pulses of the time intervals within which is arranged
the amplitude code; there will also be a similar pulse sequenc:
of time intervals for the phase code as well. The pulse code for
the amplitude and phase reaches the appropriate storage ring
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(Fig. 6.7). Since the operation of these storage rings is
identical, we shall consider only one of them, specifically the
amplitude storage ring.

The time interval TO accommodating the code is chosen in
keeping with the dependence

Al

{ where T°6p is the processing time interval of the input oscillation.

’ ‘ The delay time duration in Fig. 6.7 1is set as equal to

‘ At-To. Now, within a time interval equal to Tooo'At there will
occur at the input of the delay line a sequence of time codes
corresponding to the parameters of the time samples of the
oscillations over the period Toop as arranged in the time interveal
At (Fig. 6.8a). If within the time T°6p the arrival of the
oscillation ceases, then the sum of the codes carrying all the
required information regarding the amplitude or phase of the
signal x(t) will circulate in the appropriate ring of the delay
line.

In the event the oscillation continues to reach the input of
the system, provision must be made in the feedback circuit for a
blanking stage to break the circult at the instant the next time
code reaches the beginning of the dealy line from the quantizer
and encoder. This will be accompanied by the automatic regular
erasure of the stored signal and the recording of the newly
arriving signal (Fig. 6.8¢c, d). In this way, codes for the
amplitude and phase of the time-compressed signal will be formed
at the output of the appropriate storage ring in the system
pictured in Fig. 6.7, with the time scale of the input signal
changed by Toop/At times. The resultant codes may be converied
to an analog signal or else directly used for the filtaring and
logic processing of the input oscillation.
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Another method of storing (memorizing) and converting the
time scale of an input signal involves the writing and reading
of the signals at different rates. This 1s a more general method
and one which may be employed for both the dynamic and the
static storage of signals. A system implementing thls method may
be schematically represented as shown in Fig. 6.9,

Memory elements

| - T

—

Qg Sweep
%, gen=
0 erator
. ‘96 :

x(S) converted
oscillation

Fig. 6.9. Schematic representation of a storage
and readout device,

The recording beam causes the oscillation reaching the input
to be recorded on the storage element mosaic. The recording rate
Vsau is determined by the recording resolution and the correlation
time of the input signal and can be established as

Tkop

Vs S ! Number of storage ], (6.1)
B : elements per second
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The read-out function is accomplished by the reading beam
at any rate that can be realistizally achieved. The direction
of this read-out is selected based on an optimum structure for
the converted signal.

In the practical design of devices of this kind a large
number of different physical mechanisms may be used, based on the
principles of magnetic, electrostatic, and quantum-optical signal
recording and reading.

7. ANALOG ELECTRONIC FILTERS

7.1. Basic Types of Analog
Electronic Filters

Analog electronic fllters serve as the baslis for the design
of analog electronic filtering devices. Depending on the filter's
required response structure and its operating mode, an analog
fllter of this kind may be the simplest type of electronic radio
circuit or a highly sophisticated device containing a large
number of various elements and physical mechanisms [45, 51].

Analog electronic filters are usually divided into the
following basic¢ types:

1. filters using oscillatory and aperiodic radio cir;uits;
2. fillters using phase and dispersion-type radio circuits;
3. filters using delay lines.

Each of these filter varieties is normally used for the

filtering of a definite class of signals and for the design of
filtering devices with different frequency response form,




7.2. Electronic Filters Using
Oscillatory and Aperiodic Radio
Circuits

In the majority of cases, filters of this type are employed
for coherent and noncoherent filtering devices for sighals in
which the product AWAT 1s comparatively small. Such signals
include those which are not subject to complex modulation laws
and whose amplitude spectra lend themselves to approximation by
the simplest kind of functions.

Structurally, fillters of this kind are synthesized for the
required frequency or pulse characterisiic through the use of
methods involving the multiple-series connection of single- and
two-pole networks whose resultant transfer function approximates
the required filter response with an assigned degree of accuracy.
This method for the approximation and composiiion of structural
filter circults on the basis of elementary networks has been
examined in detail in a number of special papers, including [5,
39, 77]. The basis of such one- and two-pole systems may be a
variety of reactive and resistive elements, as well as numerous
types of electronic-acoustlic networks. Depending on the major
elements they incorporate, the filters are appropriately named:
LC, RC, electromechanical, plezoceramic, quartz fllters, etec.,
etc. Fllter-~design techniques calling for different oscillatory
systems, the principles underlylng the technical executlion of
their components, and also their key characteristics have been
discussed in [1, 10, 53, 58, 861].

In any practical filtering device the celection of a
particular filter type is determined both by requirements having
to do with the electrical characteristics and by requirements in
the area of stability, ease of manufacture, operating features,
and cost. For example, LC and RC filters call ror no speclal
production technology and can be easily tuned; however, given
their sophistlcated multipolar structure they prove to be un-
wieldy in tuning anu, unless special heat-stabilizatlion measures
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are adopted, they exhibit a relatively low stability of 10'3.
quartz filters, while they offer high stability (10'6), require

a speclal manufacturing technology, are difficult to adjust, and ¢
are relatively costly. The plezoceramic ¢ .d electromagnetic kind
feature intermediate stabllity characteri tics (10'“), .re m re
compact in design than the LC filters and less costly than the
quartz type. They too, however, require a special production
technology and present problems in retuning.

The frequency responses of unipolar and multipolar filters
provide an approximation of a prescribed characteristlc only
with a certain error, for which reason the detection and
resolution of the filtering systems will be worse than the
potential characteristics, The deterioration in the signal/noise
ratio in this regard can be determined, in accordance with
dependence (3.8) and (2.18), according to the formula

_[ S‘ () Se( dl]
L= |, (O0) == mte, (7.1)

qcor.i S 1S (H)edl S (Se (D)2 !
-~

where S(f) and So(f) is the spectrum of the signal modulation
funccion and the filter response, respectively,

Figure 7.1 presents a graph illustrating, for several cf the
simplest filters, the change as a function of flliter structure,
ir the bandwidth value AFO ensuring minimum deterioration in the
parameter q2 when filtering a radio pulse with rectangular envelope.
The band AFO is read on the -3 4B level.

Table 7.1 lists the basic characteristics of a number of
filters, along with the energy losses caused by their mismatching
with respect to a radio signal with right-angled envelope.
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Fig. 7.1, Graph of the filter band AFO
vs the number of circuits.
Table T7.1.
Form of filter frequency response AFO'I3¢ Energy losses, dB
Gaussian 0.72 0.65
Series connection of five single 0.67 0.65
resonance circuits
Square-wave 1.37 (N
System of coupled circuits with 1.2 0.65
critical coupling
Single resonance circult 0.4 0.9

A filter's frequency response can be brought into closer
agreement with the required characteristic by adding Lo the
complexity of the fillter. Thus, for example, for filters whose
pulse characteristic has the form

K () =(1+bd+.. - but™")exp(—b,), (7.2)

corresponding to the presence in the resulting transmission
characteristic of this fillter of one real n-th order pole and
n - 1 prime nulls [24, 39], the energy losses in the filtering
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of a square-wave radio pulse, for n = 3, U, will be considerably
less than in the case of the simplest filters. The parameter

; values of tiie pulse characteristic for this situation are cited
in Table 7.2,

Table 7.2.

losses, dB
- ' 3 4'5 —2.9 g hamnd 0.04
4 6,2 14 ~74 284 0,3

P g For the filtering out of signals in the Doppler frequency

; band Av’ common practice calls for the use of a set of filters

' with overlapping frequency characteristics (Fig. 7.2). The number
: of filters in the set 1s fixed by the permissible measurement
error and by the permissible deteriorations in the detection
characteristics due to the discrete spacing of the filters (4.3,
5.4). The graph in Fig. 7.3 illustrates how the energy losses

are affected by the discrete value in the arrangement of the
filters when a square-wave radio pulse is filtered by a set
single~ and twin-circuit filters.

Kﬂ?

Fig. 7.2. Frequency:characteristic of a set of
filters.

Band-elimination filters for coherent signal-filtering

devices may be designed on the basis of the same oscillatory
systems used in matched and mismatched filters. However, as a
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Fig. 7.3. Graph i1llustrating dependence
of losses on spacing of filters.
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rule, nore stringent requilrements with respect to the rectangularity

factor are demanded of the characteristics of band-elimination
f1lters, with the result that such filters more often employ
electromechanical, plezoceramic, and quartz oscillatory systems.
The basic parameters of a number of band-eliminatlon fllters
using different types of osclllatory systems are cited in Table
7.3. The meanings of the parameters are explained by Fig. 7.4
and by the following relations:

BO = 20 1g Knp Is the fllter's transfer constant in the
transmittance band;

AR = 20 lg %5 is the nonuniformity of the filter transfer

np
constant in the transmittance band;

Afo is the filter's nontransmittance band at the
level of 1its transfer constant;

Afl is the filter's nontransmittance band at the
suppression level;

AT
)

o

|

s the rectangularity factor;

4

1
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K
B ' =20 1lg —%E- is the filter's suppression factor.

noja 5
Table 7.3.
Type of filter's f . M A
oscillatory system| O Hz| 5 | PwadB 4. dB| A dB
Plezoceramic  .lgoop—y| 1—3 |30-50 | 3—5 | 515
Electromechanical|{0,001—1| 2—4 | 30-60 | 36 5-15
- Quartsz 0,1--100] 2—4 30-100]| 24 3-10
K(f)
1
.._..lf."'_
.K, .
K.
/I/lr
o
‘Fig. T.4. Frequency response of band-elimination
filter.

7.3. Electronic Filters Using
Phase and Dispersion Circults

\

Thié type of filter can be used to filter signals whose
amplitude spectrum undergoes little change throughout their
frequency band but whose phase spectrum exhibits a monotonic non-
linear frequency dependence. An example of this kind of signal
is a frequency-modulated radio pulse (2.37) the spectral character-
istic of which, following formulas (2.38) and (2.39), can be
approximated, with a degree of accuracy adequate for practical
surposes, by the following expression:

S(f)=S,cexpie(l). (7.3)
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The appearance of such an approximated frequancy response
ha:s been shown in Ifig. 2.8.

\ A fllter whose frequency response represencs a compiex-
conjugate function with respect to the spectrum of this kind of
signal can be syntheslized in the form of a series connection o
conventlonal band filters, with an amplitude-~frequency charactecr-
istlc approximating the spesetrum Sf, and a phase filter having a
uniform amplitude and quadratic phase-frequency characteristic.
Dispersion-~type radio circuits can be employed as this kind of
vhace filter -~ specifically, the cascade connection of the brianches
of nonminimal-phase networks (Fig. 7.5).

— 9l) [ %O - an

Fig. 7.5. Cascade connectlion of phase networks.

Fach such section (branch) is actually a bridge circuilt, as
structurally represented in Fig. 7.6. The amplitude-frequency
response of these sections 1s uniform over an extensive frequency
range, while the phase~frequency response vaires according to
different laws of change within individual frequercy segments,

By combining the parameters of the inductances and capacitances
of tne individual sections, a network having the required phasc-
frequency characteristic can be synthesized [24]. However, 1if
ti:e ~ompression factor Kcm is greater than 10, a filter of this
kind will require an extraordinarily large number af sections,
resulting In considerable technical difficulties in 1ts manu-
facture and alignment. Moreover, the presence of mismatching and
distorticns in the individual sections leads to significant
Jdegradatlon in its resultant response.

srom the practical standpoint it is more exoedient ‘to employ
ctronic-acoustic networks featuring dispersive propeﬁtieu four
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¢
Fig. 7.6. Phase-network bridge circuit.

such a phase filter. These networks my be metal sound-conductors
of variable thickness, as well as a variety of acoustic lines with
the excltation and output systems in the form of an array of
radiating elements (§ 7.5).

Whenever the parameters of suci: dispersion circuits cannot
be immedliately matched with the required filter characteristics,
these circults are connected in parallel or in series [U5, 78]
(PFigs. 7.7 and 7.8).

The arrangement shown in Fig. 7.7 has n parallel channels, at
the input of each of which is connected a band filter 01 with a
passbhand AF. The center tuning frequencies of these filters
correspond to the value fo + AF(n - 1), that is, they differ from
each other by the quantity AF. The dispersion network in each
channel exhibits a uniform amplitude-frequency response within the
passband of the band filter, while the phase characteristic of the
network 1s related to the filter's center frequency in each

channel in the following manner:

go(f)m Mllect 5 U= D T (7.4)
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b) graph showing the change in response
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Fig. 7.8. Series connection of dispersion networks:
a) structural diagram cf filter; b) graph showing,
the change in response frequency with dispersion
network connected in series.

Such a filter has a response of duration ’I‘3 s whose spectral

width is

¢

AF o =nAF, (7.5)

Figure 7.7b shows a graph of the frequency variation in the
responses of the individual channels and of the overall filter.
The time T¢ describes the initial delay of the filter. The
compression factor of a linear frequency-modulated signal by each
channel of the system deplcted in Fig. 7.7 will be

Keum=8F D8, (7.6}

while the resultant compression coefficient for this entlire system
is determined by the quantity

Keﬂl;.mwl:nixc‘.p (707)
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In the case of the series-connected circuit (Fig. 7.8a) the
amplitude~phase characteristic of each dispersive network will

also have a frequency band of AF, with the phase characterlistic
corresponding to

p()= Sl T .9
n

The duration and spectral width of the respense for the filter
in this case also are

QO":T”' (709)
AFO“"-—":AFo

A graph illustrating the change in the response freguency at
various points in the series-connected asrvangement can be seen
in Fig. 7.8b.

For the individual dispersive network the compression
factor is

T
Kewns=4 "'%"' (7.10)

while the resultant compression factor for the series connectlon
1s defined as

Koss=BFT 3y = NK cyns. (7.11)

Relations (7.7) and (7.11) indicate that, with the dlspersive net-
works connected in series or in parallel, the reguired values for
the resultant compression factor as well as for the fregquency
band and duration of the responsc can be achieved even when the
parameters of the dispersive circuits differ markedly from this
required rigure.

7.4. Electronic Filter Using
Delay Lines

This class of [ilters ls the most unliversal in that it permits
the realizstion of a response of virtually any structure. On the
other hand, the complexity and cost of these filters is comparatively
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high, as a consequence they are normally used exclusively for the
filtration and rejection of complex signals with a large AWAT
product. A generalized block diagram of a filter employing a
multibranch delay line is shown in Fig. 7.9.

INpUSieed Mu1tibranch delay line
! ? k] n2 nl in

— »lr_-j-——"

B
Kgf) o

Fig. 7.9. Block diagram of a multi-
branch delay-line filter.

When synthesizing a filter matched with a broad-band signal
whose principal spectral components fall with the frequency
interval 0-f the following parameters of the system shown in

max?’
Fig. 7.9 are selected:

LI,
K:(’)={2qu OF < franes (7.12)

0 ror |f|>fu-m
K¢=blo

A'C' == QT.—:'::'.
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The resultant pulse response of the circuit will be

Y, sinn (Yuased —1) (7.13)
- SINR (Ziuanel — .
K (=)o =
i=0

Expression (7.13) is in fact the well known Kotelnikov series
(24], which in this case approximates the prescribed response,
with the required accuracy, in the form of a sequence of time
samplings interspaced by the time At = 1/2 fMd“C = Ara and having
the amplitude bj.

If the signal is filtered on the intermediate frequency

fnp, then ¢ will show a large value, thus reqguiring the usc \

MaKe
in the delay line of a very large number of branches closely

spaced at intervals of

AW < Jp. (7.14)

Here, the filter response can be represented as

K (1) = Ay cos [2efupt + ()], (7.15)

where Aw(t) is the response envelope;

¢(t) is the instantaneous phase of the high-frequency
duty cycle of the response.

A filter with this kind of response can also be synthesluell
using the circuit shown in Fig. 7.9, having the characteristics:

1
K,(f)={W ror fum <[ < (7.16)
« 0 for ,mxc<f<"°'"
K,=A¢,exp?¢.

A13= W’

188




aa s e RN RNl e 8 e e

where fmaué and fMHH are the cut-off frequencies in the spectrum

of the signal.

Meanwhile, the pulse response can be written in the following
form [24]:

i=n
o sin n (AWE — i) ifn '
K=Y Ao 2tamr=5 ws(‘“’nv’“—"fw""?‘)' (7.17)
i=0 ) '

corresponding to the representation of the response by a sequence
of n amplitude samplings with amplitude A¢i and phase ¢i having a

period of At = %W' In this event, the number of delay-line
branches for a filter whose response has an effective duration Te
is only n = TeAw and 1s 1independent of the value of the inter-
mediate frequency.

Whenever there 1s a need for a set of filters tuned to
different frequencies, such a fllter set can be synthesized using
a single multibranch delay line; however, several adders will now
be required (Fig. 7.10). Moreover, the synthesis of a filter wlth
a broad-band response of form (7.13) will require that for each
Doppler frequency shift there be a variation 1n the transfer
coefficlents bi’ while in the case of a filter offering a narrow-
band response (7.17) only the phase shifts ¢, need be changed.

In this way, the block diagrams shown in Figs. 7.9 and 7.10
offer a means of synthesizing a filter matched with elther a
brcad-band or narrow=band sigial of any structure. The complexity
of the filter (number of delay lines or delay-line branches),
meanwhile, is proportional to the value of the product AWTe,
where AW and Te are, respecitvely, the rms value of the frequency
band and the effective filter response time interval (1.24) and
(2.26).

In specific cases for certain discrete signals the overall
block diagram of the filter represented in Fig. 7.9 may be some-
what modified for the purpose of reducing the total number of
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Flg. 7.10. Block diagram of a filter using a
delay line with several frequency channels.

delay lines. For example, if the modulation function of a

discrete phase-keyed signal (2.46) can be represented in the form
of a sum

Izl  tmpge) A=pg-1 '
SO= Y . ¥ Y oneala(—fTp—

_i=0 {=0 k=0
Zoyan _
—ipT‘"" Y —-inT;p T“)O (7~ 18)

where Q4 j may be a positive or negative unlt or zero
> 3 e
depending on the indices k, i, ..., J, the filter synthesizing a

response of this type may be designed on the basis of the block
diagram shown in ®ig. 7.11.

Each delay circuit contains a number of delay lines which
corresponds vo the number oI minus unit terms of the inalvidual
sum of expression (7.18) and ensures the delay of the unit
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Flg. 7.11. Block diagram of cascade fllter using

delay 1lines.

!

function 1n (t-...) 1n accordance with the lnstantaneous index.

The linear code modulator effects the modulation of the ccefflcient

Qe 3 J in conformity with the selected code. This kind of
3 3 ey
moudulator is shown in block dizgram in Fig. 7.12.
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Block diagram of one delay network

code modulator.
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The total number of code symbols 1n the response of the
cascade filter in Fig. 7.11 is

N=pg,..., m; (7.19)

with the equality
pP=g=m N=p* (7.20)

and the total number of delay lines will correspond to the value

ny=z(p—1)=Iog, N(p—1). (7.21)

In the event that

p=g=m=2, (7.22)

the sum (7.18) describes a so-called two-code sequence (Reed

code [63]). The block diagram of a filter designed to synthesize

a response in accordance with these codes is even further simplified
and will appear as shown in Fig. 7.13. The circuit contains only

n3 = logaN delay liges and permits the synthesis of a response
consisting ot N = 2 ? code symbols.

The arrangement pictured 1njFig. 7.;3 is also useful when
synthesizing a response representing the modulation function of
a phase-keyed, B-code-encoded signal [17]; only now the branches
of the filter are connected not in accordance with the law of &
linear rise in the *-lay (as in the case of the Reed codes [Fig.
7.137), but according to a definite code characterizing the sub-
code law of the B-code [95].

Delay-line filters are extensively employed also for the
filtering of periodic signals representing a variety of radio
pulse trains (2.53). Since the spectra of these signals possess
a comblike structure, the filters used in association with them
are known as comb filters. The theory and design technique of
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Fig. 7.13. Block diagram of a discrete filter with
Reed code response.

discrete comb filters incorporating delay lines have been set
forth in sufficient detail in [51, 72, 79, 84]. As encountered
in actual practice, the circult arrangements of these filters
normaily contain a cascade connection of the delay line sections
with first- and second-order couplings (Fig. 7.14).

R e
P,
Input,, Delay £ Ouggyt
line | v
)
a)
.: L]
Inpufy ' I%! d
I Delay {4 }5\, Delay 2:g3£§“t
(line F"/ llne : )
o ’ o
ob)

L)

Flg. 7.14. Block diagram o® a discrete comb filter:
a) section with lst-order couplings; b) section with
2nd order couplings.

193

e ot i b

PR S

T e e b W



o p e et © A R TV s K AR TN 87N O o i S Y F RSN g g

RN TR

By selecting ‘he proper coupling factors Bpi’ the required
filter frequency characteristic or prescribed response can te
synthesized. By way of example, Fig. 7.15a shows tﬁe block
dilagram ¢f a two-cascade ecomb filter based on delay lines, and

Fig. 7.15b its frequency characteristlc for a single frequency-
variatlon period. '

By connecting a discrete comb filter in series with a filter
having an aperiodically structured frequency charactecistic (for
example, on the basils of the simplest kind of oscillating sysuem),
it is possible to obtain a resultant aperiodic frequency character-
istiec with the required rectangularity without the use of multiply-
coupled oscillatory systems. .Filter systems of this kind can be

used for high-quality band elimination and for optimum filtration
of slgnals with a low AWATe product.

St ittt
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Fig., 7.15. Dilscrete comb filter: a) block diagram of two-

section comb filter; b) frequency response of two-section comb
filter
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7.5. Types of Delay Lines and
shelr Basic Characteristics

Delay lines for electrical signals [DL] (/13) can be designed
both on the basis of transmission lines for electrical (electro-
magretic) waves as well as the conversion of an electrical signal
Into a mechanical (acoustic) signal and the acquisition of a time
delay assoclated with the propagation of thls mechanical (acoustic)
signal in an elastic medium, followed by the reconversion of the
accustic wave back into an electric signal by means of a receiving-
end converter (transducer). The schematic representation of this
kind of acoustic delay line is shown in Fig. T.l6a.

4
! + J

‘\I\JET?ection of

Input Output
acoustic wave propaga-§.
eleétrical tion ‘electrical
osclllation oscillation
a,
! b) J

Fig. 7.16. Schematic representation of an ultrasonic
delay line: 1 - input transmitting converter; 2 -
acoustic elastic medium (sound conductor); 3 - output
(receiving) converter,

Delay lines utilizing electrical signal transmission lines
are referred to as electrical (electromagnetic) delay line:s [EbLL]
(3/13), at the same time that delay lines based on acoustic trau.-
mission networks are known as ultrasonic delay lines [UDL] (¥.3).
Inasmuch as the propagation velocity of sound (acoustic) waves is
Yay = 2=5 km/s and s approximately 105 times less than the
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velocity of electromagnetic oscillatlons, the use of acoustic media
in delay lines makes possible significant reductions in the size
and welght of the assoclated instrumentation.

The basic parameters of electrical and ultrasonic dela¥ lines

v ~51m A A Fowen T W SRR AT S TSR et b s

are cited in Table 7.4,

Table 7.4
Delay I'requency|] Band Awns Losses, Q-factor
time T of trans-~ dB Q=
Type of line |(us] " fmitted MHz =T, 0¥
yp ® signal A
f_ , MHz
%
Eleetrical:
y | 2 4 2
coaxial cable 0.04 107=i0 107'=10 - 4oo
delay cable 2=5 102-10 5 10 10-25
delay lines 0.01-10 300~0.5 100-0.1 3=5 1
with bunched
parameters
Acoustic
non-wave-
guide UDL:

3 4 2 o 1.4
monocrystal 1-5+10 10 '-10 100-5 - 107-25+10
metallic 1-2:103 | 20-10 [10-0.5 - 10-2-103

Waveguide E
unl: !
(wire or strip}10-2.10% | 5-0.,1 }10-0.05 100-103
type)
A key delay-line characteristic is the parameter TaaAAwaaA,
which 1s known as the Q-factor of the line, where Taa and
Awaan is the time delay and passband of the delay line. It ls

evident. from the table that the Q-factor of a UDL may be In the
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tens of thousands and is many times superior to the @Q-factor of
the EDL. On the other hand, however, electrical delay lines are
free of the losses associated with wave-type conversion and,
therefore, display a transmission factor of close to one, a point
which makes thelr use preferable to that of UDL in short-response
video filter-circuit arrangements or in vernier tuning circuits

for delay and phase adjustment in Doppler-filter adders (Fig.
7.10).

As a rule, only ultrasonic delay lines are employed for a
more-than-lo-ﬁicrosecond delay of electrical signals, for the
reason that the use of electrical delay lines for these purposes
is inexpedient by virtue of the fact that at these delay times
such devices are cumbersome and restricted to a narrow prassband.

The conversion of the electrical into an acoustic signal in
the UDL 1s accocmplished by electromechanical transducers featuring
resonance properties. Since the resonance frequencies of these
transducers normally lie outside the video frequency region,
ultrasonic delay lines afford distortion-free retardation of
radio signals only, while great distortion is incurred in the
delay of video signals.

In terms of the number of branches, ultrasonic delay lines
can be divided into two groups: 1lines with unit delay and multi-
branch delay lines. From the stnadpoiat of the acoustic (elastlc)
wave-propagation mechanism, UDL are classified as belonging to the
waveguide type, in which the elastic wave propagates virtually
withouf divergence along the guiding surfaces of a mechanical
waveguide, and the non-waveguide type, in which there occurs the
usual divergent propagation of the elastic wave energy. Since
wavegulde propagation requires that the transverse dimensions of
the waveguide be of the same order as the wavelength, wavegulde
ultrasonic delay lines can be used only in the low-frequency range
of signals (faH = 0.1) MHz~5 MHz). UDL of the non-waveguide class
are free of this limitation and can be employed for frequencies
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ranging from several MHz to several GHz. Ultrasonic delay lines
at frequencies ahove 100 MHz are commonly referred to as hypersonic.

The key parameters of a delay line aie: the delay time, the
transmittable signal bandwidth, the electrical signal transmission
factor, and the spurious signal level.

-

The delay time in a UDL is determined by the length of the

path ZaH traveled by the acoustic wave and by its propagation
velocity Van:

'y ’u

Fag=y— (7.23)
[Translatcr's Note - The subscript letters "aaa" and "aw" stand
for "delay" and "acoustin," respectively.]

The path trajectory of an ultrasonic beam in a non-wavegulde
UDL may be either a straight (Fig. 7.16a) or a broken (Fig. 7.1l6b,
¢) line. 1In wavegulde-type UDL the propagation trajectory of the
acoustic wave is always a straight line.

1o,

The transmission fraquency band of the signal in the UDL is
characterized by the resultant frequency characteristic, whose
form is fundamentally fixed by the frequency characteristics of
the receiving- and transmitting-end transducers. The UDL trans-
ducer 1s described bocth by its electrical as well as by its
mechanical properties [87], so that its frequency response depends
both on the frequency parameters of the circuits which are coupled
to it and on i{ts own acoustical band.

As a first approximation, the acoustical band of a mechanically
unloaded transducer Awnp can be estimated by the expression

Aw’up""""[. ,'——"—‘L.o (7.24)
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1s the antiresonance frequency;

2}

where f
a

rp is the resonance fraquency.
The frequency fp is fourd from a trans:endental equation;
for example, in the case of a longitudinal-wave plate transducer,
if its area is far greater than 1ts thickness, from the equation

xﬁtgx'—-—k: .
while the frequency fa is determined from the relation

f-f“%%L"

where

% f,
x=-§-..

km is the electromagnetic coupling coefficient of the transducer

material;

dnp is the geometrical dimension of the trénsducer in the wave

vadiation direction (thickness);

Vnp 1s the speed of sound in the transducer material.

Table 7.5 above ilsts the baslc parameters for the most
commonly encountered piezoelectrical UDL transducers employed 1in
engineering practice. The pilezoceramic materials for the trans-
ducers have been cited in the literature [22].

The vransmission coefficient of the entire ultrasonic delay
line 1s determined by the signal energy losses associated with
the double ccnversion of the signal (ZBn ), the losses caused by
the absorption of the acoustic signal in the material of the

acoustic line (Bnorn)’ and also by the losses related to the

divergence of the acoustic beam during propagation - the diffraction
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Table 7.5 , '
Crystal Density |Sreed of Electromechanical coupl-
" structure unp-g/cn?sound ing coefficient
aterlal Vipog * 1¢ Longitudinal| Transverse
em/s wave Kml wavg L
Quartz Hexagonal | 2.65 5.7 | 3.3 {0.098 0.137
erystal
3102
Piezo- " 7.6 4 2.3 10.5 0.7~0.6
ceramic
TsTS~1Y
Cadmium " 4,82 h.41] 1.75)0.262 0.188
sulfide
Lithium Trigonal 4,71 7.43} 3.71]0.5% 0.54
niobate '
LiNbhO.
3
locses (decx). The resultant losses can be expressed in the form
of a sum
.2
B: = 283’+ Bno]'."" B’.e‘o (7 5 )

Dzpending on the type of UDL, the transducer characteristics,
and the slignal frequency, the specific weight of a specifice loss
component may vary considerably.

Losses due to dcuble signal conversion may be estimated from
the followlng relation

o — 4 Z,., 213. rol-’ ’ (7 ¢ 26)
2Bup=2 W, Z o\ Tos ¥ Zuwre u(¢up+¢--)
where er = Vnpunp is the acoustic impedance of the transducer;
A =V _ u is the acoustic impedance of the acoustic
3B 38 3bH

delay line;
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} ZHarp = Vuarp“narp is the acoustic impedance of the load;

°np’ C,y are the electrical capacitances of the trans-
ducer and electrical input circuit;

* Q0 1s the Q-factor of the electrical input
) circuit;

“np’ Haygs uuarp 1s the density of the acoustic media.

! The principal parameters of equation (7.26) for some typical
acoustical materials are cited in Tables 7.5 and 7.6. Ultrasonic
wave absorption in the delay line is the outgrowth of several

physical processes and 1s related by a complex dependence to the

} , the working frequency, the type of ultrasonic wave, and the :
E quality of the material [55]. To estimate these losses, Table l
7.6 gives the values of specific absorption ABnorn dB/cm for a |
longitudinal wave. t
Table 7.6 - - .o
< : '
) L) };‘Q L O
S P IS AN R
Material ~ - ~ a o ENE ABnora-dB/cm
TINERNEERE
a Xi> E > E S S
Aluminum [2.69§6.4 | 3.04}17.3] 8.2 |5°10"* when £ou = 1 MHz
Magnesium | .74]5.77] 3.05110.0] 5.3
Iron 7.7 15.95) 3.24)46.4]25.3 {1.5°107% when £ = 1 Miz
’ Nickel 8.7 |6.0k] 3.0 [53.5/26.6 [2:107° when £, = 0.2 Miz
Melted y 8.29

[Translator's Note: The subscript letters "as," "warp," ‘
"norn," and "ak" stand for "sound line," "load," "absorption,"
and "acoustic," respectively,]
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The diffraction losses associtated with the divergence of the
ultrasonic beam in the non-waveguide UDL may be defined as

— P
Bpey= s (7.27;
where Snp is the area of the transducer;
Aaa is the length of the acoustic wave.

Dit'fraction losses connected with the half-wavegulde character
of the propagation process also occur in the strip-type ultrasonic

. waveguide delay line. These losses equal

(7.28)

Ber™= Vs

where an is the length of the transducer.

Spurious UDL signals are caused primarily by the multipath
propagation of the ultrasonic wave. The principal method of
abating these signals 1is throuvgh the use of a variety of absorptive
coatings applied to the nonworking surfaces of the UDL sound
conductor. The use of these coatings makes it possible to achieve
a level of spurious signals of ~(30-40) dB with respect to the
level of the main delayed signal.

We shall consider, by way of example, certain of the more
typical types of ultrasonic delay lines and their major
characteristics,

Waveguide UDL for Sheer Waves

A block diagram of a strip-type waveguide UDL is shown in
Fig. 7.17a. Excitation and reception are accomplished through
the use of "needle-type" sheer-wave piezoceramic transducers
connected to the end surfaces of an acoustic strip line.
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Fig. 7.17. Block diagram of waveguide ultrasonic

delay line: 1 - input transducer; 2 - output
transducer.

The ultrasonic wave generated by transmitting transducer 1
propagates in plane Y¥X (transverse, sheer wave) in the direction
of the X axis by means of multiple reflections from the drive
surfaces X2 (waveguide propagation). Non-waveguide propagation
of the excited wave occurs in plane XZ. The beam-divergence losses
during propagation are determined from relation (7.28).

Absorptive coatings must be applied to the narrow sides
of the acoustic line to eliminate the false signals associlated
with the multipath propagation in plane XZ. (Fig. 7.17b). A

transverse sheer wave propagates without dispersion-caused
distortion at frequencies below

o= g3, (7.29)

where pr i1s the critical (cut-off) frequency;

d38 is the thickness of the acoustic line.

203

e W s s o 1 A 5 I i i 3 i S




- -

P O L At G

A M O 2

In addition to the strip-type waveguide variety of ultra-
sonic delay line, fairly extensive use is also made of wire
waveguide UDL for longitudinal and torsional waves [55, 971].
The basic

these UDL types feature comparatively low losses.

parameters of typical ultrasonlc delay lines of this type for

All

an acoustic line (sound conductor) consisting of AMG6M material
are cited in Table 7.7.

Table 7.7

Type of Transducers TaaA’ HE 1%ak? MHz AwﬂB’ MHz BZ
UDL dB

Strip UDL,]|"Needle-type" | 5-103 1 0.3 40

transversejof TsTS-19 )

waves

Wire UDL, ["Columnar- 2-10“ 0.5 0.05 4o

longitudi~|type" of

nal waves |TsTS~19

Wire UDL, [Toroldal of 10” 0.5 0.1 45

torsional |TsTS-i9

waves

Non-Waveguide Ultrasonic Delay

Lines

This UDL type [73, 98] employs both the direct nropagation
of various wave classes as well as multiple-reflection propagation
(Fig. 7:16b, c).

To ensure minimal divergence losses, these lines normally

employ large-~aperture transducers with Snp << A

2

39’

with metals or

monocrystals having a low acoustic-wave propagation velccity used
as the material of the acoustic lilnes.

The basic parameters of typical UDL of this type with con-

stant delay are listed in Table 7.8.
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Table 7.8

Electrical
Acoustic Acoustic Transducer g 8 parameters
line con- line type ol > NrE
figuration | material il 0 £ 18 |
2 zaar | o) . |°
F- I W R
B G % ‘nN
Polyhedron jlagnesium Piezoelectri-|Indium] 10? 20| 4] 50
alloy MDZ-1 cal crystal,
Y section 1
" NaCl mono- 2.5+10%} 20| 3| 60
erystal
" Kbr mono- Piezoceramic |Indium| 5+10%] 20{ 5! 50
crystal
Polyhedron {Fused quartz ?iezoeleetri- Glue 108 10 5{ 50
Sio2 cal crystal,
Y section
Rod Fused quartz {CdS diffusion 25 50] 50! 52
8102 transducer 10 |100] 70| 60
Sapphire 5 [10%f100] 70
A1203

Hypersonic delay lines of this class employ monocrystals as
the material of the sound duct: sapphire (A1203), rutile (Tioe),
lichium niobate (LiNbOB), as well as sodium=-iron (ZhIG) and

sodium-aluminate (AlG) garnets.

The transducers employed in these

systems consist of a film of some pilezo-semiconductive material,
for example, cadmium sulfide (CdS).

The block diagram of a hypersonic delay line can be seen in
Fig. 7.18 and its principal characteristics in Table 7.8,
typical feature of such lines is the presence of severe absorption
losses, which normally increase in proportion to the frequency cf

the sound fau (Fig. 7.19).

A

This results in a great limitation of
the possible dimensions of the acoustic line and, consequently,
of the delay factor.
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Coaxial ‘holder Exciting element
. /
C ~
- AN
/o 4 \
Acoustic line / Ground electrode
(sapphire)

Transducers in the form
of CdS semiconductor films

Fig. 7.18. Block diagram of a hypersonic UDL.

o 38080 ‘dB/cm

L P S—
107" r

el

1061 e e =
Plezce
electrlc

,wscnystgy/

™1~ Fused
quartz

I ) :
! 10 100 f“ . MHgz

Fig. 7.19. Graph of absorption
losses versus frequency.
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Multibranch UDL

The multibranch ultrasonic delay iine of simplest design is
the magnetostriction type. In this kind of line the forward and
back conversion of the electrical signal into an acoustic (elastic)
wave 1s based on the phenomenon of magnetostriction, which
consists in the alteration of the geometric dimensions of a
specimen of ferromagnetic material located in an alternating
magnetic field [8]. Although the deformation occasioned by the
maginctostriction 1s comparatively small, in the order of 10'6,

; the electromagnetic coupling coefficlient for such materials as

! nickel reaches km = 0.25, which is comparable with the km of
piezoelectric transducers. Since the magnetostriction effect is
reversible, it can be exploited for the design of UDL. By virtue
.of the fact that magnetostriction transducers require no rigid

f'acoustic coupling with the sound duct, this principle is

' particularly convenient in the creation of multibranch ultrasonic
delay lines. Figure 7.20 shows such a multibranch longitudinal-
wave magnetostriction UDL. Constant magnetic biasing 1s employed
to ensure that such transducers operate in a linear mode. The
characteristic parameters of this class of UDL, with lnductive
transducer and nickel acoustic line, are cited in Table 7.9.

Table 7.9.
Tiuxe W8 fax'MH2Z W3 MHz | By dB
10 5 1,0 80
. 10% 1.0 ¢.3 80
100 0,5 0,05 60

At the present time, wlde use 1s being made, in the 10-30
MHz band, of multibranch surface-wave piezoelectric crystal UDL
[40, 54, 98] of the type shown in the diagram in Fig. 7.21. A
major feature of this delay line is the combination of the
functions of the transducers and sound ducts in a single
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) Fig. 7.20. Block diagram of a magneto-
‘ strictior delay line.

. “

Fig. 7.21. Block diagram of multibranch surface-
wave plezoelectric crystal UDL: 1 - input
electrode; 2 - ground electrode; 3 - absorber.
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plezoelectric crystal (e.g., in a piezoelectric quartz crystal
X-section plate). When the input radio signal is delivered to
the actuating electrode pair (upper thin electrode 1 and solid
ground electrode 2), several modes of acoustical vibrations,
including also a surface wave, are excited in the sound duct
because of the reverse piezoelectric effect. The nonoperative
oscillation types are absorbed by special absorbers (3), while
the surface wave, propagating along the surface of the crystal
plate, reaches the receiving electrodes (4) and is converted,
through the forward plezoelectric effect, back into radio signals

[ V.Y
delayed by T - SH ak (v
3844 vaun
surface wave). Such lines may have a large number of branches
(as many as 10C or more), but, because of the low km coefficient
of the plezoelectric crystal and the nonresonance method of

ultrasonic excitation and reception, they exhibit fairly high
losses B£(70-80 dB).

ann is the veloclity of the

Table 7.10 1lists the typical parameters of this kind of UDL
for an X-section plezoelectric crystal.

Table 7.10
fag MHZ |Number of{fssx* | B:. B [4¥n3MHZ
branches .
0 | 30 15 70 | 2-3
20 70 60 86 6-8

Dispersive ultrasonic delay lines (DUDL) take the form of an
acoustie network in which the delay of the siénals is independent
of their frequency. A distinction is made between wave-gulde
type dispersive UDL using the dispersive properties of normal
ultrasonic waves in mechanical waveguides, and multi-element
(lattice) surface-wave dispersive UDL in which the dispersion 1s
artificially brought about by means of a complex multi-element
transmitting and receiving transducer. In the mechanical
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waveguides the majority of acoustic wave modes exhibit a pro-
pagation rate which is a function of the frequency of the driving
signal. This factor 1s at the basls of the design of the wave-~

guide variety of dispersive UDL. ‘The characteristic specifications

of these DUDL with transducers of TsTS~19 material are reflected
in Table 7.11.

Table 7.11.

Acoustic oF n
o line lags MHz| “ o ‘o | B; . 3B
material MHz us
Al 1 0,2 108 30
H 45XT 10 2,5 200 60
H 45XT 45 10 40 70

To a significant degree the dispersion-characteristic para-
meters of the wavegulde-~-type ultrasonic delay line are determined
by the material of the sound duct and for all practical purposes
cannot be controlled. This circumsiance complicates severely the
design of DUDL lots huv.ng an assigned dispersion characteristic
and consistent performance.

More universal in this regard are the dispersive UDL with
lattice-type transducers [54]. Figure 7.22a shows one of the
possible conflgurations ¢f Lhls kind of delay llne operating with
surface waves. The system employs two groups of lattice-type
strip electrodes arranged on the surface of a piezoelectric
quartz crystal. The spacing between adjacent strips ‘I‘d determines
the resonance freguency of the acoustle signal. By introducing
the appropriate variation law in the spacing of the strips, a
prescribed dispersion characteristic for the DUDL can be achieved
(Fig. 2.22b).

The basic characteristic of a number of strip-type
dispersion UDL with X-section plezocrystal are shown in Table
7.120
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Lattice-type dispersive UDL:

Jin

Tomr 7

D)

a)

block diagram; b) dispersion characteristic.

Table 7.12.

lon MH2Z :ﬁ? J‘E," B;. aB| Keu

10 3 40 70 120

20 8 50 70 250

50 30 50 |._s0 1500
211
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8. DIGITAL ELECTRONIC FILTERS

8.1. General Block Diagram of
Digital Filtering Device

In discrete torm Lhe ccherent-filtering operation of an input
signal, with allowance for expressions (1.39), (5.17), and (5.18),

can be expressed as follows:

T Aen(t A4 518X
=

X cos [— QnAt - pq (t;) — 9 (t;—nbl)+
ety ml +

— @ (tg == nA %n (1) Poll

Y (nAt), ==cy {

=l

.}

*

where ¢, is a constant normalizing coefficient;
t, is the reference time moment;

At is the time interval between samplings.

The values of the amplitude Axm(tJ) and phase

=N '
,2 A1) A, (t;—n 1) sin [—QnAt--9ults)—

(8.1)

¢xz(tJ) + sz(tj) + 902 of the input signal at the moment of the

time reading tj are discretely measured with m and I quantization

levels, respectively.

The operation involving the signal's noncoherent processing,
considering its discreteness in time and quantification in

amplituce, can be represented as

k=M
Ve(nbt)o= Y ¢2 Ve, (nAt— AT).
L EY
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Figure 8.1 shows one of the possible circuit configurations
providing for coherent and noncoherent signal filtering on the
basls of digltal methods.

By means of the amplitude-phase quantizer the input
oscillation is converted into a set of dlscrete quantities
characterizing in code form the sampling value of the amplitude
and phase of the input. The quantizing 1s conducted uninterruptedly
within time intervals of At, with the input-signal amplitude
quuzntized over m levels and the phase over ! levels. The set of

iscrete quantitles, describing in binary code the discrete
representation of the input oscillation, is stored successively
in the memory {(storage) units. The outputs of the memory elements
storing the amplitude code (m levels) are summed for each
equldiscant phase level, whereupon the resultant values reach the
welghting adder, at which point the aggregate of the signal's
amplitude and phase values are summed and functionally converted
in accordance with expression (8.1). The output of the functional
welghting adder provides a discrete distribution of the output
effect |Y(nAt)|gi for 1 frequency channels.

Should there be a need for further noncoherent processing.
the signals from each frequency output are subjected to additional
processing of the form (8.2) inzi parallel channels. In each
channel the oscillation |Y(nAt|9mi, incoming discretely in time,

is quantized for amplitude, with the quantized values stored for
the period of the noncoherent processing. This operation is
accomplished by the amplitude quantizers and memory units,
respectively (Fig. 8.1). Following this, the discrete values
stored undergo a weighted processing in conformity with (8.2).
From the output of the appropriate welghting adders the output
effect YH(nAt)Qi reaches the resolver.

If there are a great number of amplitude and phase quantiz-
ing levels, the digital filtering device designed in accordance
with the circuit arrangement presented in Fig. 8.1 will be quite
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complex. Because cf this, in the practical design of digital

systems for signal filtering and logical processing the aim is to

«eep the signal quantizing levels to an acceptable minimum. This ‘ '
permissible minimum value may be selected in accordance with the '
permissible degradation in detection, measurement, and resolution
characteristics regarded as tolerable under given operating
conditlons.

When the interference is Gaussian in character and there is
no signal overlap in time, the degradation in the characteristics
of signal detectlon and pafameter measurement as a function of
the number of amplitude quantizing levels is relatively minor.
Fer the limiting case of binary amplitude quantizing (rigid
limitation) the energy losses amount to some 1-2 dB (Sections
3.4, 4.2). The dependence of energy losses on the number of phase
quantizing levels in this situation is more pronounced; the
nature of thils relationship has been revealed in [91]. Energy
losses Jdo not exceed 1-2 dB with phase quantizing over 4 to 8
levels.,

If the signals do overlap in time and there is also present
narrow-band or non-Gaussian interferernce, limiting the amplitude !
quantizing levels may lead to additional worsening in detectlon

and measurement characteristics., To a significant extent the
character and magnitude of this impairme:.. 1s determined by the
form of the signals and the nature of the nolse, and must be
analyzed for each specific situation on an individual basis. By
assigning the permissible energy losses and resolution charactur-
istic degradation, the designer can arrive at a definite miminum
value for the amplitude and phase quantizing levels.

For the purpose of substantially simplifying the equipment
in practical design assignments, a limit of two amplitude quantiz-
ing levels and four or eight phase levels 1s often selected. 'This
approach results lIn the retention of satisfactory detection and
measurement performance by digital signal-processing systems in
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many situations of realistic importance. The block dlagram of a
digital cignal-processing channel with binary amplitude quantifi-
cation is shown in Fig. 8.2.

Dicital , .
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L JDigital [<reks

nonco~
herent
filter-~
ing
device

gital cohecrent filtering device

I
!
i
t
.
'l
'

»

D1

Binary
amplitude

Flg, 8.2. Filtering and noncoherent processing channe'’
for binary signal-amplitude quantification.

8.2. Digital Coherent Filtering .
Uevice with Binary Amplitude
Quant .1'ication

For the purpose of arriving at a practi al arrangement fcr a

digital ccherent filtering unit with binary amplitude quantifica-
tiocn let us consider dependence (5.17).
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With the input signal subject to binary amplitude guantit'ica-
tion, its analytical expression x6ﬂ(t5, according to (1.39), can
be represented in the form

Xox (1) == Ay €08 [Zx (fy — ¥) 9 (1) +- 24 (1) + 9,). (8.3)

[Translator's Note - The subscript letters "6k" stand for "binary
guantification.]

Now, considering relations (5.17) and (8.3), we can write

o= [oueAclt—dt="1 [oosl0(0)] Actt =) dt '
la(t)= jxo,, (At —)dt = 5~ Ssm [6(),)As (¢ — ) dts
.~ ~80 (8.1)
[es(2)= j‘x‘o. (DeAs(f =) dt = & {cos [6(1),) As (¢ — ) dt; ‘
. ot .
lie () = jx.,. (sAs(t — ) dt = 52 Ssin [0(),) Ac (t — v dt; |
-0 -0 ‘

where

(1), = [p () %)+ 7 — 261

Expressing the integrands by amplitude samplings recurring
within an interval of At = %ﬁ, in keeping with the theory of the
discrete representation of a signal, and integrating, we can
obtain
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N
e (riaf) = A E cos {8 (£4).) A (t~ nAt);
i=1
L-N
I, (nAf) = sin [0; (£:) ) A (t; —nat);
, §:~
I, ("’-")=n"2 cos {8 (1) A, (t — ndt); (8.5)

I, (nAt) = gsm [0 (£0,] A (t — e

where et(ti) 1s the discrete value of the phase (I quantification

levels) at the moment of time tig }
N = %% is the number of samplings for the duration of the !

signal. ' : ‘

A block dlagram of a system permitting the implementation of
signal processing in accordance with expressions (5.18) and (8.5),
as shown in [41], can be represented in the form shown in Fig. 8.3.

By means of the limiter the input oscillation x(t) is suvjected
to binary quantification in amplitude and reaches two quadrature
channels, in each of which, by means of a phase detector, it is
multiplied by a harmonic reference oscillation of fixed frequency
fo. Following this multiplication, the phase-detector output will
vield a signal whose form, with accuracy to within a constant
factor, 1s determined for the cosine and sine channels, respec-
tively, by the relation

Xox (1) = cos § (1)},
X (1)s = siti (§(O)].- (8.6)

By means of the digitizer and amplitude quantizer, these
oscillations are converted into a sequence of zeros and ones
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oceurring at time intervals of At which represent, in the symbols
of a binary p-place positional encoding system, the oscillation
amplitudes xon(t)c,s' Figure 8.4 presents graphs illustrating
the four~level quantification of the oscillation amplitudes
on(t)c’s, corresponding to eight-level quantification of the
input-signal phase., We shall designate this set of code sequences
for p positions, describing in discrete form the amplitude of

the osclllation xGK(t)c’s, as

Xex()e — {“§~l¢ (ﬂAt) } '

D L 4

Aw—=30

Az H00 * )
) xﬂ:(')&"‘{ 2 l'(n“)}' (8.7)

2 ————————— -

‘0- mc

0|1 0|0 f-rj-2]0]oO ] j1o=
Tga(t)s Y LA,V "{Z'S(“' o

EBERRERY SRSV SRARIBRIF LIRS .
- RIS S VIS IIN 'IFD VDD VY '

Pig., 8.4, Quantification of an amplitude-limited
signal.
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These code sequences (8.7) reach the appropriate %hift-
registers, which produce a time delay of the sequences. The
welghted summing of the code sequunces from the output of N
series-connected shift-register elements, each of which delays the

sequence for a. period At, yields an operation of the form

i=N (n=+
1oty =Y { . l(nAt—-iAt)} A, (idh),
b

=1 \n=-0

where Ao(iAt) 1s the welght factor of the i-th shift-register
output.

With A (1At) = A ’NAt 1At) and the substitution of the

variable nAt 1At = t, at the output of the shift-register adder
in the appropriate quadrature channel, we have

t=N i=+m0
I, (=Y Y 1.,(:.)} A, (te—nbt+Nbt),

“ < =) ll--—o » c i
l=N i=p00 3

("N) { v | (h)} A (l(—llN+NAf) (8.8) g

* 0 la-a » . . ;

From this last expression it is clear that the operation
performed by the device pictured in Fig. 8.3, with accuracy to
within the constant delay NAt, corresponds to an operation of the
kind (8.4), in which the analog values cos [e(t)vJ and
sin [B(t)v] have been replaced by the corresponding code sequences

of zeros and ones.

The weighting function Ac(iAt) corresponas to the sampling
s
value of the amplitude over time intervals 1At of the analog
functions, which are the mirror functions with respect to
Ac(t-t) and As(t-t) (5.18).
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For the formation of the output effect |¥,(nat)}, in accor-

dance with expression (5. 17), the signals from the appropriate
adders are summed and functionally converted.

In actual practice, with a view to simplifying the equipment,

in many cases [41, 80] a limit of two quantification levels for

the oscillation xGH(t) is imposed, while the phase 1s coded in
conformity with the algorithm

1> o8 9] >0~ xe (t)_f_...

-1 [am]<0-xo.(t) (8.9)

Now, at the quantizer output of each quadrature channel,

i=+® “3"“”
single sequences of zeros and ones 2 l.(fc). z ‘o(") will occur.
Im—x (=~

These sequences can be delayed by means of a simple single-channel
shift-register.

For situation (8.9), the phase 8(t), in each quadrature
channel is quantified over four levels in conformity with Table
8.10

For signals having a rectangular envelope without phase
modulation (2.33) the following equalities are fulfilled:

A(t—)=1,
9(‘-—«"‘)’:0.

Now, for such signals with phase quantification over four
levels dependence (8.8) is transformed to the expression
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{=N
I, (ndl)= E le(ts) S8 [2=% (1 — ndt - NAY),

¢
i=1

i=N
I, (A= 2 La(te) S0 28V (f —ndt - NAY). (8.10)
e i=!
Table 8.1.
g ’ Phase Attrib-
; value futed cos Phase sin | Phase
: interval ph$se 8(t} | code 8(t) code
: Xalue
)
‘ .5 ® V2 VA
gl | T YT
f = 3 vz V2
g <" ) 0 5 !
: 3 5 4] A&
, ﬂ-:-“"’ﬂ Tu 2 0 1-""5-' 0
{
' 7 V2 V3
“3"8-3-28 ki g ! -5 o

For phase-keyed signals (2.45), when y = 0, dependence (8.8)
takes on the form

i=N
I, A=YV 1(t) gt —nat -+ NbY),
' Ay im
=N .
I, (nAt)= "\ 1,(te) g (ts — nbl) - NAY). (8.11)
& <+ ‘-'.'

In conformity with expressions (8.10) and (8.11), the blocck
diagram given in Fig. 8.3 may be used for the synthesis of the
structural circuitry of a digital filter for narrow-band (2.33)
and phase-keyed (2.45) signals.
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8.3. Detection Characteristic and
Measurement Accuracy of Systemns
Employing a Digital Filter with
Binary Amplitude Quantification

As already indicated above, the quantification of the input-
oscillation parameters in the digital filter causes some degrada-
tion in the detection and measurement characteristics of signal-
processing systems. When the number of phase quantificaticn
levels for the input signal is large, the effect of phase quanti-
fication on the deterioration of detection and measurement per-
formance, given average measurement accuracy, can be disregarded.
The energy losses in this event will be determined solely by the
amplitude quantification parameters and, in the case of binary
quantification, may be estimated from the characteristics obtained
for systems with rigid amplitude limiting (Sections 3.%, 4.2).

When the number of phase quantification levels is held to a
relatively small value; the influence of such phase digitizing on
the detection and measurement characteristics cannut be disregarded,
and in this case the resultant energy losses must be determined
with allowance for this factor.

For the energy losses with consideration of the phase
quantification, the statistical characteristics of the output
effect parameters must be expressed by random quantities which
reflect the quantizing process.

The phase of the input oscillation in the digitizer shown in
Fig. 8.3 is quantized over ! levels, that 1s, it takes on one of
1 values depending on its magnitude at the moment ti (Fig. 8.5).
To the quantized value of the phase ez(ti) we can assign the
value

W)= @m—1), 11 Fm-1n<

SOt ST m, e m = 1,23, ..., 1.
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Fig. 8.5. Phase quantification graph.

As follows from dependenée (8.5), the output effect of a
digital filter with binary amplitude quantification is a
function or the discrete random variable ez(t), the probability
of which for level I at moment ti 1s expressed as

25 m=y )
Py = j P [#2(t4)) dxx(te), (8.12)
I m=n—t

where P[Kx(ti)] is the distribution density of the continuous
phase Kx(ti),

T =9 (t) —2xvty 49,

v

The solution of relations (8.12) for an output effect with
statistical characteristics of thils kind, for the general case
! signal and noise parameters, leads to complex analytical
formulas which are rormally solved only by means of an electronic
digital computer.

However, whenever the input signal frequency band 1is large,
AL << Tam’ that 1is, when condition (3.38) is satisfied and the

signal/noise ratio at the input of the digital filter is low
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(3.43), the energy losses due to phase quantification can then be
estimated using relatively simple analytical expressions [91].

In fact, with the fulfillment of condition (3.43), the
distribution density of the phase Kx(ti), as has been shown [78],
is defined by the relation

s COS %y “l’

Plrsttll= 5 HTT=

~~
(@]
.
b=

Lo

~

With allowance for expressions (8.12) and (8.13), the probability
PZi will be
%'-ﬂ-m.)
Qs COS !
Pa— j' [ -l-‘ ""(" ]dx,(l.)_.
ﬂl'1~
T+—-—§—q‘cosx,(l,) (8.14)

Since within the interval of a single discrete increment the

phase distribution may be taken as approximately uniform, the

equlvalent phase probability-density ez(ti) in the intervals

-%'-'-(m-—-l)—t—%ﬁ m may be assumed equal to

where

P[Ol('t)l=-§';-+q‘“.c°s[°‘(")___.’(t‘)]' (8.15)

sinn/f

Qtopp =
e 272?:/! 9s.

From equation (8.15) it will be evident that, when the

signal/noise ratio 1s low, the law of the phase distribution
density does not change as the phase is quantized. The
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quantification of the phase results merely in a decrease of the
equivalent signal/noise ratio. Therefore, for the case in
question those relations, derived in Sections 3.4 and 4.2 for the
determination of the detection characteristics and measurement
accuracy, in which the only change concerns the substitution of

Y guy for q as the parameter value, will apply. The resultant

orp
energy losses in this situation, with allowance for the phase
quantification, have been cited in the graph shown in Fig. 8.6.

i 3¢ .
Lo ]
8 3
3 e
o ¢
~ o
» r \
w p
8 | —~ me2
S
J 4 3 ] ) 8 [ ¢

Fig. 8.6. Phase quantification loss graph.

" This reasoning is also valid with respect to the resolving
power of such digital filters. It 1s to be noted, however, that
the time quantification of the input oscillation presupposes that
the level of its spectral components is negligibly small outsilde
the frequency band AF. This circumstance calls for band filtration
in the AF frequency interval of the signal reaching the digital-
filter input. Provided the frequency response of the band fllter
displays good rectangularity, this requirement can be satisfactorily
met. If the frequency characteristic shows a bell-shaped waveform,
the AF value will for all practical purposes match the filter
frequency band as read on the 0.1 level and below.

In the event that condition (3.43) is not satisfied, the
relations defining the detection characteristics and the accuracy
of measurement take on considerable added complexity and become
parametric in character [91]. As a consequence, the energy-loss
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evaluation for a high signal/noise ratio is accomplished using
numerical methods.

With a high signal/noise ratio there 1is a disruption in the
quasilinearity of the digital devices with binary amplitude
quantification, resulting in degraded resolution of time-
overlapping signals., Quantitative formulas describing detection-~
performance and measurement-accuracy indlcators with mutually
overlapping signals and binary amplitude quantification for
coherent processing turn out to be rather complicated, for which
reason we shall restrict ourselves at this point to the qualitative
aspect of the problem alone. For the sake of simplicity we shall
assume a sufficlently large signal/noise ratio permitting the
disregarding of the noise component in the input oscillation,
while also considering that there is total overlapping in the
signal envelopes. The oscillation at the filter-unit input, in

this case, in the presence of two signals, can be expressed in
the form

- wn

()= A, (1) cos [ut 49, (1) + Pur] -+
+ Ay (1) cos [(wy -+ D) (¢ — 9+
+ ¢ (t —%) +.9n!} = A, () cos [3, () + As (1) cos [ () =
= A, () cos [B, (0)) + As (1) cos [B, () -+ B it))s (8.16)

where

Be () =P (D) —Bs (®).

- .
n e, i Wi o s 1%

By analogy with (1.39), we represent the oscillation (8.10)
as

(8.17)
x(0)=A, (1) cos 8, )+, (), H
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A=V {A (A (1) cos BN} +-A2 (1) sin® [B, ());

_ (s () A,(0)) 590 [Bo (1)
B (t)= arctq 1T, (y cos IWOT

After limitation, oscillation (8.17), conformably with
(3.33), acquires the form

Xorp (1) == A, cos [B, (1) +- 6, (1)) (8.18)

When [Ae(t)/Al(t)] << 1, relation (8.18) is transformed [24]
to the expression

Surp ()= 4 Joos [, (0] + 550 cos I () —

— sk cus |28, (1) -p. «)1} (8.19)

A comparison of expression (8.19) with expression (8.16) will
reveal that the oscilllation 1s somewhat modified following
limitation. There has been a two-fold deterioration in the
amplitude ratio of the weak signal to the strong - that is, the
nonlinear conversion has resulted in a 6-dB suppression of the
weak signal. A spurilous signal has appeared in the oscillation,
the amplitude of which is comparable with that of the weak signsl.

Depending on the form of the input signals, the structure of
this spurious signal will differ. For example, in the case of
narrow-band signals of form (2.33), for which ¢,(t) = 0,
¢,(t) = 0 and which have different Doppler frequencies

B (02 = (wgb + 047)5 By(E) = wpt + 84T + ¢4, + (wy ¥ 25)7, the

structure of the spurious signal vm(t) will be determined from
(8.19) by the dependence

[}

[
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A, (t
O (f) == A"()) cos [(, — O,){ + 9, (8.20)

where ¢ 1is the constant phase shift: ¢, = +(wy + (wy + 201,

%02
As 1s clear from expression (8.20), the spurious signal

retains the structure of the input signals and has a frequency
which mirrors the frequency wg + 90. Therefore, at the fillter-
device output there will be present, together with the central
peaks in the output effect caused by the useful signals, a peax
occasioned by the spurious signal. This has been schematically
represented in Fig. 8.7.

For signals with linear frequency modulation (2.37) having
an ldentical Doppler frequency shift but delayed with respect to
each other by AT,

fr()=od+ 7~ 2o g
Br=u,(t— A*>+2"'r" (t—Az) + 90 |

v

-

Components caused by the

dulation .
Mo useful signals .

component
% (%)

Fig. 8.7. Schematic representation of the
output effect of a digital filtering unit in

the presence of two overlapping signals.
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Thus, the structure of the spurlous signal will appear as

A m
Ou (t) = 27—«;05::3 [a.t+A.t+3%F7-t'~?... ] (8.21)

where

4nF,,
. Bo= TR Ay gy =Pyt Tt At — e,

It will be seen from expression (8.21) that the structure of
the cpurious signal corresponds to the input signal; however, the
signal VM(t) exhibits a frequency shift Aw with respect to the
strong signal. At the rilterfsystemxoutput this leads to a time
sh:ift in the peak of the spurlous signal relative to the peak of
the strong signal. Following (4.13), this time shift will equal
At ~ ATAw/2Fpm, for which reason the peak of the spurlous signal
will lead in time the maximum value of the strong signal by the
amount, At. The filter-~circuilt output effect 1n this case will
show & form similar to that represented in Fig. 8.7, with the
sole difference that the parameter T will correspond to the para-
meter @ and the parameter AT to the parameter 90.

-

In the case of phase-keyed signals (2. _) having an identical
Doppler shift but mutually delayed by the value At we shall have

Bi(t)=wyd + 5 la(t —iTy TR (ge+ 1),
Ba (1) = 0y (¢ — 8%) -5 L [e —~(+0) T Tl (@esnt-1)H-Pese

Here, according to (7.46) and (8.19), the spurious signal
will be defined by the relation

i=N-)

ta(t) = 53 x ¢°5{"ot+*ln("“irw Ta) X
=0
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X(ge+1) — 5 Lt =G+ B Ta Tl (gesn+ ,)_%}:
i=N-~}

=2§%‘7’)— E)cos{u,t-l—-%-ln[t—(i-{-

+8)Tp TR (esn+ l)-?...}. (8.72)

w where ¢M2 = ¢02 + wOAt.

totally matches the weak signal in structure, but that, unlike this
weak slgnal, 1t has a different initial phase, whlch depends on the
i relative delay between the lnput signals and on the difference in
‘ their initlal phases. As a consequence, the effect of the spurlous
signal in this case will be reflected only in the severe fluctuatlon
of the amplitude of the weak signal as the value At changes. On
the other hand, with phase-keyed signals there will be no
appearance of additional peaks in the output effect, as in the
case of narrow-band or frequency-modulated signals.

i
|

b ; From this last expression it follows that the spurious signal
!

In this way, then, binary quantifying of the inpuv oscillation
in a digital filter often results, in the case of severely over-
lapping and intensive signals, in the emergence of false peaks In
the filter-unit cutput oscillation. As the time overlap hetween
the input signals decreuses and their amplitudes are equalized,
these effects will abate; however, even in this case they must be
taken into account in any determination of the detection and
measurement characteristics of systems with digital filters.

8.4, Elements of the Coherent
Musital Filcer .

A digital coherent filtering device may be designed using
the standerd elements of digital engineering. To a considerable
degree the parameters of these elements determine the resultant
characteristics of the device.
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The key element of the digital coherent filter is the phase
discriminator, which is responsible for the conversion of the
phase characteristics of the oscillation to be filtered into a
pulse code. The methods used In the design of the phase
discriminator are similar to those underlying the creation of
various digital phase meters and time-interval meters. Among the
more important of these techniques mention might be made of the
method of quantizing the amplitude of the signals at the cutput -
of the sine and cosine channel detector (as, for example, in Fig.
8.4), as well as the method of reading the moments when a harmonic
oscillation passes through zero relative to a certain pulse ref-
erence train [62].

In the last-mentioned case, a measurement is made of the time
intervals Ty hetween the moments of zero transition by the input
oscillation and the time-reference pulses shaped from a reference
signal (Fig. 8.9). The value To here describes the phase of the
input oscillation [62] with respect to the reading moment ty.

The cosine or sine value of this phase can be obtailnec¢ through
the appropriate nonlinear conversion.

By way of example, Fig. 8.8 shows one of the possible
practical circuit arrangements which will implement thils method.
By means of limitation and differentiaticn, the zero-pulse shaping
circuit forms from the input oscillation a pulse train ug (Fig.
8.9). This pulse sequence reaches the inputs of trigger circuits
(flip-flops) which shape pulses of duration equal to the time
interval T to be measured., Depending on the value of the phase
shift relative to the reading moment, different pulse trains u_

or u, are shaped, this being accomplished by virtue of the
different polarity of the ug pulses and the reset pulses. When
pulses of both polarities occur within the reading interval - for
example, 0 - tl - the positive pulses are automatically erased by
the negative signals from the negative-pulse discrimination

circuit. The pulses u_ and u, reach the coilncidence stages, to

4+
whose scecond inputs is fed the pulse sequence Ugye Counters 1 and
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ig. 8.8. Block diagram of a phase meter
operating according to the "zero"
reference method.
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Pg. 8.9. Signal diagrams for the "zero'"-
reading phase meter.

3 count the number of pulses, which is proportional to the duration
of the intervals Toe For normalization of the measured value Tgs
the derlved result is divided in the divider by a quantity corre-
sponding to the real~time input-oscillation period; this period

is measured by counters 2 and 4. From the divider the information
regarding the phase of the input signal is extracted at moments

of time corresponding to the presence of pulses ug . This inform-
ation reaches the combination packing stage. Following this, the
cosine and sine values of the measured phase can be obtained by
the nonlinear conversion circults. The discrete element in the
phase measurement in Fig. 8.8 i1s determined by the period u,, and
can be made quite small.
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The key parameters of the phase discriminator are its
response speed and the accuracy with which the discrete value of
the phase can be read in the dynamic amplitude range of the input
oscillation. These two parameters are closely interrelated inas-

much as the reading accuracy of the discriminator declines as its
response speed rises.

In the case of detectlon and coarse-measurement systems,
because of thelr limited senslitivity to the value of the discrete
phase step (Section 8.3), considerable errors are permissible in
the quantification of the phase. For example, phase-reading errors
corresponding to an angle of 25° result in such systems in
additlonal energy losses of no more than 0.2 dB.

For fine-measurement systems the phase-reading requirements
are far more stringent so that in this case the design principles
of the phas: quantifier and 1ts circult parameters must be
selected in strict accordance with the permissible errors.,

The shift-register of the digital filter may be designed
with a variety of discrete memory elements orking at the required
operational rates. In most instances, these elements will take
the form of different types n»f flip-flop circults, capac'tive
storage cells, and magnetic matrixes [80].

The welghted summing operation at the shift-register output
is accomplished by a welghting adder, which may be baced on the
analog or digital principle. The analog welghting adder 3s in
fact a rezistive or capacitive linear matrix which performs the
welghted adding of the pulsed voltages directly from the
appropriate shift-register outputs - for example, as shown in
Fig. 8.4, A block diagram of the digital adder is shown in Fig.
8.10. The pulses from the output of the shift-register memory
elements open the appropriate coincidence stages, to the secondary
inputs of which are delivered the weight code sequences. Once
they have passed through these coinclidence stages, the codes are

suimmed in the common adder, resulting in the execution of opera-

tion (8.8).
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Pig. 8.10. Block diagram of digital adder.

The code-summing operation represented in Fig. 8.10 must be
carried out during the time interval TA' This requires that the
digital adding circult operate at a fast rate or else that it

! be designed according to the multichannel principle.

The accuracy and stability of an analog weighting adder 1s
determined by the accuracy and stabllity of the matrix branches
as well as by the accuracy and stabllity of the output pulses,
of current or voltage, from the shift-register memory elements.
The accuracy of the digital adder 1ls a function of the number of
places in the weighting code. The number of digital positions in
a binary code describing with relative error the required analog
value will be defined, according to expression (5.49), by the
formula

!
p=log,(§;% + 1), (8.23)

where sgon is the permissible relative conversion error
expressed as a percentage.
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Weighted-adding distortion in the digital coherent filter
results in its frequency characteristics being mismatched with
respect to the signal, with thls giving rise to additional energy
lcsses and possibly causing a deterioration in the resolving
power of the device.

Functional adders designed to perform summing and squaring
operations may also be based cn analog or digital circuitries,
In the first instance, various semiconductor devices with square-
law characteristics may be employed; in the second, functinnal
digital transducers.

A point to be kept In mind 1s that all the component
elenents incorporated in the dlgltal coherent filter are of
comparatively simple design and can therefore be produced with a
high degree of technological ease.

8.5. Digital Noncoherent
Signal-Processing Device

Noncoherent signal processing following coherent filtration
can be essentially resolved to operations of type (8.2). These
operations can be accomplished by digital devices featuring multi-
level signal amplitude quantification over each of the frequency
channels, with their subsequent storage and welghted processing,
as indicated in the block diagram of Fig. §.1. Practically
speaking, however, blnary amplitude quantiflcation is employed 1in
most cases involving the use of digital noncoherent sicnal-
processing methods. Although 1t is true that the transition to
binary amplitude quantification does lead to corresponding energy
losses, 1In most cases of real importance these losses are of
relatively low magnitude - in the order of 1-1.5 dB [37, 43] -
and may therefore be acceptable. The use of binary amplitude
quantificatlon makes possible significant simplification of the
structural lay~-out of the digital unlt effecting the noncoherent
processlng of the signal.
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One possible block diagram of such a system with binary
amplitﬁde quantification can be seen in Fig. 8.11. The system
has 1 channels, each of which provides noncoherent processing of
the signal from the output of a separate frequency channel in the
coherent filtering unit. The amplitude quantizer provides two-
level quantification of the amplitude of the input oscillation.
An amplitude exceeding the threshold Uoo (Fig. 8.12a) is assigned
a value of 1, with a zero (0) assigned to its below-threshold
values. The sequence of zeros and ones with a time interval At
(Fig. 8.12b), determined by the clock-pulse frequency, reaches
the shift-reglister consisting of M = Toﬁp/At memory elements,
where Todp is the time of the noncoherent processing of the
signal. From the shift-reglster output the delayed pulse
sequence undergoes welghted adding in conformity with the
algorithm (8.2): '

TR

=M
Y (nAt)= E 1y (Al — T ) by. (8.24)
A=l :

The pulse train YH(nAt) (Fig. 8.12c) reaches the threshold
device where it 1s compared witr the threshold Uoo 1° If an
excess 1s determined, YH(nAt) 4 uno 1° the resolving unit fixes
the detection of the signal in the frequency channel in question.
The corresponding detection pulses are shown in Fig. 8.12d. The
best detectlion characteristics in a device of this kind are
secured by setting optimum values for the first and second thres-
hold U and Uoo 1° The methods for selecting the threshold
values and analyzing the detection characteristlics have been
reviewed in [37, 431].

The time quantification interval At in noncoherent processing |
is selected on the basis of the purpose of the device. i

When the signal is noncoherently processed merely for the

purpose of its detection and the determination of the frequency
channel number, the time quantification interval may be selected
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Fig. 8.12. Diagrams .of signals in the digital
noncoherent signal processor.

as equal to the correlation interval of the signal as it leaves
the coherent filter circult. On the other hand, in the
measurement of signal delay time, when the task is one of high-
accuracy measurement, the interval of time quantification must
be taken in uccordance with dependence (4.26):

A““Qun’

Following digital coherent filtration according to the
diagram in Fig. 8.11, the signal delay time 1s measured by
determining the center of the pulse burst obtained when the
threshold Yool is exceeded by the signal Y(nAt) (Fig. 8.12¢, d, e).
At this point, the maximum equipment error in the measurement
will corespond to one-half the interval At;‘to ensure the least
noise error, values are used which correspond to the moment of
time when the signal/noise ratio is maximum. This moment is
selected in Fig. 8.11 according to the greatest number of pulses
exceeding the second thareshold (Fig. 8.12f). If the value of At
is small enough and the time interval for noncoherent signal
processing large enough, the number of storage elcments in the
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shift-registers of each of the device's frequency channels (Fig.
8.11) becomes very sizable: M = Todp/At'

To réduce the total number of storage elements in the non~
coherent digital processor with binary amplitude quantification,
when the number of useful signals is small, the method of the
"independent" memory may be employed. With this approach, the
number of memory elements 1is selected according to the number or
probable instances involving crossing of the first threshold U,
and equals the number of ones ln(nAt). Since this number is
considerahly smaller than the value of n, a significant economy

0

of storage elements is secured. The delay-time code of the
pulses ln(nAt) 1s recorded in each storage element, and from the
output of these elements those pulses having close code values
are added. I

A possible configuration for this kind of noncoherent
processor with the signals taken from a cingle frequency channel
is shown in Fig. 8.13. The input oscillation YH(nAt) reaches the
threshold circult, where, similarly to Fig. 8.12b, it is converted
into a series of unit pulses ln(nAt) characterizing a crossing of
the threshold. In the encoding circuit, to each pulse of this
series there is assigned a code value cosresponding to the delay
time of the pulse. This time code 1s stored across recording
(writing) selectors which successively unblock the free memory
elements. These memory elements are periodically interrogated by
a resolving device in which an analysis 1s made of the code values
and where codes with close values are discriminated. The value
describing the number of these codes is compared with the thres-
hold. Signal detectlion is established when this value exceeds
the threshold.

The method for designing these circults and determining
their characteristics is discussed in [59].
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Fig. 8.13. Block diagram of immediate-access storage
device.

9. OPTICAL FILTERS

9.1. General Description of
Electron-Optical Signal
Processors

Electron-optical devices constitute a relatively new
engineering development trend in the area of signal filtration
and processing. With respect to a great many parameters, the
technical characteristics of electron-optical devices are superior
to those of electronic equipment.

Speciflically, as compared to purely electronic in- wumentation,
these devices afford considerably higher opérating sro-3 (broad-
bandedness), while making possible, in a relatively sim,le
fashion, the multichannel and multifunctional processing of signals
as well as the execution of a variety of two-dimensional »perations
on them. Optical fllters provide rather a simple synthesis of
virtually any required frequency-phase characteristie, which,
should the need arise, can also be converted into any other.
Electron-optical devices are employed at all stages in the signal-
processing chain, including the filtering stage, the primary and
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secondary processing stage, and the data-display stage.

Both analog and discrete election~-optical devices are used
for these purposes [1l, 1¢, 29, 46, 52, 64, TU]; however, the
greatest opportunities for optical methods are to be found in the
area of signal filtration and radar-information extraction, where
they can be combined with comparatively simple systems to provide
multichannel filtering of complex, high-information signals and
to ensure the solution of a variety of multidimensional algorithms.
As requireme:'ts increase with respect to the operating speed and
multifunctionality of signal~processing systems, ever-greater
importance attaches to the advantages of electron-optical devices
for wider application in equipment of this kind.

9.2, Optical Signal-Filtration
Methods

As follows from expression (5.2),(the formation of a corre-
lation function requires the execution of an operation of multi-
plication and integration. Both these operations can be easily
performed in optics. For the multiplic;tion operation there is
employed the property involving the change in the amplitude and
phase of light as it tranverses an optically inhomogeneous medium.

In the case of constant polarization, & light wave can be

characterized by the electrical t'ield-intensity component as
defined in a system of coordinates (Fig. 9.1) in the form

Sen (%, 9) = Acu (%, ¥) exp ] Pen (% )] €XP [jwres 1, (9.1)
where Aca(x, y) 1s the amplitude of the light wave:

Wey is the light frequency;

¢Ca(x, y) 1is the light-wave phase.
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of light
. "ook" = "focal"

Mop!" = "ligﬁt"
Fig. 9.1. Spatial conversion of light.

For coherent optical systems the factor exp [chtJ describing
the instantaneous phase change can be dropped gince for these
systems the mutual phase reletions of the light waves at different
points in space are not time-dependeht. The analytical expression
for the light wave in this case assumes the form

Seu (%, y')'= Aca{xny) exp [P (x, ¥)). (9.2)

For a semi-transparent diapositive (transparency) attenuating 3
the light intensity asp(x, y) times (0 < an < 1) and having an 3 '
optical thickness of ZO, the light transmission characteristic j
will be expressed as '

Na b % dgd £22 8

T (%, y)= ayp (%, y)exp [jasy (%, y)l, (9.3)
%__’____l an,..!l. : ]

nnp is the index of the refraction of the light by the
transparency.

where

Having passed through a transparency with the transmission
characteristic (9.3), the 1light wave (9.2) is modulated according
tc the expression
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S (X. y)l = Sea (x, y) T(xv y)=
= Ao (%, y) Qqyp (X, 5Yexp {] Pea(x, y) + azp (%2 Y]} (9.4)

From this last expression it 1s clear that as a result of the
passage of the light wave SCB(x, y) through thz optical trans-
parency T(x, y) there has been a multiplication of its optical
characteristics., It follows from expression (9.4), in particular,
that in the passage of a stream of light of constant amplitude
SCB 0 through two superimposed transparencles having the
characteristics Tl(x, y) and Te(x, y) the .distribution of the

light Sce(x, y) exiting from the transparencies will be determined
by a product of the kind

SC’ (x’ y)lu! = Scl! °T| (X, ’j) T‘ (x. y). (9 .5)

The optical integration operation 1s accomplished by a lens.
In effect, the light waves 1in the focal planes of a spherical lens
(Fig. 9.1) are related by the dependence

+® -
Sea(@x. 00 ={[Ser (2 g} XD [— (w0t +a,g) drdty,  *°)
-9

2rx 2ny
wher = e —— ] .
ere wy 'ﬂ;TZ;" 0, = " are spatial frequencies

As is evident from expression (9.6), the light wave in the
Pn2 plane 1s a two-dimensional Fourier transform of the
distribution of the modulation function of the wave 1n the Pnl
plane. The integration of the light image of plane P,y will
occur on the optical axis of the lens at point w, = 0, wy = 0.

In order that correlation operation (5.2) take place, the
signal S(t) is recorded on the transparency Tl(x) - in such a way,
for example, that its transmittance in the interval dT changes
according to the signal amplitude (Fig. 9.2). Now, if two such
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L

Variable~transmittance transparency

Fig. 9.2, Optical signal transparency.

transparencles are superimposed cie on the other, shifted along
the x axls by the amodnt Xgs and placed in the forward focal plane
Pnl of the lens (Fig. 9.1), then, when they are illuminated by
cocherent 1light Sce 0 there will be formed on the optical axis of
the lens in the Pﬂ2 plane a light wave whose amplitude Scaa will ;
be dascribed by the expression

o emw cteae e

4 (9.7)
Sona (%) = Sexs § Ty(%)Ty(x—x,)dx.

This operation may also be acccmplished with the use of
noncoherent light; in this case, however, at point w, = 0, wy =0
of plane Pn2 there will be an addition of the intensity of the
light nropagating on plane Pnl’ that is, the accomplishment of
operation

d,
Sems ()= 52, §'T§ (T2 (& — x0) dx. (9.8)
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Thus, with noncoherent illumination the transmittance of the
transparencies must be proportional to V S(t). As a consequence
of the fact that the transmittance cannot assume negative values,
in accordance with Fig. 9.2 a transparency Tl(x) can be produced
only for video signals whose amplitude is always positive. Radilo
signals are bipolar, wheref'ore their recording on the transpare:ucy
requires the introduction of an additonal constant biasing of the

signal level, that is, the recording on the transparency of the
sum

Sw=B+S@). (9.9)

The introduction of the additional bias B, results in the
fact that, along with the useful component of the correlation
interval (9.7). the light wave Scaz(xo) will contain a spurious
background causing a detericration in the flltering result. In
effect, i1f the transmittance functions of transparencles Tl(x)
and Tz(x) have the form

Tl (x) = Bo; + S (x),

Ti(x)= B,,+ S (x), (9.10)

then, following (9.%5) and (9.6), the amplitude of the light at
point w, = 0, wy = 0 of plane P”2 will correspond, with accuracy
to within a constant factor, to

dy
Sen s (xo) =S¢ oBoa o2 + Sen oBos Oy S (x — ) dx “‘

“ “
4 Ser 0B és(x)dx'i'scno )S(x)S(x—xo)dx. (9.11)

From this last expression (9.11) it will be clear that only
the final term of the sum is useful, with the remaining terms
contalning a nolse background.
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Since additional selection of the effective component from
the sum (9.11) 1is not possible with the use of noncoherent light,

the applicability of noncoherent optical methods for the filtering

of bipolar sighals is severely limited.

When coherent light is employed, special measures may be
taken to permit a considerable attenuation of the constant
constituent of the reference level. This may be accomplished
through the rejection of its spectral components. For this
pvrpose, the transparency with the radlo signal inscribed on it -
in the form, for example, of

T (x)= B, A(x) cos [ozyx + 9 (%)]
for 0 x<dy (9.12)

is located in the forward focal plane of the lens Pnl (Fig. 9.1),
and illuminated with coherent light. In keeping with dependence
(9.6), in the rear focal plane of lens P o function (9.12) will
undergo a Fourler transform on axis Xoo As a result of this
transform, the spectral components of signal (9.12) will be laid
off along axis Xoe The origin of the coordinates will disclose
the spectrum of the constant component BO’ whille in the region of
space frequencles iwxo will be found the spectrum of signal

A(x) cos [wxox + ¢(x)]. Since the spectral width of the constant
component B0 is determined Ly the Interval dT, thus at signal

frequericies for which the signal spectrum

|
7 <o (9.13)

shows virtually no overlap with the spectrum of the constant
component, the spectral components of the constant component
Bo(w) can be eliminated - through the use, for example, of a
screen shading the .frequency region at point w,2 = 0. This

X
operation affords a significant attenuation of the effect of the
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constant component during the further filter processing of the
signal A(x) cos [wxox + ¢(x)].

9.3. Synthesis of Optical
Filters

A variety of optical filters may be synthesized based on the

properties of coherent optical systems. The fact that optical

systems exhibit spatial two~-dimensionality affords the possibility
cf realizing both two~dimensional and unidimensional multichannel

filters. 1In the first instance, by analogy with (5.6), the

filtering operation is expressed by a two-dimenslional correlation

Integral

4+ '
Y (% g)={ {X (X0 00) S* (s = Xo s~ 44X (9, 1)

In the case of unidimensional multichannel filtering the
correlation integral is expressed in the form

YU; (x') = ?Xy'(xl) A\ (x‘--x.) dx,, (9.15)
-0 .

where S*(xl) is a modulation function being the mirror and
complex~-conjugate function with rvspect to the filter response.

Two methods are distingulished for acquiring the required
optical-filter characteristics:

a) the synthesis method in the space frequency region;

b) the synthesis methced 1n the space-image region of the
signal [33].

In case a) the structural arrangement of the filter will
appear as indicated in Fig. 9.3. The transparency on which is
inscribed the input oscillation X(xl, yl) (this transparency will
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X(x,,4)

Fig. 9.3. Block diagram of an optical filter with
a mask in the frequency regilon.

henceforth be referred to as the signal tranasparency) is located
in plane Pnl‘ The two-dimensional spectrum X(wx, w_ ) will be
present in the focal plane of lens ”1(Pn2)' If there 1s placed

in this plane a transparency «ith light tra.smlttance S*(wx, wy),

desceribing the rrequency characteristic of the required filter
(this transparency to be known as the optical filter mask), then
in accordance with the propertles of optical multiplication, the

light wave leaving this transparency willl have the following lorm:

X (wx wy) S* (0, o). (9.16)

The subsequent two-dimensional Fourier space transform by

lens ﬂ2 (9.6) will form in plane P.a two-dimensional image of
form (9.14),

The filter diagrammed in Fig. 9.4 provides for the location
of the filter mask in plane Pnl directly behind the signal
transparency. Here the filter mask 1s a transparency carrying
the reference signal S*(xl, yl). In this case, in the focal
plane of the lens nl(Pna) we shall have the .image

L .
Y (X0 44) "'—'_‘SSX (x30 ) S* (%, — Xpth —
-0
— #o) €xp [ (0x%, -} 0 _yy)) dxdy,, (9.17)
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Fig. 9.4. Block diagram of an optical filter
wi’h signal plane mask.

where Xgs ¥ is the displacement of the filter mask coordinates
in plare Pnl relative to the input-oscillation transparency
x<xl’ yl)' ' l

For point w, = 0, wy = 0 expression (9.17) 1s transformed
to (9.14).

In the majority of cases, the fllter circuit shown in Fig.
9.3 1s to be preferred in that it performs correlation operation
(9.14) in plane Pn3 for a wide range of parameters Xgs Yoo On
the other hand, the arrangement shown in Fig. 9.3 [sic] performs
the correlation operation only on a successive time basis for
each shift in the parameters of the filter mask relative to the
signal transparency. [Translator's Note - Thgre is obviously a
misprint in the last two sentences. The author has mistakenly
twlce referred to Fig. 9.3, when one reference should clearly be
to Fig. 9.4.]

For the design of multichannel filters implementing the
correlative integration operation for only one of the coordinates
éjmultaneously over many channels, one may employ the same
circuitries shown in Figs. 9.3 and 9.4 by replacing the spherical

lens ﬂl and Jl, by a lens system containing one c¢ylindrical and

2
one spherical lens [33].
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The unidimensional signals to be filtered are written in the
form Xyi(xl) and arranged one above the other along the y, axis

in plane Pn1 in the arrangement shown in Fig. 9.3. The system of
cylindrical and spherical lenses performs the Yourier transform
for the X, coordinate only, with the signal not transformed for
the ¥q coordinate, the result being that in the Pn2 plane there
is the simultaneous spectral transformation of the signals for
each channel located along the ¥y axls separately. By placing

an individual filter mask in each channel of plane Pn2’ we obtain
in plane Pn3 along axis Vo @ multichannel image corresponding to
the aggregate of correlation intervals of form (9.15).

By way of example, ccnsider some practical block diagrams of
unidimensional optical fllters which provide flltering In both the
signal and frequency plane. The arrangement of a unidimensional
optical filter performing signal-plane filtration 1s shown in
Fig. 9.5.

The x(t) input-oscillation transparency (139), having a trans-
mittance function on the x1 axis in the form

Ty(x)= B,+x(gr,)= B,+-
+ Ax(x,) €08 [02 o, - @ (%1) + % (%2) -+ Pol (9.18)

is located in the forward focal plane of lens nl and 1s dlsplaced
with respect to the »ptical axis by the quantity Xge In Figs.

9.5 and 9.6 the change in transmittance value is schematically
represented in the formed of a darkened relief, with the hatched
relief used to indicate the signal amplitude in the corresponding
planes. In the rear focal plane of lens ﬂl the screen rejects

the spectral components of the constant constituent BO‘ Therefore,
in accordance with the Fourler inversion, the amplitude of the
light in the rear fonal plane of lens ﬂ? along the X, axis will

reflect the input oscillation SCBOx(xe-xo). Located in this same
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Fig. 9.6, Practical arrangement with frequency-plane
filtering. . -

plane is an optical transparency with the transmittance function
Ta(xz) corresponding to the filter mask

T's(Xa) = A, (%) €08 [0z 4% +$ (%a)] + By (9.19)
The light amplitude leaving the mask will be expressed as

Son (%) = Sen % (X2 — %) Ty (xa): (9.20)

The lens ﬂ3 produces the Fourier transform of function (9.20).

Therefore, in the rear focal plane of lens n3 at point w, = 0,

2
following dependences (5.11), (9.6), (9.18), (9.19), ard (9.20),
we obtailn

Sen (¥o)oun == "«iT‘ Sen o Re exp [j (0xeX, 4= 9,)] X

dy dr
]
X OS s; (x’) S*o (xl - xO) dx.+-§_ Boscﬂo J X (x. - &O) dx.. ( 9 21 )
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Since x(x2-x0) is a rapidly oscillating function, the final
term in sum (9.21) has a value close to zero, and for this reason
the amplitude of the light leaving the filter shown in Fig. 9.5
will be proportional to the required correlation integral, that
is,

«r
Sea (X,) = "%" Sevo Reexp [j (w2, 4-94)} 3‘ Sx(5) $% (xs—

e x,) s, (9.22)

With filtering in the frequency plane the block diagram of
the optical filter has the appearance shown in Fig. 9.6. Just as
in Fig. 9.5, lens ﬂl forms in its rear focal plane the spectrum
of function (9.18), which, in accordance with (9.6) and (9.18),
will be expressed in the form

. dpe,
, ﬂn-—g-
Sea (0x)=Sea | B, oy +exp(""i""x0)‘¥(“’8) (9.23)
3 '

where x(wx) is the spectrum of signal x(xl).

Placed in the plane in question in the region of the optical
axls 1s a screen which eliminates those spectral components which
are caused by the constant part BO’ as well as a complex filter
mask exhibiting a variation in the amplitude and phase of the
light in conformity with the transmission factor Sa(w). A
correlation function is formed in the rear focal plane of lens
u2 corresponding to

+e,
Seu (X2 = Xohsux = S X (5) S*, (@) exp [j (xa—x,) @] do; =
-

i

te
§8x(ﬁ)3’.(€~xs+"o)“" (9.21)
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From this last expression it 1s clear that the shift of the
transparency Tl(xl) along the x1 axls does not lead to a dilstortion
of the correlation function, but merely causes its displacement
along the X, axls by the same guantity.

9.4, Optical Transparencies

In practical filtering and signal-processing systems the
oscillation from the receiver channel output normally arrives in
the form of an electrical voltage or current. The introduction
of this kind of signal into an optical filter requires that it
be converted into an optical transparency providing the required
modulation of the light stream in the filter. An optical
transparency is also required for the creation of the filter mask
(Section 9.3).

According to their operating principles, optical transparencles
are classed as static and dynamic.

The static transparency represents a comparatively long-term
signal recording accomplished by varying the optical transmittance
or phase thickness of some kind of optically transparent materlal
such as photographic film, thermoplastic, and the like. The
optical filtering and processing of the signal thus recorded 1is
conducted in an altered time scale. Because they involve a
variation of the transmittance factor and optical thickness,
static transparencies permit both the amplitude and phase modula-
tion of the light in accordance with expression (9.4).

The dynamic transparency modulates the light stream in
conformity with an incoming electrical signal in an instantaneous
time scale. The basic varieties of such optical transducers are
the ultrasonic and electron-optical light modulator [20, 35, 46,
60, 64].
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In practical opticel filtering devices, photographic films
are the most widely employed of the statlc transparencies and
transparent ultrasonic delay lines of the dynamic varilety. Let
us consider in some detall the fundamental design principles of
these transparencies.

A film-type optical transparency producing an amplitude
signal recording of type (9.18) may be devised using the apparatus
schematically represented in fig. 9.7. The input oscillation
r(t) is summed in the control circuit with reference level Vo and
fed to the control electrode of a cathode~ray tube [CRT] (3/)IT).
The control~electrode voltage modulates the brightness of the spot
on the CRT screen. The relationship of spot brightness to the
voliage across the control electrode of the CRT in the lattes's
working range of characteristics is expressed, in this case, in
the following form:

1) = kykfo,+x (0], (5.25)
where I(t) is the brightness of the spot on the CRT screen;
1 1s the current density of the CRT ray;
kI is a proportionality factor.

From the screen of the cathode-ray tube the spot is prujected
onto a photusensitive film by means of the focusing lens, As the
beam travels in time along the x axis, this being accomplishable
either by sweeping the ray of the tube or physically moving the
film, the spot brightness 1s recorded on the film and the time
osclllation x(t) is inscr’bed in spatial coordinates along the
X axis. The dependence .f the film's optical density 0(x) on the
brightness of the incident spot within the linear segment of the
film's sensitivity can be expressed by the relation

om=mig (9.26)
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Fig. 9.7. Dilagram of apparatus for producing a film-type

transparency.

where M is the fllm

contrast;

1n is the "inertia" coefficient of the film [96].

The optical trarnsmitiance of the transparency T(x) is

related to the optical density of the film 0(x) by the expression

T(x)=

~0 ()
o

or, taking into account Eq. (9.26),

r(x)=(?l(x .

i
)

(9.27)

(9.28)

From expressions (6.25) and (9.28) it follows that in order
to achleve for the transparency an optical transmittance
proportional to the input oscillation x(t), the film must be
inverted, that is, a positive with My = -1 must be produced from
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the negative. However, this undesirable operation can be avoided,
provided a sufficiently large displacement step & is selected.

In this case, the major weilgnt in the expansion of relation (9.28)
into a power series attaches to the first term, which ensures a
dependence of the type

*a
13

T (x) =y 7 [0, ™ — a0, x (). (9.29)

This latter expression can be converted to the form

T (x) = B, mx (x), (9.30)

where

The film carrying the time oscillation recording 1s chemically
processed in a special unit shown in Fig. 9.7. This film
processing requires considerable time - some 30-60 seconds - and
for this reason the production of the phototransparency involves
a time lag with respect to the incoming time oscillation.

This method of preparing the transparency can also be
employed to produce a filter mask with an amplitude recording
of the signal (9.19). In tnis case, a signal So(t) is delivered
to the control electrode of the cathode-ray tubpe.

Filtering in the frequency plane calls for a complex filter
mask to vary the amplitude and phase of the transmitted light
(9.24). <rhere are certain practical difficulties in the design
of a transparency with variable optical density and phase
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thickness, and for this reasun holographic techniques are normally
used in the production of complex transparencies [T4].

This method of preparing a complex transparency may be used
tcgether with the arrangement pictured in Fig. 9.8. 1In the x
plane at a distance of 4/2 from the optical axls is located a
transparency with an amplitude recording of the signal T(x) of
form (9.19) corresponding to the Fouriler transfovm of the complex
function of the required ampl.tude-phase transparency T(wx).
Located in this same plane is a slot, also distant from the opcical
axis by the quantity d/2 (Fig. 9.8), through which is delivered
a ceference light beam, being a portion of the input light stream.
A light wave will be present in the rear focal plane of the lens,
whose modulation function is defined by the sum of the two
spectra

T (e exp (-—-]%‘é-d- and O,:exp( 9-’,"—,‘—’-).

where 0l is the amplitude of the reference light beam passing
through the slot.

S amuevay
- arm———g /
sl
rm———g—
m——
Coherent beam W,
of light Photographie
film

Fig. 9.8. Diagram showing the production of a filter
for frequency-plane filtering.
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Phetcgraphic film positioned in the same plane will record
the brighiness of the light image, that is

[(w;)-—lT(w,)exp (-—"‘" )+0 cxp( “'d)] ==

= |T (w)f*+ O] -- O,T (=w;) exp(— joud) -
+ O,T* (ws) exp (jusd). (9.34)

Assuming a sufficiently intense reference beam, following
(9.29) the transmittance function of the transparency Tz(”x)
obtalned on this film will be defined by the relation

Ta(os)= 07" — L3 07T (@'~
L2 0,707 T () exp (— jusd) —
—£2- 07N (o) expjosd). (9.32)

It will be evident from this last expression that the
trausmittance function of the obtained transparency T (w ) is
determined by the sum oi the terms, one of which 1s proportional
to the regulred complex function T(wx) of the transparency to be

synthesized. Therefore, if a transparency of this kind 1s located

in the frequency plane W, of the filter in Fig. 9.0, the required
correlation integral will be formed in 1ts output plane Xoe
Because of the difference in thelr space frequency value, the

additional terms occurring in the transmlttance function T2(wx)

acquire a spatial displacement along the X, axis and are eliminated

by virtue of the corresponding shading.

An optical transparency employing light modulation by means
of ultrasound operates according to a somewhat different working
rrinciple than t»e film-type transparency. The reason for thils
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[ng
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lies in the fact that in a transparency of this kind what is
modulated is not the amp.itude of the light, but its phase. On
the otter hand, however, under certaln conditions, filtering
devices employing ultrasonic light modulators exhiblt the same
characteristics as photo-transparency rilter devices.

Let a signal u(t) = A(t) cos [wot + ¢(t)] be delivered to
the plezoelectric transducer of an optically transparent ultra-
sonic delay line (Fig. 9.9). In a UDL of this kind water, quartsz,
lithium niobate, etc., may be used as the acoustic line. The
ultrasonic wave excited by the signal u(t), traveling over the
acoustic line, changes its optical refractive index nnp(x, t) [8]
according to the law

Nup (X, 1) =1y 4+ AnA (1) cos [, (1 —=\to (t— )], (9.33)
Ver ) Vae
where n, is the refractive index of light of an unexcited medium;

An 1is the ampiitude of the specific change in the refractive
index for the medium in question.

: ’

e ) . ‘ ,3 (0 V) le.

— ‘ AW} -2Wyy

— - I (6¥) wao

' _____Q‘ 'U ————

L] (Aw) .

[RSSSL

— % wao

—y : * leg
. "U‘o

S(t) pl— LO“ [ QoK

Fig. 9.9. Ultrasonic modulation of light.

In its passage through such an excited ultrasonic delay 1line,
the coherent light (Fig. 9.9) acquires a phace modulation (9.3).
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Thus, the complex amplitude of the light behind the UDL, over
which propagates the acoustic wave generated by the signal u(t),
is defined by the relation

Scn (X)) == Scp, €Xp ]{4’0"‘" A (t - ‘V‘E")X
,-(cos[«»,(t-—%;—)-l— lp(t --‘;:‘ )]}, (9. 34)

2ﬂlon0
where wo il wr is the constant phase shift;
c
2nZoAn
Ay = 5 is the phase modulation.
c

Disregarding the constant phase shift wo, expression (9.24)
can be represented by the seriles

Scl\ (xooo = Scb o’o (A";'A (x0 ’)l +2$Cl ° 2 (”“ X

n=|f

XInldpA (x, 1)) ?os {n [m, (l — -ﬁ—'—)-i-? (l - -‘-,’i—)]}. (9.35)

where In(z) is the n-th order Bessel functlion.

Expansion (9.35) indicates that the phase modulatlion i«
characterized by a set of harmonic components of different
frequency, reflecting the amplitude modulation of the light.
Therefore, if the lens of Fig. 9.9 is used to produce a Fourier

transform of lightwave (9.35), there will be formed along the axis

of space frequency W, the linear spectrum of sSeries (9.35) with
@y -

frequencies which are multiples of wxm=-73- (Fig. 9.9). In the

[ 13

region of the fundamental freguency wy0 an optical image is formed,
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corresponding to a transparency with the transmittance function!

N&ﬁ:MMMmmm{m@—ﬁﬂ+

)] (9.36)

Considering that the Bessel function of the flrst order

+9Q~

x
Vs

L (=5—15+- (9.37)

when z << 1, can be represented by the first term only of sum
(9.37), for small modulation indices relation (9.36) can be
rewritten as follows:

T (x, l);e,‘",'—A(x. l)cos[u. (t-—-‘—,’f:)-l-?.(t.——v’:—.)]. (9.38)

It follows from this last expression that, at low modulation
indices, ultrasonic light modulators, similarly to photographic
film, permit the acquisition of optical signsl transparencies with
amplitude and phase modulation. A practical arrangement of an
optical filtering device incorporating an ultrasonic light
modulator may be seen in Fig. 9.10.

Input oscillation x(t) reaches tne piezo-transducer of the
optically transparent ultrasonic delay line. The iliumination of
the UDL by a coherent light stream permits the acquisition, 1n

YThe factor j in expression (9.35) changes only the phase of
the light oscillation, and may therefore be disregarded in the
expressicns for the amplitude of the light.
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Fig. 9.10. Ultrasonic optical filtering device.

the rear focal plane of lens ﬂl, of the spectral expansion (9.35).
The screen placed in plane wx-admits-light only in the reglon of
the fundamental frequencies tho, whereupon, following (9.38), a
light image of the input oscillation x(x, t) is formed along the
X, axis in the rear focal plane of lens ﬂ2. Positioned in this
plane 1s a filter mask consisting of a photographic film with the
amplitude recording of a reference signal. Now, on the optical
axls of lens ﬂ3 in its rear focal plane, similarly to Fig. 9.4,
there will be formed a correlation integral of type (9.15).

Since as a result of the propagation of the acoustic wave along
the sound line there will be a time-continuous spatial displace-
ment of the transmittance function of the transparency (9.38),
all the values of the correlation integral will also be

successively reproduced at the point w, = 0. The operation cf an
2
optical filter with ultrasonic modulator takes place ln an

instantaneous time scale, a fact which makes it posslhle to
employ such filters, unlike the static-transparency variety, for
the filtering of raplidly changling signals.

9.5. Some Varieties of Practical
Unidimensional Optic Filter
Circuitries

Real optical filtering devices are designed for the most part

using the circuit arrangements and metheds discussed in Sectlions
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9.3 and 9.4. In a number cf instances, however, for special

signal forms and processing systems it may be more expedient, in
practical terms, to use circulitries exhibiting certain structural
differences from those represented in Figs. 9.5 and 9.6. Let us
consider, by way of example, the major varieties of these practical
configurations, which offer the advantage of providing simpler
hardware implementation.

Optical Filter with Photoelectronic
Integration

A device of this kind was proposed in [76]. Its block
diagram is shown in Fig. 9.11. The input signal u(t) = A(t) cos
[wot + ¢(t)] reaches the piezoelectric transducer of an optically
transparent ultrasonic delay line, lmmediately following which is
located a fllter mask in the form of an optical transparency with
a transmittance function T2(x) equal to

Ti(2)= B.+u(7§;)=ﬁo+«4(¢,’-f;-\)cc= [v2 +e(dz)) -5

=

;
e —

Coherent
stream of

light S(e)
Fig. 9.11. Optical filtering device.




With the UDL illuminated by coherent light, the complex
amplitude of the light wave Scaz(x, t) behind the transparenc,; is
expressed in the form

Sew 2 (X, )= Sen, (%, ) T (), (9.50)

where S,Bi(x, t) 1c the complex amplitude of the light behind the
UDL.

Excited by the input signal, the ultrasonic wave causes the
phase modulation of the light transiting through the UDL in
conformity w.th expression (9.35). Given low modulation indices,
similarly to (9.38), the basic contribution to the regilon of the
fundamental frequency w0 of the spesctrul expansion of the light

Sca(x, t) (plane wx) will be made by the two components of product
(9.40), wnich will equal

W

Sona (5. = Sen o Re{S (7 Yo (1 32 )+

1 B,AYS (t +—",—°—;->exp [0 (z +7"-)]} (9.41)

The spectral expansion of these components in the region of
the fregquency w.o can be represented by the relation

d1

0

.-

Scas (9 8) = Scu g g S (';-')exp (joagpX) €XP (joxX) dx -

at
1
Ty

+)

dy

+ -5

+ Seu o BP €xp (jol) g s<t -{—V"—'-)exp (j0s k) eXP{jsx)d X
i Y (9.42)

— e

2
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If a photoelectric detector is located in the region of
frequency Wegs then as a result of the fact that it reacts to
the intensity of the light and sums it from a certain surface
twa, fhe electric signal at the detector output will be defined
by the expression

+a4w
y(t)= “ lscu o(0y, t)l doy. -
—hu,
+aw, "'112I ’
=Ses [ | | S()emtito—esids| do.t- ;
—A0) 4y .
) ;
+S,Boay | [ (g )emplifen—
]
~—dw — —

X .
¢ 5‘ 5 s S(v'*) S*(t -}-71.) exp [j (4, —
Y. Y Y- 111. —_ d—r
X 2] 2
- JC,) (‘”S — (on)] dx‘dx.dmx. (9 . u3 )

The signal components described by the first two terms of the
sum (9.43) fall within the low-frequency regilon and are filtered
out in the frequency-selective amplifier following the photo-
detector. The component defined by the third term of the sum may
be somewhat transformed. By extending to infinlty the frequency
integration range and considering that
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Jim ] j exp [jo (x, — x,)] do =3 (x, — x,),

then for the third component we obtain

! d
L

2
Y(1)=28cu o By Re exp (— juyf) jdrs(v%)s*\f+ﬁ;)d .« (9.44)

If we compare this method of forming the correlation functlion
with the one previously considered in the signal-plane filtering
unit (9.22), it will be noted that the conversion of the light
peltern by means of the photoe.lectric detector in case (9.22)
forms the square of the modulus of the autocorrelatinn functlion,
while this transformation (9.44) is characterized by the
acquisition of the direct autocorrelation function value, This
is true because here the photodetector plays a part in the
integration operation.

This optical fllter arrangement (Wig. 9.11) also offers a
number of advantages over conventional optical filtering circulits
in that it is simpler and does not require the elimination of tLhe
constant light component determined by the reference level.

Optlcal Filter Employing Space
Focusing

For certain signal forms the optical filter can be deslgned
without the use of masks. The approach in this cace is through
the space-~focusing property of light vibrations. Similar optical
filters can be designed, for example, for narrow-band, unmodulated
radio signals (2.33) and signals with linear frequency modulation
(2.37). The block diagram of this kind of filter with a dyramic
transparency has been described in [20, 49] and is shown in Fig.
J.12.
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Fig. 9.12. Optical filter employlng space light focusihgwu

The light stream, phase-modulated by the ultrasonlc modulator,
is focused by the filtering lens., When the input signal is
represented by a radio pulse of form (2.33), the focusing of the
beam occurs in plane Pnl’ while in a certain region of the
fundamental frequency Wy @ image appears corresponding to the
Fourier transform of the signal reaching the lnput of the ultrasonic
modulator (9.38). As the frequency of the input oscillation
varies, there 1s a shift in the light image relative to the point
w o by the amount Ax. Following (9.6), this ghift is defined as ‘

Ax= ACIL‘;I. (9.“5)

Axn

If ahead of the photoelectric receiver at point 1 (Fig. 9.12)
there is set up a narrow slot passing the spectral components
determined only by the spectrum of the input signal, then the
signal from the receiver output will characterize the envelope of
the oscillation at the output of a matched filter tuned to the
' frequency of the radio pulse.

To create a set of filters overlapping the prescribed
frequency band in plane Pnl’ it 1s merely necessary to set up a
series of photoelectric receivers having the appropriate slots.
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With the arrival at the input of the ultraconic modulator
of Fig. 9.12 of a cignal of type (2.37), frequency-modulated
according to the linear law, the focusing of the beam behind the
focusing lens shifts Lo the PO plane. Now

Leox
Ly=Lyox (1 —'“’z’;")o (9.46)

where
V2Ar

“TonFm

Z,=

Optical Filter with Dynamic Mask

A block diagram of this filter may be seen in Fig. 9.13. The
filter ls designed in conformity with the circuit of Fig. 9.5 or
9.11, In which the signal and fllter transparencies are of the
dynamic variety. Ultrasonic modulators may be used as dynamic
transparencies of this kind [60]. With the delivery to the input
of the first and second modulator of signals whose time character-
istics mirror each other, the photoreceiver output produces a

ﬁsignal which describes 1n time elther the square of the envelope
of the correlation integral (9.22) or its direct value (9.4l).

Filter :
reference signal
s \\\
7 ~
/s ~
’ \ N ( |Photo- o '
—€ —jelectric utout
A o2 lreceiver| Signal
~ ,’ "

\
N B AW 14
A
Input oscillation

Fig. 9.13. Optical filter with dynamic mask.
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For the purpose of altering the time scale of the filter
reference signral and eliminating the need that it mirror the
characteristics of the input signal, the ecircuit arrangement
in Fig. 9.13 can be slightly modified %o include an

additional lens system (Fig. ©.14),

Fllter
__“@r__ reference signal
/, .
’
(/ \ Photo-
vl N o ; electric
N e | 7 Jrecelver
-~ 7 Image scale g

variation system
Input oscillation

Fig. 9.14. Optical filter with dynamic mask and
changing time scale.
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