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3. 

ABSTRACT 

Individuals or small groups often make decisions which affect the 
interests of other people.    The decision makers may wish to incorporate the 
preferences of these people into their analysis of alternative courses of action. 
A normative methodology for doing this, using results from decision theory, 
is developed in this report. 

The theoretical development divides into three parts.    First, methods 
are developed for combining the preferences of various individuals into a 
single description of the preferences of the entire group.    Second, new methods 
are developed for assessing the preferences of the different individuals. 
Finally, a Bayesian approach is given for incorporating into the analysis the 
decision makers1 uncertainty about the preferences of the individuals of interest. 

The methodology is applied to three "real-world" situations.    One of 
these shows its use in providing direct citi ;en participation in local government 
decision making.    The second application demonstrates how computer time- 
share system managers could use the methods to incorporate the preferences 
of the system users into their planning process.   Finally, it is shown how govern- 
ment planners could use the methodology to incorporate the preferences of the 
affected people into the planning of new housing to replace that destroyed by 
highway construction. 
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Chapter I 

INTRODUCTION 

In modern government and industr al operations individuals or small 

groups often make decisions that affect the lives of many different individuals 

and groups.    Thus,  for example, a decision by the Boston-area Metropolitan 

District Commission on how to meet future demand for sewage treatment 

facilities will affect the quality of life of residents of the city.    The waste 

disposal problem for various groups within the city will be net to a greater 

or lesser extent depending on what plan is adopted.    Also, of course,  the cost 

to various groups will differ depending on what plan is adopted. 

To take another example    a decision as to what program to institute 

in a community to fight h* roin use will affect many different groups within the 

community.    Addicts will receive different treatment depending on what 

program is selected: the citisenry will be protected from addict-committed 

crimes to differing degrees depending on the program selected; and drug 

pushers will be affected differently. 

In the private sector,  many companies are becoming more concerned 

with the ways in which their decisions affect different community groups and 

the government's opinion.    Thus, for example, power companies are becoming 

aware of the ways . » which their methods of electric power generation äfftet 

different community residents. 

Clearly, the detailed structure of these problems differs greatly. 

However, they all share the common feature that the results of the decision 
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will impact on a number of different people or groups in different ways. 

Furthermore,  a decision maker in such situations often wishes to take the 

preferences of the affected people into account while making his deci   ion.    In 

this thesis methods are developed for formally doing this. 

The approach taken is to identify a number of problems that a decision 

maker faces when he wishes to incorporate the preferences of other people 

into his analysis, and then to develop a methodology for tackling these problems. 

After doing this the methodology is applied to several problems in order to 

demonstrate its strengths and weaknesses. 

1. 1     Difficulties Associated with Incorporating Preferences of 
Others into an Analysis 

There are two types of difficulties that arise when an attempt is made 

to incorporate other people's preferences into an analysis.    First, there are 

fundamental theoretical difficulties that limit the manner in which this may be 

done.   Second, there are a number of practical difficulties that make it hard 

in any realistic situation.    These two types of difficulties will now be considered. 

1.1.1     Fundamental Theoretical Difficulties 

One basic difficulty is determining how the preferences of different 

individuals may be compared in a meaningful way.    This problem is well 

illustrated by the following simple example. 

Suppose a host wishes to serve his two guests coffee,  tea or hot 

chocolate.    Since he has only one pot in which to make the beverage he must 

serve the same thing to both guests.    To help him decide which to serve he 

asks the guests to rank the drinks in order by preference.    Suppose guest one 
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responds that he likes coffee best, then tea and finally hot chocolate.    Guest 

two, on the other hand,  ranks them hot chocolate, tea and coffee. 

Based on these lists the host might reasonably feel he should serve 

tea.    Both guests like this second best, while they split in their preferences 

for the other two drinks, one preferring coffee and liking hot chocolate least 

while the other's preferences are just the opposite. 

However,  further thought leads to the conclusion that this may not be 

the best course of action to take.    The ranking lists do not tell anything about 

the relative intensity of the two guests'preferences.    For example, guest one 

may be fairly satisfied with any of the drinks while guest two may dislike tea 

and coffee very much. 

In order to obtain this intensity information the host might ask each 

guest to rank the drinks on a 1 to 10 scale where 1 means "dislike greatly" 

and 10 means "like very much."   Suppose gueftt one scores the drinks as 

coffee = 6, tea = 4 and, hot chocolate = 3, while guest two lists hot 

chocolate = 8, tea = 7, and coffee = 6. 

Looking at this list the host might feel he should serve coffee.    After 

all, both guests like this fairly well (as measured by this method) and any 

other drink is liked considerably less by guest one. 

But, further consideration leads to the realization that this may not be 

the best drink to serve.   It is not clear what the various numbers on the 1 to 10 

scale mean to each of the guests.    Thus, for example, to guest one a rank of 

1 might be assigned to a drink that he would just barely consider drinking while 
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guest two might reserve ranks 1 to 3 for drinks that he would not ever consider 

drinking.    If this were true, guest one would tend to assign higher ranks to 

drinks that he had the same innate preference for as guest two. 

By careful questioning it would be possible to decrease the ambiguity 

in the meaning of the scale values.   However, this can never be resolved 

completely.   At some point the host will have to use his own judgment to 

decide what scale values represent the same level of preference for the two 

different individuals. 

This difficulty of interpersonally comparing preferences seems to be 

fundamental and inescapable.    There is no objectively correct way to compare 

the preferences of different people.    Or, a-' Bergson said in his classic 

2 
paper:      "No extension of the methods of measuring utilities will dispense with 

the necessity for the introduction of value propositions to give these utilities 

a common dimension." 

Although this problem is inescapable, any methodology that is to be 

useful to practical decision makers should reduce the number of such value 

judgments that must be made.    It should also bring these judgments out into 

the open and explicitly show the affects of possible change«? in them.    This 

will provide a means for persons who disagree about these judgments to 

investigate the affects of their disagreements on the analysis. 

Even if the problem of interpersonal comparison of preferences were 

satisfactorily resolved,  the question of how much the preferences of different 

individuals or groups should be counted by the decision maker still remains. 
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If it is agreed in the coffee-tea-hot chocolate example above that the  1 to 10 ) 
i 

scale for each of the guests represent the same innate preferences, the host 
1 

might still take their preferences into account to different degrees.    Thus, 

for example, if both guests were equally good friends he might try to reach 

■ 

a compromise on the drink served.   However, if one guest were the host's 

employer, he might be guided totally by that guest's preferences. 

To take a more serious example,  suppose a school board is trying to 

choose a plan for a new school.    The board might wish to take into account 

the preferences of various community members differently depending on 

whether they have children in school or not. 

This question of how much "weight" to give to the views of different 

individuals or groups does not have an objective solution.   It will clearly 

depend on the decision being made and the person making it.   However, any 

practical methodology for incorporating the preferences of others into an 

analysis should allow for an open display of the weight being given to different 

people's preferences so that the affect of changes in the weights can be seen. 

Both the problem of interpersonal comparison of preferences and of 

relative weight to be given to the views of different individuals or groups are 

discussed in chapter IV of this thesis.    The methods developed there will aid 

decision makers in tackling these problems. 

1.1.2    Practical Difficulties 1 
  I 
Even if the theoretical difficulties discussed in the last section are 

overcome, there are two important practical problems that must be tackled 
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X 

before a decision maker can incorporate the preferences of others into his 

analysis. 

First, if the number of people whose views are of interest to him is 

large there may not be time or resources to assess all their preferences. 

Second, even if their preferences are obtained, the assessed values may not 

represent the views of the individuals accurately.    This may be due to a 

deliberate attempt to conceal true preferences or because the individuals 

haven't thought carefully enough about what their preferences are.   This 

problem will be particularly acute if the views of a large number of people 

are to be obtained.    In that case it becomes difficult to spend the time with 

3 
each person needed to properly determine his views. 

In chapter V a method is discussed that helps to cut down the time 

needed to assess a person's preferences and, at the same time, makes it 

easier to check whether the views obtained represent the "true" preferences 

of the individual. 

In chapter VI ways of dealing with uncertainty about the preferences 

of ^he individuals or groups of interest are presented.    Uncertainty due to 

possible sampling error as well as that resulting from inaccurate statement 

of preferences by the individuals asked is considered. 

1. 2     Basic Approach of the Thesis 

From the last section it is apparent that two key features involved in 

incorporating the preferences of others into a decision maker's analysis are 

that there is uncertainty and that the preferences of people are of interest. 
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4 
The decision theory of von Neumann and Morgenstern    was established ex- 

pressly to deal v/ith problems involving uncertainty and preferences.    There- 

fore a number of results from this theory will be useful in this thesis research. 

In particular,  some recent results from multiattribute utility theory 

will be very valuable.    (For those unfamiliar with decision theory, a summary 

is included in chapter III.) 

In multiattribute decision theory, the preferences of a person are 

summarized by a utility function U.    This depends on attributes x  ,x_, . . . ,x 
12 m 

that describe possible states of the world; that is U = U(x, , x_ , . .. ,x    ). 12 m 

Since this thesis studies situations where the decision maker's preferences 

depend on the views of other individuals or groups, it follows that 

U = U(x   ,x   , ...,x    ; u  ,u   ,...,u  ) (1.2.1) 
Id mid, n 

where u   ,u   , ...,u    are the utilities of the individuals or groups whose views 1     Z n 

are important to him.    That is, the decision maker's utility function depends 

on the utility functions of other individuals or groups as well as directly on 

the attribute s x., x_..... x 
1     Z m 

Using this basic approach, the thesis presents methods for assessing U. 

In addition, procedures for determining the u.'s in practical situations are 

presented.   Also, the problem of dealing with uncertainty in the u.'s is 

discussed. 

Throughout the thesis,  the emphasis is on deriving results that will be 

useful to real-world decision makers. 

\ \ 
\ 
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T 1 . 3    Outline of the Thesis 

Chapter II presents past research results concerned with the use of 

decision theory to incorporate the preferences of the members of a group 

into a decision making process.    The results that will be discussed deal 

mainly with the theoretical difficulties of interpersonal comparison of 

preferences and weighting of different people's views that were noted in 

section 1.1.1.    Much past research has been done on resolving the practical 

difficulties of preference assessment and incomplete information discussed 

in section 1.1.2.   However,  none of the past approaches have used decision 

theory so they are not very helpful as background for the current study. 

Chapter III reviews basic ideas of decision theory with particular 

emphasis on multiattribute utility theory.   It also presents a summary of the 

more important results in this thesis. 

Chapter IV considers in detail how the decision maker's utility function 

U(x,,x_,... ,x    ;u,,u_,...,u   ) can be assessed. 
12 m      1     2 n 

Chapters V and VI develop methods to tackle the practical problems 

discussed in section 1.1.2.    Chapter V discusses the assessment of preferences 

for people whose views are of interest to the decision maker.    The emphasis 

here is on procedures that yield reasonable approximations to the preferences 

while still being operationally feasible.    Chapter VI considers ways of handling 

uncertainty in the preferences of the people of interest.    Both the case where 

the uncertainty is due to inability to assess the preferences of everyone and 
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the case where there is possible error in the assessed preferences are 

considered. 

Chapter VII considers three applications of the results derived in the 

thesis.   One of these considers methods that a person interested in the 

preferences of a discussion group could use to obtain these preferences.    The 

second example considers a way of assembling the preferences of various 

users of a time-share computer system.   The third example discusses the 

assessment of various proposed sites for building new housing for families 

that will be displaced by highway construction.   It considers how the prefer- 

ences of the displaced families may be taken into account. 

Finally,  Chapter VIII discusses further research that might be carried 

out building on the work in this thesis. 

The reader interested in an overview of the thesis research may read 

chapter III and one or more of the examples in chapter VII.    The reader 

interested in the technical details of the thesis results should also read 

chapters IV, V and VI. 

\ 
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Chapter I     Footnotes 

1. See Luce and Raiffa[22],  ch.  14, for a longer discussion of this difficulty. 

2. See Bergson[4], p. 327. 

3. Grochow[9] has noted how time consuming this is. 

4. For a discussion of this see von Neumann and Morgenstern[36], 
North[25]. Howard[l3]. Raiffa[28],  or Pratt, Raiffa and Schlaifer[27]. 
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Chapter II 

BACKGROUND 

Much of the previous work on the use of decision theoretic r iethods in 

the assessment of the preferences of groups has been done by welfare econo- 

mists.    Henderson and Quandt    say that 

the objective of welfare economics is the evalua- 
tion of the social desirability of alternative eco- 
nomic states.   An economic state is a particular 
arrangement of economic activities and of the 
resources of the economy. 

Many welfare economists feel that this evaluation can only be done 

reasonably if the preferences of the members of the society are used in the 

analysis!.    Hence they have been concerned with ways of obtaining these 

preferences and combining them to give a measure of the overall preferences 

of the society for different alternatives. 

In this chapter a number of results obtained by previous researchers 

will be discussed.    Before doing this some useful notation is presented. 
j 

Let A = (a, ,a_, . . . ,a    } be the set of possible alternative states under 
12 m r 

consideration in a particular decision analysis.    Further, let U be a utility 
j 

function representing the preferences of the group of people as a whole and 

2 
let u   ,u   , . . . ,u    be the utility functions of the members of the group.       Thus 

1     2 n 

U(a.) is the utility of alternative a. to the group as a whole while u.(a.) is the 

utility of that alternative to the j— individual in the group. 

Since welfare economists usually call U a social welfare function,  that 

term will be used here sometimes. 
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2.1    Ranking Schemes to Construct Social Welfare Functions 

One class of welfare functions that has been widely studied is based on 

ranking lists of the preferences of the people in the group. Each person gives 

a list of the possible alternatives ranked according to his preference for them 

and these lists are combined to give a ranking list for the group as a whole. 

This scheme does not take into account the intensity of the individuals 

relative preferences for different alternatives.   However, it has the advantage 

of being easily explainable to the people whose preferences are desired. 

Furthermore,  it is a generalization of the standard voting procedure used to 

select officeholders in many groups.    Thus it is a natural procedure to use 

to obtain preferences from a group. 

A number of different rules have been proposed for combining the 

ranking lists of the group members to obtain a ranking list for the total group. 

The simplest is probably majority rule .    When this is used the alternatives 

are compared pairwise.    For each pair the one which is preferred by more 

people is said to be the more preferred of the two by the group.    (In the case 

of a tie both alternatives are said to be equally preferred.)   From these pair- 

wise preference orderings an attempt is made to construct a ranking list for 

the group. 

For example,  suppose there are three individuals I, II and III and 

three possible alternatives a   , a    and a   .    Suppose the ranking lists for the 

three individuals are 
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I:   a1>a2>a3. 

11:   a1>a2 ~ a3, (2.1.1) 

and 

III:   a3>a1>-a2, 

where ">>"  is read "is preferred to" and "'s'" is read "is indifferent to." 

Then by nieijority rule the group prefers a. to a-, a   to a., and is indifferent 

between a    and a   .    Therefore, a ranking list for the group as a whole is 

ai>a2  ~ V (2.1.2) 

Unfortunately it isn't always possible to combine the pairwise pref- 

erence rankings to obtain a ranking list for the group.   For example, 

3 
Condorcet pointed out in the eighteenth century   that if there are three in- 

dividuals with preference rankings 

I:   a^a^aj. 

II:   a2>a3>V 
and 

III:   a3>-a1>-a2, 

then majority rule does not give a ranking list for the group.    Majority rule 

says that a. is preferred to a. by the group, a_ is preferred to a,, and a, is 

preferred to a   .    This set of pairwise rankings is intransitive and cannot be 

organized into a ranking list. 

The work on ranking schemes to construct social welfare functions 

culminated in Arrow's 1951 monograph.    This is discussed in the next section. 
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2.1.1     Arrow's General Possibility Theorem 

Arrow proved that if a few fairly reasonable constraints are imposed 

on the way in which individual ranking lists are combined into a group ranking 

list, then there is no procedure that can be used to combine the individual 

4 
lists that can be guaranteed to yield a ranking list for the group. 

The Co. jtraints that Arrow imposed were: 

1. a)    There are at least three possible alterna- 
tives in the set A of possible alternatives. 

b*    The social ranking list is defined for all 
possible individual ranking lists. 

c)    There are at least two individuals. 

2. (Positive association of social and individual 
values.)   If the social ranking list assert.- 
that a. is preferred to a. for a given profile 

i J 
of individual ranking lists,  it should a.-sort 
the same if the profile is modified a    mellows: 

a)   The individual paired comparisons between 
alternatives other than a. a^.d a   are not 
changed 

and 

b)   Each individual paired comparison between 
a. and any other alternative either remains 

i 
unchanged or is inodified in a.'s favor. 

(Independence of irrelevant alternatives.) 
Suppose A    is any subset of states in A.    If 

a profile of ranking lists is modified in surh 
a manner that each individual's paired com- 
parisons among the states of A are left un- 

changed, the social rankings resulting from 
the original and modified profiles of individual 
! ankings shall be identical for all the alterna- 
tives in A   . 
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4. (Citizen's sovereignty.)   For each pair of 
states a. and a., there is some profile of 

> J 
individual rankings such that the group 
prefers a. to a.. 

» J 

5. (Non-dictator ship.)   There is no individual 
such that whenever he prefers a. to a. (for 

i        J 
any a. and a ) the group does likewise, 

regardless of the preferences of other in- 
dividuals. 

Although all of these five constraints seem reasonable some objections 

have been raised to 3 (independence of irrelevant alternatives).       Basically 

the objections say that the "irrelevant" alternatives are not really irrelevant 

because they allow the group merroers to show the strength of their prefer- 

ences for the different relevant alternatives. 

Objections have also been raised to constraint lb.    It seems somewhat 

stringent to require that the ranking procedure work for every possible set 

of individual ranking lists.    Arrow considered one restriction on the individual 

ranking lists that dors allow a group list to be constructed.    This is considered 

in the next section. 

2.1.2     The Single-peakedness Condition 

Arrow has shown    that if the preferences of the individuals in a group 

obey the "single-peakedness" condition and if there is an odd number of pecole 

in the group then majority »ule is a method of combining individual ranking 

lists into a group ranking list which meets the five constraints in the last 

section except lb. 

1 
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The single-peakedness condition says tK^i there is a scale along which 

the possible alternatives a.,a,,...,a    may be arrahced (not necessarily in 
1     Z n V 

numerical order) such that a graph of the relative preferences for the various 

alternatives for each individual in the group has a single peaS^ (Note that the 

same arrangement of states along the scale must be used for every individual 

in the group although the peak may be in different places for differenSändividuals. 

For example,   suppose there are four alternatives and three individuals. 

Then the preference profiles in figure 2.1a obey the single-peakedness con- \ 

dition.   However, those in 2.1b do not.    Individual 3*8 preference profile has 

two peaks.   Any rearrangement of the states along the horizontal scale to 

eliminate the second peak will create a second peak in the preference profile 

of one of the other individuals. 

The single-peakedness condition places great restrictions on the 

allowable preference patterns of the group members.   Although it     ould not 

be obeyed by the preferences of most groups Arrow does present some cases 

where it might hold. 

2. 2     Fleming's Theorem 

Fleming has established conditions under which an ordinal social 

welfare function may be written as the sum of the ordinal utility functions for 
g 

the group members.      To be specific, if the five conditions given below are 

satisfied then fhere exist real-valued functions f, ,f_f...,f   onA={aa_,...,a    } 
12 n 12 m 

such thst 
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1. Individual i prefers a. to a    if and only if 
f.(a.) >f.(a1), and       J 

2. The group as a whole prefers a. to a    if 
and only if f(a.) > f(a  ) where 

n 

f(a.)   = 
J 

y f.(a.). 
i=l 

Note that this result does not say that the sum of any individual ordinal 

utility functions may be used as a social welfare function.   Rather,  it says 

that there are some ordinal utility functions whose sum may be used as a 

social welfare function. 

9 
The conditions necessary for the result to hold are: 

1. (Asymmetry of grcup preferences.)   If the 
group as a whole prefers a    to a. then it 
does not prefer a. to a, . 

J k 

2. (Transitivity of group preferences.)   If the 
group prefers a.   to a. and a. to a    then it 
prefers a.  to a, . 

3. (Transitivity of group indifference.)   If the 
group is indifferent between a. and a. and 

between a. and a,  then it is indifferent 
J k 

between a. and a, . 
i k 

4. (Positive relation of group preferences to 
individual preferences.)   If one individual 
prefers a. to a., and none of the other in- 

i        J 
dividuals prefer a. to a. then a. is preferred 

r j i i 
to a. by the group. 

5. (Independent evaluation of the utility distribu- 
tion between each pair of individuals.) 
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a)    There are at least three individuals in 
the group. 

;■ 
b)   Suppose all the members of the group 

except two are indifferent among a set 
of possible alternatives .    Then the 
group prefei ences among the alterna- 
tives depend only on the two individuals 
who are not indifferent. 

Fleming proves the result by constructing the functions f  ,f  , . . .,f  . 
1    Z n 

However, it would be difficult to carry out this construction in an actual situa- 

tion because the person assessing the f.'s must interpersonally compare the 

utilitief  of different individuals for many different alternatives.    This is 

difficult to do and it seems unlikely that he could do it and have very much 

confidfr«ce in his results. 

Furthermore, because of this interpersonal comparison, the assessed 

group utility function would be dependent in a complex manner on the value 

structure of the person doing the assessment.    It was noted in chapter I that 

a group utility function always depends on the value structure of the person 

constructing it.   However, in Fleming's result this dependence is particularly 

complicated.    Therefore it would be difficult to see oxactly what the conse- 

quences of the assessor's value judgments were. 

For these reasons Fleming's work is not much help in actually con- 

structing a group utility function.    However, it does provide insight into the 

problem of amalgamating individual ordinal utility functions to obtain a group 

ordinal utility function. 

\ 
% 
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Recently Fishburn has establish other conditions that lead to an addi- 

tive ordinal group utility function.        These are relatively mathematical and 

not as intuitive as Fleming's conditions. 

2. 3    Goodman-Markowitz Theorem 

The work in the last two sections has not taken into account the relative 

intensity of each group member's preferences for different alternatives. 

Goodman and Markowitz did this to a certain extent by introducing the idea of 

12 
"levels of discretion." 

They assumed that each person's utility function u.,  i= 1,2,...,^ can 

take on only a finite number L., i = 1.2. ... .n,  of different values (or levels 
i 

th 
of discretion).    That is, the i— individual could preference rank at most L. 

different alternatives before being indifferent between some of them.    (Notice 

that the number of levels of discretion does not have to be the same for 

different individuals.) 

If this idea is accepted and if u. in assumed to take on only the values 

1,2, ... ,L., then Goodman and Markowitz have shown that the group utility 

function must be 

U(a.)   =     )   u.(a.) (2.3.1) 

i=l 

if three conditions are imposed.    These conditions are: 

1.    (Pareto-optimality.)   If no individual 
prefers a. to a. and if at least one in- 

J i 
dividual prefers a. to a. then the group 
prefers a. to a.. 

% 
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2. (Symmetry.)   The group ordering of alterna- 
tives is unchanged if the utilities of any two 
individuals for all the alternatives are inter- 
changed. 

3. Suppose individual i has L. levels of discre- 

tion.    Then the social ordering between two 
alternatives a    and a. is unchanged if u.(a  ) 

and u.(aj are replaced with u.(a, ) + c and 
i    I i    k 

u.(aj + c where 

1 < u.{a.) + c < max [L.l 
i    j .i 

for all j. 

The most questionable of these conditions is probably 2.    This says, 

in essence, that a level oi discretion represents the  same preference shift for any 

person.    This seems unreasonable in many cases.    Suppose,  for example, 

that one individual conüiders all alternatives to be either "acceptable" or 

unacceptable," while another has many gradations of preference.   It is not 

clear that the levels of discretion of these two individuals should be counted 

equally. 

Goodman and Markowitz recognized this objection and noted that if 

condition 2 is removed than the social welfare function must be of the form 

U(a.)   =     )    w.u.(a.) (2.3.2) 

i=l 

where the w.'s are constants that are positive but otherwise arbitrary. 

From an operational point of view Goodman and Markowitz's result is 

difficult to use because there seems to be no way to determine the levels of 

\ 
\ 

■\ \ 
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discretion of an individual.    These might be approximated by asking him to 

rank a very large number of different alternatives.   However, this is a very 

cumbersome procedure and it would never be certain that all the' levels had 

been found. 

Thus, like Fleming's theorem, this result is not very operationally 

useful.   However, it does provide more insight into the difficulties of con- 

structing utility functions to represent the preferences of a group. 

2.4     Cardinal Utility and Social Welfare Functions 

It was noted in section 1.1.2 that decision makers wishing to incorpo- 

rate preferences of others into their analysis often must cope with uncertainty. 

In such situations cardinal utility functions are of more use than ordinal ones 

13 like those that have been studied in the last three sections. 

Two interesting results involving cardinal utility functions have been 

derived by Nash and Harsanyi.    These are discussed in the next two sections. 

2.4.1     Nash's Theorem 

14 
Nash was originally concerned with the two-person bargaining situation. 

He set down conditions that an arbitration scheme to settle the bargaining 

problem should obey and derived a solution involving the cardinal utilities of 

the two individuals. 

Luce and Raiffa noted the similarity of this problem to the social 

15 welfare problem.  "      They generalized Nash's work to groups larger than two 

people and pointed out its interpretation in .the context of social welfare.    They 

assumed that the cardinal utility functions u., i =  1, 2, . . . ,n of the group 
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members were known over the possible alternatives a   »a,,..., a    .where r o     1 m 

a    represents the status quo or "do nothing" decision. 

Then, if the conditions given below are imposed and if there is at 

least one a. such that u.(a.) > u.(a  ) for all i, the alternative a>;: that should 
J i    j i    o 

8 

be chosen by the group is the one that maximizes 

n  [u.(a*) - u.(a  )] (2.4.1) 
.      i i    o 

i=l 

subject to the constraint that u.(a*) > u.(a  ) for all i.    (Notice that a* may be 
i i    o 

i 
a probabilistic mixture of various a.'s if this is allowed.) 

The conditions that lead to Nash's solution are: 

1. The alternative preferred by the group 
shall not depend on the utility scales 
(origins and units of measurement) of 
the u.'s. 

i 

2. (Pareto-optimality.)   If a   is the alterna- 

tive preferred by the group there shall not 
be another alternative a.  such that I i 

| u.(aj 2? u.(a, ) for all i. 
it i    k 

3. (Independence of irrelevant alternatives.) 
Adding new alternatives with a    kept fixed, 

shall not change an old alternative from a 
non-preferred to the preferred alternative 
for the group. 

4. (Symmetry.)   Suppose by changing the scale 
and origin of the individual utility functions 
it is possible to obtain a description of the 
decision problem where 

a)   u.(a  ) = u.(a  ) for all i,j 
i    o j    o 

and 
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b)   There exists ana. for any a. such that the 
J l 

vector * 

[u (a ),u (a ),. ..,u (a )] 
i    J       <J    j n   j 

= P[u.(a.),u (a ),. ..,u (a.)] 
\    \      c   x n   i 

where 

P[u.(a.)tu  (a.), ...,u (a.)] 
iici n    i 

is any vector formed by permuting the 
components of 

[u (a.hu^a,), ...,u (a.)]. 

Then the socially preferred alternative a* 
is the one such that 

u.(a*) = u.(a*) 
i J 

for all i and j.    (Recall, as was mentioned 
above, that a* may be a probabilistic mix- 
ture of the a.'s.) 

i 

It seems from condition 1 that Nash's solution avoids any interpersonal 

comparison of preferences.   However, because of the symmetry condition 4 

this is not true.   This condition says that if certain symmetry conditions are 

placed on the problem the solution that gives everyone the same utility should 

be picked.    This is certainly an interpersonal utility comparison. 

A number of researchers have raised objections to Nash's solution. 

Most of these have consisted of examples where it is contended that the Nash 

solution is not "fair."   Enough of these have been found to cast doubt on the 

usefulness of the Nash solution in practical group decision problems. 
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2.4.2    Harsanyi'a Theorem 

Harsaryi discussed some conditions under which a group cardinal 

utility function may be constructed from the cardinal utility functions of Ui* 

17 
group members.        In particular, he showed that if certain conditions are 

met then the group utility for any alternative a is given by 

n 

U(a)   =     ^   w.u.U) (2.4,2) 

i=l 

where the w.'s are positive constants, 
i 

The conditions which lead to (2.4.2) are: 

1. The group utility function U(a) obeys the 
von Neumann-Morgenstern axioms of 
cardinal utility.18 

2. The individual utility functions 
u1(a),u_(a), . . . ,u  (a) also obey these 

l c n 
axioms. 

3. If two situations are indifferent from the 
standpoint of each individual, they are 
also indifferent for the group as a whole. { 

i 
i 

These conditions seem to be very weak to lead to such a strong result. 

However,  condition 3 is actually fairly strong.    Suppose, for exarr.ple, there 

are two people in the group and four alternatives a   ,a   ,a    and a    such that 

and 

0 - u (a  ) = u  fa   ^ = u  (a ) = u (a ) 

1 = UjUg) = u2^a2' = ul'a3' = u2^a4^ 

Now consider the lotteries 

\ 
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Ll :   <ai;a2> 

and 

V   <*3la4> 

where there is a 50 : 50 chance of either result in each lottery.    By Hatsanyi's 

condition 3 it must be true that U(L   ) = U(L   ) since each individual is indifferent 

between the two lotteries. 

However,  in many cases it would be reasonable for the group utilities 

of the two lotteries to be different.    In L    the members of the group will both 

end up with equal utilities regardless of which outcome occurs while in L_ 

they will both end up with differing utilities regardless of which outcome 

occurs.    It is not clear that either of these situations is always socially 

desirable, however, it seems that in many cases one or the other would be 

more desirable.    In those cases Harsanyi's condition 3 is violated. 

Even if condition 3 is accepted so that equation (2.4.2) holds, the 

weighting constants w  ,w   , . . . ,w    must be assessed.    Van den Bogaard and 
IT. n 

Versluis, and Theil have considered this problem. The interested reader 

may consult their papers. This problem will also be considered in chapter IV 

of this thesis. 

This concludes the review of past research related to the work in this 

thesis.    The most directly related work is that of Harsanyi.    In chapter IV 

some generalizations of his work will be presented.    There some results con- 

cerning situations where condition 3 does not hold will be presented. 

V 
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Chapter II     Footnotes 

1. See Henderson and Quandt[12], p. 201. 

2. The reader unfamiliar with utility functions should read sections 3.1 
and 3.2 before continuing with chapter II. 

3. Condorcet's work is discussed in Guilbaud[lO]. 

4. See Arrow[3].    A flaw in Arrow's original formulation was pointed out 
by Blau[5]. 

5. Luce and Raiffa's[22] formulation of the constraints is used here. 

6. See Luce and Raiffa[22], pp.  335-37 for a detailed discussion of these 
objections. 

7. See Arrowf3]f pp. 75-80. 

8. See Fleming[7] for a j^oof of this result. 

9. The formulation given here follows Harsanyi[ll]. 

10. This is a paraphrase of the actual condition 5b in Fleming's theorem. 
However,  it conveys the essential meaning of that condition. 

11. See Fishburnf6]. 

12. See Goodman and Markowitz[8]. 

13. Raiffa[28] gives a clear introduction to cardinal utility functions. 

14. See Nash[24]. 

15. See Luce and Raiffa[22], pp.  349-50. 

16. See Luce and Raiffa[22]. pp.  128-34. 

17. See Harsanyi[l l]. 

18. For a discussion of these see von Neumann and Morgenstern[36], 
pp.  64Iff or Pratt, Raiffa and Schlaiffer[27],  chs. 2-3. 

19. See van den Bogaard and VersluisfSS]. 

20. See Theil[34]. 

■ 

\ 
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Chapter III 

BASIC IDEAS AND SUMMARY OF RESULTS 

Because this thesis uses many ideas and results from decision theory 

a brief summary of this theory is given in the next two sections.    This is 

followed by a detailed discussion of the research approach taken and a summary 

of the major results obtained. 

3.1     Formal Decision Theory 

Decision theory    assumes that a decision maker can identify the set 

A = {a ,a-, . . . ,a   } of possible actions open to him and the set 0=  fo. ,o_, .. .o    } 
i    d n 1     Z m 

of possible outcomes from these actions.    After identifying A and O the deci- 

sion maker,  if he wishes his reasoning to obey certain "reasonable" conditions, 

should assign two functions p   .   (o. la.),  i=  l,2,...,m,j- 1.2. ... .P and 
o| a    i    j 

u(o.), i = 1,2,...,m.    The function p  (o. la.) encodes his feel ins s about the 
i o    i     j 

relative likelihood of the various outcomes occurring given that he carries 

out a particular action.    It is usually called a subjective probability function. 

The function u(o.) encodes the decision maker's relative preferences 
i 

for the different possible outcomes.    It is usually called a (cardinal) utility 

function. 

Decision theory proves that if the decision maker accepts the conditions 

on his reasoning than he should calculate for each a. the expected utility 
J 

m 

E[u(a.)]   =     ) u(o )p   |   (c.|a.) (3.1.1) 
J Z-       i ro|a    i'   j 

i=l 

and select the one with the highest expected utility. 



 —  I  ■ —I»—III «l^p«^-.——^1M ■"     I       -W-'l       ■    ■»■■      I'-' 

37. i 
This theory is appealing on theoretical grounds as a normative guide 

for decision making.    However, there are difficulties in using it.    Often each 
I 

possible action and outcome consists of many subparts .    The connections 

among these may be unclear to the decision maker.   Furthermore» the various 

possible outcomes may differ from each other in a number of diverse aspects. 

This makes it hard for the decision maker to specify with assurance a utility 

function giving his relative preferences for different outcomes. 

Because of this difficulty, decision theory has not been applied exten- 

sively.   However, in the last few years progress has been made toward 

developing an applied theory of decision making based on formal decision 

theory.    This applications-oriented field is called decision analysis. 

One approach to decision analysis    involves the use of multiattribute 

descriptions of the possible outcomes of a decision making process.    Since 

this approach will be useful for the work in this thesis,  it is discussed in some 

detail in the next section. 

3. 2     Multiattribute Decision Analysis 

Multiattribute decision analysis adapts decesion theory so that it con- 

forms more closely to the manner in which practical decision makers think 

about their decision problems. 

In many decision problems a need is initially perceived in very general 

terms.    For example, a need to relieve overcrowding at a municipal airport 

might be perceived.    Then various broad classes of solutions are proposed. 

In the airport case, one might expand the present airport,  build a new one. 
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or try to reduce air travel into the airport--perhaps by improving regional 

ground transportation.    Often the different types of solutions will meet the 

need to differing degrees and, in addition, will have side effects.    A new 

airport might,  for example, provide new jobs,  increase environmental 

pollution, and lower the value of the land around the airport. 

Multiattribute decision analysis allows the decision maker to formal- 

ize the process outlined in the last paragraph.    He defines attributes which 

describe the aspects of the situation that are important for his decision 

purposes, and then assesses his utility function for various amounts of these 

attributes.    This helps to identify the aspects ot the decision problem that are 
i 

most crucial to him, and thus serves as a useful aid for devising courses of 

action that will solve the problem. 

As the decision maker finds these courses of action he will often 

discover that they have side effects that were not described by the original 

attribute set.    The attribute set can then be augmented to account for these. 

The utility of various values of the new attributes can be assessed and the 

possible courses of action refined into more definite operational plans. 

This iterative procedure may be continued through several cycles 

until a particular plan is decided on. 

Of course, while this analysis of the decision maker's preferences is 

being carried out it is necessary to account for uncertainty regarding the out- 

come »hat will result from any course of action.    Therefore,  probabilistic 

models must be built, and improved as the analysis proceeds,to describe the 
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4 
uncertainties in the possible results of the different actions.       The construc- 

tion of such models is a familiar operations research activity. 

Although multiattribute decision analysis is easier to apply than 

formal decision theory there are still problems with using it in realistic 

situations.   In particular, it ia difficult for a decision maker to assess a 

utility function over the attributes of interest.    This may not be as hard as 

assessing utilities directly for outcomes, but it is still difficult. 

5 
Recent work by Keeney and Raiffa    has provided theoretical tools to 

help in this assessment.    Using these it is usually possible to at least approx- 

imate a decision maker's utility function and investigate whether the solution 

is sensitive to changes in the approximation. 

Another difficulty is that there is often not a single decision maker. 

Thus it is not clear whose utility function or probability functions should be 

used in the analysis.    One way to proceed is to use the different preference 

and uncertainty judgments of the various people involved and see how they 

change the results of the analysis.    In fact, a decision analysis model pro- 

vides a good way for people to determine the consequences of their differing 

judgments of uncertainty and preferences. 

The situation of interest in this thesis, where a decision maker wishes 

to incorporate the preferences of others into his analysis, involves preference 

judgments and uncertainty.    Thus it can usefully be studied using decision 

analysis. 
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3. 3    Decision Analysis Incorporating Preferences of Groups 

In section 1.2 a brief discussion of the basic approach of this thesis 

was giver.    This section gives a more detailed presentation of the various 

parts of that approach. 

As was noted in section 1.2 it is assumed that the decision maker's 

utility function is 

U = U(x   ,x   , . . . ,x    ;u   fu   , ...,u  ) 
I     c mid n 

(3.3.1) 

where x. ,x-, . . . ,x     are attributes that describe the characteristics of the I     c m 

possible outcomes of the decision making process and u, ,u_, . . . tu   are the 
I     Z n 

utilities of the various individuals or groups whose views    are important to 

the decision maker.    In order to apply equation (3.3.1) to practical situations 

it is necessary to 

i)   determine the actual functional form of U, 

ii)   assess the utilities u., i= 1, 2, . . . , n of the 
i 

groups or individuals of interest, and 

iii)   deal with uncertain^   ;   in the values of the 
x.' s and the u.'s . 

i i 

In order to determine the functional form of U an approach is taken 

similar to that of Fleming and Harsanyi discussed in sections 2.2 and 2.4. 

That is,  "reasonable" conditions are imposed on the way in which the decision 

maker should analyze such situations and, as a result of these, the functional 

form of U is restricted greatly.   Procedures are then devised to complete the 

specification of U for any particular decision problem. 
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In those situations where there is uncertainty in the u.'s due eit ier to 

possible inaccuracies in the assessed u.'s or to sampling error caused by not 

assessing all the u.'s, it is necessary to have methods of accounting for the 

uncertainty.    Decision analytic ways of doing this are developed in chapter VI. 

These usually involve assuming some particular functional form for the u.'s 

and then assessing probability distributions over unspecified parameters of 

the functional form.    This is, cf course, an approximation to the actual situa- 

tion, but one that is adequate for many practical purposes. 
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The assessment of the utilities u., i = 1,2, ... ,n needed to evaluate U 
i 

is complicated because the preferences of different individuals may be 

interdependent.    That is, 

u. = u.(x  ,x  , . . .,x    ju, ,u,,. .. ,u.   , ,u       , . . .,u ). (3.3.2) 
i        il2 ml2 i=l     i+l n 

They might also depend on the decision maker's preferences.    That is, 

u. = u.(x  ,x  , . .. ,x   ;U u,,u,,... ,u.   . ,u.,.,.., ,u ). (3.3.3) 
i       il^ m        l     £, i-li+l n 

Thus, even if the functional forms of equations (3.3.2) and (3.3.3) were known, 

it would be necessary to solve a complicated set of interdependent equations to 

obtain each person's utility for a particular outcome. 

However, as wiU be shown in chapter V, it would be reasonable in 

many cases to assume that the preferences were not interdependent, i.e., 

u. = u.(x. ,x_, . .. ,x    ).     . (3.3.4) 
i        i    1     2 m 

In this case the assessment problem is a standard one of determining a 

/ 
multiattribute utility function.   Methods have been developed to do this in some 

cases.      In this thesis procedures are developed to approximately assess the 

u.'s in more general situations. 
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3.4    Summary of Important Results 

3.4.1     Chapter IV Results 

This chapter considers the problem of determining the specific form 

of U(x  , x., . . . ,x    ;u,,u_,...,u  ).    The approach used is to consider reason- 
12 m    1     2 n 

able constraints on the preference structure of the decision maker and show 

how these restrict the form of U.    In particular, a number of results of 

Keeney involving utility independence and preferential independence are 

applied. 

For notational simplicity let x=[x,,x_,...,x    1 and u = [u,,u_,...,u  ]. r '        — 1     2 m — 1     2 n 

It is shown in section 4.1 that often x and u will be mutually utility independent 

so that 

U(x;u) = K,U   (x)+K0U   (u)+K,U  (x)U  (u) 
  lx—       2u—      3x—    u — 

(3.4.1) 

where U  (x) and U  (u) are condition?! utility functions, and K, ,K_ and K, are 
x — u — 12 3 

constants.    Furthermore,  in section 4.3 it is shown that often the u.'s will be 
i 

order-one mutually utility independent and have condtional utility functions 

that are linear in their attributes.    This leads to 

n 

U  (u) =     )   k.u. +    /   k..u.u. + .. .-I-Au,u_ . . .u 
u- Z_iiZ.iJiJ 12 n 

(3.4.2) 

i=l i = l 

where k., i= l,2,...,n,k.., i= l,2,...,n,j>i,...,Xare scaling constants. 

Section 4.3 also demonstrates that if the u.'s are pair-wise preferen- 

tially independent in addition to the conditions that led to equation (3.4.2) then 

either 

\ 



43. 

1    n 

U  (u) = K    [ n   (Kk. u. + 1)- l] 
i=l 

or (3.4.3) 
n 

U  (u)   = 
u — IVi 

i=l 

where K,k  ,k, ... ,k    are constants. 
I     c n 

In section 4.5 procedures are developed to assess the scaling constants 

needed to completely specify U(x;u) in the above equations. 

I 3.4.2     Chapter V Results 

In chapter V results are derived that simplify the assessment of the 

utility functions u., i = 1,2, ... ,n.   In particular,  the case where u. = u.(x) is 

considered in detail.    The idea of parametric dependence is introduced as a 

way of approximating the utility function in cases where utility independence 

among the attributes does not hold.   An attribute x. is said to be parametrically 

dependent on its complement x—   =   {x, ,x_, . . . ,x.   ,,x..,,...,x    }   if condi- 
.J 1     2 j-1     j+1 m 

tional utility functions over x. depend on x — only through a single parameter 

0= Ö(x-).   That is 
J 

u.(x) = C   (XT) + C   (xr) U[X.|0(XT)] (3.4.4) 1 -I     J ^     J 1 J 

where C  (XT) and C  (XT) are unspecified except that C  (XT)>0, and u[x. |0(XT)] 
■'J^J Zj ij 

is a functional form with 6(XT) unspecified.    Thus, for example, u might be 

given by 

r     \m      M -      -ö(x-)x. (3.4.5) 
U[X.(0(XT)] = -e   .     j      i 
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In section 5.2 it is shown how various combinations of utility inde- 

pendence and parametric dependence simplify the utility assessment problem 

when u. depends on two attributes.    In section 5.3 these results are generalized 

to the N attribute case. 

3.4.3 Chapter VI Results 

Methods are presented that may be used to deal with uncertainty in 

the u.'s.    In cases where the u.'s are utility functions for groups of people 

rather than individuals it may be reasonable to assume that the u.'s are 

probabilistically independent of each other.    In this case it is only necessary 

to assess the expected value of each u. rather than the whole probability dis- 

tribvtion for it to specify the decision maker's utility U. 

When it is not reasonable to assume that the u.'s are probabilistically 

independent it is still possible to derive results that are useful in practical 

applications.   The approach taken is to make assumptions about the form of 

the probability distribution for the u.'s that allow the problem to be structured 

sufficiently to be analytically tractable.   Although the assumptions may not be 

exactly obeyed in some cases,  they should provide useful approximations. 

The use of sample data to improve the probability distribution for the 

u.'s is also considered.   It is shown how a sample of the utilities of interest 

may be used to update the probability distribution for the u.'s. 

3.4.4 Chapter VII Results 

The three applications given in Chapter VII are interesting by them- 

selves.    One studies citizen participation in community decision making; the 

\ 
\ 
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second studies time-share computer users'.preferences for different computer 

system characteristics; and the third considers the assessment of the 

residential preferences of persons being relocated by highway construction. 

However, their principal purpose in this thesis is to demonstrate the 

applicability of the theoretical results of the thesis to practical problems. 

The applications demonstrate the strengths and weaknesses of the 

methods developed here for incorporating the preferences of other individuals 

or groups into a formal analysis.    The principal strength is that a common 

approach is provided for dealing with a fairly broad class of problems.   Until 

now most approaches for incorporating the preferences of others into a 

analysis have been ad hoc for a particular problem or a small class of 

problems. 

The principal weakness of the method is that it is necessary to make 

numerous assumptions and approximations in order to make the analysis 

tractable.     This is a weakness shared by almost all quantitative methods of 

analysis. 

However, as the applications show, the methods are still useful even 

after the necessary approximations have been made. 

\ 

\ 
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Chapter III    Footnotes 

1. See North[25j, Howard[l3], Raiffa[28]f or Pratt, Raiffa and Schlaifer[27] 
for a more detailed discussion of decision theory. 

2. See the references in footnote 1 for a discussion of these conditions. 

3. See Keeney[l6t 18] and Raiffa[29]. 

4. Schlaifer[3l] discusses these in detail.   In particular, he gives a good 
introduction to simulation. 

5. See Keeney[l6, 17,18,19], Raiffa[29], and Keeney and Raiffa[20]. 

6. See Keeney[l6]. 

7. See Keeney[l6,17,18,19] for a detailed discussion of utility independence 
and preferential independence.   A brief discussion of these concepts is 
given in Chapter V. 
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Chapter IV     * 

UTILITY FUNCTIONS WITH PREFERENCES AS ATTRIBUTES 

4.0     Introduction 

In order to formally incorporate the preferences of other individuals 

or groups into a decision analysis, the decision maker must assess the utility 
I 

function U(x ; u) where x = [ x, ,x_ , . . .,x    ] is the attribute set describing the 
-  — — 1     ?. rrv 

characteristics of the possible outcomes and u = [u   ,u_, . .. ,u  ] is the vector 
— 1     c, n 

of utilities of the individuals or groups of interest to the decision maker. 

In general, this assessment is difficult since it requires the determina- 

tion of an (m+n) - dimensional function.    However, because u,,u_,...,u    are i     c n 

utility functions a number of simplifying assumptions about tb    form of U may 

often be made.    These involve various utility independence and preferential 

independence properties which are reviewed in the next section. 

4.0.1     Utility and Preferential Independence 

Consider two vector attributes Y and Z.   Y is said to be utility 

independent of Z if the decision maker's preferences over any lotteries on Y 

for a fixed Z    in Z are the same regardless of the value of Z   .    That is, if o e o 

Z    is the same for all consequences the decision maker's relative preferences 

for lotteries involving these consequences depend only on Y. 

2 
Keeney has shown    that if Y and Z are utility independent of each other 

then 

u(y,z) = kjUjly) + k^z) + k^y) u^z) (4.0.1) 
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where u   (y) and u  (z) are conditional utility functions, and k   ,k    and k_ are 

scaling constants. 

For notational simplicity let 

yr = fyry2"**'yi.ryi+l' ""YxJ (4.0.2) 

where y.,  i=l,2,...,n, isa scalar attribute.    The y.'s are said to be 
i ■' i 

order-one mutually utility independent if y. is utility independent of yr for all i. 

3 
Keeney has shown    that if y   ,y  , . . . ,y    are order-one mutually utility inde- 

x      £i n 

pendent then 

n 

U(yl'y2 yn) = ko+    Z   kiUi(yi) +     >   k. u. 

i=l (4.0.3) 

+    Z  kijUi(yi)Ui(yj) + ' ' ' + Xui(yi)u2(y2) * • * Un(yn) 

whereu.(y.), i= 1,2,...«n, is a conditional utility function and the subscripted 

k's and X  are scaling constants.    (There are 2    of these, two of which are 

arbitrary.) 

For two vector attributes Y and Z,  Y is said to be preferentially 

independent of Z if the decision maker's conditional preference structure in 

the Y-space for a given z    in Z is the same regardless of the value of z   . 

That is,  Y is preferentially independent of Z if the indifference sets in Y for a 

4 
given z    in Z do not depend on the value of z   . 

For notational simplicity let 



vn  . fpww<MJiitmnvmnvmm.iiimi.vmjtmw .'WMI..11 k^^^rvr-■'.''Y7^."-^ -,';;■•--^»™™*:'Ti?^':rT--!r-TWT 

I   ' 

\ 

49. 

yrr = [y,.y,..• ■ .y. ,»y..,. • • .*y. i»y..i»»«'»y 1 (4.0.4) ij 1     2 i-l     i+l j-l     j+l n 

where y.,  i - 1,2, . . . ,n, is a scalar attribute.    The y.'s are said to be 
i 

order -two mutually preferentially independent if {y.,y.} is preferentially 

independent of yrr   for all i and j.   Keeney has shown    that if y. is utility 

independent of yr for at least one i, and the y.'s are order-two mutually 

preferentially independent then either 

n 
uiy-.y. y) = K_1|   IT     [ Kk. u.(y.) + l] - 1 (4.0.5) 

16 n I.. ill I 
i=l 

or 

n 

u(y1.y2 yn)   =   ^   k.ujy.) (4.0.6) 

i=l 

where u.(y.),  i = 1,2, ...,n, is a conditional utility function scaled such that 
ii 

the least preferred value of y. has a utility greater than or equal to zero, 

and K, k   ,k   , . . . ,k    are scaling constants. 
x      £ n 

4. 1     Utility Independence of x and u 

Often it is reasonable to assume that x and u are mutually utility inde- 

pendent for a decision maker wishing to assess U(x;u).    The argument is as 

follows:   Consider lotteries over x with u held fixed at u   .    The decision 
— — —o 

maker's relative preferences for different lotteries may not change for different 

values of u     since the value of u     does not affect the characteristics of the 
— o —o 

lottery outcomes (which are described by x).   In the same way if x is held 

fixed at x     the decision maker's relative preferences for different lotteries 
— o r 

\ 
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over u may not change if x    is changed since the value of x    has no affect 
— o — o 

on the preferences of the individuals or groups indicr^d by u. 

This last statement may seem strange since llie preferences u   ,u    u 
1     Z n 

will depend on the value of x in most cases.    Althoup        is is true it is not 

relevant to the utility independence argument.    Whr        ^t argument is made 

it is assumed that the lotteries over u are imposed with x held fixed.    That 

is, tiie actual causal mechanisms linking x and u are conceived to be suspended 

temporarily and lotteries ignoring these are instituted. 

When this fact is realized the utility independence of u frtm x seems 

more reasonable.    If x and u are mutually utility independent then, as n »ted 

in section 4.0.1, 

U(x;u) = K^ (x) + K,U  (u) + K,U  (x)U  (u) (4.1.1» 
           1   x—         2   u—         3   x—    u— 

where U  (x) and U  (u) are conditional'utility functions, and K-.K. and K, are 
x ~ u — I     i i 

scaling constants. 

Even if util'cy independence between x and u does not seem reasonable 

to a particular decision maker, Keeney has noted    that (4.1.1) provides a very 

versatile form for approximating U(x;u).    Thus it will be assumed that (4. 1.1) 

holds for the remainder of this chapter. 

Assessing U(x;u) using (4.1.1) requires that U  (x) and U  (u) be deter- 

mined.    Nothing can be said about the form of U  (x) without considering a 

specific problem.   Other researchers have shown how the assessment might 

be done in specific decision problems,   and it will not be considered further 

here. 
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On the other hand,   since the attributes u. ,u.,..., u    in U   (u) are 
12 n u — 

utility functions there are a number of statements that may be made about 

its form without having to consider a specific decision problem.    The assess- 

ment of U   (u) will be considered in sections 4.2 - 4.4. 
u — 

In addition to U  (x) and U   (u),  it ;^ rccessary to determine K.,K_ 
x — u — 12 

and K    to determine U(x;u) from equation (4.1.1).   This problem will be 

considered in section 4.5.4. 

4.2     Symmetry Properties for U   (u) 

In some case« a decision maker would wish his utility U   (u) to remain 
u — 

the same if the preferences of various members of the group were interchanged. 

That is. the identity of the people holding particular views would not influence 

the manner in which they were taken into account. 

There are many situations where the identity of the individuals or 

groups holding particular views would be important to the decision maker. 

However,   in some of these cases there would be subgroups within wh;rh the 

identity of individuals would not be of interest.    For example,  a school board 

considering various {.lans to end racial imbalance might wish to distinguish 

whether a person had children in school or not when considering his preferences. 

However,  the particular individuals within each of those groups holding various 

views might not be of interest. 

If the decision maker does not wiah to distinguish between the i— and 

j— individual's or group's preferences then 

\ 
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U  (u.,u. :UTT) = U  (u.,u. ;u—). 
u    i     j      ij u    j     i      ij 

(4.2.1) 

That is,  U    is symmetric with respect to u. and u..   Symmetry relations like 

this reduce the region over which U    must be assessed to be completely 
u 

specified. 

4.2.1     U   (u) With Symmetric Attributes 
u — 

The results given here indicate how symmetry reduces the region 

where U    mu.-t b<   assessed, 
u 

Result 4.2.1.    Suppose U  (u) is symmetric with regard to all its 

attributes.    Then U   :u) is completely specified if it is known for the region 

1 2 n-1 r 
(4.2.2» 

Proof.    Since U  (u ) is    /mrr.etric with respect to all its attributes, 
  u — 

its functional argumente   aay far interchang «d until the smallest is first, the 

second smallest is second and so on,  and U    evaluated at the    exulting point 

will be equal to U    at the initial point.    But the resulting point is in the region 

specified by (4.2.2).    Hence the result is proved. 

A slight generalization of this is 

Result 4.2.2.    Suppose U  (u) is symmetric with regard to all its 

attributes.    Then it is completely specified if it is known for the region 

12 n-1 n 

where t  tt f    is any permutation of 1,2, 
1     Z n 

(4.2.3) 

The proof of this is straightforward from the proof of result 4.2.1 and 

can be furnished by the reader. 
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One final result extends the above reasoning to the case \here the 

views of some,  but not all, of the individuals or groups can be interchanged 

and the decision maker's utility stays the same. 

Result 4.2.3.     Suppose U   (u) is symmetric with regard to the attributes 

u     . u 
V'z 

. u. 
m 

where /./,... ,/      is a subset of 1,2, . . ., n.    Then U    is completely specified 
1    Z m u 

if it is known for the region 

uM    ^ u.     < ... S u. 
'i " "'2 m 

The proof of this is very similar to that for the other two results. 

Results 4.2.1  - 4.2.3 show that imposing indistinguishability on the 

utilities of various groups or individuals can reduce the region over which 

U(u) must be assessed to be completely known.   In the next section one partic- 

ular procedure for assessing utility functions is considered and it is shown 

how symmetry reduces the labor involved. 

4.2.2     Example of Utility Assessment With Symntetric Attributes 

One procedure for assessing a utility function U(u) over one attribute 

is to rescale u so that all feasibe points lie in the interval 0 S u ^ 1,  and 

then to assess the utilities of the points k/m,  k=  1,2 m and fair a 

utility curve thrcn^h the values at these points. 

This procedure may be extended to n attributes I u. ,u, u   1.    Each 
1     2 n 

attribute is rescaled so that all feasible values lie between 0 and 1.    Then the 

utilities of the points (k/m,k/m k   /m], k,k    k    -   1,2,. 
1 c n I      Z n 

are assessed and a utility curve is faired through those values. 

m, 

\ 
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If there are n attributes then the utilities of m    points must be assessed 

(or actually m   -2 since the values of two points may be set arbitrarily).    How- 

ever, if the utility function is symmetric in all its attributes then by result 

4.2. 1 it is only necessary to assess the utilities which lie in the region 

u,  ^   u_   ^ . . . < u   . 12 n 

It is shown in appendix 4.1 that there are 

N     .    h"-1)   -   tE±^ (4.2.4) s \     n      / n ! (m-1) ! 

such points.    Since the values of two of these points may be set arbitrarily it 

is necessary to assess the utilities of N  -2 points. 

A comparison of m  -2 and N  -2 is given in Figure 4.1 for several s 

values of m and n.    This shows that the results of symmetry can be striking. 

However, if the decision maker wishes to assess his utility over the preferences 

of more than a few people the problem is formidable even with symmetry. 

Also, as pointed out above, there are cases when it is not reasonable for 

U  (u) to have symmetric attribut   s. 

Thus it is necessary to look for other ways in addition to symmetry 

to simplify the assessment of U  (u). u — 

4. 3    Utility and Preferential Independence 

4.3.1     Order-one Mutual Utility Independence 

Consider lotteries that involve uncertainties in the utility u. of only 

one individual or gro ip. (That is, all possible outcomes will result in the 

same value u— of everyone else's preferences.)   Then many decision makers 

s 
\ 
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£n n /  mn-2 N -2 
s 

N -2 
s 

m -2 

3 1 1 1 1.00 
2 8 4 .50 
3 25 8 .32 
4 79 13 .16 
5 241 19 .079 

10 59,047 64 .0008 

50 7.18 x 1023 1.319 1.8 x 10'21 

5 1 3 3 1.00 
2 23 13 .57 
3 123 33 .27 
4 623 68 .09 

5 3.13 x 103 124 .040 

10 9.77 x 106 999 1.03 x IO'4 

50 
34 

8.82 x 10 3.17 x 105 3.59 x 10'30 

10 1 8 8 1.00 
2 98 53 .54 
3 998 218 .22 
4 9,998 713 .071 

5 io5 2,000 .020 

10 io10 92,376 9.24 x 10-6 

50 io50 1.26x 1010 1.26 x IO'40 

n   =   number of attributes. 

n -> m  -2 

N  -2 
s 

number of points whose utility must be assessed 
without symmetry. 

/m+n-l\ 

I n   / 
-2 = number of points whose utility 

must be assessed with symmetry. 

Figure 4.1.    Effects of Symmetry on Utility Assessment Problem. 
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would wish their own preferences to be the rame as the preferences of the 

single person or group affected.   That i.     a conditional utility function over 
Si 
| 

u. should be proportional to u., or I 
11 I 

> 

U(u.;u-) = c.iu-) + c,(u-)u. (4.3.1) | 
ii 1    i 2    i     i 

where c,(u—) and C_(UT) are unspecified functions except that c_(ur^ is positive. 
liZi 2i | 

I 
Often this assumption would be reasonable.    However, if the decision 

maker were worried about having balance among the preferences u   ,u_, . . . ,u 
1     2 n 

then it might not be reasonable to assume that (4.3. 1) holds.   For example, 

if the preferences of those people not affected by the lottery were high, the 

decision maker might prefer high values of u. while if they were low he might 
I 

prefer low values of u.  sincr this would tend to keep the preferences of every- 

one in the group about the sam^. 

However,  if there were a fairly large number of individuals or groups 

whose views were being taken into account, then variations in the preferences 
i 

of any one individual or group would not greatly affect the overall pattern of 

preferences in the group.    Thus, even if this pattern were important to the 
1 i 

decision maker he might still wish equation (4.3.1) to hold. 
■ 

If (4.3.1) is true for all i, then the u.'s are order-one mutually utility 1 i 

independent.    Furthermore,  the conditional utility function over each u. is 
i 

i 

linear in u..    Thus it follows from Keeney's result quoted in section 4.0.1 that 
i f 

-■ 

v 
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n 

U (u) = k    +    >   k. u. +   )   k..u. u. + ... + Xu, u, ... u (4.3.2) 
u- o       £.      i   I      /_     ij   i   j 12 r 

i=l i=l 

where the subscripted k's and X are constants, 

In this case U   (u) will be completely specified if the values of the 

.n 
2   -2 scaling constants are established.    If, in addition,  the utility function is 

symmetric with respect to the u.'s the number of scaling constants needed is 

even less as shown by 

Result 4.3.1.    If 

n 

U  (u) = k    +     )     k. u. +    )   k..u. u. + . . . + Xu, u_  . . . u (4.3.3) 
u— OZ^II£.IJIJ 12 n 

i=l i=l 

and if it is symmetric with respect to all its attributes, then 

U  (u) = K    + K.     )   u. + K,    )  u. u. +  ... + K   u, u,. ..u (4.3.4) 
u— o 1Z.1 2£,ij nl2 n 

i=l i=l 

where K  , K,,...K    are scaling constants, 
o       1 n 

Proof.    Assume without loss of generality that u. = o is a feasible 

value of u. for all i.    Also assume for notational convenience that (u.;o) means 

that all attributes except u. equal zero, and similary (u. ,u.;o) means that all 
i i    j 

attributes except u. and u. equal zero. 
* J 
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From equation (4.3.3) it follows that 

lKu.;o) = k    + k. u. 
1 Oil 

and 

U(u. ;o) - k   + k. u.. 
J o       j   j 

(4.3.5) 

(4.3.6) 

But, by symmetry, 

U(u.,u. ;o) = U(u.,u. ; o) 
1    J J     i 

and hence setting u. = u. in equation (4.3.6) and equating (4.3.5) and (t.3.6) 

yields 

k   + k.u. = k    + k.u. 
o        11 o j    i 

'4.3.7) 

which shows that k. = k..    Since this holds for all i and j, then k.  = k ,= .. . k    = K, , 
i       j 1        2 n 1 

I    a similar manner it may easily be shown that k.. =K,  i= l,2,...,n,j>i, 
ij L 

and so on for the other constants. 

Thus with symmetry the number of constants that must be assessed 

is reduced considerably.    There are n + 1 constants in equation (4.3.4).   Two 

can be assigned arbitrarily so that n -  1 must be determined.    This contrasts 

with 2   -2 when there is no symmetry.    The savings can be very substantial 

as is shown in figure 4.2. 

However, the number of constants is still large if the number of 

individuals or groups wht. se preferences are to be taken into account is large. 

Also, of course, it was necessary to assume symmetry in order to derive 

this result.   As can be seen from figure 4.2, if there isn't symmetry the 

number of scaling constants increases very rapidly.    Thus it is useful to 

investigate possible constraints that will restrict the form of U  (u) even more. 
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n 2n-2 n-1 (n-l)/2n-2) 

1 0 0 . 

2 2 1 .50 
3 6 2 .33 
4 14 3 .21. 
5 30 4 .13 

10 1,022 9 .0088 

50 1.13 x 1015 49 
-14 

4.3 x 10 

Figure 4.2.    Effects of Symmetry on the 
Number of Scaling Constants 
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4.3.2    Order-two Mutual Preferential Independence 

Consider outcomes of the decision making process which differ from 

each other only in the utilities u. and u. of two individuals or groups.   Then 

many decision makers might wish their own preference rankings of the 

different outcomes to depend only on the utilities u. and u. of the two people 

whose preferences differ and not on the value UTT of the other utilities. 

Although this seems readonable in many cases, it ignores some ques- 

tions of balance among the values of the different u.'s just as some of these 

were ignored when the utility independence conditions of the last section were 

imposed. 

However, if it is accepted for all u. andu., then the u.'s are order- 
i J i 

two mutually preferentially independent.   If this is true in addition to the order- 

one mutual utility independence and linearity of the conditional utility functions 

over the u.'s discussed in the last section, then either 

U(u) = K"ir     H   (Kk.u. + l)-l] (4.3.8) 
u i=l 1   1 J 

or 

n 

U (u) =     )    k. u. (4.3.9) 

i=l 

where K,k   ,k0, ... ,k    are scaling constants. 
1     & n 

There are n+ 1 constants in equation (4.3.8) and n in equation (4.3.9). 

Since one of these is arbitrary in each case, it is necessary to assess n 

constants to specify U  (u) in equation (4.3.8) and n-1 to specify it in (4.3.9). 
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In those cases where U  (u) is symmetric with respect to all its 
u — 

attributes equations (4.3.8) and (4.3.9) reduce to 

U (u) = K"1   I     H    (Kku. + l)-l] 
U L   i=l * J 

(4.3.10) 

and 

U (u) = k 
u — I«. (4.3.11) 

i=l 

where K and k are scaling constants.   In this case the value of one constant 

must be assessed if (4.3.10) holds and none if (4.3.11) h >lds. 

9 
Harsanyi showed    conditions under which equation (4.3.9) holds.   Since 

this is one special case of the result obtained here it is interesting to see 

what additional conditions must be imposed to obtain that form rather than 

the form of equation (4.3,8). 

Consider the following two lotteries: 

and 

Lj :    <(U,U;U7T); {O.O;UTT)> 

L    :    <(u,o;ur:) ; (o,u;U—)> 
2       -        ■ iy ■ ij 

fox  some i and j where there is a 50-50 chance of either outcome occurring 

in each lottery and where u and u—   are arbitrary but fixed.    Then it is easy 

to verify that if the additive form (4.3.9) holds the decision maker must be 

indifferent between L    and L   .    Otherwise the multiplicative form (4.3.8) 

holds. 
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In many cases a decision maker would not be indifferent between L 

and L   .    In L    both individuals always end up with the same utility, however, 

there is a 50-50 chance that this will be an undesirable value.    In Li_, on the 

other hand, there is always a difference in the utilities received by the two 

individuals, however, one individual always receives a desirable value.   It 

is not clear that ore of these situations would always be more desirable to a 

decision maker, however, it does seem that he would often perceive a dif- 

ference between the two cases.    If that is trxie then equation (4,3.8) holds. 

4.4     Hierarchical Structuring of U   (u) 

Equatior s (4.3.10) and (4.3.11) in the last section show how treating 

the preferences of different individuals or groups symmetrically can reduce 

the labor needed to assess U  (u).    However,  in many cases decision makers 
u — 

wish to distinguish between the preferences of different individuals or groups. 

In these situations (4.3.10) and (4.3.11) do not hold. 

Sometimes there is partial symmetry.    The decision maker can divide 

the people whose views are of concern to him into several groups whose views 

he wishes to treat differently.   However, he does not care to distinguish 

between the views of different individuals within the same group. 

In this case a hierarchical structuring of U  (u) is possible.    The 

decision maker can assemble a utility function for each group assuming 

symmetry over the preferences of the members of the group since he does 

not wish to distinguish between them.    If the assumptions of the last section 
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th 
are accepted, the utility function for the i— group will be either 

n. 

U. = C.'1 n   (C. c.u.. + 1) -1 (4.4.1) 1 *       L   j=1      1   l   »J J 
or 

n. 
i 

U. = c.     )    u.. (4.4.2) 

j = l 

where C. and c. are scaling constants, and u.., j-1,2,... ,n. are the utility 

functions of the members of the i— group. 

Then the overall utility function U    can be written as either 
u 

U    = K'1       IMKk.U. + 1)-1 (4.4.3) Ul       l   1 J 
or 

U    =    y   k. U. (4.4.4) 
U Z-        !      I 

i=l 

where K, k.,k.,. . .,k   are scaling constants.   Here the k.'s will not be equal 
1    2 n i 

since the views of the different groups are to be treated differently. 

If this procedure is used.advantage can be taken of whatever symmetry 

exists.    It is not necessary to have the complete symmetry required for equa- 

tions (4.3. 10) and (4. 3.11) in the last section. 

4.5    Assessment of Scaling Constants 

In order to complete the specification of U(x;u) a number of scaling 

constants must be assessed.    These include K.k   ,k   .... .k    in either 
12 n 
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UWrK'1 n(Kk.u. + 1)-1 (4.5.1» 
L  i=l        l   ' J 

or 

U   (u) =     )    k.u., (4.5.2) 

i=l 

or, if the conditions for these equations do not hold, then the subscripted k's 

and X must be assessed in 

r n 

U   (u) = k    +     ) k.u.  +    )  k..u. u. + .. . + Xu.u,. ..u   . (4.5.3) 
u—        o       Z_»>        <(_    »j   i   J 12 n 

i=l i=l 
j>i 

In Addition, K   ,K    and K    must be assessed in 

U(x:u) = K.U  (x) + K,ü,(u) ♦ K  U  (x)U  (u). (4.5.4) 
           1   x-         2   2-          3   x-    u- 

These assessments are considered in this section. 

4.5.1     Assessment of Scaling Constants for U  (u) with Completr Symmetry 

With complete symmetry equations (4.5.1) and (4.5.2) reduce to 

U  (u) = K'1 0   (Kku ♦ 1) -I (4.5.5) 
L   1.1 * J 

and 

Iv U   (u)  =   k     ;   u.. (4.5.6) 
u — 

i=l 

If (4.5.6) holds there is no n*ed to assess any constants since k ts arbitrary, 

In (4.5.5) one constant must be assessed. 

i 



||||_ I      - —..—-. !■ Mil — IMI   Mil» 

65. 

Since the scales and origins of the various u.'s .ire arbitrary it is 
i 

necessary to pin these down so that the decision maker knows what he is 

comparing when he considers tradeoffs between the different u.'s.    One way 

o o 
to do this is to pick values x.   and xr where x . -<  x*  such that the decision 

O O 
maker feels the utility of x .   is the same to individual i as the utility of x .   is 7       -i -J 

to the individual J for «11 i and j.    Similarly he assumes x*  and x* have the 
-i -j 

same utilities for the different individuals. 

This is the interpersonal comparison of preferences that,  as was 

oointed out in section 1,1.1,  must always be made in any procedure for com- 

bining preferences of different people.    It will be seen in what follows that these 

are the only interpersonal     comparisons that must be made. 

Since the scale and origin of each u. are arbitrary, u.(x. ) and u (x*) 
i '       i -1 i —i 

o 
can be given any values.    Assume u.(x. ) -   0 and u.ix*) -   1 for convenience. 

i —j i -i 

Also assume without loss of generality that U   (1.1 1)=  I.    This implies 

n 
11   (cu. + I) -I 
-I ' 

U   (u) =   —  (4.5.7) 
(c-m"-, 

where c   - K k . 

Now c must be assessed.    Consider first the case where n = 2.    Then 

icu  -i 1) (cu  +1) -1 
U(u   .u   )  . (4.5.8) 

1     Z (c+1)       1 

Since the decision maker has assigned a concrete meaning in terms of the 

outcomes x only to the values 0 and 1 of u    and u    it seems reasonable to use 
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only these values in the assessment.    Otherwise he will be forced to make 

more interpersonal comparisons of preferences. 

One wny to do this is to consider the lotteries 

L      :   ^u    = 1 and u    = 0 for sure^ 

and 

Oij = 1. u, = 1 ; p : Uj = 0. u2 = 0> 

where there is a pr »bability p of obtaining the  outcome u    =  1,  u    =  1 in 

lottery L   .    The utilities of these two lotteries are 

U(LI)   = 
(c+1)   -I 

(4.5.9) 

and 

U(L2) = p. (4.5.10) 

If the decision maker picks the p such that he is indifferent between L    an'! 

L    then 

(c+n -i 
(4.5.11) 

This implies that 

l-2p 
c =  c . 

P 

Thus the value of c is determined, 

(4.5.12) 

The case where n > 2  can be handled in almost the same way.    Consider 

the lotteries 
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and 

<u    =  1, u   = 0, u— = u—  for 8ure> 

<u1= 1. u2= 1. ^ ="—;?.«, =0.vC.u— 
12 

That is, only the utilities u   and u    vary among the different outcomes.    The 

others are fixed at the values u, ,u^,... ,u    .    Then 3     4 n 
n 

(c+1)     H   (cu? + 1) -1 
i=3 l 

U(L3)   = 

and 

(c+l)" -1 

n 

(4.5.13) 

U(L4)   =   p 

(c+l)Z    n (cu0+ 1)-1 
U3        1 

(c+l)n-l 

+ (1-p) 

n (cu. + i) -i 
i=3        1 

(c+l)n-l 
(4.5.14) 

If the decision maker picks the p such that he is indifferent between 

L    and L    then (4.5.13) and (4.5. 14) may be equated.    This yields 

c = 
l-2p 

(4.5.15) 

just as in the case where n = 2. 

The question that the decision maker must answer to assess c is not 

easy.    This type of analysis is not one that most people are used to.    Thus 

they may not be sure that their response represents their true preferences. 

In order to see whether the exact value of c is very important the sensitivity 

of U  (u) to variations in c is investigated in the next section. 
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4.5.2 Sensitivity of U  (u) to Var'^tions in c 
 u_^  

As was shown in the last section 
n 
n   (cu2 + 1) -1 

U   (u)   =   —     . (4.5.16) 
(c+l)

n-i 

In order to sec how this is affected by variations in c its values will be 

plotted for different values of c along the line u    = u    = . . . = u    = u between 

u = 0 and u - 1. 

Along this line 

U  (u)   =   (cu+uVi 7) 

U" (.+l)n-l 

This is plotted in figure 4.3 for n = 2 aiu n = 10 and for several values of c. 

Beneath the plots the value of p in equ'   ions (4.5.12) and (4.5.15) that 

corresponds to each c is given.    Fro-n these plot« it can be seen that the 

amount of variation in U   (u) due to changes in c increases as n increases. 

For n =  10 the variation is quite substantial. 

These plots point out the importance of doing sensitivity analyses in 

any application of thij material to see how variations in c affect the results 

of the decision analysis. 

4.5.3 Assessment of Scaling Constants for U   (u) with Non-symmetric Attributes 
 u — '  

In this section the assessment of the scaling constants K,k   ,k    k 
1     Z n 

in 

U  (u)   =   K'1 Tl   (Kk.u. + 1) -1 (4.5.18) 
Li.-,11 J 
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and 

U  (u)   =     >     k. u. 

i=l 

will be considered.    The specific case where n = 3 and (4.5.18) holds will be 

studied.   The methods developed for this case can easily be extended to situa- 

tions where n # 3 or where (4. 5 .18) holds. 

It is assumed that x. and x* have been selected in the same manner 
— i —i 

as in section 4.5.1 and that u.(x. ) = 0 and u.(x*) = 1 for all i.   Assume also, 
i —i i —i 

without loss of generality, that U  (1,1, .. ., 1) = 1.   Then (4.5.18) may be 

rewritten 

n 
IT   (c.u. + 1) -1 

Ü   (u)        i=l     ^J  ..   ,        . 
u-    =   —  (4.5.19) 

n    (c. + 1) -1 
i=l      l 

where c. -Kk. ,i= 1,2. ... ,n. 
i i 

As in section 4.5.1, it seems reasonable to restrict the questions used 

to assess the c.'s to ones involving u. = 0 or 1 for all i since the d' cision 
i i 

maker has carefully studied the meaning of the outcomes x.   and > .  that go 

with these. 

For the case where n = 3 consider the three vectors of ut lities 

-1 = (UrU2,U3* = n,0,0),  u    = 10. 1.0). a    = (0,0, I) and rank t' em according 

to preference. 
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Suppose they rank u,>- ]i.7>- Hi •   Then from (4.5.19) it must be true 

that c    <  c    < c   .    Now consider the lotteries 
I 

and 

L.    :   ^(l.O.u)   for sure> 

L2   :   <(0.1,u) ; p^. (0.0,u)> 

where u is arbitrary and L    has a probability p    of yielding (0, l.u).   If p    is 

selected such that L    is indifferent to L    it follows from (4.5.19) that 
1 Ct 

C1 = P1C2 
(4.5.20) 

and 

In the same way find p    such that L    is indifiVrent to L    where 

L     :    ^ (1 ,u,o) for sure^ 

L4   :    < (0,u, 1) ; p2  ; (o,u,o)> 

From (4.5. 19) it follows that 

c1 = p3(c2c3 + c2+c3). (4.5.21) 

Equations (4.5.19),  (4.5.20) and (4.5.21) may be solved to yield 

P1P2 
ci r TT ■'Pi + vJ' 

P2 P2 
2 P3 P, 

(4.5.22) 

and 

Pl Pl c,   -   —   -    (1 + —) 
3        p, p2 
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The questions that must be answered to obtain the c.'s are not easy 

ones.   Also, as was shown in the last section, the form of U  (u) may be 
u — 

influenced significantly by changes in the c.'s.    Thus it will be necessary to 

carefully check the assessments used to determine the constants and also to 

check the final result of the decision analysis to see how it is affected by 

changes in the c.'s. 

4.5.4     Assessment of Scaling Constants for U(u;x) 

Once U  (u) and U  (x) have been determined the constants K. ,K, and 
u — x — 12 

K    in 

U(x;u)   =   K,!!  (x) + K, U  (u) + K, U  (x) U  (u) (4.5.23) 
              1    x—          2    u—          3    x—      u— 

must be assessed to specify U(x;u). 

Pick two values of x, x    and x*, with x   -^  x* , that have been carefully 

thought about and can be used to compare the decision maker's preferences 

directly for outcomes,  represented by U  (x), with his preferences for follow- 

ing the views of other individuals or groups,  represented by U   (u). 

Assume that U   (u) has been scaled in tie manner of sections 4.5,1 
u — 

and 4.5.3.    Further assume that U   (x) has been scaled so that U  (x  ) - 0 and 
x — x — 

U  (x*) =  1. 
X — 

If U(x;u) is scaled so that U(xO;0) = 0 and ü(x« ; j.) =  1, where 

0 r ( 0,0, ... ,0]   andj^ - (1, 1, .... 1], then it follows from (4.5.23) that 

1 = Kj + K2 + K3. (4.5.24) 



■   ■;-.-■    -T-.-.--'■-.-■-■-■    ■■   ■'   ■-■  ■;,.--^r7. 

73. 

Now compare (x^ ; 0) and (x   ; I).   Suppose,  for example, that 

(x* ; 0) ^, (x    ; I).   Then, from (4.5.23),  it follows that K    >  K   .    Now 

find the p    such that L    is indifferent to L    where 

Li    : O^E ; i.) ^or 8ure^ 

and 

It follows from (4.5.23) that 

K2 = p1K1. (4.5.25) 

Determine the p_ such that L, is indifferent to L. where 
2 3 4 

L      :   <(x* ; 0) for sure> 

and 

L4   :   <(** : lJ • P, : <*0 : 0)> 

Then,  from (4.5.23) it follows that 

KI = P2 (K1 + K2 + K3)  * (4.5.26) 

Solving (4.5.24),  (4.5.25) and (4.5.26) yields 

K1=P2' 

K2 = p1p2. (4.5.27) 

and 

K,=   l'PfPyPz- 

This completes the determination of the scaling constants K   ,K    and K   , 

\ 
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4.6     Concluding Remarks 

This chapter has considered methods of determining the utility func- 

tion U(x;u).    The approach taken was to show how certain restrictions on the 

decision maker's reasoning constrain the form of U(x;u).    Methods were then 

developed to completely specify the form of U(x;u) in any particular decision 

problem. 

In particular, ways of assessing a number of different scaling constants 

that arose during the development were given. 
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Appendix 4.1 

In this appendix we derive the result used in section 4.2.2.    The 

result is presented as a theorem. 

Theorem A.4.2. Consider the set of all points X in R    such that 

x = (x x  )   -   /_L      _2 _n) 
2 n \   m       m m ' 

where k. = 1, 2, . . . ,m for all i.    Then the number of these points N   which 
x s 

meets the condition 

x,  < x_ S ... < x (A.4.1) 
12 n 

is 

\ 

N./
m+"-1\       Imt^-Dl! 

•   I      n       j-      n!(M-l)l     • (A.4.2) 

Proof.    We establish this result by induction on n. 

n = 1.    Clearly the result is true since all the points must be included 

in one dimension. 

n > 1.    We proceed by assuming the result to be true for (n - 1) dimen- 

sions and then showing it is true for n dimensions.   We do this by considering 

each possible value of X    and, using the result assumed to be true for (n - 1) 
n 

dimensions,  find the number of points for that value of X   which meet condi- 
n 

tion A.4. 1.    We then sum the results for each X    to get the total number of 
n 

poin's. 

Consider X    = m/m.    This places no restriction on X     , and hence, 
n n-1 

using A.4.2. there are 
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Cm+(n-2)]! 
(n- 1) ! (m- 1) ! 

points in the allowed region with X    = m/m. 
n 

Consider X    = (m - l)/m.    Then X    is restricted to the values 
n n 

l/m,2/m, . . ., (m - l)/m.    Applying A.4. 2 for (n-1) dimensions and (m-1) 

allowed values gives 

[m+(n-2)]! 
(n- 1) ! (m-2) ! 

points in the allowed region with X    = (m - l)/m. 
n 

We can continue the procedure above with V    = (m - 2)1 m, etc. 
n 

Summing the results gives 

_   [m-Kn-2)] ! [(m-1) + (n-2)] ! 
s "    (n-1) ! (m-1) ! (n-1) !  (m-2) ! 

f (m-2) + (n-2)] 
+    (n-1) ! (m-3) !    + ••• + * (A.4.3) 

This may be rewritten as 

N [m-Kn-2)l! 
(n-1) ! (m-1) ! 

I + 
ml 

m + (n-2) 

m-2 
m+(n-3) 1 + 

n+k-1 1 + .. 

n+2 
1 + n+ 1 1 +   - n 

We now evaluate (A.4.4) by induction,    Define 

(A.4.4) 

S 

fk =   ' +   ^ 
1 + 

3 2 1 
n+2 ,+    MX 

I    +       " 
n 

•   •   • (A.4.5) 
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n4-lc 
k = 1.    By inspection f.   =        for k = 1. 
  k n 

k > 1.    f,   = 1 +  —T—r   t   ,.   Assume f.    , = (n+k-l)/n.   Then         k n+k-1     K-l k-1 

L  = (n+k)/n. 

It follows from this and (A.4.4) that 

_  fm-Mn-2)l t v   n4m-l 
s   "   (n-l) ! (m-1) ! n 

(A4.6) 

[nvHn-l)l! 
n ! (m-1) ! 

The theorem is thus established. 
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Chapter IV     Footnote« 

1. Utility independence is discussed farther in Keenevf 16). 

2. See Keeney[l8). 

3. See Keeney{18[ and Keeney and Raiffa[l9]. 

4. See Raiffa[29] and Keeney and Raiffa( 19]. 

5. See Keeney(l9]. 

6. See Keeney[17]. 

7. See Keeneyf 16]. 

8. This result was discussed in section 4.0.1. 

9. See section 2.4.2 or Harsanyi[l l]. 

I 
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Chapter V 

ASSESSING UTILITY FUNCTIONS FOR GROUP MEMBERS 

In the last chapter it was shown that if certain constraints are imposed 

on the form of U(x;u) than its assessment can be broken into three parts: 

i 

i)   assess a conditional utility function U  (x), 
x — 

ii)   determine a number of scaling constants, and 

iii)   assess the utility funct:ons u. ,U_. . . . ,u   . 
1     2 n 

Items i and ii were discussed in chapter IV.   In this chapter the assessment of 

the u.'s is considered. 
i 

Although these are standard utility functions they have several features 

that make th«   assessment problem different than usual.    First,  in general it 

th 
is to be expected that the utility function u. of the i— individual or group depends 

on the preferences of the derision maker and the other members of the group 

as well as on the outcomes described by x.    That is, 

u. = u.(x;U:ur) (5.0.1) 
i        i —        i 

where UT   =IU,.U,,...,U.   ..U ,u   1.    If this is true for all the u.'s then 
i I     2 i-l     i+l n' i 

it will be difficult to find the utilities   i.,  i  -  1, 2. . ...n that correspond to each 
i 

outcome x since a set of interdependent equations 

U - U(x:u) 

u. = u  r'; U :u- ) 

u2 = u2(x;U;U2». {b .0.2) 

u     = u   (x. U; u-) 
n        r — n 

will have to be solved. 
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In some cases it would be reasonable to assume that the utilities 

dep'. nd only on the outcomes x.    That is,  u.  = u.(x),  i  -  1.2 n.    This 
- i        i- 

means that the people are not interested in the preferences of the other 

individuals or groups,  or th"> re informally taking them into account 

when they assess their utility  function over x. 

Even if u. = u.(x), there are several assessment difficulties that 

1 '    '" 
remain.    First,   if the decision maker wishes to take into account the pref- 

erences of many people,  there may not be time or resources enough to 

assess all their utility functions.        Second,  even if their utilities can be 

assessed,  the functions obtained may rot  represent the views of the individuals 

accurately.    This may be due to a deliberate attempt to conceal true pref- 

erences or because th»*y ha  en't thought carefully enough about what their 

preferences are.    Th s problem may be particularly acute i    many utilities 

are to be obtained.    In ti at case it becomes difficult to spend the time with 

each person needed to proper'y a   seas his utility function. 

In the next chapter methods are developed for dealing with uncertainty 

ihi»" to factors like failure to assess everyone's utility function or uncertain 

bias in the assessed function.    In this chapter methods are developed that 

help assess utility fumtions quickly and,  at the same time,   make it easier to 

check whether the assessed functions represent the individuals' preference» 

correctly.    Methods of this sort are necessary if the decision analytic 

approach to incorporating the preferences of other- into a formal analysis 

is to be useful in practical situations. 

' 

\ 
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The approach taken is to assume that the u.'s are functions only of 

the outcomes x, and then develop ways to quickly approximate u.(x).    The 

approximation method extends work done by other researchers for single 

attribute utility functions    to multiattribute functions.    These researchers 

have identified properties that the utility functions of many real-world 

decision makers would be expected to have,  and then found particular func- 

tional forms u(x) - u(x  0, .ft,,,, . ,fl   ) which have these properties and also 
lem 

have one or more arbitrary parameters 0.0^,...,(i    ,   Questions are asked 
12 m 

of an individual to obtain the values of these parameters and the resulting 

function is assumed to be his utility function. Thus, for example, it might 

be assumed that u(x» = < and questions would be asked to determine 6. 

In general,  th<- utility function obtained this way will only approximate 

the person's true preferences.   However,  if the functional To  m is care.ully 

selected the approximation should be good.    Furthermore, people are often 

uncertain erough about their preferences so thaf they will be willing to use 

the function .is if it rep.c   its their preferences. 

In the last section of this chapter the general  case where 

u.  - u (x);U ;u—) is considered and a simple case is investiiiated to show how 

the interdependence may affect the decision analysis. 

5. I     Parameterized Funct.onal Forms for Single Attribute Utility Functions 

If u(xl is assumed to be of a particular parameterized form 

u(x | 0, . #, "    ' then only a few questions need be asked to specify 

0 ,6 0 Therefore, time and effort can be put  into making  sure that 
12 m 
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the answers to thete questions represent the preferences of the decision 

maker correctly. 

If a utility function is assessed without assuming a fum tional form, 

it is necessary to       -o-s the utilities of mai y points to obtain an accurate 

idea of the .•hape of the shape of the function.    This is time consuming and 

öfter doesn't leave time for carefully checkinp to see if the individual's 

assessments represent his true preferences. 

Of course, when a particular functional form is specified for u(x) the 

possible shapes of the function are limited.    Thus the form should be care- 

fully selectee  so that it  can y.eld a wide variety of possible shapes while  «till 

only having a small number of parameters to be determined. 

One way to do this is to specify desirable properties for utility func- 

tions and then find classes of functions that have these properties.    One  such 

set of desirable properties involves risk-a   ersion. 

5. I. I     Risk Aversion 

Suppose Mix    is strictly increasing and there it. a lottery over x with 

- 2 2 
expected value x and variance a        Suppose further that «•     is sufficiently 

small that the first few terms of the Taylor expansion about x  are an adequate 

representation of u(xl over the region where x has significant probability of 

occurring.    Then Pratt has shorvr    that 

1 u"(xl     ? 
f s x - x    a - —    <T 

2 u'ül     * 
(5.I.I) 



83. 

where T  is the decision maker's risk premium for the lottery and x    ;s his 
 '  c 

certainty equivalent for it. 

Notice that * is proportional to 

- u"ix) r(x) =  .^i-i±i . (5.1.2) 
u'lx) 

This called the risk-aversion function since it indicates how large a risk 

premium the decision maker is willi-ig to pay to eliminate the uncertainty in 

the situation he faces. 

If the expected value x of the lottery is changed to a new value x' while 

<r     stays the same then often », and hence r(x'), will change.    For example, 

if x' > x   then w might decrease Hince there is less chance that an undesirable 

value will occur.    Thus the decision maker is more nearly willing to use 

expected value as a guide to decision making  since,   "on the average," he  will 

receive this amount and he isn't as worried about bad outcomes due to 

uncertainty wiping him out in the meantime as he was when x was smeller. 

5.1.2     Constant Risk Aversion 

Sometimes the  risk preniium of a lotter/ would remain fixed as x 

varies over some  region.    Inthiicateit follows from (5.1.1) and (S.1.2) 

that 

u"(x) c    .   , r =  —^ (5. 1.3) 
uMx) 

where r is a constant.    This can easily be solved to yield 



mmi <»r»w—WW ■"'Hll.miUJLI 

84, 

u(x)   = 

A - (sgn r) Be 
-rx 

ntO 

(5.1.4) 

A + Bx . r= 0 

for u'(x) > 0, where sgn r is the algebraic sign of r and A and B are unspeci- 

fied except that B > 0. 

Thus,  if a decision maker wishes his risk-aversion to be constant 

then his utility function is specified once the value of the parameter r is 

known.   Hence, his utility for only one lottery must be assessed in order to 

completely specify u(x). 

5.1.3     Using the Exponential Utility Function as an Approximation 

Howard notes    that exponential utility functions serve aa adequate 

approximations to many utility function: 

"The utility functions asdessed by actual decision 
makers. . .are usually smooth functions that are 
concave downward ami representable by an ex- 
ponential at least over a limited range of mone- 
tary outcomes." 

The versatil.ty of the exponential is shown in figure 5.1 where 

u(x   r) 
1 - e 

rx 

1     e 
(5.1.5) 

is plotted for several values of r. 

Howard uses the exponential utility function extensively in his meth- 

odology for approximately analyz ng the Mfects of uncertainty in large deci- 

sion problems.    He cor.unents that even when the exponential utility function 

is not a good approximation 
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u(x) .50 

Figure 5. I.      Plots of u(x) = (1 -e'rX)/ (1 -e*1") 
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the utility function can still be bounded by expo- 
nt-ntial utility functions having risk aversion 
coefficients that are the maximum and minimum 
values of risk aversion coefficient assumed by 
tht  actual utility function over the same range. 
The certain equivalents developed for these ex- 
ponential utility functions will bound the certain 
equivalent for the actual utility functions over 
this range. 

In cases where the exponential utility function is not appropriate then 

5 6 
other functional forms might be used.    For example,  Kaufman    and Spetzler 

have investigated the logarithmic utility function u(x) = A + B log (x+c) for 

x > -c where A,  B and c are constants with B > 0.     This function has r(x) = 

(x + c)       and hence is decreasingly risk averse--a property which would be 

desirable for some utility functions. 

Both the exponential and logarithmic utility functions have one free 

parameter.    That is, 

uU»   =    u(x|0) (5.1.6) 

where Oia the parameter whose value is unspecified.    This might be assessed 

, .. D    ,     1 "       <2l (31 .     L        (ll (2) ^      (3)      KI as follows:   Pick x      ,  x        and x        such that x      ^    x      -<    x      .    Normalise 

u(x|tt) so that a(x      |fl) =  0 and u(x      |fl) =  1 for all 0.    (This is always possible 

since the scale and origin of a utility function are arbitrary.)   Consider the 

lotteries 

L    :    ^ x       for sure) 

and (S.I.7I 

L2    .   <x      : p; x      ) 
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where there is a probability p of obtaining x       in L   .    Determine the p such 

that L    is indifferent to L   .    Then it follows from (5. 1.7) that 

p -- u(x,2)
|0). (5.1.8) 

This can be solved fot   "and hence u(x) is completely specific w. 

5. 2     Parameterized Functional Forms for Two Attribute Utility Functions 

In this section the approach to utility assessment discussed in the 

last section is extended to the two attribute case. 

7 
Keeney has discussed     situations where one attribute x is utility 

independent of another.    That is,  the conditional utility function u   (x) for r  x 

any fixed y is the same.    In this case 

u(x.y) = c,(y) + c   (y) u   (x) (5.2.1) 
1 2 x 

where c   (y) and c   (y) are unspecified except c   (y) > 0. 

He showed    how utility independence reduces the assessment neces- 

sary to specify u(x,yl.    Unfortunately,   in many cases of practical interest 

utility independence does not hold. 

However,  it might often be adequate to assume that any conditional 

utility function over x for a fixed y could be selected from the parameterized 

family u   (x|fl) with the parameter varying depending o" tl e value    f y.    In 

this case 

u(x,y) - Cjly) + c2(y) uJxlWy)). (5.2.2) 

This form is fairly general. 

For example if u (x|6 were the exponential form discussed in section 

5. 1 then the conditional utility functions over x could be any of the curves 
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shown in figure 5. 1 depending on the value of Ö. 

If (5.2.2) holds then x will be referred to as parametrically dependent 

on y.    This terminology is used because conditional utility functions over x 

1 
depend on y only through the parameter 6. 

In some cases (5.2.2) will hold only for certain va.'ues of y.    In this 

case x will be referred to as parametrically dependent onyfory.y    y 

where y,.yn y    are the values for which (5.2.2) holds . 
12 r 

Parametric dependence might be reasonable in many cases where 

utility independence was not.    As will be seen in the next three sections, 

parametric dependence conditions reduce greatly the amount of data needed 

io assess  » utility function u(x.y). 

5.2.1     Parametric Dependence and Utility Independence 

In the derivations of this  section and those that follow it is assumed 

that for every a and x ther.' exists a unique Ö such that a -  f  (x|öl. 

9 
Keeney showed    that if x and y are mutually utility independent then 

u(x.y) is determined by two conditional utility function u   (xi and u   ly).  and 
x y 

the utilities of any two   if the four point s(x     .yl,   j.j       1,2.    A similar 

result  is now proved for the case where x is utility independent of y.   but y 

is parametrically dependent on x. 

Theorem 5.2.1.    Suppose x is utility independent of y and y is parame- 

trically dependent on x for x       and x       .  Thenu(x,yi is completely sp« cificd 

by   i conditional utility function u   (xl,   the parametric form u   (ylO) and the 
x y 
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Ij)     (j) 
utilities of  my four of the points («      ,y),  i-1,2, y=l,2,3,   (where 

(11 (2) (1)        {I) (3) 
x     -^ x       and y     -< y     -<   y       ). 

Proof.    Assume, without lor !-■ of generality, that u  (x      ) - u   (y        öl    0 
  x y 

and u   (x      )      u  (y       6) =  1. 
x y 

Since y is parsmetrically dependent on x for x       and x      ,  then 

u(x(l,
#y) = djlx0') + d2(x(l   u ly|e(x(l))J for i =  1.2. (5.2.3) 

Further,  since x is utility independent of y. 

u(x.y) - c.Cy) + c,(y) u   (x). (5.2.4) 
1 2 '      x 

Form (5.2.3) it follows that 

,   (i)     ,        .  (i)     (I)v u(x     ,y) = u(x     .y      ) 
(5.2.5) 

♦ [ u(x     .y      ) - u(x     .y     )] u ly|9(x     )] 

for i       1.2.    Thus u(x     ,y) would be known if 9(x     ) were known.    Set y = y 

in (S.2.5).    Then 

.,,        ,.. ,   (i)     (21 .   (i)     (l)k .   (2),       (I) .        u('f      .y      ) - u(x     ,y      ) 
uy|y   |e,x   ,] "    , (TTTTT—, (ii   (in ' (5-2-M 

u(x     .y      ) - u(x     .y 

This may be  solved for 6lx     ). 

From (5.2.4) it follows that 

u(x.y) = u(x      ,y)-f(u(x      .y)-u(x      .y»Ju(xl. (5.2.7) 

But u(x      .y) and u(x      .yl «re known from (5.2.5) ».id (5.2.6).    Hence u(x.y) 

i« determined. 

\ 
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Although all six of the points u(x     ,y), i=l,2, j = l,2,3 have been 

used in this proof, two of them may be specified arbitrarily since the scale 

and origin of u(x,y) are arbitrary. 
: 

****** ^ 

This theorem shows that if one «.tribute is parametrically dependent 

on the other then the utilities of only two more points must be assessed to 

determine the utility function than in the case where the attribute is utility 

independent. 

5.2.2     Mutual Parametric Dependence 

In this section the case where neither attribute is utility independent 

of the other is considered, but where there is parametric dependence between 

them.    The theorem below proves that,  in addition to the parametric functionals 

u  (x|0) and u  (y|ö),  it is only necessary to have the utilities of seven points 
* y 

to specify u'x.y). 

Theorem 5.2.2.   Suppose x is parametrically dependent on y and y 

is parametrically dependent on x for x      ,x       and x Then u(x,y) is 

determined by the parametric forms u   (x|6), u  (y|6) and the utilities of 

, .. s   »    /  0»     0). i   ,   , /   u H) (2) (3) seven of the points (x     ,y     ),  I, j ■ 1,2,3 (where x    <    x     <   x and 

(1),     U).     (3), 

Proof.    Assume, without loss of generality, that f (x      | 4) = f (y      '"» - 0 
* y 

andf  (x(3)|*)= f (y(3,|ö)= 1- x        '        y 

From the conditions of the theorem 

u(x,y) = d^y) + d2(y) ux(x|^(y)) (S.2.8) 

N 
\ I 
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and 

u(x     ,y) = c  (x  ) ♦ c2(x     ) u  ly|ö(x     )J (5.2.9) 

for 1=1,2.3.   It follows from these equations that 

(1) (3) (1) u(x.y) = uix'   '.y) 4 (ulx1   '.y)  - uix'   '.y)] u (x|4(y)] (5.2. 10) 

and 

.  (H     k        .  (i)     (1>   ^ r   ,   (i)     (3i        .  (i)     (1) . 
u(x     .y) = u(x     ,y      ) + [u(x      ,y    J - u(x     .y      )J 

x uy(y|fl(x(i))] 

(2) . 
Setting y = y       in (5.2.11) yields 

.,.         ...            .  (i)     (2). .  (i)     (1). 
u [y(2)ie(x(l,)]a 

u(x   y  ) -u(>c »y  ' 
yiy      '   '       'J         ,   (i)     (3), .   (i)     (1)^ 

u(x     ,y      ) - u(x     .y     ) 

(5.2.11; 

(5.2.12) 

which can be solved for 0(x     ).    Therefore u(x     ,y) is determined by (5.2.11). 

Setting x = x(   'in (5.2.10) yields 

u   (x(2,U(y)J=    U(*      tX! - Hi«      'V 
xl lf,y'J (J)     ) ,   (1)     , 

u(x      ,y    - u(x      .y) 
(5.2.13) 

which may be solved for d(y). 

Therefore u(x,y) is determined by (5.2.10).    Hence the theorem is 

proved. 

o        «        «        <■ «        « 

Example.    Suppose the conditions of the last theorem are met with 

X s 
\ 

and 

u   (x|t) « x 
x 

i« * u   (y  0) = y    . 
V 

(5.2.14) 

\ 
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In order to simplify notation let k.. = u(x     ,y     \. 

From (5.2.11) it follow a that 

... fl<   (il, 
uCx'    .y) = k., + (k., - k.,) y (5.2.15) 

il i3        il 

and hence . , ,       . 

fl(x(l))=   ^    ^j    ^ (5.2.16) 
log y 

= c.  . 
i 

Thus (5.2.15) can be rewritten as 

u(x(l,.y) = k.j + (k.3 - ku) yCi (5.2.17) 

Substituting this into (5.2.10) yields 

u(x.y>- ' u + (kn - kn) yC» 

,c3      rw v     v«0!,     ♦<>> 

(5.2.18) 

+ (k13-kn + ,kJ3-kM,y       -,k13     kll,V   'ix 

and hence 

♦,y)=      ($.2.19l 

log X 

This can be substituted into (5.2.181 to give u(x.y) for all x and y. 

This example involves a lot of messy algebra.    The reader may 

wonder whether this approach to assessiny two attribute utility functions is 

any easier than merely assessing the utilities of a number of different points 

and fairing a curve through them. 
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In fact it is since the utilities of only seven points need to be assessed 

to specify u(x,y) for all x and y.    The algebra may be messy but this can be 

carried out by computer while the analyst concentrates on making sure the 

utility assessments for the seven points correctly represent the preferences 

of the decision maker. 

If a curve were faired in.  in most cases many more than seven points 

would have to be considered.    Thus, the time would usually not be available 

to make sure the assessment at each point was actually correct. 

5.2.3    One Attribute Parametrically Dependent 

In this section the case where x is parametrically dependent on y, 

but there is no restriction on y is considered.    It is shown that three (con- 

sistently scaled) conditional utility functions over y determine u(x(y) for all 

x and y. 

Theorem 5.2.3.    Suppose x is parametrically dependent on y.    Then 

u(x,y) is determined by the parametric form u  {x|0) and three consistently 

scaled conditional utility functions u(x     ,yl,  i =  1,2,3 (where x    ^   x     ■<   x       ). 

Proof.    Assume,  without loss of generality,  that u  (x      (0) = 0 and 

u  (x(3)|0) r:   D- x 

Since x is parametrically dependent on y it follows that 

u(x,y) - Cjfy) + c2(y) uJxIOfy)]. (5.2.20) 

Therefore 

u(x,y) = u(x       ,y) + [u(x      ,y) - u(x      ,y)J 

xux(x|0(y)l. 
(5.2.21) 
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(2) 
Setting x - x       in (5.2.21) yields 

r   <2)|fl/   ki      u x      .y) - u(x      ,y) 
UX(X      |e(y,I=     ,  (3)  ' ,   (1)  \ 

u{x      .y) - u(x      ,y) 
(5.2.221 

which can be solved for 0(y).    This can be substituted into (5.2.21) to yield 

u(x,v).   Thus the theorem it  asiblished. 

The following theore:n shows that one of the conditional utility functions 

in the last theorem can be replaced by an indifference carve and ulx.y) is 

still determined. 

Theorem 5.2.4.    Suppose x is parametrically dependent on y.    Then 

u(x,y) is determined by the parametric form u  (x|0),   two consistently scaled 

conditional utility functio is u(x      ,y) and u(x      ,y) v here x     -^   x     ),  and 

an indifference curve x  - x (y) with it« utility u(x (yl.y). 

Proof.    Assum*«, without loss of generality,  that u   (x      |0) = 0 and 

u (x(2,|0)=  I- 
X 

By exactly the same reasoning as in the last theorem 

u(x.y) ~ u(x      ,y) + (u(x     ,y) - u(x      .y)J 

xux(x|0(y)]. 

In order to specify 0(y) set x = xJy) in (5.2.23).    This yields 

u(x  (y),y] - u(x      fy) 

(5.2.23) 

(5.2.24) 
u(x      ,y) - u(x      ,y) 

which may be solved for 0(y).    This is then substituted into (5.2.?3) to give 

ulx , y) for all x only. 
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5. 3     Parametric Dependence for N-Attribute Utility Functions 

In this section some of the results for two attribute utility functions 

are extended to the n-attribute case.   Theorem 5.3.1 considers cases where 

each attribute is par^metrically dependent on its complement while theorem 

5.3.2 looks at cases where some attributes are utility independent of their 

complements and others are parametrically dependent on their complement«. 

It is shown that when all the attributes are parametrically dependent 

then u(x.,x-,..,x   )ts specified by the n functional forms u.(x. I 6.), 
I     2 n ill 

i -   1,2 n and the utilities ol 3   -I points.    When m of the attribute are 

utility independent then the utilities of 2    * 3 -2 points are needed. 

Before proceeding some useful notation is established.    Let 

(i->      , W(W (in> 
'-k-i-k+i'= (xrx2 xk-rxk+i' *k+2 Xn   ' 

and 

(i) (i.xl) (i. .,) (i   ) - k+I       k+2 n 
-k-rV-k+i =,xrx? Vxk+i •xk+2 xn   '• 

Theorem 5.3.1.    Suppose for all k that x     is parametrically dependent 

in 
5 

on x-   for X7 = (x.    ,; x   -, ». where i,...  i. ., i    =  1.2,3.    Then 
k k       -k-1       k+l k+1       ki2 n 

u(x1,x_,...,x   ) is determined by the n parametric forms u, (x     0. >. k -  1.2 n 
(ij) (i2) (i   » 

and the utilities of any 3   - 2 of the points (x. ,x, x ).   i.   =   1,2,3 for 
1     2 n k 

k -  1, Z n (where x.       -<   x,    -<  x, for all k). 
k k k 

Proof.    Assume, without I-JSS of generality, that a. (x^    1^. I = 0 and 

(3) 
«i. (x      K I -   \  for all k. 

k'   k 
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Since >L   is parc.metrically dependent on x— for x— =  (x        ; x — . 'i'.i 

then 

u(x,    ,: x. ; x   -,) -  C,,   (x .    ,: x -   ) 
-k=l     >  -k+1 Ik   -K-l   -k+1 

(4.3. n 

^zv'^-rs^',' V'kl^k.rikVi" 

From this it follows   hat 

(i) , (II       (i) 
U^k-rxk;^k~+i

, = u(-x-k.i:xk :^k+ii (4.3.2) 

.r   , <3)       <»' ,        / (n      (i)   . i       t       Uz (i)   1 + Iu(xk.1:xk   :xk+1»-^k.l:xk   = 2*^ , H u klx J 0(xk_ j: x^,). 

(i2)    (l3) (in) 
Consider k -   1.    Then.   from (4.3.2),u(x,,x,      ,x,    ,...,x        ) would 

12 3 n 

be determined ifO(x,     .;x—.) were known.    Set x    = x,  '     in (4. 3.2).    Then 
— I;- 1   — k+1 k        K 

(?.)      (i)^        , (1)    (i) 
r   <^la (i).i     U-k-l:Xk   :^-ri|-u^k.l:xk   ^^1) uk (xk ^^k-rVi11 - öT or—: nr-^v (4.3.3) 

U(J :x  -.» ^-rxk :5kM''ulVr% :^;i 
(i) Thi» may be solved for 6 (x,    . :x, —  l if k =  1 

—k-l -^k+1 

(il Having solved (4.3.2) to yield u(x.    i^x. '«x   -i ) for k =   1 ,  it may now 

be solved iteratively fork = 2,3 n.    Thus u(x) is determined. 

* * * * * 

Theorem 5.3.2.     Suppose that for kSrn x,   i» paramct rically dependent 

for (i) 
onxk ,orxtr ^k-rV+i1'^"^k+r'k^ . , I 1,2,3,   and suppose 

n r 

farther that for k > m x,   is utility independent of x- .    Theix u(x   , x , x   ) 
k k I     <. n 

is determined by the following: 
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i)   the parametric forms u, (x,    0 ), k =  1,2 m, 
k    k 

ii)   conditional utility functions u. (x, ),  k = m +  1, 
m + Z n,  and 

.... , .rn       n-m  ,     ,   , 
m)    the utilities of any  S     »2 -^ of the points 

(x.l.x-Z x    n     where 
1 2 n 

i.   = 1,2.3 for k =  1,2 m and i.   =1,2 
k k 

for k = m +  1 .  m + 2 t 

(where x.    »< x.     ^. x.        lor all i). 
ill 

Proof.    Assume without loss of generality that ". (x,     |0   ) -  0 and 

u  (x      l0w' =  1 for all k ^ m and that u  K    ) - 0 and u. K     t =   1  for all k > m. 

Then the proof of theoren    S. 3. 1 establishes that u(x       . ;x    .x _ ,  is 
—m - 1    m -m+1 

k now n. 

For k > m 

u(x) ^  C., (x^t + C,, (x-» uix. ). (5. 3.4) 
- Ik    K 2k    k k 

Therefore 

(il v        , ID    (i)    i u(x    .ix, :x - ) = u(x,    , :x     ;x -   ) 
-k - 1    k -k+ I —k - 1    k     —k+1 

(S.3.5) 
. (2)      (i) il)      (i)    . 

+ l^k.r*k   ^T.'   ^v.v\ ^kTi'^k^k' 

Since u(x        .;x      ;x   — .) is known,   (S.3.S) 
— m - I      m   — m+ 1 

tan be solved for u(x     ■ x        . ; x   — ,) . 
— m      m+I  — m+2 

This procedure can be continued iteratively until k =  n at which point u(x) is 

determined. 
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The tlieorcnis in this section and the last have shown how multiattribute 

utility functions may be approximated using the utilities of a relatively small 

number of points.    As was pointed out earlier in the chapter,  the need for 

only a small number of utilities means that care can be taken in the assess- 

ment of these to make sure they accurately reflect the person's preferences. 

Thi.« approach to utility assessment is particularly valuable for a 

decision maker who wishes to incorporate the preferences of a 1'irge number 

of people into his analysis,   since ,   if he uses it, he can approximately assess 

their utility functions fairly rapidly. 

However,  if the utilities of the various individuals are interdependent 

then it  is necessary to account for this interdependence in addition to assessing 

the utility functions over various outcomes x.    This problem is considered in 

the next  section. 

5 .4      Interdependent Utility  Functions 

As was noted at the beginning of this chapter,   the preferences of an 

individual in the group of people whose views are important to a decision 

maker will often depend on the preferences of the decision maker and the other 

people  in the group.     Fha»  is,   u.   = u.!x;U;u—I.    This leads to the  set of equations 
i I - i 

U = U(x:u) 

u    - u   (x:U;u-) 

u    - u   (x;U;u-) 

u    - u   (x:U;u—> 
n        n — n 

(5.4.1) 
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In section 4.1 it w^s noted that often x and u would ht- mutually utility 

independent for the decis or. »viaker so that 

U :   K,U  (x)+K,U   (u)+K  U   (x)U   (u) (5.4.2- 
lx—       2u—        3x—     u~ 

where U   (x) and U   (u) are conditional utility functions  and K. . K_ and K, are 
x - u — 12 3 

constants. 

By the  same arguments x and  {U;u—} would often be mutually utility 

independent for each of thi- individuals  in the gruup.    In this case 

u.   ■   K ,vi     (Xi+K.,u.   (l';\j-»+K.   u    (xlu.   (U;urt 
i 11   ix —        i2   in i 13   ix —    in i 

(S.4.3) 

for i       1,2 n, where u    ix) and u     'U:u—) are conditional utility functions, 
ix — IU i 

and K  . , K  , and K   , a ro constants. 
11       i.' i \ 

In  section 4.^ it was  shown that often for the decision maker u.,u_...,u 
1     2 n 

would be order-one mutually utility independem with conditional utility functions 

linear  in the u.'s.  and that they would be order-two mutually preferentially 

independent.    In this case either 

i    " 

v  u) - K   {niKk.u.+ n-1} 
u — .   .     >   i 

i- 1 

(5.4.41 

or 

U   (u)   =   ^    k.u. 
u - __      II 

i   1 

(5.4.5) 

where K,k,,k k    are constants. 
1     2 n 

By the same arguments U , u . , u, u.   , , u.   , u    would often be 
12 i - 1      i+ 1 n 

order-one mutually utility independent for »he ({roup members with  conditional 
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utility functions linear in the u.'s, and also order  two mutually preferentially 

I 

independent.    In this case either 

1 " 
u.   (U-.UT-I ^ C.    {C.c.   U+l)   n   (C.c.u.+!)-!} (5.4.61 

IU i i i   to .    ,       i   ik  i 
i   I 
k^i 

or 
n 
\ 

u.   (U:UT>   =       s   c.. u. (5.4.71 
iu i ^      ik  k 

k=l 
k^i 

for i =   1,2 n,  where C.(c.    .c c.     are constants. 
i     to     il in 

The constants in equations (5.4.3),   (5 .4 .(>) and (5 .4 .7> could be evaluated 

in the same way as those in equations (5.4.2),   (5.4.4) and (5.4.5).    (This 

problem was considered in section 4.^.) 

The  conditional utility functions u.   (x»,   i  -   1,2 n could be approxi- 
ix — 

mately evaluated Mjing 'he methods discussed in sections ^.2 and 5. 3. 

In order to find the decision maker's utility U for a particular outcome 

x it would be  necessary to simultaneously solve the system of equations  (5.4.2)  - 

(5.4.7).    In general this could not be done analytically.    However,   numerical 

methods  could probably be worked out  to solve the problem. 

Considering one  special  case will point out how unexpected  results may 

occur when the preferences of others arc- incorporated into a utility function. 

Suppose there is one person whose views are of interest to the de   isi^n maker 

and one attribute x which describes the outcomes.    Then,   if (5.4.2) -nd (5.4.3) 

are accepted. 

8 
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U = K.U  (x)+K,u+K,uU  (x) (5.4.8) 
1   x 2        3     x 

and 

u = k.u  (x)+k-U+k,Uux(x) (5.4.9) 
1  x 2        3 

»vhere U   (x) and u  (x) are conditional utility functions and K. ,K_, K, .k, ,k_ 
xx 12      3     12 

and k    are constants. 

Suppose that all the constants are 1 except k   and k    and that these are 

zero, and alro that U  (x) = u  (x) = x.    Then 
x x 

U = x+u+xu (5.4.10) 

and 

u = x. (5.4.11) 

Notice that both of the individuals are risk neutral toward lotteries over x when 

the preferences of the other person are held fixed. 

If (5.4.10) and i5.4.11) are solved to yield U as a function of x then 

U = 2x + x2. (5.4.12) 

For positive values of x this utility function is risk prone toward lotteries over 

x.    Thus,  even though both individuals are risk neutral in their direct preferences 

for outcomes,  the fact that the decision maker takes into account the preferences 

of the other person makes his total preferences for outcomes risk prone. 

I 
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Chapter V     Footnotes 

1. Grochow(9] has noted how time consuming this is. 

2. See Meyer and Pratt{23] and SpeUler(33]. 

3. See Pratt(26]. 

4. See Howard(l4]. p. 513. 

5. See Kaufman( 15]. 

6. See Spetzler|33]. 

7. See Keeney[I8]. 

8. See Keeney[ 16]. 

9. See Keeney(l8]. 
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Chapter VI 

ACCOUNTING FOR UNCERTAINTY ABOUT THE 
I PREFERENCES OF GROUP MEMBERS 

As noted before, it is often impossible for a decision maker to be 

certain of the preferences of all individuals of interest to him.    The resources 

may not be available to assess everyone's preferences.   Some individuals may 

deliberately misrepresent their views.    People may give incorrect preferences 

because they have not thought hard enough about what their true preferences 

are. 

In this chapter methods are developed for dealing with uncertainty about 

preferences.   A statistical decision theory approach is taken.      That is,  the 

decision maker's state of knowledge is summarized in a subjective probability 

distribution and Bayes' theorem is used to update this in light of new informa- 

tion. 

In this chapter it will be assumed that the results of sections 4. 1 and 

4.3.2 hold so that 

U(x:u) = K.U  (xHK.U  (u)+K,U  (x)U (u) 
Ix-      Zu-       3x—u 

and (6.0.1) 

1     n 

U  (u) = K     ( n    (Kk.u. + l)-l}. (6.0.2) 
1=1        ,l 

The chapter divides into two parts.    Part A considers situations where 

the decirion maker has no direct preferences for outcomes.    That is,  U = U(u). 

(Of course, U depends indirectly on the outcomes x since the u.'s will depend 

on x.)    This situation is of interest becaust  it is a case that is important in 
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applications, and also because many of the results obtained for it can be 

generalized to the case where U depends also on x.    This more general case 

is discussed in Part B. 

Within Part A two different situations are studied.   In section 6.1 it is 

shown that the u.'s might be probabilistically independent in some cases. 

Results are derived for this situation.    In section 6.2. u.'s that are probabilis- 
i 

tically dependent are considered. 

Part A 

Derision Makers with no Direct 
Preferences for Outcomes 

A decision maker might have a utility function U(u) in two cases.    First, 

when he is serving purely as a servant of the group and is relaying its preferences 

without accounting for his own.   This occurs in Application A in the next chapter. 

There the decision maker is conducting a group discussion and then recording 

the preferences of the group to be passed on to a government body.   He does 

not let his own preferences for outcomes influence the preference measure 

at all. 

Another case where the utility function U(u) might be used is when 

decision analytic approaches are only being vised to analyze the preferences 

u   ,u_, ... ,u   , but some other method of analysis is being used for the rest of 
i      w n 

the study.   This is the case in Application B in the next chapter.    There the 

utility theory approach is taken to finding the preferences of computer time- 

share system users for different system characteristics.   However, decision 
\ 



?nal>3is is not necessarily use J to   -inrporate these preferences into a 

complete system cle.>:j,r or evaluation   '-«heme. 

6.1     Probabilistically Independent u.'s 

Suppose u, ,u, u   are utility functions representing the preferences 

of distinct groups of people.   If these groups have fairly 'well defined viewpoints 

which differ from each other, then a decision maker may feel that information 

about the preferences of one or more of the groups -vill not alter his subjective 

probability distribution for the preferences of the other groups.   In other words, 

u   ,u-,...,u    will be mutually probabilistically independent. 

In this case many simplifications occur in the mathematics involved in 

considering uncertainty.   Since it seems that some practical application situa- 

tions would be of this type, it will be considered in some detail. 

6.1.1   Situations Where the ac's are Certain 

If the outcome x   that results from each possible action a   , k= 1,2, ...,r 

is known for sure then the utility U(a, ) of that action is 

U(a, ) = E   .   [Uk 1 (6.1.1) 
k u"x     '-TC 

for k = 1,2. ...,r, where E   i   [ • I • ] is the conditional expected value of U given 
u | x 

When (6.0.2) holds then this becomes 

U(a1 ) = E    |    [K"1 {   n (Kk.u.+ l)-l) |xj (6.1.2) 
k u|x . i i '-k' 

If, in addition,  the u.'s are mutually utility independent, then 
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U(a 
1    n 

,)   -   K  '(n    (Kk.E   ,    (u.|x, l+l)-l} . (6.1.3) 

Notice that U(a   ) depends only on the conditional expectrd values of the 

u.'s.    Although it may be necessary to assess the conditional probability dis- 

tributions over each u   L«. obtain these expected values,  it is not necessary to 

assess a joint probability distribution over the u.'s.    This follows, of course, 
d  r ' i 

t 
\ from the fact that ihe u.'s are mutually probabilistically independent. 

i 

6.1.1.1     Sample Information With no Bias 

In this section E   ■     1*1*]   will be abbreviated as E ( • I • ]   for nota 
u | x 

tional simplicity.    Also the entity having utility function u. will be called a 

"group" rather than an individual since as pointed out before, that is the case 

when probabilistic independence of the u.'s might hold. 

If the true,  unbiased utilities u.(a.), u.(s_) u.(a   ) of the i— group 
j     1        j    2 }    r 

for all the possible actions are obtained, then the updated U(a   ) utilizing this 

sample data S is 

1 n 

Ufa, |S) ^ K     {(Kk.u.U. H-i]   IT   iKk.E(u I x, ] + !)-1} . (6.1.4) 
k J J    k ._.        i       i*   k 

The manner in which the sample data can influence things may be 

illustrated by considering the case where n -  2 and r - 2.    The (6. 1.4) reduces 

to 

U(a]|S) = K"1  (|KkIu1(ak)+l]|Kk2E(u2!xk)+lJ-l} (6.1.5) 

for k =  1,2. 
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It follows from this that a. ( ^ >   a, if and only if 

K"1 ((Kklu1(a1)+ll[Kk2E(u21x^+1]} 

] = j    K"1{(Kk1u1(a2)+l)|Kk2E(u2|x2)+l)-l} 

If K > 0 then this reduces  .o 

{Kk^^ajH'.JlKk^^lx^+l) 

1  >  I 
j-   j   (Kklu1(a2)+lj (Kk2E(u2|x2)+l] 

(6.1.6) 

(6.1.7) 
(For K < 0 the directions of the inequalities are reversed.) 

The values of u   (a.) and u  (a   ) for which a    or a    will be the preferred 
11 lb I C 

action of the decision maker are shown in figure 6.1.    It is interesting that the 

region where a    is preferred is divided from the region where a    is preferred by a 

straight line.    Notice that the larger the margin by which E(u   |x  ) exceeds E(u   |x  ) 

then the larger the margin must be between u,(a.,) and u.la.) before a, becomes the 
1    ' 11 Z 

preferred action.    That is,   if the group whose views are uncertain is "expected" 

to favor a    by a large margin then the group whose views are measured must 

favor a.    by a large margin to overcome this expectation. 

Also, it is clear that the greater the importance of the first group's 

views to the decision maker (i.e., the greater value of k   ) then the more 

nearly the decision maker will have the same preference regions as that group. 
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u.(a,) 

Kk2E(u21x^+1 

Kk2E(u2|x2)+l 

I 
Figure 6.1.     Preference Regions Using Sample Data 
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Returning now to the case where r and n are general as in equation 

(6.1.4) then it is e, i,y to generalize to the case where the preferences of more 

than one group are sampled.    Thus if a sample S consisting of the preferences 

of the j— andjj — groups is obtained then 

ü(ak|S) = K"1{lKk.uj(ak)+lJ[Kk|u|(ak)+l) 

(6.1.8) 

X    IT (Kk.Elu.lxjJ+n-O. 
i=l 

i*j.' 

6.1.1.2    Sample Information With Bias 

Suppose that any group's measured utility function will not represent the 

true of preferences of that group either because of a deliberate atten.pi to 

conceal preferences or because the group has not given careful enough thought 

to the utility assessment.    Suppose that u.    (a, ) is the measured utility of 
im    k 

th 2 
action a    to the i— group.    Then the bias of this measurement is defined as 

b.U, ) =\i.    (a, )-u.(a1 ) 
iK        im    k      i    k 

.th 
where u.(a   ) is the true utility of a    tc the i— group. 

If b.(a, ) were known for certain then the correction for bias would be 
i    k 

easy.   Equation (6. 1.4),  giving the utility of a    when the preferences of one 

group have been measured, would become 

U(a1 |S) - K^UKk.U.    (a. )-b.(a. )}+l] 
k '      j    jm   k      j    k J 

X   n    (Kk.E(u.|xk] + l)-l|ak) 
i=l 

(6.1.9) 
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However,  if the bias is uncertain then this uncertainty must be accounted 

for.   In this case 

UU, |S) = K     E {Kk. {u.    (au)-b.(a. )} + ! ] 
k1 j     jm   k     j    k J 

(6.1.10) 
r 

X   IT  (Kk.u.+ l)-l|a, } . 
,11 k 

i=l 

When b.(a  ) is probabilistically independent ofu.,i=l,2> ...j-l.j-M n and, 
j    k 

as before, the u.'s are mutually probabiHstically independent, then (6.1,10) 

"• 

reduces to 

U(a1 |S) - K"1! (Kk.lu.    (a. )-E(t.|a1 ) } + l] 
k j    jm   k j     k 

(6.1.11) 
n 

X  n   (Kk.Elu.kl + D-l} . 
ir 1 

Notice that b.(a, ) does not have to be probabilistically independent of u.    (a, ) 
j    k r jm. k 

for this result to hold. 

The effect of bias may be illustrated by considering the case where 

there are two groups and two possible actions.    If the preferences of the first 

group are measured then (6.1.11) reduces to 

J(ak|S)= K'1 {(Kk1{ulm(ak)-E(b1|ak)}+lI 

X(Kk2E(u2|xk)+l)-l} . 

(>   1 It follows f'om this that a   <   <-'   > a_ if and only if 

(6.1.12) 

' 

•■.■ 
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(6.1.13) 

K'MlKk, {u       (a, »-Efbja, )}•• Ij yKk,E(u, | xJ + D-l} 
Ilml 11 c       c.   ~1 

j = j   K"1{(Kk1{ulmti2WE«>1|a2)}+l](Kk2E(u2|x2l+l)-l}. 

If K > 0 this reduces to 

(Kkl(uim(ai,'E'bl la^HljtKk^^Jxjl + l) 

(S.l.U) 
> 
=      [Kk1{ulm(a2)-E(b1|a?)}+l](Kk2E]u2|x?]+l) 

(If K < 0 then the dirertions of the inequr,;tiea are reversed.)   The equation 

which corresponds to this for the unbiased case is (6.1.7): 

(KViuI(a1)+l](Kk2E(u2|x1)+l] 

> j (6.1.15) 

=      (Kk1u1(a2Hll[Kk2E(u2|x?)+l) . 

Comparing this with (6. 1. 14) shows that the effect of uncertain bais is roughly 

what would be expected.    Suppose,  for example,  that £(b   |a   ) = 0 and 

E(b. la.) > 0.    Then a larger value u.    (a.) must be obtained for a. to be 
II Im    1 1 

preferred then was necessary without bias.    In other words,  if it is "expected" 

that a utility for a    that is higher than the true value will be measured then 

this is compensated for by requiring a larger value to be measured before a 

becomes the preferred action. 

6.1.2     Situations Where the x, 's ar_ Uncertain 
 Ht  

If the x that results from any a,   is uncertain then 
- k 



Hii#P<^'M^^WJIIiiWiWf(ity-|ag 

11?. 
f 

UU, ) = E   ,    {E   ,   [U(u)|x)|a1 } . (6.1.16) 
k x|a      u|x      — k 

When (6.0.2) holds and the u.'s are probabilistically independent then 
i 

1     n 

U(a, ) = E   ,    (K     (   n  (Kk.Elu.JxJ + D-llla, }. (6.1.17) 
k x a ,   ,        i       i'-' J '   k 

' i=l 

Thus U(a   ) depends on the conditional expected values E[u. |x] and,  in addition, 

on the probability distribution of x.    Note, however, that E(u.|x]'s must be 

assesued for all possible x's.    This may be a large number since the x resulting 

from each a    is uncertain.    Thus the assessment problem may be difficult. 

In some cases it may be rea  enable to assume a special form for 

E|u. |x).    Thus,  for example.,  it might be true in some situations that 

Efu.lx] = a.(xT-x.   T) (6.1.18) 
i -       —i —     —iO 

where a. and x.    are vector constants and the superscript T indicates a 
—i —IO r r 

transpose.    Then it would only be necessary to assess a. and x.    to specify 

E[u.|xJ. 

Sample information,  both biased and unbiased,  can be treated in a 

manner similar to what was done when the x resulting from any action was 

certain.    Thus,  if an unbiased measurement of u.(x) is available then this 
J - 

sample data S may be used to yield 

UU. |S) = E   ,    {K'1! (Kk.u.(x)+1) 
k x|a j j - 

(6.1.19) n 
X n   (Kk.E(u.|xJ + l)-ll|a   }. 

i=l        J       ' k 

i#j 

HUM 
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Similarly,  if a biased measurement u.    (x) is made and the bias is probabihs- 
jm - 

tically independent of the other utilities u.(x),  i*j, then 

Uia, |S) = E   |   (K'^Kk. {u.(x)-E(b.|x)}+l) 
k x|a j     j- j'- 

(6.1.20) 
n 

X   n   (Kk.E(u.|x] + l)-l] |a, } . 
i        i — k 

i-l 

Equations (6.1.19) and (6. 1.20) are direct generalizations of (6.1.8) and 

(6.1.11) to the case where there is uncertainty in x. 

6.2     Probabilistically Dependent u.'s 

The situation where u   .u.. . . . »u    are mutually probabilistically 

independent was studied in the last section.   However, often the u.'s would 
i 

be probabilistically dependent.    That is.  information about the values of one 

or more of the u.'s would change the decision maker's subjective probability 

distribution for the others. 

In section 6,2.1 some general results for this case are derived, and 

in section 6.2.2 some useful special cases are examined. 

6.2.1     General Result» 

If the x that results from any action a,   is known for sure then, as 
— k 

tihown in equation (6.1.2) 

1     n 

U(ak) = Eu|x{K     '  "   (Kk
i
Ui+,)-ll|Sk}- (6-2-1) 

is I 

■#■- z-^.,—.■ 
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The meaning of this may be illustrated by considering the case wher^- 

n = 2.    Then (6.2. 1) reduces to 

UUk) = KkIk2E(u1u2|xk)+k1E(u1|xk)+k2E(u2|xk). (6.2.2) 

Thus it is necessary to assess the expected values of u    and u. conditional on 

x,   as well as the conditional cross-correlation between them.    In most cases 

the only way the cross-correlation could be obtained would be to assess the 

joint probability distribution for u    and u    conditional on x   .    Since this 

distribution is needed for earh possible x,   the assessment problem becomes 
—K 

very difficult if there are very many possible actions a, .a    a    being 

considered. 

If there are more than two u.'s then even more data is needed to 
i 

specify U(a   ).    It is clear from (6.2.2) that all of the conditional cross-moments 

between the u.'s up to n— order are needed.    In most situations these could be 
i 

obtained only by assessing the joint probability distribution over u   ,u    u  . 
l     Z n 

If n is very large this will be a formidable task. 

If there is uncertainty about the x that results from each a.   as well as 
— K 

about the utilities u. .u. , . . . .u    then 
12 n 

U(ak)-:Ex|alEu|x{K"\^(KkiV1)-1^^lak}- (6.2.3) 

This requires the assessment of the cross-moments between the u.'s for all 

possible values of x. Sii.ce x is uncertain this may be a very large number. 

Hence the assessment would be very difficult. 
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In the next section some special structured situations where U(a  ) can 

be determined relatively easily are studied. 

6.2.2    Some Special Structured Situations 

Suppose that U(u) is symmetric with respect to the attributes u   .u   , ... ,u   . 

(This case was studied in sections 4.2 and 4.4.)   Then (6.0.2) reduces to 

1     " 
U(u) = K'   {  n   (Kku. + l)-!} (6.2.4) 

;=i       l 

where K and k are constants. 

This situation is studied in the next two sections. 

6.2.2.1     Situations Where the 2Eit'
g are Certain 

Suppose the number of people that had each possible utility for the x 

that results from any action a,  were known.   If p   ■   (u. Ix,) is the fraction 7 k ru | x   J -T« 

of the total number of people that has utility u. for outcome x. , then from 

(6.2.4) it follows that 

, nP   I   (U-I*J 
U(a) = K'I{n     lKku.+ l]    U,X   i    K.l). (6.2.5) 

all j J 

This may be rewritten as 

U(au) = K'^explnE   ,   (log   (Kk +1) |x. } )-1} (6.2.6) 
k r       u|x        e       u       '-TS 

where 

E   |    {log (Kk +l)|x. } 
u|x        e      u        -Mi 

=  2    Pu|x(uj'2hc)loge(Kkuj+l)- (6•2•7, 

all j 
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Equatior. (6,2.6) is not very useful as it stands since, under conditions 

of uncertaintv.  p   ■   ( •  ! •  ) is not known.    In some cases, however,  the 
u|x 

decision m.iker may be willins to assume that n   i   ( •     •  ) would be known if 
u|x 

the value of some uncertain parameter Owere known.    That is,  p   i      «(•    x, ,0) 
u|x, 6        --k 

is assumed to be known.    For example,  the decision maker might assume 

that u is distribcted normally with known variance cr    and uncertain mean 0. 
x 

In that case p   i      „(•    x,6) would be a density function given by 
u|x,0        — 

expl-Iu-^j^Z^2 } 
Pu|xV"|x.e) = L . ,6.2.8) 

X 

Pu!x,0( • l^.ö» is known then,  from (6.2.7) it follows that 

U(«k) = K_1Ee|x{exp(nEu|x>e{loge(Kku+l)|xk  P})-!!^} .       (6.2.9) 

This can be assessed if p   i     d( • |x.    B) and p-i   ( • |x  ) are known for all k. 
u ( x, M        —k, a I x        —k 

If the number of possible actions (and hence the number of possible x^'s) is 

relatively small then it sh« aid be feasible to determine these. 

If sample data about the preferences of some individuals is available 

then it is relatively easy to update (6.2.9) to account for this sample data. 

Suppose,  for simplicity of exposition,  that the decision maker wishes to obtain 

information about the preferences of group members for only one a   .    (It 

would probably be necessary to assess any individual's utilities for all a.'s 

in order to obtain his utility for a, .    However, assume for the moment that 
k 

only the information about a    is used.) 
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One of the most common sampling procedures is random sampling 

with replacement.     When this procedure is used each member of the popula- 

tion is equally likely to be sampled each time an element is drawn from the 

population.    Using this procedure there is some probability that the same 

person will be selected more than once.    If the number of people in the group 

is large this is not very likely to occur.    If it does, then, of course,  it is not 

necessary to obtain the person's preferences again since they will already 

have been determined. 

Suppose a sample S of r utilities u. (x. ), u,(x, ) u  (x, ) is obtained 
1 —k        2 —k r -k 

using random sampling .vith replacement.    Then 

1=1 
(6.2.10) 

where P(S|>c ) is the probability of obtaining the sample observed.    Then from 

Baycs' theorem it follows that 

^|x.s(elvs,= 
.^ulx^KM-V^elx^V 

"JPulx.eK^'l^k'^lx^K^ 

(6.2.11) 

Therefore,  the decision maker's utility for a    given the sample S is 

U(ak|S) = K'1Eejx s{exp(nEu|x>e{loge(Kku+l)|xk.e}]-l|xk>S}. 

(6.2.1?) 

Equations (6.2.11) and (6.2.12) are somewhat complicated algebraically, 

however,  there are no conceptual difficulties with them.    The complicated 
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arithmetic needed to evaluate them can be carried out fairly easily by 

computer. 

Equations (6.2.11) and (6.2. 12) were derived for the case where 

sample information for only one a    was used.    The situation \E more rorr- 
K 

plicated when several a   's are of interest.    Usually the    tilities for different 

a  's for a single individual would be probabilistically interdependent.    Thus 
K 

any calculations concerning the results of sampling,  like those shown in 

equation.« (6.2.11) and (6.2.12), would involve the joint probability distribu- 

tion for the utilities of any sampled individual over all values of x,   that are 
—k 

of interest.    Usually it wovld be very difficult to assess this joint distribution. 

One approach that mirht be used to avoid this problem is to independently 

sample people for each x    of interest.    If this is done then the interdependence 

of utilities for different x.'s would be eliminated and equations (6.2. Ill and 

(6.2.12) could be used for each value of x   .    Unfortunately, this approach 

would often invclve sampling the preferences of many more people than would 

be necessary if the utilities of each person for all of the x  '8 were used. 

6.2.2.2     Situations Where the Xj,'8 are Uncertain 

Suppose that the possible outcomes of the decision making process can 

be adequately described by a scalar x.    Then in some cases the decision maker 

might feel that each u.(x) could be adequately represented r.s being a member 

of a family of functions with a free parameter 0: 

u (x) = u(x|0.) 
i » 

(6.2.13) 
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For example,  it might be reasonable to assume that all the j 's were 

exponential 

-Ö. x 
u.(x) = -e    i 

i 
(6.2.14) 

with only the value of 0. differing from individual to individual. 

If the number of people with each value of ©were known then,  from 

(6.2.4) it would follow that 

1 "Pfl^i* 
U(x) = K     {    JT   (Kku(x|0.)+1] -1} 

all i ' 
(6.2.15) 

where Pg(ö.)is the fraction of the group with parameter value 0.,    This can 

be vritten 

where 

U(x) = K   ' {exp(nE-{log  (Kku(x|0)+l] }J-l} 
o        e 

E.dog  (Kku(x|0)+1]} =     )    p-(0.)log   (Kku(x|fl.)+1] 

all i 

(6.2.16) 

(6.2.17» 

Under uncertainty p/,(0.) would not be known and hence (6.2.16) would 

not be of use to the decision maker.    However, in some cases hi  would be 

willing to assume that p-( • ) would be known if the value of some uncertain 

parameter^ were known.    That is, PaLifP filx'' I* ) would be know.i. 

For example,  it might be assumed that öis normally distributed with 

known variance n-„ and uncertain mean^.    In that       se 
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,2-  2 

rr-'v/Tir 

If PA|X(' I * )  is assumed known then 

U(x) = E   (K'^explnE^ {loge(Kku(x|fl)+l]h»}]-l}}. (6.2.19) 

This is specified as soon as p ( • ) is assesed.    The utility of any action a    is 

U(ak) = Ex,    lE|>{K"l{explnEe|+{loge(Kku(x|0)+l]|4>}]-l}}|ak]. 
(6.2.20) 

Although (6.2.20) is complicated algebraically, none of the operations 

needed to assess it are conceptually difficult.    The numerical work needed 

can be carried out by computer. 

Equation (6.2.20) can eas: v be updated using sample information. 

Suppose a sample S is selected using random sampling with replacement.    If 

this consists of r values for O.then 

where 0.0 0   are the sample values and P  i . (S|^) is the probability of 
I    Z r 8|9 

obtaining the sample results given in ^ .    Then, by Bayes' theorem, 

r 

P W   "  P0|4>
(eil*) 

Thus the values of U(x) and U(a  ) updated to account for S are 

I 
exp{-(0.pf/2^) 

PfllA<0l*>=  (6.2.18) 
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U{x|S) = E   .glK^fexplnE^    {loge{Kku(x|0)+l]|<MI-l}|s}        (6.2.23) 

and 

U(akIS) - Ex|a(E4(|s{K*1(exp(nE0|^6ogefKku(x|e)+l]|4»}]-l}|S}U   ]. 

(6.2.24) 

The results so far in this section have all involved situations where a 

scalar attribute x is sufficient to describe outcomes.   In theory the discussion 

could be generalized to multiattribute situations.    Additional parameters 

might be introduced to account for variations in the form of the multiattribute 

utility function from individual to individual.    Thus, the form might be 

u.(x) = u(xje1.0, e; (6.2.25) 
1 - —'12 !? 

where 0. ,0, 0   are th » parameters. 
12 n 

However, to use this formulation it would be necessary to assess the 

joint probability distribution over 0,, 0. , . . . , 0 .    Usually this would be very 
1    2 n 

difficult.   Hence it does not seem useful to extend the work in this sect'-in to 

the multiattribute case. 

Part B 

Decision Makers with Direct 
Preferences for Outcomes 

6. 3    General Comments 

If the decision maker has preferences directly for outcomes x as well 

as for the utilities u   ,u   , ... ,u    then, as was noted at the beginning of this 

chapter,   it will often be possible to write 



I 

12?. 

U(x;u) = K.U  (x) + K'J  (u) + K,U  (x)U  (u) '6.3.1) 
            Ix—        Zu—        3x—    u— 

where U  (x) and U   (u) are conditional utility functions, and K,,K, and K, are 
x — u — 12 3 

scaling constants.    In this case, many of the results derived in Part A hold 

with only slight modifications.    The nature of these modifications is indicated 

in the next two section. 

6.3.1     Probabilistically Independent u.'s 

If the u.'s ar.? mutually probabilistically independent and if the x that 

results from any action a,   is known for retrain then it follows from (6.3.1) 
k 

that the utility of any action a    is 

U<V = KlUx(V + ^ulx^)^! +K3üx(xk.Eu|x(Uu(u)|xk] 

(6.3  2) 

If (6.0.2) holds then 

l     n 

U(a1)=K1U  (xJ + KK'M  II [Kk.E(u. | x, )+ 1]-1} 
k 1   x —k        2 .   .        i       i —k 

i=l 
(6,3.3) 

-1     n 

+ K  U   (x  IKM n {Kk.E(u.|>c ) + lJ-l} 
i=l 

This equation is ar.alogouf to (6.1.3) which held in the case when U was not 

directly dependent on x. 

Suppose a sample S consisting of the unbiased utilities of the j— 

individual or group is obtained.    Then the updated value of U is 
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1 
U(a. ) = K.U   (x.) + K,K"1{(u.(a. )+ll 11 ( Kk.E^u. lO-Hl-1) 

K 1     X      K c 1       K ,. 11K J 1=1 

i*j 
(6.3.4) 

+ K,U  (x, )K 
3   x -k 

-1 
n 

{(u.(a  )+ll   n [Kk.S(u.|x^)+l]-l} . 
J i = l 

i*j 

This equation is analogous to (6.1.5) which held when U was not directly 

dependent on x. 

As these results indicate it is very easy to generalize the deviations 

for the case whe«. U = U(u) to U = U(x;u) if x and u are mutually utility inde- 

pendent.    The reader can easily do this for the situation where tnere is bias 

or where the x resulting from any a    is uncertain. 

6.3.2    Probabilistically Dependent u.'t 

This case can also be solved easily.   All of the results of section 6.2 

hold ir. this   situation if they are applied to the conditional utility function U  (u). 

This conditional utility function can then be combined with U  (x) using / x _ o 

equation (6. 3.1).    Thus,  for example, if the x resulting from any a    is certain. 

then 

U(V = Kiux(V+ WV + "SW^'V 

where U  (a, ) is given by equation (6.2.9): 
u    k 

(6.3.5) 

-1, W = K  Ee|x{expIn£'u|x.e}lo«JKku+1,l2k.
0>l-»lxk) 

In the same way,  if the x resulting from a,   is uncertain then 
— k 

(6.3.6) 
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(f..3.7) 
+ K3Ex|a[Ux*UuWl'k) 

where U (x) is given by equation (6.2.19): 

IMx) = E   {K"1{exp[nEe|^{loge(Kku(x|e) + l)|4»}]-l}}. (6.3.8) 

The reader can easily generalize the other results of section 6.2 to the 

case where U is dependent on x as well as u. 

#      *      «      ♦ 

This concludes the discus iion of uncertainty about the preferences of 

group members.    It also concludes the development in the last three chapters 

of theory that is useful for decision analysis when the preferences of others 

are to be incorporated into the analysis.   In the next chapter this theory is 

applied tc three different situations. 
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Chapter VI    Footnotes 

1. See Raiffa and Schlaiffer[30] or Pratt, Raiffa and Schlaifer(27) for a 
detailed discussion of statistical cecision theory. 

2. See Pratt. Raiffa and Schlaifer(27], eh. 23B, for a general discussion 
of biased measurements. 

3.     See Schlaiffer[3l], pp.  396-98, foi a discussion of random sampling 
with replacement. 
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Chapter VII 

APPLICATIONS 

The results of the last three chapters are applied to three different 

situations in this chapter.    In application A it is shown how the moderator 

of a discussion group could used decision analytic methods to determine and 

summarize the preferences of the group members.   In particular, it is shown 

how these methods could be used to determine the preferences of community 

groups for different proposed government courses of action. 

Application B shows how the preferences of the users of a computer 

time-share system might be determined for various system characteristics. 

Methods are given for combining the preferences of all the users into one 

measure of overall user pteference for different system characteristics. 

This could be used by the time-share system manager as a guide to desirable 

improvements in the system. 

Application C considers how the preferences for different types of 

housing of persons being displaced by highway construction could be assessed. 

In particular, their preferences for characteristics of possible sites for new 

replacement housii.;; are studied.   It is shown how these preferences might be 

determined and then analyzed to select a site that best meets the desires of 

the people being relocated. 

The three applications presented here were undertaken because they 

illustrate well the strengths and '.'eaknesses of the methodology developed in 

this thesis.   In addition, the problems studied are currently of interest to 

analysts and researchers working In the fields. 
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Application A 

Citizen Participation in Community Decision Making 

7.1     Background 

Sheridan   and Lemelshtrich ' have studied methods for conducting 

meetings using electronic feedback mechanisms.   Using their approach, each 

participant in the meeting has a small electronic box with switches or dials 

on it which may be used to signal his views to the person conducting the 

meeting.    This discussion moderator can use the rapid feedback from the 

gr mp to guide his cor.duct of the meeting and to quickly carry out votes on 

q-i^sticns before the group. 

Lemelshtrich suggests that this approach would be particularly valuable 

in helping to provide citizen participation in community decision making.   He 

visualizes a procedure where a group would be selected from the community 

in a manner similar to the way juries are selected at present.    This group 

would discuss various courses of action open to the community.    During the 

discussioi information would be presented by experts about the consequences 

of the different courser of action.    Then tYc group would evaluate the proposals 

an-' report their evaluation to the community government aivi the general 

citizenry. 

Lemelshtrich believes that the citizen group would provide valuable 
1 

inputs to the government.   He also suggests that this approach would help 
; 

restore a sense of participation in community affairs to the general citizenry. 
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According to Lemelahtrich, the electronU feedback devices would be 

useful in this community participation process because they would allow 

rapid transfer of information during the discussion and also because they 

would provide anonymity to the group members so they would answer questions 

more honestly. 

One important special case of citizen participation involves deciding 

which of a number of proposed projects are to be funded by the government, 

Lemelshtrich discusses in detail how the citizen group might consider the 

different projects and make recommendations about which ones to fund.   His 

procedure for determining the preferences of the group seems reasonable 

but is not based on any basic principles for combining the views of individuals 

to obtain a group preference measure. 

In the next section a method for doing this using the theory developed 

in the last three chapters is presented. 

7. 2     Decision Analytic Approach 

Formally, the problem of interest here may be stated as follows: 

Suppose there are n individuals evaluating the m projects p. .p7t . . . .p 

Suppose the costs of these projects are c.c    c      respectively, and the 
1     c m 

total amount of money available to be spent on p   , p p     is T.    Then it 
I     c m 

is det»ired to find the combination of projects most preferred by the group 

subject to the constraint that the total amount spent on the projects is less 

than or equal to T. 
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A simple example may clarify this.   Suppose there are three project. 

under consideration.    The first, p   ,  is an experimental educational program 

costing $500,000; the second p  , is a program to improve community roads 

costing $^00,000; and the third, p   , is an increase in the size of the police 

force costing $200,000.   Suppose the total money available for these projects 

is $1 million.    Then, using the notation of the last paragraph, c    = $400,00, 

c    = $500,000, c    = $200,000 and T = $1 million. 

In decision analytic terms the problem may be stated a»; follows:   Let 

U = U(u   .u., . . . ,u  ) be the utility function representing the preferences of 
1     Z n 

the group as a function of the utilities of the group members.   If a. .a. a 

are the various feasible combinations of projects, then it is desired to find 

the a    such that U(a  ) = U[u    (a   ),u   (a  ), .. . ,u (a )] is maximized.    (In the 
k klkZk nk 

example discussed above the feasible combinations are:    a    = p    only, 

a2 = P2 0nly, a3 = P3 0nly, % = Pl and P2, a5 = Pl and P3' a6 = P2 and P3' 

and a. = no project.   The problem is to find the a   with the highest utility to 

the group. 

If the u.'s are order-one mutually utility independent and order-two 

mutually preferentially independent with conditional utility functions linear in 

the u.'s, then, as shown in section 4.3.2, either 

n 
U = K'l[   n (Kk.u.+ 1)-1] (7.2.1) 

i=l l  l 

or 
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U =   Z  M. (7.2.2) 
i  i 

i=l 

where K,k,,k- k   are constants. 
12 n 

The process of selecting group members from the community, as 

Lemelshtrich conceives it, would involve individuals selected to represent 

the community as a whole rather than special groups.    Therefore, it is 

reasonable that U should be symmetric with respect to the u.'8--that is, 

everyone's preferences should be weighted equally.   (See section 4.2 for 

further discussion of symmetry.)   In this case either 

-1    " 
U = K    (   n  (Kku.+1)-1] (7.2.3) 

or 

U = k   ^ u. (7.2.4) 
i 

i=l 

where K and k are constants. 

As noted in section 4.5.1, k is arbitrary, however, K must be assessed. 

The value of K is subjective and may differ from decision maker to decision 

maker.    A number of different individuals and groups may be interested in the 

preferences of the citizen group (e.g. ,  various members of the community 

government and different citizen interest groups).    Thus,  it would be useful to 

display the group utilities U(a  ) for the various alternatives for several different 

values of K.    Each person interested in the group's preferences could then use 

the K which ht  feels is appropriate for his purposes. 
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7.2.1    Assessment of the u.'s 
 i__ 

In order to use equation (7.2.3) or (7.2.4) it is necessary to assess 

the utilities u.(a, ). i = 1,2.... «n, k = 1,2,... ,r.   The members of a citizen 

group will often be analytically unsophisticated and unfamiliar with probabilistic 

reasoning.    Thus it is difficult for them to consider the probabilistic tradeoffs 

that are essential to any utility assessment. 

The approach taken here is to highly structure the utilicy assessment 

problem so that only a few questions need to be asked'to specify the utilities. 

This involves making    several assumptions about the preferences of the 

individuals.    It will be shown, however, that these are reasonable in many 

cases. 

In what follows each individual's utility function for money will be 

assessed.    Then he will assign a monetary value to each project.    (This may 

differ from its cost.)   These pieces of data will then be combined to obtain 

the individual's utility for each feasible combination of alternatives. 

^ach person is assumed to be constantly risk averse toward money so 

that 

u.(x) = A - (sgn r.) Be"riX (7.2.5) 

where A, B and r. are constants, sgn r. is the algebraic sign of r., and x is 

the quantity of money.    (Constant risk aversion was studied in section 5.1.2. 

Notice that u.(x) is individual i's utility function for money spent by the 

community government rather than by himself.   This is because the group is 
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considering proposed projects to be undertaken by the community govern- 

ment.) 

The constant risk aversion assumption is made partly out of conve- 

nience.   As noted in section 5.1.3, exponential utility functions provide close 

approximations to many utility functions actually observed in real-world 

assessments. 

In addition, constant risk aversion would be reasonable in many cases 

that citizen groups would consider.   The quantities of money that they would 

be considering (for example, the $1 million in the example of the last section) 

may be relatively small compared to the total amount of money being spent 

by the community.    Thus it would be reasonable to assume constant risk 

aversion over the range of x being considered since it is only a moderate 

perturbation in the total amount spent by the government. 

In addition to assuming a exponential utility over money, it is reason- 

able to assume that the amounts 0 and T have the same utility for each in- 

dividual in the group.    These two amounts represent the two extreme possi- 

bilities--either none of the money is spent or all of the money is spent.    If 

utility 0 is assigned to x = 0 and utility 1 is assigned to x = T then 

.       -r.x 
u.(x)   =   —    l- (7.2.6) 

i .       -r.T 
1 - e    i 

for i = 1,2,...,n. 

One lottery must be considered by each individual to assess r..    Fur 

example, each person might assess his certainty equivalent for a lottery with 

' 
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a 5(1-50 chance of yielding either 0 or T.   The responses, made through the 

electronic feedback o'evices, could then be displayed to the group and a 

discussion carried on to make sure lhat each person really underpcood the 

consequences of his answer.   Fo1*owing this, any changes that were desired 

would be made and then r., i = 1,2, ... ,n would be calculated for each person. 

7.2.2    Asüessment of Cash Values for a.   a 
 K 

After assessing each person's utility for money, his monetary value 

V.(p.), i = 1,2 n,j = 1,2, ... ,rn, for each project would be determined. 

The group members would have difficulty determining their VJpJ's.   However, 

presumably the group would have received data about the costs of other 

projects that have been carried out in the past.   The members could compare 

the ^..-oposed projects to these and decide on the relative values of them. 

This would help them assess the VJp.l's. 

As eac.i V.(p.) is assessed its values might be displayed to the group 

using the electronic feedback device. This display could be used as a basis 

for discussion that might help the members cl*:ify their value judgments. 

The assessment is continued making the assumption that the monetary 

value of any combination of projects is the sum of the values of each project 

in the combination.   This assumes that the projects do not re-enforce or 

cancel each others' effects.   For example, this would be reasonable for an 

experimental educational program and a program to improve community 

roads.    These programs will nether help nor hinder each other so it is reason- 

able to assume the monetary   value of the two programs in the si'T. of their 

individual monetary values. 
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On the other hand, if programs to improve the local narcotics squad 

and to institute a drag rehabilitation program were being considered, it 

might be reasonable to assume that the two programs together have a higher 

monetary value than the sum of their values alone. 

Before proceeding, some useful notation is established.   Suppose 

combination a    consists of the programs p.    ,p.     p.       .   If it is assumed 
1       2 \ 

that the value of a combination of projects is the sum of their individual 

values, then 

"k 
vr<v = 1 VP , (7-2-7) 

for is 1,2, ... ,n, where Vf(a ) is the monetary equivalent of a    for the i— 
IK K 

individual. 

However, there is a cost 

"k 

= 1 C(ak)   =      )    Ck (7.?. 8) 

j=l       j 

associated with the combination a, .    Also there is some unspent money 

M(ak) = T - CUjJ (7.>.9) 

that will be left over if a    is selected.    Thus the monetary equivalent m.(a   ), 
K IK 

i=  1,? n,  for the i— individual of the action "spend the money necessary 

and institute programs p    ,p     p       "is 
K,        K— K 

1       2 n. 
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■"i'^k1 = V^k' " C{\> + M,v 
n. 

Hence the utility of a   tc the i— individual is 

u.U.)   = 
i    k 

1 - e-rimi(ak) 

-r.T 
1 - e    i 

(7.2.10) 

(7.2.11) 

where m.(a. Ws given by (7.?. 10».   Thus,  in view of equations (7. ?. 3) and 
1       K 

(7.2,4), the utility of a    to the group is either 

or 

U(a  )   =   K'l[   n  (Kku. H)-l] 
k i=l l 

r.?.i?.) 

U(ak) 

r 
k Zvv 

i=l 

(7.2.13) 

where "•(»,) is given by (7.?. 11). 

7.2.3    Concluding Remarks 

In theory the procedure above obtains the preferences of the group for 

the various feasible combinations of projects.   However, in practice there is 

a substantial amount of numerical computation to be carried out.   If the 

citizen group consists of more than a few people it will be infeasible to do 

this by hand.    One way it might be done would be to have the electronic feed- 

back devices that each person holds attached direct1./ to a computer.    (This 
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might be a dedicated mini-computer or a time-share access to a larger 

computer.)   The computer could then carry out any calculations needed and 

display the results. 

Perhaps more important than thi.   question of technical feasibility is 

the issue of v nether decision analysis is an appropriate type of analysis for 

this problem.   It was necessary to make a number of strong assumptions to 

carry out the analysis.    These seem to limit the usefulness of the approach 

greatly.   However, any form of analysis will make assumptions so that the 

analysis is tractable.    The decision analytic approach has the advantage of 

making these explicit while some other types of analysis do not show their 

assumptions explicitly. 

Lemelshtrich observes that one important purpose of the citizen groups 

is to provide a feeling of citizen participation in community government.    He 

feels    this will not happen if the preferences of the group members are 

assessed in a ''>ph; sticated manner which they cannot understand.    The deci- 

sion analytic approach is probably such an approach. 

This is a valid objection.    Unless much time is spent explaining the 

approach (a formidable task if the group is mathematically unsophisticated), 

it will be a "black box" that obtains the group preferences in a manner that the 

group cannot understand.    Thus the group members will not have a feeling cf 

pa~ticipation in the process. 

However,  if the main objective i« to obtain good preference information 

rather than to provide a feeling of group participation, the approach outlined 

here seems to be useful. 
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Application B 

Preferences of Time-share Computer Users 

7.3    Background 

Grochow has studied the preferences of time-share computer users 

4 
for various levels of service of the time-share system.      He identified a 

number of goals associated with the level of service being provided by the 

system, and also identified measures of the extent to which ea<" roal is met. 

In particular, he concentrated on three goals for system performance: 

high availability of system,  short response time to trivial requests, and 

short response time to compute-bound requests.   He selected as measures of 

the degree to which these goals are met the following: 

A = probability of successful login when the system is up, 

R   = real time to respond to "edit" requests, 

and 

R    =  real time to respond to "compile" requests 

Grochow measured several time-share computer user's utility functions 

over A, R   and R   .    Although he was able to make a number of utility inde- 

pendence assumptions about these attributes, he found that it still took about 

ten hours to assess a utility function for one individual.    This is too time con- 

suming for time-share system managers to assess the utilities of their users 

in order to determine what types of improvements would have the most value 

to the system users. 

In the next section ways of approximately assessing the users' utility 

functions will be considered.    The amount of work needed to do this is 
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substantially less than that needed to assess the utility function exactly. 

In the section following that one methods of combining the user 

utilities to obtain an overall utility function for the group of users are 

discussed. 

7.4    Approximate Assessment of User Utilities 

Grochow argued that R    should be utility independent of A for any 

given R   for most time-share users.    In addition, he showed that R   should 

he utility independent of A x R   .   He showed that if these utility independence 

conditions hold than the utilities along the seven heavy lines shown in 

figure 7.1a are sufficient to determine u(A,R  .R   ) for all A.R   and R   .    That 0 t      c t c 

is,  seven conditional utility functions and the utilities of six points must be 

assessed.    This is a fcnnidable task,  particularly when the person whe se 

utility is being assessed is not familiar with decision analytic methods. 

7.4.1     Parametric Dependence Conditions 

Suppose that in addition to the utility independence conditions discussed 

in the last section it is assumed that A is parametrically dependent on R    and 

R   along the four heavy vertical lines in figure 7.1a,  that R    is parametrically 
t * 

dependent on A and R    along the two top lines,  and that R    is parametrically 

dependent on A and R    along the bottom line.    Then it is easy tu show by the 
c " 

methods used in chapter V that the utilities of any 13 of the 15 points shown in 

figure 7.1b    are sufficient to completely specify u(A,R  ,R   ) if the conditional 

parametric forms u. (Al 0),u (R  l0)andu  (R   I 0) are known. 
A t     t c     c 

:■ 
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R 

Figure 7. la.   Utilities Needed to Specify u(A,Rt,Rc) 

R (1) 

(A(,,.R;3).R(3,1 
t c 

Figure 7.1b.    Utilities Needed to Specify u(A. Rt(Rc) with Parametric Dependcncr» 
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Using fhe fact noted in section 5.1.3 that many empirically assessed 

utility functions can be adequately approximated by exponentials, it is reason- 

„...y.* 

able to assume 

..    /Alflv _   A n   «-eA 
u,(A|e) = A,  - B.e . (7.4.1) 

A 11 

0R 
ut(Rt|e) = A2 + B?e     t   . (7.4.2) 

and 

OR 
u (R   |e) = A, + B,e     c (7.4.3) 

c     c' 3 3 

where A  , A  , A   , B   ,B    and B    are constants. 

The difference between the form of (7.4.1) and that of the other two 

utility functions is due to the fact that greater values of A are more desirable 

while greater values of R   and R    are less desirable. 

7.4.1?    Assessment of Utilities 

The approach taken to assessing the utilities of the points shown in 

figure 7. lb is to consider lotteries that are very similar to each other when- 

ever possible.    In this way,  explicit consideration can easily be given to how 

the probabilistic tradeoffs change when only a few changes are made in a 

lottery. 

First, find the p_.. such that the decision maker is indifferent between r2ij 

receiving (A      ,R     ,R      ),i, j=  1, 3 for certain and receiving a lottery with 

orobabilitv p,.. of obtaining (A      ,R     ,R    )   and probability 1  - p_.. of r '    2ij t        c 2ij 
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receiving (A     .R     ,R J ).    There are four such p^.'s.    Notice, however, 
t        c 2ij 

that the lotteries that must be considered are very similar.    In all of them 

the only uncertainty is in A and this has the same form.    Thus the decision 

maker can explicitly consider how his attitude toward this uncertainty depends 

on the fixed amounts of R   and R   . 
t c 

When the p,..'8 have been assessed, the utilities of the four center 

edge points on the sides of the cube in figure 7.1b will have been determ.ned 

in terms of the eight corner utilities.   In the same way,  the utilities of the 

two top center edge utilities and the bottom center edge utility can be deter- 

mined in terms of these corner utilities. 

In the case of the top center edge points it is oncn again helpful that the 

lotteries that mut.' be considered involve the same uncertainty in R    w:th only 

a different amount of R  .    Thus the decision maker can conveniently consider 

how this change in R   affects his preference for the uncertainty in ^   . 

In order to complete the utility assessment the utilities of the eight 

corner points of tne cube must be assessed.    A procedure for doing this has 

5 
been given by Haiffa. 

7.4.3     Practical Difficulties 

Although there are no theoretical difficulties with the approach outlined 

in the last two sections,  there is a lot of messy arithmetic that must be carried 

out.    The utility assessments outlined in the la„t section must be used to 

determine the values of A   , A   . A   . B   .B- and B    in equations (7.4.1) - 
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(7.4. 3) for the seven different conditional utility functions.    Probably it would 

be necessary to use some type of computer analysis to do this. 

7.5     Obtaining a Utility Function for the Users as a Group 

In most cases the timj-share system manager is not interested in the 

preferences of any one individual.   He wishes to obtain a utility function 

representing the preferences of the grou»- of users as a whole. This can then 

be used to determine the users' preferences toward various proposed changes 

in the system's operation. 

If the preferences u., i= 1,2, ... .n of the system users are order-one 

mutually utility independent and order-two mutually preferentially independent 

with conditional utility functions linear in the u.'s, then, as shown in section 

4.3.2, either 

.,     n 

U = K    (   n   {Kk.u.+ 1)-1] (7.5.1) 
i=l        l l 

or 

U =  I   ki-Ji (7.5.2) 
i  i 

i=l 

where k. ,k_ k    and K are constants. 
1     2 n 

The following argument shows that often it would be reasonable for a 

time-share system manager to assume that the additive form (7.5.2) holds 

Consider the lotteries 
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Lj :< (u,o;urT):l/2: (o.u.ur-.)) 

and 

L    :   ((u,u;vrT);l/2.(o,o;u-)>   . 
c ij ij 

It was shown in chapter IV that the additive form (7.5.2) holds only if the 

decision maker is indifferent between L. and L   .   It was argued there that 

often a decision maker would not be indifferent between L    and L    because 

in L    there is always a discrepancy between the utilities received by the two 

individuals while in L   they always receive equal utilities.       If the decision 

maker is concerned about the "balance" of preferences in a group then he 

would not be indifferent between L    and L   . 
1 w 

However, a time-share system manager might not be concerned with 

this balance.   Usually time-share system users are physically separated from 

each other so they will rot interact with each other and detect the lack of 

balance.    Thus the time-share system will ncc lose any users due to this. 

Hence it is not of concern to the manager and (7.5.2) holds. 

7.5.1     Consistent Scaling of the u.'s 

Grochow noted that there is a level of service below which the system 

becomes essentially worthless to a user and also a level above which any 

increase in service has no added value because factors not related to the com- 

puter system limit use of the system. These levels of service differ for different 

individuals.   As a practical approximation it is reasonable to assume that the, 

have the same value to sach user.   Hence utility 0 could be assigned to the 

(A.R   ,R   ) below which the system is worthless to a particular user and utility 1 
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could be assigned to the (A.R ,R   ) above which improvements are not useful. 

7.5.2     Assessment of k.'s 
 i 

Deciding on the valuer of the k.'s is difficult.   Presumably the views 

of those people who use the system more should be counted more heavily than 

those who use it less.   One way to do this wouH be to make k   proportional to 

the amount of time the i— individual uses the system, or, perhaps, the 

amount of money he spends on it. 

A slightly more complicated procedure would be to make k.u. propor- 

tional to the time used or money spent, where u. is the utility of the present 

th 
operating state to the i— individual.    This procedure recognize« that the 

utilization of the system by an individual tn«*y increase if the level of service 

increases.    Thus, if a person is currently receiving a low level of service, 

his views should be weighted more (i.e., have a larger value of k.) since an 
i 

improvement in the perceived level of service could lead to an increase in his 

use of the system. 

The two procedures above for evaluating the k.'s are ad hoc and open 

to criticism.   However,  since time-share users are a fairly homogeneous 

group it may be that their utility functions are relatively similar.    In that case 

the details of the weighting procedure would not affect the final utility function 

for the group very much. 
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7.5.3    Concluding Remarks 

The approach outlined in this application seems fairly practical. 

Time-share users usually are sympathetic toward quantitative approaches 

to problems.   Probably fairly good utility assessments could be obtained 

from them. 

A more important question is whether the detailed preference informa- 

tion that would be obtained using this approach is needed.   Usually time-share 

managers use the system themselves and have a fairly good idea of what its 

strong points and weak points are without assessing the utilities of the users. 

Application C 

Assessing the Residential Preferences of Highway Pelocatces 

7.6     Background 

The extensive highway construction in the U.S. during the last twenty 

years has led to the displacement of many people to make way for new highways. 

In many cases the people that must relocate are elderly or from minority groups 

and have limited financial means.    These people often have difficulty finding 

housing comparable to that which they are forced to leave. 

To alleviate this problem the Uniform Relocation Assistance and Land 

Arquisition Policies Act of 1970 was passed by Congress.    This provides that 

highway departments can construct or rehabilitate replacement housing for 

highway relocatees if no housing comparable to what they are leaving is available. 

Highway departments must now decide whether they should construct new 
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housing, and if so, where it sho^la be located and how it should be designed. 

In order to make this decision the highway departments need informa- 

tion about the housing preferences of relocatees.   Abt Associates, Inc. has 

designed a questionnaire to obtain preference information from highway 

relocatees.       In addition, it has developed a methodology to evaluate potential 

relocation plans in light of the preferences of the relocatees. 

One portion of this methodology involv      determining the preferences 

of the relocatees for different possible relocation sites and then deciding 

which ones are most preferred by the group c        locatees.   Although the 

method used by the Abt Associates analys s .       jxte complete, little or no 

theoretical justification is given for most of the steps in it. 

In the next section an approach to solving this problem is given based 

on the theory developed in this thesis.    Because of the complexity of the 

problem it will be necessary to make assumptions as the analysis proceeds 

in order to make it analytically tractable.   However, the decision analytic 

approach makes these assumptions explicit.   The Abt Associates method does 

not make clear what assumptions are made in the analysis. 

Thus the decision analytic approach provides a framework which may 
* 

be used to discuss the reasonableness of various assumptions that are made. 

7.7    Decision Analytic Approach to Assessing Site Desirabilities 

In the Abt Associates methodology information about the prefer- 

ences of the relocatees is gathered by a "Housing Preference Question- 

naire."     (Copies of questions 15a, b and 33 from this questionnaire 

are included in Appendix 7.1.)    Information about the relocatees 
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preferences for different site characteristics is gathered in questions 15a,b 

and 33b, c.   Question 15 deals with preferences for convenience of various 

facilities,  such as food stores and churches.   Question 33 deals with 

preferences for different neighborhood characteristics, such as quietness 

and friendly neighbors. 

Since the concern here is with selection of sites for construction of 

housing projects, only the responses to question 15 need to be considered. 

(The characteristics discussed in question 33 are relevant when discussing 

the detailed structure of the housing construction rather than the site location.) 

The analysis in this section will use the data provided by the ques- 

tionnaire in its current form.    In section 7.8 a discussion will be given of 

ways the questionnaire might be modified to obtain better information about 

the preferences of the relocatees. 

7.7.1     Assessing Individual Utilities 

I 
Suppose the distance to each facility is signified by the following: 

x. = distance to food store, 

x    = " " other shopping, 

x    = " " hospital/clinic, 

x,. = " "  church. 4 
x, = " " public transport, 

x,  = " " elen.entary school, 

x- = " " park or playground, 

xR - " " day-care center, 

x- = " "  club/other social   organization, 
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x  . = distance to   local bar or restaurant, and 

x      = " "   other entertainment. 

Then the utility function of the i— individual for closeness to facilities is 

given by 

u. sujx-.x, xii)« (7.7.1) 
i       i    1     2 11 

If the v/g are assumed to be pair-wise preferentially independent and one of 

them is utility independent of die others then, as shown in section 4.0.1, 

either 

1      " 
u. = K.    {  n [K.k..u..(x.)+ l]-l} (7.7.2) 

1        i       i = i     l ^ lJ   J 

or 
11 

u. =   >    k..u..(x.) (7.7.3) 

f 
where k,,,j = 1,2, . ..,11 and K. are constants.    It will be assumed for analytic 

tractability that (7.7  i) holds. 

I 
I The units of the x.'s must be specified.    Since question 15 only asks 
| j 

for preferences concerning "nearness" to facilities (which is a subjective 

f quantity) each x. will be scaled from 0 to 1 where "x. = 0" means the facility 

is next duor and "x. = I" means the facility is far away.    This is a subjective 
J 

scale and the analyst may fine it difficvlt to decide what the values of the x.'s 

are for a particular site.    This problem will be discussed further below.    Also, 

in section 7.8 a simple change in the questionnaire that would make the idea of 

"nearness" more clear will be considered. 
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If it is assumed for simplicity that the conditional utility function over 

each x. is linear in x., then (7.7.3) reduces to 
J J 

11 

u. =     )    k..(l -x.). (7.7.4) 
i        L.      ij J 

j = l 

(Recall that greater values of x. are less preferred than smaller values. 

This is why u..(x.) =  1 - x. rather than u.. {v.) = x..) 
U    J J ii    J J 

The values ofk.., i=  1,2,...,n, j =  1.2 11 must now be detcr- 

mined.    This can be done from the answers to questions 15a and b.    There 

are six different levels of importance that a respondent may assign to being 

near to each type of facility: 

1 = not so important, 
2 = important, 
3 = very important, 
4 = third most important, 
5 = second most important, and 
6 = most important. 

th 
It will be assumed that the value of k.. will be the i— individual's assess- 

»J 
st 

ment of importance as shown in the last paragraph.    Thus if the  1— individual 

says it is "most important" for him to be near a food store and "important" to 

be near other shopping then W      = 6 and k   _ = 2. 

This procedure has a number of deficiencies.    In section 7.8 a simple 

change in the questionnaire that would improve i: is considered. 
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7.7.2    Assessing the Group Preferences 

In order to judge the desirability of a particular proposed site for new 

housing it is necessary to find the utility of the entire group of people that 

would live at the site .   If the preferences u., i= 1, 2, .... n of the various 
i 

relocatee» are order-one mutually utility independent and order-two mutually 

preferentially independent with conditional utility functions linear in the u.'s, 

then, as shown in section 4.3.2, either 

U--K'l(   n  (Kk.u.+ !)-!] (7.7.5) 
i = l       l  l 

or 

U =  1   Vi (7.7.6) 
i  i 

i=l 

where k   ,k   , . . . ,k   and K are constants.    The value of K should be assef.ied 
12 n 

by the person responsible for deciding on th'i location of the housing site.    (He 

could use the methods developed in section 4.5.1.)   Since the decision makex 

would probably wish to treat the preferences of the individuals symmetrically, 

then (7.7.5) and (7.7.6) reduce to 

U = K'l[   n  <Kku
i
+I)*11 (7.7.7) 

i=l 

and n 

u = k    2   "j (7.7.8) 

i=l 

where K and k are constants. 
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This concludes the assessment of the group utility function for various 

values of x. ,x, x...    To use the assessed utility function to determine the 
1     2 11 

relocatee group's' relative utilities for different proposed relocation sites the 

values of x. ,x_, ... »x,. for each site woy'j be determined.   These would be 
12 11 

used to determine the utilities for the individuals using equation (7.7.4), and 

these in turn would be used to calculate the group utility from equation (7.7.7) 

or (7.7.8). 

As noted above, the assessment of the x.'s is subjective.   T erefore, 
J 

it does not make sense to use a very fine scale to specify the values of the 

x.'s for each proposed relocation site.    For example, a three step scale might 

be used:   x. = 0 (facility very close), x. = 1/2 (facility at a moderate distance), 
J J 

and x. = 1 (facility far av/ay). 
J 

7.8     Proposed Questionnaire Changes 

Because of the lack of questions dealing with probabilistic tradeoffs on 

the Housing Preference Questionnaire it was necessary to make extensive 

assumptions about the form of the individual utility functions.    Probabilistic 

tradeoff questions might be asked, however, these are often hard for inter- 
■ 

vieweos to answer.    If the interviewer is not skilled in asking such questions 

the answers obtained will often not be meaningful.    The Housing Preference 

Questionnaire is designed to be administered by housing relocation specialists. 
f 

These people will usually not be familiar with probabilistic tradeoff questions. 
I   • 

Therefore,  it does not seem useful to include such questions. 
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However,  the utility assessment might be improved by the inclubion 

of two simple changes in the questionnaire.    First,  the subjectivity of the 

assessment of the ...'s could be decreased by including a question asking "how 

far would a iacility have to be from your home before it became quite 

inconvenient." 

th A 
Suppose the i— Individual responded "x. miles."   Then it would be 

reasonable to assume 

1 - x./x?   ,   x. S x* 
J     i J        » 

u.j(x.)   =  < (7.8.1) 

0, otherwise. 

The different values of x? for different individuals would account for items like 
i 

possession   of an automobile or different abilities to walk due to different 

states of health. 

If (7.8.1) is used then the analyst no longer needs to assess a subjec- 

tive measure of how far each facility is from the proposed relocation sites 

that are being evaluated.    He can measure their actual distances and substitute 

this into (7.8.1). 

Another feature of the assessment that -ould be improved by a simyle 

change in the questionnaire is the assessment of the scaling constants in 

equation (7.7.4).    The procedure given in the last section guarantees that for 

every individual there will be a k.. = 6 and also k./s equal to 5 and 4.    This 
ij ij 

does not seem reasonable since different individuals will often have different 
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preferences for facilities being convenient to their home.    For example, a 

retired person without a car might have a strong preference for convenient 

facilities.   On the other hand, a working person who drives into the business 

district every day might not be very concerned with convenience of facilities 

since he would have access to many of them in the bus:   ess district. 

To gain some measure of this difference questions 15a and b might be 

combined into one question which asks the individual to rate the importance 

of having each facility convenient on a I to 6 scale where 1 means "unimportant" 

and 6 means "extremely important." 

Using thts procedure those to whom facility location was important 

would rate importance of convenient facilities high for all facilities. Those 

to whom facility location was unimportant wot Id rate it low for all facilities. 

The rating numbers would still be used as the k..'s just as in section 

7.7.    Now, however, these might be a more accurate indication of individual 

preferences than they were before. 

7.9    Concluding Remarks 

A large number of assumptions had to be made to apply the methods 

developed in this thesis to the relocation analysis.    However, at least as r lany 

assumptions must be made to use other form» of analysis.    The decision 

analytic approach has the advantage that it makes the assumptions explicit so 

that tho weaknesses of the study are pointed out.    As shown in the last section, 

this can sometimes help to uncover simple changes that will make the analysis 

more accurate. 
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The comments above seem to apply to all three of the applications in 

thU chapter.    The methods developed in this thesis provide a framework for 

incorporating the preferences of others into an ai ilysis.    A number of assump- 

tions must be made to apply this framework to any particular situation.   How- 

ever, these are no more extensive than with other forms of analysis and this 

approach has the advantage of making them explicit. 
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Housing Preference Questionnaire 
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Housing Preference Questionnaire (continued) 
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Chapter VII Footnotes 

1. See Shtridan{32]. 

2. See LemelshtrichfZl], 

3. Private communication. 

4. See Grochow(9]. 

5. See Raiffa(29]. 

6.     This work was performed for the Federal Highway Administration under 
contract number FH-11-7527.    Abt Associates, Inc. is a social science 
research and consulting firm located in Cambridge,  Mass.    The results 
of the study are reported in Abt Associates, Inc.[l ,2]. 
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Chapter VIII 

SUGGESTIONS FOR FURTHER RESEARCH 

The suggestions for further research related to this thesis f-il into two 

areas:   applications oriented and theoretical.   In the applications area, more 

experience with applying the methods developed here is needed.    This will 

bring into sharper focus the strengths and weaknesses of the decision analytic 

approach to incorporating the preferences of others into an analysis. 

In particular, more experimentation is needed to see how widely 

applicable the parametric dependence condition» studied in chapter V are. 

Also, more work is needed applying the approximate methods for dealing with 

uncertainty discussed in chapter VI.    This work should point out areas where 

the methods could be improved. 

Additionally, more experience is needed in assessing the scaling 

constants for U(x;u).    This was discussed in section 4.5 but additional research 

should lead to improved procedures for finding these constants. 

On the theoretical side,   the most promising area of research involves 

the interdependent utility functions discussed in section 5.4.    In particular, it 

«eems that useful results could be obtained by studying arbitration schemes, 

such as the Nash solution, using interdependent utility functions. 

I 
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