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: pulse. This phenomenon was attributed to the recompression of the

1 liquid layer by the overlying vapor layer after the initial drop

; to zero pressure in the liquid.
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ABSTRACT

¢ . A combined experimental and theoretical investigation of the
radiation-induced impulse and stress generation characteristics of

s aluminum has been carried out for cases where a significant
portion of the blowoff material was in the liquid-vapor state.
Intense pulsed electron beams were used as a source of rapid
(50 nsec) high-energy-density loading to produce mixed-phase
effects in aluminum. Impulse measurements were obtained with a ;
ballistic pendulum for peak doses of up to 3800 cal/gm. Manganin ;
gauges and the laser interferometer were used to obtain stress 3
time records adjacent to the region of energy deposition.

A detailed comparison of the PUFF-V, GRAY, and PHILCO~FORD
equation-of-state models was carried out for aluminum. The
experimental data were compared with the predictions of the E
LINEAR FLUID, PUFF-V, GRAY, and PHILCO-FC™D equation-of-state
models. The PHILCO-FORD equation-of-stat del gave the best
data répresentation. The PUFF-V model, which includes a vapor

FIRIT 4 P

state, and the LINEAR-FLUID model, which does not, gave approxi-
mately the same results for the same input conditions. For the
experimental conditions obtained, the impulse in aluminum was

3od o

dominated by the behavior of the equation of state of aluminum

Lok

in the liquid region.
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The laser interferometer data for the high-fluence conditions
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and the predictions of the GRAY equation-~of-state model suggested

the possible existence of a double wave structure in the propagated

B L T T L e T R T UL O P TR L v

stress pulse. This phenomenon was attributed to the recompression

T

of the liquid layer by the overlying vapor layer after the initial
drop to zero pressure in the liquid.
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SECTION 1
INTRODUCTION

The response of materials to rapid energy deposition is a
complex process which depends on a combination of physical
phenc nena. The rapid energy deposition can be the result of a
nuclear explosion, deposition of electrons by intense electron
beams, or the heating and compression of a D-T pellet by pulsed
laser irradiation for controlled thermonuclear fusion applica-
tions. All of these energy sources are capable now or in the
near future of providing internal energy densities in excess of
the vaporization energy of most materials. The characteristic
heating time for these sources can vary from a few tens of pico-
seconds to a few hundred nanoseconds.

The ability to predict and understand the response of
materials to rapid energy deposition depends strongly on having
an equation of state of the material that is able to follow the
series of thermodynamic states through which the material passes
both during and after the rapid energy deposition. The rapid
heating combined with high internal energy densities can result
in pressures in the megabar range and temperatures on the order
of up to a few electron volts. When the material expands adia~
batically from the irnitial high-temperature high-pressure state
after energy deposition, the density, pressure, and temperature
drop. The equation of state in this expanded volume region is
important in determining the impulse* imparted to the material as
a result of the rapid energy deposition.

*As used throughout this report, impulse is defined as change in
momentum per unit area.
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Uncertainties in the equation-of-state models in the expanded

volume region can lead to large differences in impulse calcula-

tions. Unfortunately there are no good experimental data avail-~
able in the expanded volume region of most materials on which to
base an equation-of-state model.

The objective of this work was tc experimentally and theo-
retically investigate the impulse and stress generation charac-
teristics of aluminum that are the result of rapid energy deposi-~
tion of internal energy densities in excess of the vaporization
enthalpy of aluminum at one atmosphere. For this condition
a significant portion of the blowoff material was in the liquid-
vapor state. This work is an extension of that reported in DASA-
2596, Equation of State Evaluation, April 1972, DASA-2475, Melt
Dominated Impulse Experiments and Calculations, September 1970.
The purpose of the program was to investigate the contribution of
material in the liquid-vapor state to the material response of
aluminum. The experimental data were intended to provide a data
base for the evaluation of existing multi-phase equation-of-state
models and provide a basis for making appropriate modifications
of the multi-phase equations of state when indicated by the data.

Aluminum was used as a sample material for several reasons:
1) it is a relatively easy-to-obtain, inexpensive metal and 2) it
has no major solid-solid phase transitions, nor is it particularly
rate-sensitive.

Intense pulsed electron beams were used as the source of
rapid (50 nsec) high-energy-density loading to produce mixed-

phase effects in aluminum.
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EXPERIMENTAL PROCEDURES AND RESULTS :
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The experimental procedures and results are presented in
this section. Description of electron beam diagnos.ics will not

LATYorui Aty

be discussed in detail here since an adequate account appears in
Reference 1. However, a discussion of the backscatter correc-
tion to measured total beam energy is given in Appendix A. The
backscatter correction was applied to the data in this program.

Metallic beam guides, vented to reduce spurious impulse
from anode debris, will be discussed here,

Material response data, consisting of impulse, stress his-
. tories and mass loss, taken over a peak dose range from 300 to
3 3800 cal/gm, will comprise the bulk of this section.

3
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2.1 BEAM TRANSPORT AND SPURIOUS IMPULSE

PUS PRI

: § High-current electron beams generated by Physics
International's Model 738 Fulserad were used to irradiate
aluminum samples. Dynamic loads were induced in the test

material by rapid deposition of electrons (50 nsec FWHM of beam

CRURP PR TCS I YN FIY SF SO

- power curve) in the front surface of targets. Peak energy dose
levels were varied from 300 to 3800 cal/gm by changing the
intensity (fluence) of 200 to 400 keV mean electron enexrgy

porYe

beams. Active beam diagnostics, described in Reference 1, were
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used to characterize the electron beam environment and to

compute energy deposition as a function of material depth.

Peak dose in the material was varied by changing the elec-

2 WL T e A SR

tron beam fluence. The method of varying fluences for a speci-
fied mean electron energy (and hence, for fixed total beam
calories) consists of concentrating the total calories in the

°
DL VSFURRRU N U0 T

beam, H, into different uniform irradiation areas, A. The test
matrix specified the mean electron energy and the fluence. For 3
a given mean electron energy the total machine output in i

calories is fixed. Therefore, the required irradiation area was
then determined by A = H/?.

i Metallic beam guides and gas focusing were used for beam
$ transport and fluence control. Background gas pressure in the
electron beam drift chamber governs the magnitude of the net
current and hence the degree of beam pinching due to self-
magnetic fields. Metallic guide cones were used to shape the
gaussian fluence at the anode into a uniform distribution over
the sample placed at the cone exit. Two beam guide geometries
were used to achieve a broad range of fluences. The beam guide
for low-to-medium fluences (approximately 10 to 50 cal/cmz) was
a 20-cm long, straight, stainless-steel cone with slotted walls
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(Figure 1). The high-fluence beam guide (Figure 2) consisted
of a short, solid, graphite-lined, stainless-steel cone with a
curved, slotted pipe attached to its exit.
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The slots in the beam guide walls were designed to minimize
spuricus impulse from anode debris, the source of which will be
discussed kelow. The locatior of slots in the low-to-medium
fluence beam guide (Figure 1) needs no explanation. The func-
tion of the slotted pipe attached to the exit of the high-
fluence heam guide was to bend the bheam (through approximately
45 degrees) away from its original axis while allowing anode
debris, collimated by the cone, to escape through the slots in
the pipe walls.

The following experiments were performed to demonstrate the
negligible anode-debris contribution to impulse.

The anode of the 738 Pulserad is a 1/4-mil sheet of
aluminized Mylar. Anode material covering the injection area of
the guide cones is vaporized on every shot because of energy
deposition in the aiuminized Mylar. Half of the vaporized mass
of anode material expands into the drift chamber and hence into
the guide cone. If the 0.0l gram of anode debris, moving at
sufficient velocity, were to impact the sample in a pendulum bob
at the end of the guide cone, the pendulum could record spurious
impulse. Vented (i.e., slotted) beam guides have been used to
demonstrate that the anode-debris-induced impulse level is less
than 100 taps.

For the low~to-medium fluence beam guide, the beam environ-
ment chosen was one for which quartz gauge data for aluminum was
available. These traces typically show triangular stress pulses
with less than 0.2-psec du-ation (base-to-base). Guided by
these data, a 70-mil-thick aluminum disk (flier) was attached
with a thin film of vacuum grease to the rear surface of a
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larger diameter, 50-mil-thick aluminum disk (sample). This
"sandwich" was placed in an annular pendulum bob, so that only
the sample was held, while the flier was free to fly off
unimpeded. The array was placed at the end of the straight,
slotted guide cone used in low~to-medium fluence experiments
(Figure 1), Each time beams were fired into such arrays, the

. fliers separated, while the bobs holding the samples showed zero

deflection.

The separation time of the flier subsequent to electron
beam Gepositicn in the sample (sample thickness plus twice the
flier thickness) was chosen to be 1.08 Hsec, At the time of
separation, the flier became a momentum trap capable of con-
taining more than the measured stress pulse under similar beam
conditions. Thus, 1.08 psec after deposition time, the sample
at the cone exit was in position to receive any spurious impulse

and record it as a pendulum deflection. No deflections were
recorded.

Arrival of anode debris at the sample in less than 1.08 usec
would require 40 times the available enexgy in the electron beam
and would result in impulse levels an order of magnitude greater
than the highest ever recorded at Physics International. There-
fore, we concluded that no spurious impulse due to anode debris
can occur less than 1.08 usec after beam deposition time. Also,
no measurable spurious impulse occurred after 1.08 usec, at the
exit of the 20-cm, slotted guide cone used for low-to~medium
fluence material response experiments.
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The absence of spurious impulse due to anode debris could
not be demonstrated for the high-fluence beam guide in the same
way as for the low-to-medium fluence guide cone. Since there is
reason to expect long time impulse generation in aluminum for
the liquid-vapor, mixed-phase regime, no criteria existed for a
momentum trap thickness such that all the real impulse would be
carried off by the flier well before possible anode debris
arrival. The alternative demonstration consisted of firing a
beam (less than 1000 cal/gm peak dose) into a graphite sample in
the pendulum at the exit of the beam guide. No pehdulum deflec~
tion was observed, suggesting that spurious impulse due to anode
debris through the high-fluence beam guide is less than
measurable by the ballistic pendulum used in this program.
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2.2 IMPULSE MEASUREMENTS

The impulse data presented here were obtained using the
ballistic pendulum technique described in Reference 1.
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The linear fluid model of impulse generation in aluminum
was shown to be valid in the melt~dominated regime (Reference 2).
It states that

Nk et

B T /: CkT
I = 0.04186 ‘iE-k- 0] exp\ R (1)

where

-
]

impulse in ktap

bulk sound speed (C, = JK/po) in cm/uszc

Gruneisen coefficient
2

0
e =R
nu
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Accordingly, the generated impulse depends, not only on
fluence, but on deposition time and electron range as well, at
least in the melt-dominated regime. The body of impulse data,
in this program, was collected over a 200 to 400 keV mean elec-
tron energy spread with a corresponding spread of electron ;
ranges in the test samples. Furthermore, since fluence control :
was achieved with gas focusing, the variation of background gas
: pressure introduced varied degrees of beam-front erosion
(Reference 3). Conseguently, the beam pulse (deposition time)
at the sample location varied according to the gas pressure used
to achieve the fluence. In short, each measurement of impulse
can be expected to have its individual fluence, deposition time:.
and electron range. In these circumstances, the linear fluid 3
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model for melt-dominated impulse generation predicts an artifi-

cial scatter of the data when impulse is plotted versus only
fluence--without regard to dependences on electron range (mean
electron ernergy) and deposition time.

A T N e 225

The preceding discussion was intended to support the view
that a comparison of model predictions with impulse data,
generated in electron beams, using impulse versus fluence plots
as the arena of comparison is not appropriate. Such compari-
sons must be done on a point~by-point basis since each impulse
measurement can have its individual set of loading conditions
(e.g., fluence, energy deposition range and deposition time) on
which impulse generation may depend. Therefore, a plot »f
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impulse versus fluence for the electron beam data does not give
a valid representation of the scatter in the data, and such
gr. phs can only be used to present general trends.

The data summary is shown in Table 1, and the notations

employed in it are as follows:
<E> = Mean electron energy (keV) calculated as
described in Reference 1.

<6> = Mean angle of incidence (degrees) of the beam
electrons from the calculation in Reference 3.

T = Full width at half maximum (FWHM) of the power

curve.
H = Total beam calories impinging on target.
A = Crater (mass removal) area in the target (cmz).

¢ = Average fluence (cal/cmz) defined as H/A.

A(MV) = Momentim change (kilo-dyne-sec) imparted to the
ballisvic pendulum in which the target is
mounted.

i = Impulse per unit area (ktap) defined as A(MV)/A.

AM = Mase (gm) lost by the target.

Parentheses indicate approximate values., The peak dose in
the target was estimated by the product of fluence, (¢), and the
normalized peak dose characteristic of <E> and <6>. It was
demonsirated in Reference 4 that <E> and <6> are sufficieat to
identify the appropriate normalized energy deposition profile in
a material.
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2.3 STRESS MEASUREMENTS

The laser interferometer and the manganin gauge techniques
which were used to record stress histories at the rear surface
of samples are described in Appendices B and C, respectively.

The geometry of the manganin foil gauges is illustrated in
Figure 3.
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Figure 3 Manganin gauge geometry.

The gauge package was placed inside the bob of a ballistic
pendulum in order to make simultaneous measurements of impulse
and stress (see Appendix C). Five data points were taken at
peak doses of approximately 2000 cal/gm. A typical gauge signal
is shown in Figure 4. Qualitatively, the stress histories con-
sisted of sharp, triangular spikes of approximately 200 to

300 nsec followed by a long, shallow tail which lasted for the
entire gauge readtime (10 usec).
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Figure 4 In-material stress histories recorded by manganin ]
gauges (aluminum data). d
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The millivolt level output signal of the manganin gauge
required extensive shielding from the rf environment in the
electron-beam drift chamber. This required a sample thickness
of 0.125 inch. Since electron ranges for the irradiations per-
formed in this program are typically 0.020 inch, the stress
measurements were made well outside the deposition region and

the stress pulse was attenuated,

Quantitative interpretation of manganin-gauge-measured
stress histories were further complicated by a somewhat non-
reproducible hysteresis (approximately 15 percent) and two-
dimensional effects resulting in gauge stretching. Both flaws
are in the direction of higher output from the gauge.

A comparison of measured impulse with the integral under
the stress curve showed

Measured impulse <fo(t) dt.

The laser interferometer (see Appendix B) was used to
measure rear-surface velocity histories. The rear~surface
veiocity histories were then converted to stress incident on the
rear surface by using the Hugoniot of 6061 alum.num. The
displacement mode, applicable for low-amplitude signals, was
used on thick (0.5 inch) samples. The velocity mode, better
suited for high- amplitude pulses, was used with thin (0.32 inch)
samples. In both cases, the laser beam was reflected from the
polished rear surface of the samples. Before the signals from
the rear surface were terminated by rear-surface spall (loss
of reflecting surface), high-resolution stress histories of the
thermomechanical spike were recorded with the velocity mode.
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The laser interferometer data is shown in Figures 5 through 1l1.
The elastic precursor (at approximately 7 kbar) is clearly seen
in Figures 5 and 6. The long-duration, low-amplitude tails were
recorded on separate shots at the rear surface of thick samples.
The thick sample stress history in Figure 8 shows the arrival of
the thermomechanical spikes after reflection from the front
surface. The thick sample stress histories are undoubtedly no
longer one-dimensional even though their included areas (impulse)
are conserved in the two-dimensional distortion. Figure 11 shows
a composite of the thermomechanical (thin sample) stress to-
gether with the long-duration (thick sample) stress. This
composite has qualitative similarity with stress histories
obtained from manganin gauge measurements, but exhibits signifi-
cantly higher resolution.

In summary, manganin gauges have been used to measure

t sample in~material stress cver 10 psec duration while simul-
taneously measuring impulse by positioning the gauge in a

pendulum bob. This stress measurement technique yielded only

qualitative information. Quantitative interpretation was

hindered by

1. Gauge hysteresis (non-reproducible)

2. Cauge stretching (two-dimensional effects)
3. Long risetime (equilibration in the gauge lamina)

The laser interferometer has proven to be a better tech-

nique forr recording stress histories since it lacks the
objectionable features inherent in manganin gauge measurements.
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2.4 MASS REMOVAL DATA

3 The existing aluminum data point out a variety of crater
i appearances. A quick scan of the data indicates that craters
, vary in appearance with increasing fluence for a fixed mean

s electron energy. The observed variation is as follows:

TP RV AL R VS e
2en Abereie CtRMIIL en it i gtk Lkl

1. Low fluence: craters are shallow with shiny,
granular textured floor.

2. Medium fluence: craters are deeper with dull

gray, smoother textured floor, occasionally dotted by
a few small droplets.

3. High fluence: craters are obscured by some liquid
"splash" (radially outward).

4. Highest fluence: craters are heavily obscured by

"splash," but occasionally show deep crater floors
with large droplets.

it ShAA LI e A2 AARIE Raa D e £ A ki AR 1 i e A S

The four descriptions refer to irradiation at approximately
200 to 300 keV. High-fluence irradiations at about 600 keVv
result in deep, clean craters with shiny, granular textured
floors. Descriptions 1, 3, and 4 are illustrated in Figure D-1.
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In an effort to account for the diversity of crater
appearances, the existing data which cover a wide fluence (and
dose) range were analyzed according to crater appearance, depth
of material removal, melt depth, electron range, and peak dose.
This analysis revealed definite trends which led to a plausible

explanation of crater appearances in terms of material removal
mechanisms.
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The above analysis required an additional category for the
data. It became necessary to introduce groupings according to
whether or not the propagated stress was allowed to reflect from
the sample rear surface. Sample thicknesses varied over the
data set from 0.08 to 0.50 inch and some of the thin samples
had momentum traps attached to their rear surfaces. The cate-
gory of samples with no reflected stress consisted of thin
samples for which momentum traps "carried away" the propagated
stress pulse.

Based on the criteria described abovc, all the data were
sorted into two categories, each of which consisted of two sub-
groups according to whether or not rear surface stress reflec-
tion occurred. Category A labeled samples with clear craters--
descriptions 1 and 2 above; category B consisted of samples
whose craters were obscured by splash-~descriptions 3 and 4
above.

Before discussing trends established by the data, it is
helpful to consider some simple models of front surface mass
removal--in particular, front surface spall in a semi-infinite,
perfectly elastic slab of homogeneous metal. According to the
derivations in Appendix D:

1. The shortest distance from the front surface at
which tension reaches its maximum value is exactly
half of the electron range in the material.

2. For finite spall strengths, spall will proceed in
planes of equal thickness so that the maximum spall
depth is less than or (at most) equal to half of the
electron range.
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Consequently, when the idealized solid is irradiated with
an energy density below melt, the material removal depth due to
front surface spall will be less than or equal to half the
electron range, i.e.,

dR z removal depth < half electron range = R/2

The exact material removal depth will depend, of course, on the
fluence. The appearance of the crater will be typical of solid
spall, clean and with a granular texture.

When the irradiation dose is increased above melt but below
vaporization so that the solid is melted to exactly half-
electron range, the same rule prevails. The exception comes in
the form of thinner spall layers which allow the removal depth
to approach half range more closely, i.e., dr = R/2.

In this case, all the liquid will be removed to the melt
depth. The crater should still look essentially clean but the
floor should no longer resenble solid spall. Its appearance
could be considerably smoother due to solidification of the
remaining material at the incipient melt dose.

The intermediate case occurs when irradiation is such that
the melt depth is less than half range. The liquid proceeds to
spall to the melt depth. If the tension produced by reflection
from the new free surface at the melt depth (see Appendix D)
exceeds the solid spall strength, spall will continue into the
solid material but will still not exceed half range, i.e.,
dR < R/2. The crater will again be clean of any liquid splash
and will have texture typical of solid spall.
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The crater appearance and irradiation conditions discussed
analytically above match the data in Category A for the case of
no significant rear surface reflection of the propagated stress
(equivalent to a semi-infinite slab). Figure 12 shows a com~
parison of half range with measured removal depth for that
data. It is evident that, within experimental error,

Removal depth < half range
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for all the data in this category. Figure 13 demonstrates that
for some of that data, melt depth, removal depth, and, hence,
half range were equal.

If the propagated stress is allowed to reflect in tension
from the rear (free) surface of a thin sample and if the tension
exceeds the spall strength of the material at that surface,
after rear-surface spall and propagation back to the front
surface, additional mass will be removed. The effect of such
(secondary) spall will be to increase mass loss and removal
depth but will not significantly increase momentum imparted to
the sample. The particle velocities in the secondary spall, as
well as in the remaining sample, will be in the same direction
and the effect of secondary spall will be to separate the two
masses, "trapping"” lower particle velocities in the spall.
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Data in Category B, because of its very nature, did not
lend itself to accurate measurements of removal depths. Liquid
splashes of various extent obscured the crater. Furthermore,
peak doses for much of the data in this category exceeded
incipient vaporization energy and the partially vaporized
material can no longer be considered to be linearly elastic. It
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can be reasoned that the pressure resulting in vapor at the

STATE ISR

front surface can overcome the tension buildup in the reinaining
material, in which case the simple model used above no longer
applies. However, that model can still be of use in under-
standing how splash occurs for irradiation below incipient
vaporization dcses.
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If, for example, the melt depth exceeds half range, front-
surface spall will remove liquid down to half range leaving a
liquid layer behind. If secondary spall is excluded, that
liquid layer will stay on. Two-dimensional radial relief can
result in radial components of tension resulting in the migra-
tion of the remaining liquid layer away from the center of the
crater. If solidification of the liquid occurs during this

S rmield

2,

process, the "splash" appearance observed experimentally might
result.

If secondary spall is allowed to occur while the liquid
layer has begun localized solidification, the final appearance
of the crater may show resolidified liquid instead of the radial
splash. This condition will be accompanied by removal depths
far in excess of half-range. Examples of this crater descrip-
tion are found among the data.
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As described in the analysis section of this report, the
experimental laser interferometer data and the predictions of
the advanced multi-phase equation-of-state models both suggest
that not all the impulse was delivered promptly (™~ 100 nsec) for
the high fluence and highest fluence experiments. This has been
attributed to the recompression of the liquid layer by the over-
lying vapor and vapor-liquid layers after the initial drop to

ERRARSS  STPE NV WITWVE 50 P

SR NS TT T

h‘;ﬂlnxb‘ e,



TR

- ~ e ' il A e

L e N, I T FORTOMTE, MTTRE ROE BT 6 TR T T,
3 . ™ = 3 s, T IS AR, L E NS Wl LT T IR s Lot DIRP TR A0 b S S M
TSR ST RO R AR VY I s Ve o VLTI T TR AU § L . £
> ¥ e o - - PR
-n e -

zero pressure in the liquid layer. This may also account for

the final appearance of the craters which exhibit the "splash"
characteristics at the higher fluence levels.

In summary, the observed variety of crater appearance is
consistent with the front-surface spall mechanism, the solid-
to-liquid phase transitions, and the predictions of the advanced
equation-of-state models. Data which lend themselves to
quantitative analysis confirm this. When significant vapor
generation occurs at the front surface the pressure due to vapor
would tend to suppress front-surface spall of the liquid. If
radial relief or the recompression of the melted liquid layer
takes place, the final crater appearance will exhibit the
"splash" characteristic commonly observed at higher doses.

2.5 SUMMARY OF EXPERIMENTAL PROCEDURES AND RESULTS

Intense relativistic electron beams were used to achieve
rapid, in-depth heating in aluminum samples. Impulse and stress
data were collected over a peak dose range of 300 to 3800 cal/gm.

Simultaneous impulse and in-material gtress measurements

were obtained using manganin piezoresistive transducers in con-
junction with a ballistic pendulum. Preliminary stress data

were obtained using a laser interferometer in the rear-surface
velocity and displacement modes. The laser technique demon-
strated high signal resolution.
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! Mass removal mechanisms have been examined and compared
with crater depths and appearances. Quantitative agreement was
found in the low~to-medium dose range (below vaporization

energy). Qualitative interpretation of crater appearances was }
given for the effects observed in the higher dose range (above i
vaporization energy). ;
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SECTION 3
ANALYSIS OF MIXED-PHASE IMPULSE GENERATION

3.1 INTRODUCTION

The previous sections have described the experimental
techniques and difficulties encountered in obtaining material
response data on aluminum in the mixed phase regime (liquid-
vapor). In the program that preceded this effort (Reference 2)

emphasis was placed on phenomena founda in the melt-dominated
regime,

The objective of the analytical portion of this program
was to compare the experimental data with predictions using
existing multi-phase equations of state. The investigation
was to determine the importance of phase changes and the input
parameters of the models on various material response character-
istics, such as stress generated and impulse imparted to the
sample. The analytical work was also to determine whether a
complex mixed-phase equation-of-state model was needed to
predict the observed material response or whether a simpler
but more physical model, such as suggested in Reference 2,
would do equally well over a specified range.

One of the main results of the preceding investigation
(Reference 2) on melt-dominated impulse was that both the

experimental impulse and stress histories were predicted by a
simplified model which only considered the solid and liquid
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phases. A simplified formula, given in Equation 1 was found

to predict the impulse for a number of metals in the melt-
dominated regime. This simplified expression was found to be
valid for energy densities well above incipient vaporization at
atmospheric pressure. A theoretical upper limit was established;
however, an expe.imental upper limit on the maximum energy
densities for which the simplified expression was valid was not
established. This program attempts to establish this upper limit
on energy densities for which the simplified linear fluid model
is applicable.

The experimental portion of this program has obtained peak
doses up to approximately 3800 cal/gm which is well above the
energy density (3350 cal/gm) required to fully vaporize aluminum
at atmospheric pressure. Because of the high peak dose obtained
experimentally in this program, it was deemed advisable to
compare the data with the predictions of the latest multi-~phase
equation-of-state models.

This section contains a brief description of the two multi-
phase equation-of-state models, the PHILCO-FORD and GRAY
equation-of-state models. The experimental results are compared
with the predictions of the following equation-of-state models
in Section 5:

a. PUFF
b. LINEAR FLUID

c. GRAY

d. PHILCO-FORD
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3.2 PHILCO-FORD EOS

The PHILCO-FORD (P-F) equation-of-state model (Reference 5)
was developed by the Aeronutronic Division of Philco-Ford
Corporation for the DNA-sponsored PREDIX program. This model
was developed for materials, such as metals, which melt rather
than sublime and whose vapor is composed of atomic species. The
model includes provisions for treating the liquid~solid and
liquid-vapor mixed-phase regions as well as the single-phase
solid, liquid, and vapor regions.

What follows is a brief description of how the P-~F equation-
of-state model treats each phase region and constructs the various

phase transition lines.

3.2.1 Vapor-Phase. In the vapor phase a generalization of

the van der Waals equation is used. The formalism that is
followed was first given by Hirschfelder, et al., (References 6
through 8) for describing the vapor phase of the noble gases.
The expression used is given by

(P + A(T)/VZ + A' (T)/V3) (V - B+B'/V) = RT (2)

where A and B in van der Waals equation are now

A = A(T) + A'(T)/V (3a)

oot

= B - B'/V (3b)

with B and B' being constants.
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The expression is then non-dimensionalized by introduction
of the reduced variables, p = P/Pc, v = V/Vc, and t = T/Tc,
where the subscript c refers to values of the thermodynamic

4
i
|
i
P

i variables at the critical point. With the introduction of the

critical compressibility ratio, Zc = PcVC/R T_., (Equation 2)

reduces to

p = ot/Z, (1-bp+b'o?) -artp? - art),’ (4)

2
where a(t) = A(T)/PCVCZ, a'(t) = A (T)/PCVC, b = B/V,, b' = B'/V.,

and p = 1/v. The relationships between the various parameters

SO U U IV SN

are obtained by the requirement that the critical isotherm has a
point of inflection at the critical po}nt. In terms of Equation
4 this means that (ap/ap)t and 32p/3p%:are zero at the critical
point, p = p = t = 1. Applying this with the assumption that
a'(l) = 0 gives

AT PRSI T, W AP ERER 71 IWE 3 T U 00/ SO N 1)

a(l) = 8 (5a)
b = (382 - 68 - 1)/8(38 - 1) (5b)
' b' = (B - 3)/(38 - 1) (5¢)

b

where B is related to the critical compressibility ratio by ;

z, = 8(38 - 1/ +1)°3 (54) 3

1

Thus b and b' are known once 8 is determined. The determination 3
of R is described in the section that discusses the vapor-liquid ) %
mixed-phase region. §
The following temperature-dependent forms for a(t) and a'(t) 3

are suggested. :
:

il Mo B g e g




v g o ha b i < L S ) S At i B L A T R AT T SRS ¥ RS TEY DR TF TV e v ST
Ty b XN e A =

E?
~
b}

a(t)

- - )
kg + (B ko)/t ko + kit (6a}

a'(t) =

N b

(1 -k, + 28 - a)(t-1/t) = k,(t-1/t) (6b)

The parameter ko is an input parameter and a is determined
from considerations of the vapor-liquid mixed phase region by
noting that a = (ap/at)p, evaluated at the critical point.

The internal energy of the vapor phase is obtained by using
the thermodynamic relationship:

(g%)T = T (%%)v -p (7)

and integrating the equation from zero density along an isotherm
P

sem L [4B), v e

E(v,t) - E_(T)

_ _ 2

= 2, RT, I (ko + 2k1/t)p + kyp /t] (8)
where EO(T) is the internal energy at the temperature T and zero
density. The form for E(T) that is chosen is that of arn ideal

monatomic gas with the contribution to the internal energy from

electronic excitations assumed to be zero. With these assumptions
EO(T) becomes

EO(T) = Ej + C[T (9)

where Eo is the reference energy at 0°k.
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The equation-of-state for the vapor phase is then given by
Equations 4, 8, and 9. Given the input ‘variables V and E, the
system of equations is solved in order to obtain the pressure.
The vapor portion cf the P-F equation-of-state is used for
densities less than the critical density when the point lies
outside the liquid-vapor mixed-phase region.

Vapox EOS

V. = l/pc v

1/0

3.2.2 Vapor-Liguid Mixed-Phase. Pressure as a function
of temperature in the mixed-phase region is obtained by using
the Clapeyron-Clausius equation:

* - 5 (Viﬂ_ %) (10)

2

where AH is the heat of vaporization at temperature T. The
subscripts v and £ refer to the vapor and liquid phases,
respectively, at temperature T. The specific volume of the

liquid phase is assumed to be negligible in comparison with that
of the vapor phase

v, >> v, ~ ?% (11)

and the heat of vaporization is approximated by
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aH =~ aHy + ac (T - T) (12)

where AC is the difference between the specific heats of the
iiquid and vapor. The subscript B refers to conditions at the
normal boiling point. With these assumptions the Clapeyron-
Clausius equation is intergrated to give pressure as a function
of temperature in the liquid-vapor phase region.

AH, - AC T
T S B[L-£]+A‘£zn

T
-2 (13)
TB T R TB

'u{'v

B

This expression is used in the liquid-vapor region for tempera-
tures less than the critical temperature.

The critical pressure is not determined from Equation 13 by
setting T = T but is obtained by an alternate approach which
first determines the critical compressibility ratio. The critical
compressibility ratio is determined by using the form of the

reduced vapor pressure suggested by Riedel and used by Hirschfelder,
et al.

inp = apin t-0.0838(ay-3.75) 2 - 35-t%+422n t) 4)

where all thermodynamic quantities are reduced variables. The
parameter ap is specified by requiring that Equation 13 satisfy
the Clapeyron-Clausius equation at the normal boiling point

AH
1 §R| = B _ 1 (15)
p dt RT 2
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The critical compressibility ratio is then obtained from the rela-
tionship suggested by Riedel.

2, = |3.72 + 0.26 (aR - 7)]"1 (16)

Both Equation 14 and Equation 16 which are used to define the
critical compressibility ratio are based on relationships which
were based on hydrocarbon data. Their extension to metals does
seem questionable; however, the results of using Equation 16 give

reasonable agreement with the results of more rigorous calcula-
tional procedures.

The line that separates the mixed-phase vapor-liquid region
from the vapor region is constructed by setting Equations 4
and 14 equal and solving for the reduced vapor density, Pyr S
a function of the reduced temperature, t, for t <1,

} A I 2 _ 3
P t/2, (1 -b p, + b' o, ) a'(t)p,? - alt)p,

= exp {(a-al) (1L - 1/t) + a; &n t] (17)

where o) = Ac/R. Since (8 is known as a function of t along this
line and P is given by Equation 13, the line that separates the
mixed-phase vapor-liquid region from the vapor region is known.
The internal energy along this line is found from Equation 8.

For the line that separates the liquid from the liquid-vapor

region, an expression proposed by Hirschfelder is used. The
reduced liquid density is

tt) = 1+c -6 +aa-rw (18)
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where ¢ and 4 are constants that depend on the material. The
value for the constants ¢ and d, which are suggested in Reference

Th B e

5, are ¢ = 1.8 and d = 1.75. These values are appropriate for

AR

the alkali metals and have been extended to other metals. The
internal energy on the liquid side of the vapor-lined region is
determined from the value of the internal energy on the vapor
side (Equation 8) and the Clapeyron-Clausius equation (Equation
: 10). Thus, the reduced thermodynamic quantities p, t, p and E,

[0 AU ST FV.ONE PRE TR AR 1\ 51TV )

are known along the boundary of the liquid-vapor region.

The critical density, Por is determined by requiring that
the vapor-liquid region join the solid mixed-phase region at
Zero pressure,

e = 1 p“(Tmi/3 (19)
[1+c(1-tm) +d(1—tm)]
The critical pressure is then
Pc = Zc R.TC/Vc (20)

The critical temperature is an input parameter of the model. The
vapor fraction F is introduced and the equations are solved

1T YTV TN T FRL T I LETXE DY T R FA G DA X VTP TP RV RN CI DR T R p

iteratively.

3.2.3 Solid Phase. The equation-of-state for the solid :
phase in the model is the standard PUFF solid equation-of-state: ’ k

. P(o, B) =cu+Dpl+ s+ m+ D TE w = £--1 ()
o]

Jed moban saist,

dait.

The model does, however, require that (BP/ap)E remain greater than
zero for problem free application. This precludes using values of

S which are negative. There is also a consistency condition which

must be satisfied; it requires that the pressure at the normal

P IR L TNE
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boiling point be zero. The code handles this internally by the
following logic: -

a. If the density at the normal melting point, pgo, is
specified, the ccde sets the internal energy at the normal
boiling point (Eg,, so that P(pgo, Ego) = 0.

b. If Eg o is specified, then pg, is determined such that

3.2.4 Solid-Liquid Mixed-Phase. For the solid-liquid

mixed-phase region the Clapeyron-Clausius equation is used
once again:

dp AH
- = — (22)
aT T (Vi Vs)
where AH is the heat of fusion. The subscripts £ and s refer
to the liquid and solid phase, respectively. The slope d4P/dT

along the melting line is assumed constant giving the pressure
as a function of temperature:

= _f‘ﬂt_[z__]=£§o_[2_-} (23)
Vho - Vso Tm AVo Tm

where the subscript m refers to conditions at the normal melting
point. The quantities Yo and Vgo 2re the liquid and solid

density at the zero-pressure melting temperature. As a conseguence
of assuming that dP/dT is a constant along the melting line, the

ratio of the energy difference to the volume change between the
solid and liquid is constant,

AV T V&(T) - VS(T) AVo
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The initial slope of the internal energy as a function of
temperature is known for both the liquid and vapor phases since
the respective specific heats are known. The average internal
energy of the liquid and solid is assumed linear with temperature
with the proportionality constant being the avesrage specific
heat of liquid and solid at ﬁormal pressure conditions. This
relation is given by

- (T) + E_(T) {(T_.) + E_(T ) _
E(t) = g 3 S = % "n > s_m +c(fr—'rm) (25a)

where

- C.(T ) + C, (T )

The form of the expression for the internal energy of the liquid
and solid phase is constructed so that dEi/dT = Ck and dEs/dT = Cs
at temperatures close to Tm‘ At large temperatures dEh/dT = C

and dEs/dT = C. The suggested forms that satisfy these conditions
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g
7

are
(T) = +é(T-T)+—A£T -E-“l-l (26a)
Eh - Eic> m 2 'm | T a
= AC Tm 1
E_(T) = ESO+C(T—-Tm)-—2-Tm 2 -1 (26b)
where
- C -
aC = —-s—i—% (26¢)
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The melting entropy is given by

(27)

AH _ EQ' (T) - Es (T) + P [VR (T) - Ve (T)]
T T

Substituting Equation 24 into Equation 23 provides an expression
for the melting entropy

TN prdon st

E, - Eg +(E2 - ES)[%- - 1]

= = (28) g
3

f which reduces to %
| - ;
i AH __ EQ; ES A

2 e (29) !
1

m X!

Since AC is generally & swmall quantity, the difference in internal é

energy is nearly constant. Therefore, the melting entropy is
also nearly constant and approximately equal to

3

2

AH  _ B "B  Bo ™ Bg (30) g
T T - T b
m m 3

The density on the solid melting curve is obtained by

2Nt

requiring that the pressure be continuous across the solid melt-

AP VSR

1oare

ing curve. This means that Equations 21, and 23 must be solved
simultaneously. rhe density on the liquid melting curve may then

be obtained by using the Claperyon-Clausius equation.

In the solid-ligquid phase the volume V and internal energy .

SR T QY CYWLVE T AR YN

E are related through the liquid fraction F:

vV = FV + {1 - F) Vs (31a)
E = FE + (1 ~-F)E, (31b)
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The equations are solved iteratively to define P(V,E) in
the solid-liquid region.

3.2.5 Liquid Phase. The equation~of-state formalism up
to this point has determined all the thermodynamic variables on
the boundary of the liquid region. The equation of state in the
liquid region is then developed by using empirical curves along
which the internal energy is constant.

Two empirical expressions are suggested, The first assumes
that the pressure is a linear function of density for a given
energy

Pom " BB %R Fam T %m B

P,(p, E) = —~
1 Pom ~ PeB Pem ~ PeB

(32)

where the subscripts m and B refer to the melting and boiling
sides of the liquid region. For E > Ec the density Py B becomes
Yo and Pp becomes PV (E, pc) wheve the V refers to the vapor
regic .. The second expression assumes that the logarithm of the
pressure is a linear function of the logarithm of the density,

2n (Pg /% B)
bn (o /Py B)

- &n pzmzn PQ,B

tn P, (p, E) = &n p (33)

&n P B Ln PZm

TR (0yn/%5)

The actual relation used for the egquation of state in the
ligquid region is obtained by using a linear combination of the
logarithms of the two pressures, Py and Py,
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¢n P (p, E)} = F(E)&n Pl (p, E} + (1 - F(E))&n P2 (p, E) (34)

1 where 0 < F(E) < 1 and is determined by the condition

3 32(p, E) | ___ Bn® (35)
Y op Py Pem(E) = P
] m .

By choosing F(E) in this manner Pl is predominant at low energies,
while P2 is predominant at high energies.

stavd o i il e

Iada.

2t

3.2.6 Discussion of the Model. The PHILCO-FORD equation
of state model was developed for materials, such as metals,
which melt rather than sublime and whose vapor phase is composed
of atomic species. Since the pressure of the triple point for
metals is quite low, orders of magnitude below one atmosphere,
the model has neglected the sublimation region of the phase
diagram. The thermodynamic quantities which are measured at one
atmosphere are assumed to occur at zero pressure,

St SR et bk e St

el 2 SA Y

P

PP PR

The vapor equation-of-state is based on a modified van der

POLN-5 PPN

Waals equation. This model in the vapor region should be ade-
quate since both the experimental data and advanced theoretical
calculations have demonstrated that it is applicable in this
region. Electronic contributions to the specific heat have been

.
LN RTINS AL PN TR UL LRV

neglected, but at the dose levels of interest for this report
this contribution is negligible. Also, the formalism does axist
for including these considerations within the model.

.
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The envelope of the vapor-~liquid region is determined by
us.ng relations based on hydrccarbon data and an integration of
the Clapeyron-Clausius equation with assumptions which are not
justified over the total region of integration. Both of these
objections make the determination of the envelope guestionable.
However, the results of the model give values for the critical
parameters, which are in reasonable agreement with values
determined from experiments and from advanced theoretical
considerations. This tends to support the validity of the
assumptions used to construct the envelope of the liquid-vapor

region and the equation-of-state model in the liguid-vapor region.

The equation-of~state in the solid region is equivalent
to the PUFF treatment for a solid, which has withstood the test
of time quite well.

PO AR

PO SN )

In the mixed-phase liquid-solid region the melting entropy

is nearly constant. This assumption has been shown to be valid

A Al e

for most metals both by experiment and theoretical considerations

20 hopall

; (Reference 9). Unfortunately aluminum, the metal of interest
in this program, does not fall into this class of metals
(Reference 9). The specific heat of the liquid along the melt
line is assumed to be approximately a constant.

The liquid equation-of-state is the most questionable. The

relationships are entirely empirical and lack either experimental
or theoretical data for their justification. A much better
method of treating both the liquid phase and liquid-solid phase
would be to incorporate the liquid-metal equation-of-state bascd
on scaling proposed in Reference 9 and used by Royce in the GRAY ]
model, which is discussed later.
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In summary, the PHILCO-FORD equation-of-state model has
provisions for treating the liquid-solid and liguid-vapor mixed-
phase regions as well as the standard solid, liquid, and vapor
phases. Its most questionable treatment is in the liquid-solid
and liquid regions. The framework does exist for modifying
these two regions with an updated treatment such as suggested
by Grover in Reference 9.

3.3 GRAY EOS

Tne GRAY equation-of-state model was developed at the
Lawrence Livermore Laboratory, Livermore, California by Royce,
Grover, Youtng, and Alder (References 10 through 12). The final
documentation is given in Reference 1l.

In the solid, liquid-solid and liquid regimes the GRAY
equation-of-state model is based on the liquid-metal equation
of state developed by Grover (Reference 9). The vapor equation
of state has been obtained by analytically joining Grover's
model to the modified van der Waals equation-of-state developed
by Young and Alder (Reference 12). What follows is a brief
summary of the GRAY model.

3.3.1 Solid, Solid-Liquid, and Liquid Region. The funda-~

mental assumptions used by Grover in obtaining the equation-of-
state in these regions are:

a. The entropy of melting at constant pressure is a
constant independent temperature and pressure.

b. The specific heat in the liquid has the functional
form Cv = 3R - a T/Tm, a = 0.15R, T > Tm.
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c. The melting temperature as a function of specific
volume can be obtained by integrating Lindemann's relation:

T
atnTm | 2 T_(v) - 2
dinv [] 3

were T (v) is the volume~dependent Gruneisen coefficient
for th& solid phase.

In Reference 9 Grover carefully considers each assumption and
justifies each on the basis of experimental data, theoretical
considerations, and the results of numerical statistical

mechanics calculations.

The equation of state is constructed by using assumptions
(2a) and (b) to obtain the Helmholz free energy a. The pressure
and energy relation§ then follow from the relations P s-—(aA/aV)T
and E = A + TS. The equation-of-state is

alr, V1 = A_(r, v) - v2 22 s - a)
_ m _ 4 AT _ _AT AT
E(T, V) = Es(*' V) + v {T v =5 (AS o) Tm _3<T<Tm+ >
V P(T, V) = V PS(T, V) 4 v Tm(As - a)
A(T, V) = A (T, V) + T As-ﬁ-'rAs+933
’ T Bgtte “m 2 2T
2
- _a _aT AT
E(T, V) = Es('r, v)+Tm(As 3 2’1‘2) T>'rm+ >
m
o aTz
V P(T, V) = VP _(T, V) + uT_{[AS - & -
s m 2 27 2
m
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where AT is the temperature difference between the solidus tem-
perature TS(V) and liquidus temperature TQ(T),Tm = (Ts + Tz)/z,v = 2
(T - TS(V))/AT(V), AS = entropy of melting, p = - 4 &n Tm/d 2n V,
and o = temperature coefficient of specific heat. The Mie~Grunei- ]
sen EOS for the solid extrapolated to temperatures above melting
gives As, Es, and Rs' The expression for AT is obtained Lty
using the Clapeyron-Clausius equation. The integration of
Lindemann's relation gives Tm' the melt temperature.

ASBATALL T A it ran b

POT TN JeTeY

! The specific heat decreases with increasing temperature
until it reaches the ideal gas value of 3R/2 at a temperature
| of T, where it remains constant for increasing temperature. For

G
temperatures above T, the EOS takes on the simplified form

G

PRCIIRTOE T LY L LA PTPAA CAT - SO F U

3

E(T, V) = EG(V) + 5 RT
. 3R
T > To(V) = 50T (V)

VP(T, V) = VP.(V) + RT 3
where 3
= (V) [AS + 2((35)2 - 1)
EG(V) = Eo(v) + Tm ! 5\\5a é
% |
w) | as + ﬁ((l*-‘-)z -1

VEgV) = VR (V) + (V) T, 5 ) .

[PV TV

and EO(V) is the energy along the cold compression curve.
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The GRAY equation of state has a volume~ and energy-dependent
Gruneisen coefficient y = V(aP/aE)v. The solid-phase Gruneisen
coefficient Yg is a function of volume only. Upon melting y ex-
ceeds Y then, as the temperature is increased, y slowly de-
creases until it reaches the ideal monatomic gas value of 2/3 at
T = TG where T is approximately 10 Tm'

In summary, the GRAY equation-of-state model in the solid,
liquid-solid, and solid region is based on Grover's liquid-metal
EOS which is derived from scaling laws. The foundation of the
model in these regions are the scaling laws (assumptions a through
c) which are based on both experimental data and theoretical

considerations.

3.3.2 Liquid-Vapor Region (Expanded Region). The liquid-
vapor region uses a modified van der Waals equation-of-state
developed by Young and Alder (Reference 12). The Helmholz
free energy is expanded about the hard-sphere free energy as a
perturbation series. The cohesive energy is approximated by the
mean-field approximation used in the classical van der Waals
model. What is obtained is a modified van der Waals model.

The model has been used to predict critical parameters of
the metallic elements and compared with estimates from experi-
mental data (Reference 12). The comparison with the experimental
data is generally good in light of the errors which are present
in the estimates from the experimental data.

3.3.3 The Complete EOS. The complete EOS is obtained b-
analytically joining the Grover scaling law model to the modified

van der Waals model of Young and Alder at a specific volume of
1.3 to 1.5 times the normal volume. The joining is done in a
thermodynamically consistent manner. The details and rationale

for the joining are given in Reference 1l1.
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3.3.4 Discussion of the Model. The GRAY EOS model treats
the solid, liquid-solid, liquid, and vapor regions of the phase
plane. The model is based on the results of two models which
are formulated from theoretical considerations and which agree
; reasonably well with existing experimental data. The model
| does ignore the liquid-vapor region.

3.4 COMPARISON OF THE PHILCO-FORD AND GRAY EOS

LEATARNMARE § S Nl ek

Both the PHILCO-FORD and GRAY EOS models treat the solid,
solid~-liquid, liquid, and vapor phases. The P-F model also
allows the existence of the liquid-vapor portion of the phase
plane. This section describes some of the similarities and
differences of the two models.

UM st g B LY e

3.4.1 Solid Region. The models contain similar treatments

of the solid phase. Both models follow closely the Mie-Gruneisen
equation-of-state in the solid phase. The P-F model assumes that
the Gruneisen coefficient y is constant while the GRAY model has
a linear dependence of y on the specific volume.

3.4.2 Liquid-Solid Region. The models differ in the
manner in which the melt line is established. The P-F model
assumes that dP/dT along the melt line is constant and equal

to the value obtained from the Clapeyron-Clausius equation
evaluated at one atmosphere. The GRAY model first defines a
parameter called the melting temperature

'rs (V) + Tz (V)
2

T, V) =

where the subscripts s and £ refer to the solidus and liquidus
respectively. The value of Tm(V) is obtained by using Lindemann's
law. An estimate of AT = Tl(V) - TS(V) is obtained from the
Clapeyron-Clausius equation.

50

R e T T G Ay T N T T T T o S T R Ty T Y R T PRI R ST T AR IS AT S T RTET ST LTST TR RER
7,

sl g

RN

Nl b L miw

. otate eVl

LYY

RV VRS DR WL SRR WS T AL PP IF PR IR ¥

—at

AL e . e airitea

PRSI IOR - CUCS S VRIS UL S WCE D SR SN



PR

ga At

T

Y R ST R WS AT T T W T T 4 et © et RIS BTN LT e RSITINESE S T L e g SN R e LTI e S PG T T TSR TR T I

The GRAY EOS assumes that the entropy change on melting is
a constant. The entropy of melting in the P-F model is nearly
constant because of the assumptions made in deriving the model

in the melt region. Both models show an increase in the Gruneisen

coefficient during melt for aluminum.

3.4.3 Liquid Region. The GRAY EOS is divided into two
subregions. The first is referred to as the liquid region and
G (~ 10 Tm). In this region the
specific heat and Gruneisen coefficient are decreasing as the

it is for temperatures T < T

temperature increases. For temperatures above T the material
is called a hot liquid with Cv = 3R/2 and y = 2/3, the monatomic
perfect gas value.

The P-F model uses empirical curves to span this region.
These curves have no theoretical justification. The Gruneisen
coefficient at normal value remains above twc even for doses of
as much as 20,000 cal,/gm. The Gruneisen does, however, become
smaller for an expanded volume,

3.4.4 Liquid-Vapor Region. The GRAY model does not

consider the liquid-vapor region vf the phase plane as a separate
state. The GRAY model uses an EOS developed by Young and Alder
which predicts values of the critical constants close to the
experimentally observed values. This would seem to indicate that
GRAY provides an adequate representation of the EOS in the
critical region. However, the results of the comparison of GRAY,
PUFF-V and P-F for aluminum described in the next section do not
support this conclusion.
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The construction of the envelope of the liquid-vapor region
in the P-F model is not exact. However, the model predicts values
of the critical constants which are close to the experimentally
observed values. The model does provide reasonable definition
of the liquid~vapor region.

3.4.5 Vapor Region. Both models use a modified van der
Waal equation-of-state in the vapor region. The coefficient of
attractive potential, a, in the van der Waal EOS, which was used
in the numerical example for aluminum given in the next

section, are comparable for each model.

6
mbar cm
a = = 0.06457 —_—
2
GrRaY % am
a = 0.07548 mb.._a_r._._c’“f_
P-F ° 2
gm

However, the pressure, sound speed, and Gruneisen parameters do
not agree in the expanded region, Figures2l through23 .

3.4.6 High-Temperature Behavior. At high temperatures
(on the order of 2 ev or above) the electronic contributions
to the LEOS become important. Neither the GRAY nor the P-F
model takes into account the electronic contributions to the
EOS. Thus application of both models to extremely high-temperature

experimental data is questionable.
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SECTION 4

COMPARISON OF THE GRAY, PHILCO-FORD, AND PUFF-V
EQUATION-OF-STATE MODELS FOR ALUMINUM

4.1 INTRODUCTION

A comparison of the GRAY, PHILCO-FORD, and PUFF-V EOS
models was carried out for aluminum. The input parameters used
for each of the EOS models are given in Tables 2 through 4.

4.2 REFERENCE DENSITY

The pressure predicted by each EOS model as a function of
internal energy density for aluminum at reference density is
shown in Figure 14. The pressures predicted by the P-F model
for aluminum at reference density are higher tﬁan those pre-
dicted by either the GRAY or PUFF-V EOS for internal energy
densities above 400 cal/gm. For internal energy densities

above 3500 cal/gm, the P-F pressures are at least a factor of
two above those of GRAY. The PUFF-V and P-F models are in
reasonable agreement for energy densities less than 3000 cal/gm.

In the PUFF~V EOS model, aluminum at reference density
remains as solid as the internal energy density is increased.
The pressure as predicted by PUFF-V is proportional to the
internal energy density with the product of the Gruneisen
coefficient times the density being the proportionality
constant (P = p T E).
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TABLE 2
PHILCO-FURD EOS INPUT PARAMETERS FOR ALUMINUM

! Description Units Value
% Atomic weight gm/mole 26.98 ;
% Normal density gm/cm3 2.71 . é
i Critical temperature K° 8000.00 j
1 c coefficient in liquid ’ %
‘ density equation None 1.8 ;
% d‘goefficient in liquid ?
density equation None 1.75 §
k, parameter in vapor EOS None 0.0 ?
Melting temperature TM K° 932.00 5
Solid ehthalpy at T, kcal/mole 4.291 ?
Liquid enthalpy at Ty kcal/mole 6.838 g
Vapor enthalpy at TM kcal/mole 81.177 g
solid density at TM gm/cm3 2.537 .
Liquid density at TM gm/cm3 2.380 ‘
Boiling temperature TB K° 2736.00 é
Liquid enthalpy at TB kcal/mole 19.466 ;
Vapor enthalpy at Ty kcal/mole 90.149 . i
C coefficient in solid EOS kbar 720.00 %
D coefficient in solid EOS kbar 1313.00 )

S coefficient in solid EOS kbar 2008.00

Gruneisen coefficient in None 2.18

solid EOS
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TABLE 3

GRAY EOS INPUT PARAMETERS FOR ALUMINUM

et o A e ST a2 2ka v ietaanMadd 2t Yy A el

Description Units Value

] Normal volume of solid cm3/gm 1/2.71 3
Hugoniot parameter C cm/usec 0.524 E

Hugoniot parameter S None 1.40 g

i . Lattice gamma parameter Yo None 2.18 %
; Lattice gamma parameter a None 1.70 é
é Electronic energy coefficient mbar cm’/mole deg? 8.7x10™° E
é Melting temperature parameter deg. 1220 g
: Atomic weight gm/mole 26.98 %
? Volume.wyere equations of state cm3/gm 0.4871 %
are joined 3

Excluded volume for vapor phase cm3/gm 0.1956 %
Coefficient of attractive (cm3/mole)2 47. 2

potential for vapor a, i

[FSIRTT

Lirto o nsats Jinll

Mote: For Yom’ 2m’ Ye’ AS, EoH' and €, the normal relations
were used.
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TABLE 4

PUFF~-V EOS INPUT PARAMETERS FOR ALUMINUM é

3

Description Units Value 3

. 3 ¥
Density gm/cm 2.71

C coefficient in solid EOS mbar 0.720

D coefficient in solid EOS mbar 1.313 x

!

S coefficient in solid EOS mbar 2.008 - ;

Gruneisen coefficient None 2.13
E parameter in vapor EOS None 0.1

Sublimation energy mbar 0.3232
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14 Comparison of predicted pressure as a function of
energy density for aluminum at reference density.
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Both the GRAY and P-F EOS models allow aluminum to undergo
a melting phase transition at reference density for sufficiently
high internal energy densities. GRAY predicts the onset of
melting at 200 cal/gm with full melt occurring at approximately
300 cal/gm, while the corresponding values obtained from P-F are
300 cal/gm for start melt and 600 cal/gm for end melt.

The Gruneisen coefficient T = V(aP/aE)v as a function of
internal energy density for aluminum at reference density is
shown in Figure 15. As pointed out previously, the Gruneisen
coefficient in PUFF-V is independent of internal energy and
equal to a constant.

Both the P-F and GRAY EOS models show an increase in the
Gruneisen coefficient during the melting phase transformation
at constant volume. The Gruneisen coefficient during the melt
phase transformation at constant volume is larger than either the
solid or the liquid Gruneisen coefficient at energies adjacent
to the liquid-solid region.

1 For energies above 2500 cal/gm the Gruneisen coefficient in
the GRAY model is equal to the ideal monatomic gas value of 2/3.
The rationale for the decrease in I' to this limiting value is
given in Reference 9.

The sharp increase in the P-F Gruneisen coefficient, which
occurs at 3000 cal/gm, is due to the manner in which the model
is constructed in the liquid phase region. For the liquid region
the pressure is determined by the thermodynamic conditions on
the boundaries of the liquid phase region (see Figure 16). VFor
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Figure 15 Comparison of the Gruneisen coefficient as a func-
tion of energy density for aluminum at reference
density.
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Figure 16 P-V phase diagram with liquid region boundaries

defined by a solid line.

internal energy densities below 3000 cal/gm, pressures in the
liquid phase region are determined from thermodynamic cenditions
on the liquid side of the liquid-solid region (line A, Figure
16) and conditions on the envelope of the vapor-liquid region
(line B, Figure 16). When the internal energy densities are
above 3000 cal/gm, the liquid phase pressures are determined

from thermodynamic conditions in the vapor phase when p = p, ..4:.29
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(Jine C, Figure 16) and conditions on the boundary of the E
liguid-solid region (line A, Figure 16). The construction

of the EOS surface in the liquid region is one of the drawbacks
of the P~F model. There is no sound physical reason to expect a

discontinuous change in the pressure-energy coupling coefficient
for reference density aluminum at an internal energy density of
3000 cal/gm.

TR TS TORC N RN

R T N LT T I

Another thermodynamic quantity which influences the material
response is the sound speed /75375375. The sound speed predicted :
by each model as a function of energy density for aluminum at
reference density is shown in Figure 17. The comparison of K
sound speeds is similar to the Gruneisen coefficient comparison. ?
For a given value of energy density the model that predicts the g
highest sound speed also predicts the highest Gruneisen co-
efficient, while the model that predicts the lowest sound speed
also predicts the lowest coefficient.

T S h e S S v

The P~-F model predicts a decrease in sound speed as
aluminum melts at reference density. The sound speed then

increases as aluminum is heated through the melt region. At

the end of the melting phase transformation at reference density,
the sound speed in the liquid phase is higher than in the melt
phase. Physically this means that the slope of the release

FURTCI PR X SO S LI Y )

adiabat =—| = -(pc)zis discontinuous at both the begin melt
and end melgS

In the GRAY EOS model the sound speed is continuous across

ki
!
~
4
3
M
Y
%
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i
a
H
i

the melting phase transformation and thus the slope of the

release adiabat %%| = -(pc)2 1s continuous at both begin
adiab.

melt and end melt.
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Figure 17 Comparison of predicted sound speed as a func?ion of
energy-density for aluminum at reference density.
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It is apparent from Figures 14 through 17 that the GRAY,
PHILCO-FORD, and PUFF-V ECS models ares in significant disagree-
ment in the predictad values of pressure, Gruneisen coefficient,
and sound speed as a function of energy density for reference
density aluminum. The question which arises is the following:
can the data (total impulse and propagated stress pulse measure-
ments) be used to resolve the differences and choose which EOS
model is more appropriate, or determine a new set of more appro-

priate input parameters?

In order to answer the above question, consider the case of
melt-dominated material response. Assume an EOS of the form

P = f (%_) +pTE
o

where P is the pressure, P is the density, po the reference
density, ' is the Gruneisen-energy coefficient, and E is the
internal energy density. For the linearized problem

= <
p p°(1+€) € 1

the peak propagating stress is given by Reference 13
cT

oy T 6 -
Up = —E-é-—_r—- / E(s)ds (35)

o
where ¢ is the fluence, T the deposition time, ¢ the sound speed,
and E(s) is the normalized energy deposition profile. When

Equation 35 is specialized to a linear deposition profile with

range r
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E(s) = Ej (l - ;), r = range 3

AN Loladies

the peak propagating stress is given by

p [' E
= © o - &t ;
o, = 3 [ 2r] cT ¢ (36a) 1
= P_QL = * f
%p 2ot ct® r (36b)

JEPEERERS

ot Cnddiavd o Rens

where E°'=¢Eo is the maximum deposited energy. If we make the
i additional assumption that the material is removed to half range,
then the impulse has been shown (Reference 2) to be given by

CT

_ T T 2r (37)
1-2—6¢e

In obtaining both Equation 35 and 37 the sound speed ¢ and
Gruneisen coefficient I' were assumed to be a constant. 1In

applying these relations to a case where both ' and ¢ are not

NPT DRI V2 LI I JPF TP RPLT TR 5 O ST OPE L T U DAL IR

3 constant, a more appropriate parameter to use is the effective
or average value of sound speed and Gruneisen coefficient.
These relations (Equation 36 and Equation 37) do provide a

TR RIS TN

useful qualitative way of interpreting the effect of the sound

FENE

speed and Gruneisen coefficient on the peak propagated stress
and impulse for melt-dominated materiel response.

For the data on aluminum taken as part of this program, the

PRSI AN TR P TP TAS TP

deposition time (t), range (r), and fluence (¢) are known to
within the experimental error. The thermodynamic parameters

AL B2 1A T e e a
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which to first order effect the material respcnse are the
Gruneise~ coefficient T and sound speed c¢. From Equation 36
and Equation 37 it is seen that for a given deposition time an
EOS model that predicts a higher value of both ' and ¢ may give
approximately the same value for peak propagated pressure

and impulse as a model that predicts a lower value of both

I' and c.

For aluminum the PHILCO-FORD EOS generally predicts the
highest value of Gruneisen coefficient (Figure 15) and
sound speed (Figure 17), while the GRAY EOS model generally
p-edicts the lowest value of both ' and c. In general the PUFF-V
EOS model gives intermediate values of I' and c¢. A larger value of T
alone tends to give a larger predicted value of peak prowagating
stress (Equation 36) and impulse (Equation 37). However, .
larger value of c tends to give a lower predicted value of
peak propagating stress and impulse. The two effects tend to
compensate since a higher Gruneisen coefficient combined with
a higher sound speed (Equation 36 and Equation 37) may give
approximately the same value of peak propagating stress and
total impulse as a lower value of both I' and c.

Thus we see that from measurements of peak propagated stress
and total impulse alone it is difficult to resolve the differences
between the EOS models and choose which EOS model is more appro-
priate. It may be pointed out that Equation 36 and Equation 37

- are most applicable to melt~dominated material response. The
i differences in the predictions of each model for the high fluence
data are discussed in the next section. As the peak stress propa-
gates it will be attenuated, due to hydrodynamic attenuation.
This attenuation tends to bring the predictions of the EOS models
closer together. 1In other words, the model that predicts the
higher peak propagating stress generally predicts a larger hydro-
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dynamic attenuation near the front surface.
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4.3 CRITICAL DENSITY

PRE LT - TETETS AR RIS LR

A comparison of the GRAY, PHILCO-FORD, and PUFF-V EOS models
was also carried out for aluminum at a density of 0.6 gm/cm3

Ay N L gt

which is near the critical density. The results of the com~
parison are shown in Figures 18 through 20.

Both the GRAY and PUFF-V EOS models only allow for the vapor
phase to exist at this density. The PHILCO-FORD EOS model does
include the vapor-liquid mixed phase region of the phase plane .

BRRPPE STV PNE A7) 2 LIRS T W

and allows the material to be a liquid or a mixed phase (vapor-
liquid) act this density (0.6 gm/cm3). In the PHILCO-FORD model
the dividing line between a liquid and vapor is p = p

critical
{(see Figure 16). The critical density for aluminum has not

DRSS YTIRIA: I TR P LA ST R R AL U

been experimentally determined but is on the order of 0.5 to 0.7
i gm/cm’. The PHILCO-FORD EOS model predicts a critical density

., i, 3

X of 0.56 gm/cm”.

For a given eneryy density the PHILCO-FORD EOS model
predicts a larger value of pressure (Figure 18), Gruneisen co-

3.?
!
i

efficient (Figure 19), and sound speed (Figure 20) than either
the GRAY or PUFF-V EOS models. Of the three models the GRAY EOS
model always predicts the smallest value for the three quantities

RYFLL LS

compared. The PUFF-V EOS model predicts values that are inter-
mediate to the other two models.

For energy densities above 3000 cal/gm the PUFF-V and
PHILCO-FORD EOS models are almost equivalent. Not only do the
models predict approximately the same value of pressure and
pressure-energy coupling coefficient for the same internal energy

density, but the slopes of the release adiabats égl = -(pc)2
v adiab.
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i
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are also approximately the same.
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Figqure 18 Comparison of predicted pressure as a function of
energy density for aluminum at a density of
p = 0.6 gram/cm3.
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Figure 19 Comparison of Gruneisen coefficient as a function
of energy density for aluminum at a density of
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{ E The GRAY EOS model predicts significantly lower pressures
3 than either the PUFF-V or PHILCO-FORD EOS models.

4.4 EXPANDED DENSITY

Sad ot

2 A cowparison of the three EOS models was carried out for

¥ aluminum with a density of 0.3 gm/cm3. This density represents

M

approximately a 9 to 1 expansion of aluminum from its reference

: density condition. The results of the comparison are summarized

s in Figures 21 through 23. The comparison follows the general .
" trend of the two previous comparisons at a density of 0.6 gm/cm3

and 2.71 gm/cm3. For a given energy density the PHILCO-FORD EOS

model predicts the largest value of pressure, Gruneisen co-

efficient, and sound speed while, of the three models, GRAY

: once again predicts the lowest value for the three quantities

T T

SHDk DI arila » L L aBANP S AT s e e 2R

investigated.

Db Pt b ad R S i A e A

For energy densities above 3200 cal/gm the predictions of
the PUFF-V and PHILCO-FORD models are almost i”:ntical. For a
given energy uensity greater than 3200 cal/gm, the pressure and
pressure~energy coupling coefficient predicted by each model are
approximately the same. Since the models also predict identical
sound speeds, the slopes of the release adiabats %%| ‘ =-(pc)2)
are also the same for bcth of the models. adiab.
The only difference between the two models is in the mixed phase
liquid-vapor region of the phase plane.

Lronduans,

4.5 SUMMARY

IR A U A P

In general, for a given density and internal energy density,
the PHILCO~-FORD EOS model predicted higher valwes of pressure,
Gruneisen coefficient, and sound speed than either the PUFF-V
or CRAY EOS models. The GRAY EOS predicts lower values of these
quantities for almost all of the range of densities and internal

i energy densities investigated.
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By examining Figures 18 through 20 and Figures 21
through 23, it can be concluded that in the case of aluminum
for densities less than 0.6 gm/cm3 and energies greater than
3200 cal/gm the PUFF-V EOS model and the PHILCO-FORD EOS model
are approximately equivalent.

The comparison of the three EOS models did point out some
significant disagreement in the predicted values of pressure,
Gruneisen coefficient, and sound speed, especially for reference
density conditions. It was concluded that it is difficult to
resolve the differences between the EOS models and choose which
EOS model is more appropriate from measurements of peak pro-
pagated stress and total impulse alone. The differences in the
models tend to be self-compensating (see Section 4.2). It is
now possible to design special experiments to resolve some of
the differences.
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| SECTION 5

COMPARISON OF THE EXPERIMENTAL
DATA WITH EXISTING EQUATION-OF-STATE MODELS

T T Y R R

The objective of this program was to investigate the ;
radiation-induced response of aluminum for cases where a signi-

ficant portion of the blowoff material was in the mixed
liquid-vapor phase. Figure 24 gives the deposited energy as a
function of depth in aluminum for the highest fluence condition

A riaNs Pl

obtained as part of this program. Overlayed on this deposition
profile are the depths of the various phase regions as

determined from the atmospheric values of enthalpv for begin
melt, complete melt, begin vaporization, and complete
vaporization. As can be seen from Figure 24, the amount of
material that passes through the mixed liquid-vapor phase is a
large fraction of the material that is removed; (removal depth

e T hod e T e A e AT e had W e e S i

is approximately equal to the melt depth). It must be noted
that Figure 24 uses the atmospheric values of the enthalpy for
the phase transformation, and instantaneous deposition. The
actual experimental results are for a finite deposition time
and the pressures in the heated region are greater than one
atmosphere when impulse is being generated. However, if the
results of the numerical calculations using the PHILCO-FORD EOS
model (the only model studied that contained the liquid-vapor ;
region) are examined, we find that Figure 24 provides a conser-
vative estimate of the amount of material which passes through

the mixed liquid-vapor phase region.
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Figure 24 Depths of various phase regions in aluminum for
highest fluence condition.
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For the conditions given in Figure 24 approximately 60

,
NS

s

percent of the blowoif material is in the liquid-vapor state.

2 and the mean electron

If the fluence is dropped to 100 cal/cm
4 energy and average angle remains the same as Figure 24;

approximately 60 percent of the blowoff material is still in the

PRIPFINY PLTS AL A

liquid-vapor state. This percentage drops until for a fluence
. of 42 cal/cm2 only a small fraction of the blowoff material is
; in the liquid-vapor state.

1 ’ Thus for the experimental data taken at fluences above ¢
, 100 cal/cmz, significant amounts of the blowoff material are in
the liquid-vapor phase region. For the condition given in

3 Figure 24 the peak pressure in the heated region is on the order
of 260 kbar and this pressure occurs at a depth of approximately

0.017 cm. The maximum pressure of aluminum in the liquid-vapor

1 state is on the order of 4 kbar. Thus w+ see that the material
' whicu had the peak pressurz of 260 kbar must expand until its

TP TR VR IT P IIVITL NVS WIS TRSEAN

pressure has dropped to at least 1 kbar before it enters the
liquid-vapor state. Since 4 kbar is only 1.5 percent of 260

Lo ia Hak bt a il

kbar there is some question of the importance of the mixed
liquid-vapor phase in determining the material response. For

- 2
the experimental data taken at fluence on the order of 50 cai/cm

the peak pressure in the heated region is approximately 80 kbar.

PO ST L DR

vapor state is only 5 percent of the pressure due to direct
energy deposition. Thus we see that the material response of
aluminum for energy loading conditions for which a significant

3 Even at this lower fluence the maximum pressure of the liquid-
1
portion of the blowoff is in the liquid-vapor state at relatively

PRI WU DO S e

4 low pressures may not be dominated by mixed phase (liquid-vapor)
effects, since the maximum pressure of the liquid-vapor state
is only a few percent of the maximum pressure due to direct energy
i deposition.
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The impulse data are presented in Figure 25 as a functicn
of fluence. Also included in Figure 25 is the linear £luid

model expression for impulse. The expression is included in
Figure 25 to remind the reader that each impulse measurement
has its individual set of loading conditions (e.g., mean electron

energy, average angle of incidence, fluence, and deposition
time) on which impulse generation may depend. Therefore, a plot
of impulse versus fluence for the electron beam data does not
give a valid representation of the scatter in the data, and such
graphs can only be used to present general trends.

The mean electron energy of the flagged data point in
Figure 25 was 620 keV and thus should not be considered with
the other dsta points.
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A comparison of model predictions with impulse data,

LIRS T T T

generated in electron beams, must be done on a point~by-point
basis since each impulse measurement has, as mentioned before,
its individual set of loading conditions. From the impulse data

ERTOI N AN

shown in Figure 25 several representative data points were

selected for a shot-by-shot comparison with the theoretical

predictions using the PUFF-V, LINEAR-FLUID, GRAY, and PHILCO-FORD E
1 EOS models. The data points selected are the filled-in points
f in Figure 25 . The selection of a particular data point was

-

IRV PR TP

based on the confidence of the experimentalist in the data point ;
and in obtaining data points that spanned the range of peak %
doses for which data existed.

The machine diagnostics were used, as described in Refer-

[ v

ence 2, to obtain the energy spectrum, mean angle of incidence
of the electrons, fluence, and effective deposition time. A

Monte Carlo elecircn transport code was then used to calculate
the deposition profile which was used in the hydrodynamic code

J Y

[N X Ve W,

calculations with various EOS models.
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Figure 25 Impulse fluence for aluminum--mean electron energy:
200 to 402 keV.
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The experimental data were compared with the prediction
which used the PUFF-V, LINEAR-FLUID, GRAY, and PHILCO-FORD EOS
models. For the theoretical predictions each of the EOS models
was combined with a one-~dimensional Lagrangian finite~difference
code (PISCES 1DL).

The LINEAR-FLUID model is given in Reference 2 and .
summarized in Table 5,

TABLE 5

LINEAR-FLUID CONSTITUTIVE RELATIONS FOR ALUMINUM

P = 0.755 + 0.405u% + (2 + 2u)E, p > 0
P = 0.75u + (2 + 2u)E, <0
where
i L8 -,
u po

The input parameters for the PUFF-V, GRAY, and PHILCO-FORD EOS H
model are given in Tables 2, 3, and 4 respectively. A

von Mises yield model was used with Y, = 2.78 kbar. The shear
modulus was 277 kbar and the spall strength was -13 kbar. Both
the shear modulus and spall strength decrezsed linearly with é
internal energy density and approached zero as the internal é
energy reached the enthalpy required to reach the melting point ;
at one atmosphere.
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The phase regions described by each EOS model are given in
Table 6. It is noted that only the PHILCO~-FORD EOS model
attempts to describe all five phase regions (solid, solid-liquid,
liquid, liquid-vapor, and vapor). The results of the comparison
of the impulse data with the predictions of the four EOS models
are summarized in Table 7 and Figure 26.

In Figure 26 the error bars for each data point have been
retained. As the fluence increases the uncertainty in the data
also increases. The main source of uncertainty in the high-
fluence data is the uncertainty in the irradiated area. For the
electron beam tests impulse and fluence are not measured directly.
What is measured is the total energy in the beam (H) and the
total momentum imparted to the sample (AMV) by the material that
is removed. The fluence and impulse are then determined by
dividing by the irradiated area A (i.e., ¢ = H/A and I = AMV/A).
For a given mean electron energy the total electron-beam-machine
output in calories (H) remains reiatively fixed.. The fluence is
adjusted by using the area which gives the desired fluence,
¢ (A = H/¢). The data, which were taken at higher and higher
fluences, are obtained by continuously reducing the area. At
the high-fluence levels a relatively small uncertainty in the
absolute value of the irradiated area can give an extremely
large percentage uncertainty in impulse and fluence. The
dependence of impulse and fluence uncertainty on the uncertainty
in area of irradiatior (uncertainty in crater radius) is shown
in Figure 27. The area of irradiation for the high-fluence
data was < 1 cmz. From Figure 27 we sce that an error of only
1 mm in determining the crater radius leads to an uncertainty of
approximately 35 percent in the fluence and impulse. The obvious
solution to the problem is to use larger areas of irradiation
while maintaining the same fluence. With the insta.lation of
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TABLE 6

PHASE REGIONS DESCRIBED BY EOS RESPONSE MODELS
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Solid- Liquid_

Solid Liquid Liguid Vapor ;
q q P Vamr ;
PUFF X ;

LRy AL A

X
PHILCO-FORD X X X % % )
GRAY X X X .
LINEAR FLUID X X ;
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Figure 26 Comparison of predictions of various EOS models with
experimentally observed impulse in aluminum for peak
doses from 300 cal/gram to 3800 c¢al/gram.
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an external-magnetic field beam-vontrol technique on the Pulserad
Mod2l 738 (the electron beam machine on which the data for this

11
DY PN TETRNE N oY

Lot T s

% report were taken), the desired iarger areas have become avail-
able. The lines in Figure 26 are only meant to point out general

trends in the comparison. As can be seen from Figure 26 the

RNV

PHILCO-FORD equaticon-of-state model gives the best representation
of the data.

In Figure 26 the predictions of the PUFF-V and LINEAR-FLUID j
ECs have reen combined, since the impulse predictions of the two )
3 models for each data point examined are almost identical (Table
7). As shown in Table 6 the LINEAR-FLUID model does not :
contain provisions for treating the vapor expansion as does the j
PUFF-V model. The equivalence of the predictions of the two '

4 Dt Ul gy IO adaths A

; models for peak doses less than 2600 cal/gm is not surprising
since it was shown in Reference 2 that the impulse is expected J

to be melt-dominated for peak dose up to 2600 cal/gm. However,
the PUFF-V EOS model, which includes a vapor state, and the
LINEAR-FLUID EOS model, which does not, predict approximately
the same impulse for peak dose up to at least 3800 cal/gm. Thus

i (Kt

2w ) At aY RN Yer,

X Y S AT TP 5 T

we see the first evidence that even for a peak deposited energy
of 3800 cal/gm, which is above the enthalpy needed to completely
vaporize aluminum (3341 cal/gm) at one atmosphere, the impulse

is not dominated by liquid-vapor effects. Instead, the impulse :
production seems to be dominated by the behavior of the EOS of 1
aluminurm in the liquid reginn of the phase plane (Figure 16).

RPN

For a mean electron energy on the order of 300 keV and
e ]
fluences of less than 100 cal/cm“ the GRAY and PHILCO-FORD ECS
models predict approximately the same value of impulse for the

et le anenrceneiii

-

same energy loading conditions. Above a fluence of 100 cal/cm2
the predictions of the GRAY model are below those of the PHILCO-
FORD model. The difference in the predictions of the two models

ERTRT TN PR

YREY RN WIS T I
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becomes larger as the fluence increases. For the highest fluence
condition considered (211 cal/cmz) the prediction of GRAY was

19 percent below that of PHILCO~FORD, The difference in the
impulse predictions of the two models tor fluenceas above 100

cal/cm2 is probably due to the large differences between these
two EOS models in the liquid region.

To investigate the reasons for the differences in predicted
impulse between the two models, release adiabats from reference
density were obtained for aluminum. The release adiabats from
reference density with initial energy densities of 300 cal/gm,
1000 cal/gm, and 2000 cal/gm are shown in Figures 28, 29, and
30. The jump-off velocity shown in each figure is indicative
of the impulse produced by each model as the material expands.
The jump-off velocity is given by

P
w - [ )
o adiab.

From Figures 28, 29, and 30 it is apparent why the two models
disagree in the value of predicted impulse for peak deposited
energies greater than 1600 cal/gm. The jump~off velocity and
the area under the p-v curve (energy converted to kinetic energy
of motion) are approximately equal for the 300 cal/gm and 1000
cal/gm release aciabat. However, for the 2000 cal/gm release
adiabat, the jump-off velocity and the area under the p-v curve
for the PHILCO-FORD model are significantly larger than the jump-
off velocity and the area under the p-v curve for the GRAY model.
Thus, at an energy density somewhere between 1000 cal/gm and
2000 cal/gm the predictions of the two models should start

disagreeing. The .umerical comparison of the models places the

onset of this disagreement to between a peak deposited energy of

1600 cal/gm and 2500 cal/gm for a mean electron energy on the
order of 300 keV.
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reference density and an initial energy density of
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The PUFF-V EOS model predicts lower values of impulse than
the PHILCO-FORD model for all the conditions considered. For
the energy loading conditions obtained in this program the PUFF-V
EOS model predicts lower values of impulse than the GRAY EOS
model for fluences less than 155 cal/cmz. For fluences above
155 cal/cm2 GRAY predicts lower values of impulse than PUFF-V.

The agreement of the predicted impulse for the LINEAR-FLUID
and PUFF-V EOS models for all the data considered was the first
indication that the impulse is not dominated by liquid-vapor or
vapor effects for deposited energies up to 3800 cal/gm. Another
indication was that for all the cases considered numerically,
impulse production ceased when the material spalled. This was
independent of the EOS which was used when the nominally recom-
mended input values for the EOS models were used (Table 2
through 5),

The largest impulse delivery time, according to the numerical
calculations, was 117 nanoseconds {approximately three times the
deposition time) and was obtained with the PHILCO~FORD model for
the 211 cal/cm2 (peak dose 3800 cal/gm) data condition. The
impulse delivery time for materials such as SC-1008 which have
vapor-dominated impulse for comparable energy loading conditions
is on the order of a few microseconds (Reference 14).

In order to investigate which region of the phase dominates
the material response behavior, the 211 cal/cm2 data condition
was examined in more detail with the PHILCO-FORD EOS model. The
peak deposited energy for this condition is approximately 3800
cal/gm. Figure 31 shows the release adiabat from reference
density for aluminum with an initial energv density of 4000 cal/gm
using the PHILCO-FORD model. As the material expands it does .
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the Philco-Ford EOS model.
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- enter the liquid-vapor state but at an energy density of approxi-
f mately 2000 cal/gm and a pressure of 1.3 kbar., Thus we see that
the liquid-vapor region of the phase plane does not dominate the
release adiabat behavior. Instead the release adiabat behavior

is dominated by the behavior of the material in the liquid phase.
As used in this report the term liquid phase denotes the region
of the phase plane denoted as liquid in Figure 16. At the

extreme pressures and energy densities in which we are interested,
the terms liquid and wvapor lose their significance. It is more

appropriate to refer to a region of the phase plane.

200 & AN AN 0 DR AR W BN (5 St T e RS N O

N SN

The hydrodynamic code calculation for the 211 cal/cm2

condition using the PHILCO-FORD model provides additional
information on the importance of the liquid-vapor state. Accord-
ing to the calculation at a time of 51 nanoseconds after irradia-
tion begins (deposition time is 46 nanoseconds) all the material
except for the first zone in the calculation is in the liquid,
liquid-solid, or solid state. The delivered impulse is

7.63 kilotaps. This is to be compared with the total impulse of
9.29 kilotaps for an infinite time., Thus we see that at least

82 percent of the impulse is delivered while the material is in
the liquid, liquid-solid, or solid state. The maximum internal
energy density from the calculation is approximately 3100 cal/gm
since the material near the front surface expands significantly
during the deposition time. Thus we see that, according to the
PHILCO-FORD model, the impulse production seems to be dominated
by the behavior of the EOS of aluminum in the liquid region of
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the phase plane (Figure 16).
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The GRAY EOS model contains a parameter ay, the coefficient
of attractive potential for the vapor, which can be adjusted to

! evaluate the importance of the vapor and of having a good

equation of state in critical region.* As suggested by Royce,

E a, in GRAY was reduced by a factor of 3. The reguced a, was

} used to calculate the response of the 211 cal/cm” condition. 5

The total impulse increased from 7.59 kilotaps to 11.6 kilotaps
which represents an increase of 53 percent in impulse by decreas-
ing ay by a factor of three. This seems to indicate that a good

equation is required in the critical region. However, it must -
be kept in mind that the definition of a vapor in GRAY is the

condition that the specific volume V > 1,32 Vo’ Also GRAY with

the nominal value of ay predicts much lower pressures than the

other models (Figures 14, 18, and 2l1). Another interesting

phenomenon occurs for the 211 cal/cm2 condition when ay is

reduced by a factor of three in the GRAY EOS. A double wave

structure develops in the propagated stress pulse. The develop-

ment of the double wave structure is shown in Figure 32. The

upper portion of Figure 32 is for a time of 51 nanoseconds after

e 1 E

the start of irradiatior. The normal compressive pulse is
followed by a strong rarefaction which is followed by another

EEN HEALIIIRTY S AT

AL

compression-rarefaction wave. The first strong rarefaction
moves into the body and causes a spall to develop in the
liquid-~solid phase; (note that the spall strength was set equal
to zero for material in the liquid~-solid phase). The second

I PSRN, X3

YN

compressive pulse recompresses the spalled material and then
propagates into the sample (lower portior of Figure 32).

The question which immediately arises is the following: 1Is

LS IVER LAV T RIS KPP UL PPy

there any experimental evidence of the existence of the double
wave structure discussed above? Several lassr interferometer
measurements were made with thin aluminum samples (30 to 50 mils)
bonded to a l-inch thick buffer of GE type 151 fused silica. A

*
This is suggested by Royce in Reference 10.
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Figure 32 Development of the double wave structure, GRAY EOS.
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reflecting surface was put on the fused silica by vapor depositing
aluminum on the front surface of the fused silica which was then

Sttt N ¥

bonded to the aluminum. The interface velocity was then
monitored with the laser interferometer. The electron beam

machine diagnostics were not complete enough to allow a detailed f
reduction of the data. However, the laser interferometer data 5

Lo hai®

are interesting. One of the reduced traces is shown in Figure '
33. There are two distinct peaks in the stress-time profile.
All of the interferometer data *taken at the high fluences show

evidence of the second peak in stress time, The second peak
was generally of larger relative amplitude than shown in
Figure 33 and occurred at a time such that the second pulse
could not be explained by the reverberation of the initial
stress pulse within the sample. The separation in time of the
two peaks was approximately the same as predicted by the
numerical calculations. While the experiments are not

definitive, they do provide some supporting evidence of the
existence of the double wave structure.
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The Chart D Analytic Equation of State, Reference 15 has
not been included in the conparisons. This EOS model is a

P et A ALl Ny

multi-constituent model which may provide a reasonable alterna-
tive to the EOS models considered in this report.
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1 SECTION 6 :
? CONCLUSIONS

Ao w

The objective of tais program was to experimentally and
2 theoretically investigate the radiation-induced impulse and :
: stress generation characteristics of aluminum for cases where a
significant portion of the blowoff material was in the liquid-

vapor state.

Experimental data were obtained in the laboratory for con- 3
ditions in which significant amounts of the blowoff material
were in the liquid-vapor state. Impulse measurements were i
obtained with a ballistic pendulum for peak doses up to 3
3800 cal/gm. Manganin gauges and the laser interferometer were :
used to obtain stress time records adjacent to the region of k

energy deposition. ;

L DU OPIRPY )

The PUFF V, GRAY, and PHILCO-FORD equation-of-state models
were compared for aluminum. The experimental data were compared
with the predictions of these equation-of-state models plus the
LINEAR-FLUID model. The PHILCO-FORD equation~of-state model
gave the best data representation. The PUFF V model and the
LINEAR FLUID model were found to give approximately the same
) results for the same input conditions.

b
2
2
]
4
2
N
K
n
3
Y4
]
3
al
)
5
j
¢
1
]
"
1
®
5
7]
:

Examination of the comparisons of the data with the
equation-of-state models provided evidence that the material

response of aluminum for the energy loading conditions obtained
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in this program, in which a significant portion of the blowoff
was in the liquid-vapor state at relatively low pressures, was
not dominated by mixed phase (liquid-vapor) effects. This was

because the maximum pressure of the liquid-vapor state is only a

few percent of the maximum pressure due to energy deposition.

The impulse in aluminum for the experimental conditions obtained

in the program seems to be dominated by the behavior of the
equation-of-state of aluminum in the liquid region (see
Figure 16 for definition of liquid region) of the phase plane.

The laser interferometer data for the high-fluence condi-
tions and the predictions of the GRAY equation-of-state model
suggest the possible existence of a double wave structure in
the propagated stress pulse. This phenomenon was attributed to
the recompression of the liquid layer by the overlying vapor
layer after the initial drop to zero pressure in the liquid.

With the installation of an external-magnetic-field beam-
control technique on the pulsed electron beam accelerators
larger areas and higher peak deposited energies have become
available. The larger areas will lead to smaller error bars on
the data (Figure 26) and longer one-dimensional read times.
Specially designed experiments could be used to investigate the
questions which remain unanswered after this program. Some of
these remaining questions are

a. 1Is the pressure-energy coupling coefficient of
reference density aluminum at internal energy
densities above 2500 cal/gm 0.67 as predicted by GRAY
or ~2.5 as predicted by the PHILCO~FORD model?

b. Does the doubie wave structure really exist for
high enough fluences?
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c. Can the melting and vaporization phase
transformations really occur on the tens of

§ nanosecond time scale and what is their effect
on the material response?

d. What is the equation of state of aluminum
around the critical region?

This program has concluded that the material response
obtained on solid aluminum wis not dominated by liquid-vapor
effects. However, this is not expected to be the case for

TYTEACE

porous metals. In the case of porous metals the material
response may be dominated by the behavior of the material in
the liquid-vapor regime. The importance of this mixed phase
region will increase as the porosity increases. Thus, if the
material response of porous metals is to be understood, a well
planned theoretical and experimental investigation to determine
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£

the equation of state of metals around the critical region must
be carried out.
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APPLICATION OF CALORIMETERS AND FARADAY CUPS
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AS FLUENCE DIAGNOSTICS
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The two most commonly used devices to diagnose the total
encrgy deposited in targets by electron beams are the total
absorbing carbon calorimeter and the Faraday cup charge collector.
The topic of this discussion is not to discuss their designs but
to point out benefits and disadvantages of both devices.

Segmented calorimeters provide the experimenter with the
most reliable existing gauge of fluence uniformity. The segments

have been made small enough to fit many into irradiation areas
which are typical of today's electron beams. Assuming that all

the incident beam energy is deposited in the calorimeter, this
device becomes a useful tool in neasuring the incident fluence
and its spatial distribution provided the deposited energy stays
in the calorimeter long enough to communicate the accompanying
temperature rise to the attached thermocouples. Since the
thermocouples must be attached cutside the energy deposition
region, the calorimeter is usually slow to reac:. Thus, if a
fraction of the deposited energy is suddenly removed before its
temperature rise is "sensed" by the thermocouple, the resulting
fluence map will be misleading.

Open~shutter photographs of attempted high-fluence measure-
meants using segmented graphite calorimeters (Figure A-1) as well
as active area erosion suggest that (hot) material is removed
during fluence measurements for which the graphite sublimation
energy and/or spall strength is exceeded.

Neglecting removal by spallation (which may be aggravated
by moisture absorbed in the porous graphite), vapor blowoff from
the active area of a calorimeter is capable of carrying away
substantial energy which cannot be communicated to the thermo-
couples monitoring temperature changes in the calorimeter array.
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Graphite sublimation energy appears to be approximately
1500 cdf/gm. Whenever graphite calorimeters are used to measure
3 fluences in excess of that dose, the measured fluence is likely
k to be less than the deposited. The following example illustrates
the extent of the under measurement for dose§ in excess of

1500 cal/gm.

af. v gt MR R €6 @0 Lot e e R PR

22 e

The typical normalized peak dose, Egax' for beams with mean

electron energy of 260 keV is 26 cal/gm/(cal/cmz). With a

A

IR

graphite sublimation energy, Eg,, of 1500 cal/gm, the deposited

(o]

] fluence, ¢Dep' fcr which graphite just begins to vaporize is ;
;

B

_ sub _ 1500 _ 2 3

¢Dep = E_i'n'a_i = "‘23—‘— 58 cal/cm :jj

1

Thus, for deposited fluences less than 58 cal/gm2 (at 260 keV)
the graphite calorimeter can be expected to measure all of the

deposited fluence.

Figure A~2 illustrates the situation for deposited fluences
above 58 cal/cmz.

NS G T i A

In this case, graphite will be removed by vaporization to a
depth, r, at which the dose is 1500 cal/gm--i.e.,

M
E
g
]
1
:
i
3
E

= ¢

pep EolT)

Esub

The area under the non-normalized depnsition profile is the

deposited fluence. The deposited energy corresponéing to the
unshaded area in Figure A-2 is carried away by the vaporized

material. The remaining energy (shaded area) is communicated to
thermocouples which monitor each block of the array (Reference 1l).
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Figure A-2 Deposition profile with peak dose greater than Ecub
(graphite sublimation energy).
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From the geometry in Figure A-2,
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so that the apparent fluence measured in the calorimeter is

EIRNTIY S

2
PR(Egp,)
Max

1 2
¢Meas = 3 p(R'r)ESub = for ¢Dep > 58 cal/cm

20pep Eo

s LPLYU

In general, graphite calorimeter fluence measurements per-
formed with beams typified by a 260 keV mean electron energy will

results in measured fluence.

2
¢Dep’ for ¢Dep < 58 cal/cm

PRSP ICOTTL PLAARPP LLPY LS, SV N SV E TP 8 LI, NI . L1 TS

2

PR(ES )

Max
26505 Eo

ub

PLEAS

2
Meas . for ¢Dep > 58 cal/cm

PN VEN LR

The measured fluence is plotted against deposited fluence

a2 BAET ah AW L a0

in Figure A-3 for mean electron energies of 220, 260, and 300 keV.
The maximum in each of the three curves identifies the critical

deposited fluence beyond which calorimeter graphite is removed
by vaporization. Thereafter, measured fluence decreases with

increasing deposited fluence.
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Frqure A-3 Graphite calorimeter fluence versus incident fluence.
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As mentioned earlier, the 1500 cal/gm limit is an upper
bound beyond which graphite calorimetry should not be used.
2 Front-surface spall and the eruptive effect when moisture within
ii the graphite pores changes phase suggest that graphite calori-
meters may not be accurate above 1000 cal/gm.

A
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Although this limitation is disappeinting, the graphite
calorimeter is none the less a useful tool for low-dose work.

N il

It 1s still the only diagnostic capable of quantitative spatial
resolution of the deposited energy. Furthermore, since calori-
metry data is fast to reduce, it provides on~the-spot fluence
data during the course of an experiment.

LEY AL Dot LB, o A R

Measurements of the total beam energy under high-dose con-
ditions are performed using the outputs of the diode voltage
monitor and a Faraday cup as detailed in Reference 1. Integra-

tion under the power curve yields the to*+3al beam calories de-
posited in the Faraday cup

AL UAA A B A

B o= e V0 Ipe(t) at

Because the Faraday cup measures current, it is insensitive

£d N it w3 ARAT S wens - MRS 2ttt 2Rt

to vaporization or front-surface spall of its collector. The
penalty, in this case, is the lengthy and tedious process of

converting oscilloscope traces into power curve integrals.

The disadvantage of both the carbon calorimeter and the
{ Faraday cup techniques is that neither accounts for the energy

PSR, S INTR-RLOFIR N L 7 U PR T
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back~scattered out of the measurement device. Tne remainder of
this section will be devoted to methods of accounting for the

TIPS FIATLAL PRI

back-scattered energy, at least, to a reasonable approximation.
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It will be argued later that the waveform (shape) of the

incident current is similar to the current absorbed by the

3 Faraday cup. This circumstance makes the input to the Monte
é- Carlo electron deposition code not an unreasonable cne even in
13 view of backscatter. The input requires only the current time
s dependence, not its abhsolute magnitude, in addition to the

accelerating voltage waveform and the mean incidence angle of

SRR

the beam electrons. In short, the code "sees" a primary current

pca Ll

waveform (from the Faraday cup) not unlike the (unmeasured)
incident primary current, together with the voltage histoxry which

VIR T ST TNRPE Y Sr NUPIP SR L ICST NOIIR  RASRS SO}

accelerated the (unmeasured) incident primary current. 1In y
addition to its main function of calculating the energy depo-

sition profile, the code calculates the fraction of incident k
energy back-scattered, <8>r' as well as the percent of incident '
electrons back-scattered, <a>,., Both <a>. and <B>, are given 3
as averages over the entire beam pulse. Figure A-4 demonstrates 3

that both quantities have weak dependence on mean electron
energy but strong dependence on the mean incidence angle of the

TR R §

beam electrons in the range of interest for this program.

Since calorimeters measure tne absorbed energy over the
entire pulse, the pulse-averaged <8>1 is appropriate and the

PETRTEYINY | Y NLP, TRV

back-scatter correction is trivial once the mean incidence
angle is known. If Hinc is the energy incident or a calorimeter,

-% H,,y+ the absorbed and H_ ¢ the back-scattered energy, then

UPLE, 1 W TR CLES N T S TR

= + H
Hmc Hcal ref - 4
5
.]
H i
- ref v
B> EF R f
inc F
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Figure A-4 Backscatter in graphite, 205 < <E> < 434.

Figure A-4 Backscatter in graphite, 205 < <E> Z 434.
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so that

Hine = 1B .

Knowledge of the mean incidence angle defines <8>T (see
Figure A-4) and the back-scatter correction is completed.

Since the voltage time history of the back-scattered
electrons is unknown, a <B>T -correction cannot be applied to
the power curve integral. However, an attempt can be made to
account for backscatter using the fracticn of electrcns back-
scattered.

V(t) in the power curve integral needs no correction since
it already describes the accelerating voltage of the (unmeasured)
incident primary current. The inadequacy arises when the primary
current absorbed in the Faraday cup, IFC(t)' is used in lieu
inc(t)' If Iref(t)
represents the current associated with the back-scattered electrons,
then

of the unmeasured incident primary current, I

Iine(t) = Ipclt) +1I (t)

inc ref

where each of the three currents could have a different time

dependence. If a(t) is the fraction of incident electrons
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reflected at any time, t, in the beam pulse, then

I (t) dt
alt) = I?ef
inc

and

]
A
g
3
)
i
3
-
1
k|
i
-
:%
i
v
d
:
:

Iinc(t) = IFC(t) + aft) Iinc(t)

ESVITL V)

where

In~(t)
FC
Linc(t) = 15087

This general statement is still not useful since only IFc(t)
is known from the Faraday cup measurement.

If it can be shown that y(t) is reasonably constant over
the beam pulse, the backscatter correction is made possible by

YR L 12 TIEARMIVAVC AT T IERIDNN,. 5 L17 KT ST P AN TP CT VR PIE 11 O L0 X I Y FOpS Sy

using

. a{t) = constant = <a>T

IFC(t)

1 _ 1
inc 7.I86 J V(B Ijpclt) dat = 4.186,/.v(t) 1-<a>_ at

-
I
EAPRFIFRASLE AT W SR TS ST TEEY VS SN ITe

Y NS SRR T TTRE

- 1 ./’
I, = V() I__(£) dt
ine 4,186 (1-<a>)) Fe e
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A constant g (t) requires that the three currents Iinc(t)'
IFC(t), and Iref(t) all have the same waveform and differ only
in amplitude. The similarity of time dependence {(shape) cannot
be directly verified since Ij,.(t) is not measured at the Faraday
cup location. However, the unmeasured incident primary current,
Iinc(t)' is generated in the diode where the diode current is
monitored by a B-probe (Reference 1l). Figure A-5 illustrates
that the current absorbed in the Faraday cup, Ip-(t), has a
shape similar to that of the diode currents which is the initial
shape of the incident primary current, Iinc(t). Since even the
oscillatory structure is the same in the two waveforms, it is
reasonable to assume that (to a good approximation) the diode
current changes only in amplitude and beam front erosion as it
propagates toward the Faraday cup to become the unmeasured
Iinc(t)' Thus, a(t) appears to be very nearly constant over the
beam pulse and

_ 1
Hine = 77196 (1-?a>1)fV(t’IPc(t) dt

becomes a reasonable backscatter correction provided the mean
incidence angle of the beam electrons, <6>, is known in order to

define the appropriate <a>_ in Figure A-4.

T

Reference 3 gives an expression of <6> in terms of the

primary beam current, I its relativistic By and the current

PR’
neutralization factor, (1-fm), defined as the ratio of net to

primary current amplitudes. The equation, derived from magnetic
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pressure balance, is

"
tan® <6> =

The backscatter correction given above complicates matters
since now

2 . . .
whereby the tan“ <¢> expression becomes one equation in two
unknowns--i.e., <8> is needed to define <a>. and <a>, is needed
to calculate <6>,

The only recourse is to adopt an iterative procedure taking
advantage of the fact that tan2 <8> is a slow-varying function

of <a>_.
£ T

The backscatter corrections descyribed in this appendix were
applied to the data taken as part of this program.
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LASER INTERFEROMETER SYSTEM
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SECTION B-1
LASER VELOCI METER

The Physics International laser interferometer system is
designed to measure the response of materials to electron beam
deposition or mechanical shock loading. Basically, it records
the time-velocity and time-position profile of the rear surface
of a sample under test. This surface may be either free or in
contact with a suitable buffer material such as fused silica or
lucite. To date, measurements héve been made on aluminum, sparesyl,
fused silica, Comrad I fiber bundles, and several phenolics with
excellent results. Electron beam conditions range from front
surface deposition to uniform deposition throughout the thick-
ness of the sample. Measured velocities have ranged between

5 m/sec and 650 m/sec with accuracies on the order of 0.1 percent.

An outline of the optical configuration used in this system
is shown in Figure B~1. The beam from an argon ion laser is re-
flected from the rear surface of the sample. As the surface
accelerates under shock loading conditions, the reflected beam
is given a phase shift and a Doppler shift due to the surface
displacement and velocity, respectively. Optical interference
is used to measure the size of these shifts. Part of the return
beam is combined with a static reference beam for displacement
information and the remainder of the beam is split; part of it
is delayed prior to recombination to measure velocity. Upon
recombination, the relative intensity of each beam is propor-
tional to the cosine of the relative phase angle. The intensities
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Figure B-1 Tandem mode interferometer system offering simultaneous
displacement, velocity, and acceleration information.

are monitored by two photomultiplier tubes and data appear as a
series of fringes (360 degrees phase shifts).

In .the displacement mode, each fringe indicates a change
in the sample's rear surface position of 2.44 x 10™> centimeters

along an axis normal to that surface. In the velocity mode, each
fringe corresponds to a change in surface velocity of 18 m/sec.
This correspondence between fringes and change in velocity in the
latter mode can be altered for any given experiment depending
upon the anticipated rear surface behavior. By changing the
length of the delay leg the correspondence may be varied from

10 m/sec/fringe to over 1000 m/sec/fringe.
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E 1.1 TECHNICAL DISCUSSION }:1
- :
2 The laser system in Figure B-1l can be broken down into three ﬁ
% basic components--transmission-reception unit, displacement ;
3 interferometer, and velocity interferometer. The transmission- %

g reception unit (Figure B-2) consists of the laser, a spatial

filter, a var.able beam splitter, a polarizing beam splitter,

RS IR I N

3 and a quarter-wave plate. A 1.2 watt light output is supplied

by the laser at a wavelength of 4880 A. To increase the signal-
to~noise ratio the beam is first put through a spatial filter

Ak L MV L £l oRe
PRTORN N TEVCUR IO O

————— —_— —_— - .
] Recollimating
3 | lens
" | Focusing lens
| ol i
§
4 (Noise) i __T_' .
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{
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interferometers
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Figure B-2 Transmission-reception unit
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’ consisting of two biconvex lenses with a pinhole stop placed
- between them (Figure B-2). Since the output of the laser is mono-
4 chromatic and collimated, the beam is focused to a point by the

0 DI TR L Nen

. first lens. The pinhole stop is placed at the focal point of
A the lens where the beam passes through to be recollimated by the

A lea Lo ad 2l

i second lens. Noise light generated in the laser tube is not well
1 collimated, does not become focused, and is blocked by the pinhole
¢ stop. The focal lengths of the two lenses are in the approximate
ratio of 2:1 which affects a similar reduction in beam diameter.
This diameter reduction was deemed necessary due to the long

path lengths over which the beam must be transmitted in the

ALY L PSRN TR PG SIS S AT T CUNES N

3 experimental configuration. An increase in signal-to-noise

1 ratio of approximately 3:1 was noted due to the spatial filter.
Alignment of the detection system was also simplified since it

was no longer necessary to search for a non-noisy spatial position

AL LY Pk A N

of the return beam to interrogate the photomultiplier tube.

PITHC T

From the spatial filter, the beam passes through a variable
beam splitter, a polarizing beam splitter, a quarter wave plate,

VPRI TRIION

and is then transmitted to the sample. The variable beam
splitter diverts a small portion of the light energy to be used

4o g

as a reference beam for displacement mode information. The output
of the laser is polarized and, due to the orientation of its

plane of polarization relative to the polarizing beam splitter,
all of the light energy is transmitted at this peint.

S el 2w 2 22N e MMM NS L

In the electron beam chambar the laser beam is focussed

to a 10 micron spot on the sample's surface with a long focal }
length lens. Since the surface is at the focal point of the ;
lens, the reflected laser beam returns along its incident path. .

This technique simplifies alignment and reduces the sensitivity
to sample tilt. Slight tilt on the part of the sample will result

TNV NS S T RS R
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in only a small lateral displacement of the return beam. On re-
turning to the polarizing beam splitter, the beam is reflected
instead of being transmitted since its plane of polarization has
been rotated 90 degrees by a double transit through the quarter
wave plate. Thus, the return beam is prevented from re-entering
the laser cavity to cause instability. From here the return beam
is passed through the two interferometers and its information
content is converted to the outputs of the two photomultiplier

tubes.

Displacement information is obtained by diverting part of
the energy of the return beam with a second variable beam splitter
and combining it with the reference beam as shown in Figure B-1.
The path length of the reference beam is adjusted with a double

mirror bank to be approximately equal to twice the distance from
the laser to the sample under inspection; this ensures that the

path length remains within the coherence length of the system.
Since the laser has a coherence length of 10 meters, this require-
ment is not singularly critical. From the displacement interfero-
meter, the beam passes through a diverging lens and into the
photomultiplier tube. The diverging lens allows only one fringe
to be interrogated, eliminating spatial integration effects.

Also, it allows the input light intensity to be adjusted for
maximum signal and signal-to-noise ratio. A typical displacement
mode trace along with the velocity-time profile is shown in é
Figure B-3.

.
7 T PRSP

The portion of the return beam not used in the displacement

[EXOT W UENE P S

mode is interrogated by the velocity interferometer. Here the :
Doppler shift is detected by comparing the phase of the light at ;
one instant of time with phase at an earlier instant. The rela- '
tive phase is then directly proportional tc the rear surface

el Lt
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: velocity. A velocity interferometer (Figure B-4) is used to
affect this phase comparison. The return beam is split ax the
first beam splitter and half of the light is directed around a

AL KA T

delay leg to be recombined with the direct beam at the second
splitter. A double concave lens diverges the recombined beam
that is then detected by the photomultiplier tube. As the rear
E surface velocity changes, so does the relative phase of the re-

i combined beam. For a shift of one full fringe, a minimum change
3 in surface velocity of 10 m/sec is required. This relationship

o
B T S g S TN

may be altered where very high rear surface velocities and
acceleraticns are anticipated by shortening the length of the

delay leg. The relationship between the number of fringes observed
and the rear surface velocity is given by the following formula:

R A

S

RV IV

AC
4D

where u is the free-surface velocity, A is the wavelength of the
laser light, C is the speed of light, D is the length of the
delay leg, and N is the number of fringes observed up to that
point in time. Figure B-5 shows a typical example of the photo-
multiplier tube output and associated data reduction for a test

on reference Sparesyl.
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Figure B-4 Velocity interferometer.
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3 SECTION B-2
OPTICAL DETECTORS

Photomultiplier tubes have been used as a light sensor to

]
]
Z
3
3
3
7
4
!
4
5
K
3
!
g
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detect destructive and constructive fringes of the interfering
laser beams and to convert these changes in light intensity to
electrical signals. Three RCA PM tubes have been tested in the ]
course of developing the Physics International laser interfero-

et Al oo die Sobrs Brd alE £oal b ol DAL R e

meter into an effective diagnostic tool for the study of dynamic
behavior in materials. They are models 1P28, 6810A, and C-70045C.
Due to its high gain, tube model 6810A was found to be overly j
sensitive and hard to stabilize. For this reason, the other two
tubes were chiefly used. The 1P28A model was used for bench
testing and experiments requiring frequency response under 100 MHz:; A
model C-70045C was used for light signals of higher than 100 MHz :
frequency. While Model 1P28 was used regularly in both CW and

gated-modes, the C-70045C tube was mainly incorporated in a
pulsed scheme with optional CW operation. A brief description ;
of the system employing the fast RCA photomultiplier tube is
given below.

B.2.1 PM TUBE AND ELECTRICAL CIRCUIT

. The C-70045C tube is an experimental PM tube design from
RCA. It is a side-on device having an S-20 response (Figure B-6).

A P SN am aNanARTA L A B M L L ae P et e

T TIER LWL L Y RPN TS, LT o LI L LTV L0 S S N




VT T VA ST L TR R LG DA TTTIOINY N T, LTI T LA T T SEITTRTNROTOT L ANTE U T RN ML ST NT TGS T RS et T LT a R e WL

v e

140}

VT WA G Y YT T T T ey

120{— -

TTVETY T TNCSY

1004~ —

s et iy

80}— —

60— -

et e b it L BTN A e U85 A s 0N £ a0 LA KDL A (€ o et B P o e o e et a2t BN St bERRY J

40} -

Rear surface velocity, msec

20— —

R el At A ALt

| | | 1 i | ] J |
0.200 0.400 0.600 0.800 1.000 1.200 1.400 1.600 1.800 2.000

[T AR SV R NPT IR

Time, usec

Figure B-5 Typical velocity-mode data on reference
Sparesyl.
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Figure B-6 Typical spectral response characteristics
of RCA-C70045 photomultiplier tube.

Fourteen dynodes alternate with 14 accelerating electrodes and

FERNL Y NI WYY

a 50-ohm coaxial output. The factory objective sheet gives a

FLANPIY

risetime of 0.5 nsec and a gain of 106. Displaying the anode

NEFL WA

response of an occualted tube to cosmic ray pulses with a
Tektronix 7074 oscilloscope (7A16 plug-in) has reflected the rise-
time limitation of the scope (Tr = 2.4 nsec) rather than that

of the tube (Figure B-7). The frequency respcnse of the C-70045C
in laser interferometry appears to be limited by the pulse fall-

MR, NORRW RV

time which was found to be 1.5 to 2.0 nsec.
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] Note: The risetime is typical of the oscilloscope used
: (Tektronix 7704).

Figure B-7 Anode output pulse of an occulted RCA C-70045C

PM tubs (V,_, = 5000 V)
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In developing electrical circuits for the PM tube, the
findings of similar experimental programs* have been studied

and adapted where they were found applicable. Consequently,

I FV S PRI IPRRITELN FE N TOLL AP o

severzl modifications to the manufacturer's suggested circuit

have been made to avoid overload or "run-away" of the tube at

v

dc light levels expected to be attained within the interferometer.

The most important modification was designed of a gating circuit
to operate the PM tube under its optimum conditions, that is,

L | ST PR Y

to detect low-level light pulses of short duration. The circuit
turns on the tube by applying a voltage pulse between the photo-
cathode and dynode number 3, both floating normally at the same
potential in a turned-off condition. The circuit is a simple

3
i
4
i
!

SCR design (Figure B-8) which discharges a 0.05 uF capacitor,
thereby adaing 1200 to 1600 volts for a period of 25 psec to the

o

aforementioned divider section.

3
Sandia Corporation Report SC-DR-66-2689.
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1. Gate output: ~ - U/5 V,, for PMT cathode
2. + Vy: typically 2000 volts for RCA C-70045C
3. Trigger pulse: gate pulse from Tektronix 555
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Figure B~8 Gating circuit used with PM tubes on the
laser interferometer.

The gating and voltage divider-circuits are designed to ;
operate each of the 32 elements at the factory recommended voltage. :
The voltage divider circuit (Figure B-9) is a 4 mA resistor
divider with interdynode capacitors mounted on the socket. The

S e

large capacitors are used to maintain constant voltage and gain
per stage when the tube is gated-on in the presence of high light
levels while the smaller capacitors are necessary to stabilize
the gain during high frequency light transients.
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: The maximum signal currents obtained while gating without
3 overloading the tube were 70 to 80 mA through the 50-ohm load
3 resistor. It was decided that biasing the anode of thc PM tube

: (thus further increasing the gain at the expense of possible

decreased frequency response) would not be used.
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] B.2.1 EXPERIMENTAL SETUP

: A typical arrangement for displaying interferometer detector
] signals is shown in Figure B-10. The photomultiplier tube with ;
a cylindrical light channel incorporating a l-inch-diameter §
E aperture is facing the lasi~r beam and is turned on by the gating 3
1 circuit. Via a 555 oscilloscope, the Pulserad control panel 3
i triggers the tube 7 usec in advance of the electron beam pulse. é
F )
: ! CIfe=Tarh geneerator E
' /’ lektronix type 134 Tektronia type 394 %
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Figure B-10 Block diagram of a typical experimental setup.
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: The photomultiplier anode circuit was completed through an ;
3 extarnal 50-ohm load resistor; due to the signal current the ;
voltage drop across the load was displayed by several 454 type

Tektronix oscilloscopes. In order to show the temporal history %
of the signal, the sweeps of the scopes were cascaded by using
the delayed gate output of a scope to trigger the succeeding one.
The first oscilloscope in the chain was triggered typically by
the B probe signal of the Pulserad after selection of sweep
speeds. A type 184 time mark generator was used to synchronize
the participating oscilloscopes. Normally, a two division over-
lap was maintained between two displays to utilize only the most ]

I
"y

b

KL AR St
Al

linear, central, 8-centimeter section of each oscillograph. K

e
TR

During the pre-shot alignment of the interferometer, the
photomultiplier tube was repetitively gated (60 Hz) to continuously
view the laser beam modulated by an oscillating mirror of the
system. For this quasi CW test, 4,000 volts were maintained
between dynode number 3 and the anode, with 1,200 volts switched
onto the divider section, thus turning on the photocathode.

Light intensity was adjusted to slightly overload the PM tube

with maximum ac to dc¢ signal ratios. Finally, the detector system
was readied for the data shot by switching to the single gate
scheme with the expected voltage pulse between dynode number 3

and the photocathode increased from 1,200 to 1,600 volts. Typical
signal levels of 2 to 3 volts were obtained with signal-to-noise
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' ratios in excess of 20:1 using this system.
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SECTION B-3
RESULTS AND CONCLUSIONS

surface under test for free rear surface measurements.

conjunction with a ballistic pendulum for making simultaneous

measurements of impulse and stress.

The advantages of the laser interferometer as a diagnostics
tool are several. An optical probe applies no loading to the

contrast to quartz gauges, there is no averaging of the stress
over an area because of the small spot size used (approximately
10 u diameter). There is also no intrinsic readtime limitation
as with quartz gauges; (time windows of up to 25 usec have been
used). Alignment of the system has been simplified and turn-
around time of as low as 20 minutes between shots has been
achieved. Presently the laser interferometer is being used in
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Etched manganin-foil gauges (3/4-mil thickness) and
manganin wire gauges have been used in the past at PI. The foil
gauges (l.5-ohm impedance) are proposed for the tests since they
offer the advantage of being sandwiched between two pieces of
test material and are readily available in large quantity. Use
% of the wire gauges (about 7-ohm impedance) potted in C-7 epoxy
necessitates a correction for differences in shock impedance
between the epoxy and the sample material. If the shock imped-
ances of any test materials are well known, this correction is,
of course, rot a problem. Signal-to-noise ratios are suf-
ficiently large to enable recording of a l-kbar stress pulse
in the foil gauges (shown in the following section). In prac-
tice we have seen very little difference in signal-to-noise :
ratio between the foil and wire gauges. :

HU

TP TRy
Bosresing & 3t

TR RN IR TN v T a TS

c.1 MANGANIN GAUGE PRESSURE RECORDING SYSTEM-~EXPERIMENTAL
SETUP

Figure C-1 is a schematic diagram of the manganin recording
system, similar to that used by Stanford Research Institute.
The power supply, which provides a nearly constant current of
1 to 5 amps to the gauge, is triggered approximately 70 usec
prior to beam firiag by the delay trigger generator. The "turn
on" voltage, V, produced across the active gauge resistance,
R, is monitored on one trace (channel A) of a Tektronix 555
oscilloscope (Figure C-2). Arrival of a plane shock wave at

the active gauge element causes a change in its resistance,

4R, which results in a change in the voltage, AV, monitored on
channel A. The relative voltage change, AV/V, is typically <1
percent under lowr-stress conditions and precludes accurate
measurement of AV on the channel A oscilloscope trace. Record-
ing of AV is accomplished by subtraction of the turn-on voltage

2t WA NS AR e A\ b1 YAV 8
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Crowbar trigger =
(100-usec delay typical)
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2-usec delay)
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i out Out | Delay trigger generator
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‘J (Type L) recording channel A
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Figure C-1 Schematic of manganin measuring svsten.
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Scope display
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igure C-2? channel A, voltage-time profile.

iv Scope displav

L rure C=-3 Channel A minus Channel B, voltage-time profile.
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(V) from the gauge output (v + AV) using a differential ampli-
fier (a Type W plug-in unit) by splitting the gauge output into
two channels, with channel A going directly to the scope. The
difference A-B is monitored on the other trace of the 555 oscil-
loscope, and this trace is triggered at the time of beam firing.
Figure C-3 shows the time histcry of this A-B signal and indi-
cates the portion displayed on the oscilloscope. The term to
is the time at which the power supply is turned on. The term
tl corresponds to the time for the initial signal to travel
through the delay line (tl = 9.2 usec for 6000 ft of RG 213/U
cable). Th2 term t2 is the time it takes for the system to
stabilize (t2 = 60 usec for 6000 ft of cable); tq is the time

of the signal arrival of channel A at the scope. This recording
system reads AV(t) until time ty =ty + 9.2 usec for a 6000 ft
delay cable. After t4 the signal becomes s(t) = AV(t) - AV

(t= 9.2 usec). Note that the dc resistances of channels A and
B must be equal (a variable resistor was used, RS' to balance
cut the dc resistance of the delay cable). With the present
system, V is measured on one trace and AV on another. A de¢
circuit analysis gives the relationship between AV/V and AR/R
(Figure C-4) from which the stress can be calculated.

In order to operate the manganin gauge in the electron-beam
environment, it must be electrically shielded. This was done
by placing the gauge, target, and cables inside a 4-inch-id
variable-length copper cylinder with 1/16-inch-thick walls that
bolts to the aluminum drift-chamber door (Figure C-=5). The
front face is a 1/2-inch-thick aluminum plate with an orifice
just large enough to admit the end of the guide cone. The
target is held against the orifice by a brace. 1In the case of
nonmetallic targets it is necessary to place a grounded piece
of 0.00l1-inch-thick aluminum foil between the target and the

gauge to shield the gauge element from noise.
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AV/V at the scope versus AR/R at the gauge.
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2. Results

Results of manganin tests in a two-dimensional weave
material are presented here to exhibit signal-to-noise ratio
versus time, recording time, and gauge sensitivity under actual 3
s operating conditions. Some 1.5~ohm feil gauges were used with a ;
l-mil aluminum shielding foil placed between the front sample
section and the gauge element. One-nalf-mil Mylar was used as
electrical insulation on each side of the gauge. The gauge was
sandwiched between a 1/4~inch piece of the test material (which
was irradiated with 250 keV electrons at about 45 cal/cm2 uniform
3 over 2.5 cmz) and a l/2-inch~thick piece of test material. The

TR PTTTUTS
Ao wrs 2

Ao A%

; shielding canister was also used.

3 Figure C-6 shows the recorded gauge output. Noise level is
seen to decay to about 10 mV in 0.5 psec, and drops to < 5 mv
after 1.5 usec. Noise level remains at this level until 9 usec

at which time noise arrives through to delay line, giving an

T T s
R TN FET SV o WLV TR IV STV Y PRLTE RN A FOGE ORI IR T SO s Sy

effective reading time of about 8 nsec.

The stress pulses shown in Figure C-6 are from the same
shot. Figure C-6a shows the shock pulse, on scale, followed by
a low-stress, long-duration pulse which is more clearly visible
in Figure C-6b (higher scope sensitivity scale). Peak pressure
of the shock pulse is approximately 8 kbar, while the following
pulse peaks at approximately 2 kbar. Signal-to-noise ratios
for the whole stress record are seen to be about 10 to 1.

PIVANL TOURR AU SN PI R TY

Integration of pressure versus time gives an impulse of
5.0 + 1.0 ktap {(the uncertainty arises from a possible baseline

drift at late times). Independent measurement of total impulse
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under conditions similar to the shot illustrated in Figure C-6
show an impulse of 4.2 * 0.3 ktap. The conclusion of this work 3
was that impulse was delivered to the material by the initial
shock pulse (short duration) and by a long-duration pulse

caused by front-surface blowoff. ;

Other examples of manganin results are shown in Figures :
} C-7 and C-8. These data were collected,as part of a program

: for AVCO, with manganin wire gauges. The spike visible in
Figure C~7 at about 9 usec is the arrival of noise through the
delay cable. As explained in the preceding section the pressure

2 ¥y

time profile can oe reconstructed from the gauge output for

times longer than 9 usec. In this particular material no

ok

double~pulse structure was evident. ;

3. Simultaneous Impulse and Stress-Time Measurements

The manganin-gauge technique described above was combined
with the ballistic pendulum measurement of impulse. The gauge
was positioned in the pendulum bob. The gauge power and signal

leads were run out of the bob, through the pendulum rod and axle

SPTDPEN., S PR L T § 1

to a terminal board on the axle (Figure C-9). Damping cf the
pendulum motion was avoided by continuing the connections from
there by way of loosely draped, thin wires to a stationary
terminal board on the pendulum support. RG 58 cables were used

el e ad om st Y

to complete the circuit.

I AT IV b - SRRl

The gauge leads were shielded from the RF environment in
the drift chamber. The pendulum bob, rod and axle provided
shielding up to the decoupler (Figure C-10). The decoupler and
the cables up to the beam chamber wall were shielded by a
flexible, copper pipe (see foreground of Figure C-10).
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Figure C-6 Manganin gauge records for two-dimensional-weave
material.
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When the aluminum samples are examined afer irradiation by

Sderds

the pulsed electron beam, the characteristic appearance of the
craters is observed tc change rather dramatically as a function
of the mean electron energy and beam intensity. For low (200 to
300 keV) electron energy beams, the craters at low fluence are
clean and the floor exhibits a granular texture similar in appear-
ance to rear surface spalls, but somewhat smoother (Figure D-1
(a)). Ais the fluence is increased, the crater depth increases
and droplets of solidified melt are observed on the crater floor
(Figure D-1 (b)). As the fluence is increased further, more

and more solidified melt is found in the crater, until, at the
highest fluence, the crater is obscured by the solidified melt
which exhibits evidence of axtensive radial flow {Figure D-1
(c}). Using higher energy beams (> 600 keV) the craters are
deep and clean, even at high fluences.

IR R (TP sy P

LA e L)

RGP R RCTIEFCIRY NLESW Y 3 R WHN TN

The observed variation in crater appearance and the extent 3
of mass removal can be gualitatively explained by considering
the basic physical processes that produce front-surface mass
. loss. To simplify the following discussion, effects due to the

source daration and nonlinear material properties will not be
considered. Their inclusion is straightforward and does not
alter the conclusions presented.
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Tigure D-1 Aluminum samples: (a) low, (b) medium, (c) high |
fluence at mean electron energies of 200 to 300 keV. {
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Consider an energy deposition profile as shown in Figure D-2.
g For instantaneous deposition, the initial pressure (determined

by the Gruncisen coefficient) will have a similar form, while

the initial particle velocity is zero everywhere. The heated

B1S

material will expand both at the free surface and against cooler

material, sending a compressive stress pulse into the cold region.

T7 DT e ey

The subsequent deceleration of the material expanding toward the

FUFLTRIIENE V% TUTTTES

free surface produces a tensile pulse, if no spall occurs.

The details of the stress-wave interactions that produce the
tensile state can be illustrated by considering the initial
pressure to be the superposition of two compressive stress pulses
propagating in opposite directions, each with the same width and
half the amplitude of the initial pressure distribution. The
tensile pulse is thus the result of the reflection of the left-
going compressive pulse from the free surface. The reflected

culse can be treated as a right-going virtual tensile pulse.
These waves are shown schematically in Figure D-3.
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The tension develops as the virtual pulse propagates into
the material (and becomes real). Since the tensile pulse follows

Bfave,

?f behind the right-going compressive pulse, it is superimposed only
‘ with the left-going compressive pulse (which passes out of the
material and becomes virtual).

First, examine the case where the spall strength of the
material is larger than the peak tension. The development of
the stress pulse in this case is illustrated sequentially in

N
i
o
3
4
b
j
i
2
]
%
3
1

Figure D-4. There it may be seen that the peak tension at each
instant occurs at the location of the leading edge of the tensile
pulse and with a magnitude determined by the sum of the maximum
tensile pulse amplitude and the magnitude of the left-going
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compressive pulse at that point. Thus, the envelope of peak
tension is formed as the maximum amplitude of the tensile pulse
is superimposed successively with various points along the left-
going compressive pulse. Hence, this envelope will have the
same shape as the left-going compressive pulse, except that the
scale of the abscissa will be reduced in half because the waves
arc moving toward each other (Figure D-5). Once the leading
edge of the tensile pulse has reached the end of the left-going
compressive pulse, there can be no further increase in the peak
value of the tension. This occurs at tne point midway between
the front surface and the end of the region of energy deposition,
i.e.,half-range.

Next, consider the case where the peak tension exceeds the
spall strength. For instance, if spall occurs before the tensile
stress reaches its maximum value, as shown in Figure D-6, a new
free surface is suddenly created,* requiring a zero-stress
boundary condition. At this point the situation is similar to
the initial condition. Additional tension results from reflec-
tion of the left-going compressive pulse remaining in the un-
spalled material. The envelope of peak tension for this pulse
may be constructed as in the first case; the shape of the curve
is unaltered from the form obtained when no spall was allowed,
except that it is translated upwards by an amount equal to the
spall strength (Figure D-7).

If the magnitude of the tensile stress pulse is more than
wice the spall strength, multiple spalls will result. The en-
velope of peak tension can be constructed as before, and the last

In reality, solid spall occurs over a period of time and is
moxe complex than the above discussion might imply.
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spall occur: when the remaining left-going compressive pulse
after reflection is not large enough to exceed the spall strength
(Figure D-8). Thus, even if a zero spall strength is assumed,

no front-surface spall occurs beyond half range* since there is
no more left-going compressive stress pulse remaining to reflect

and produce tension.

These observations apply specifically to front-surface-spall
phenomena. In making comparisons to experimental data, it should
be borne in mind tk-t the right-going compressive pulse may re-
flect off a free rear surface and return to the front surface as
a left-going tensile wave. Thus, unless precautions (such as
the use of momentum traps) are taken to prevent this complication,

additional material loss may occur.

Including a2 finite scurce time reduces the amplitude of the
peak propagating compressive stress and peak propagating tensile
stress but does not change the locations of the maxima.

At this point, an explanation of the appearance of the
craters becomes possible. At low electron energies and low
fluence, the material luss is due to either solid spall or a
combination of liquid spall at the surface and solid spall deeper
into the material. In all such cases, the crater depth is less
than or equal to the half range of the energy deposition. Since
a substantial gradient in temperature is obtained between the
front surface and the half range point, the spall strength would
increase with increasing depth into the material. Hence, it is

In performing computations using finite-difference material-

response codes, care must be taken to ensure that computational

noise does not cause spall indications when low values for the
threshold are used.
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not surprising that at low fluences, the spall depths are less
than half range, since the material at the half range depth may

l

be able to sustain considerable tension.

MMGEISAR £l S X ot M
ROy

As the fluence increases, the solid-partial melt interface
moves deeper into the material. As it passes the half range
point, liquid spall occurs only up to the half range and melted

material is left on the sample.

Tt St (g deatan

naicatn et

Further increases in fluence lead to larger thicknesses
of melt remaining. The radial flow patterns observed in such
cases are the combination of radial stress relief at the edge
of the irradiated area and small variations in beam intensity

across the diameter of the sample.

el

LA a) oty

: When the higher-energy beam was used, melt was not achieved
1 to depths near half range. Hence, the last spall was a solid

spall, leaving a ‘clean crater.

The above discussion provides a consistent explanation of
the ohserved effect. The physical phenomena are somewhat differ-

R R LR L AR R WL Y SN S LY SO T T SV S  I

ent when vaporization occurs. If extensive vaporization is
produced at the surface, the high-pressure vapor changes the
boundary condition at the liquid-vapor intexrface. As a result,
the tensile pulse may be suppressed, and little or no liquid

R TP

: {or solid) spall will occur.

: The situation is more complex when a substantial portion of
the irradiated material is in the liquid-vapor mixed phase region.
In such cases, it appears that a liquid spall might occur, while
a low-pressure vapor. remains in front of the spall region, in
which case breakup of the liquid spall could allow late-time

communication between the vapor and the sample surface.

S Vbt ol 2 N B3 1 AT dunay APA L v

Lo

Taitin LY SOV NN

L‘—_":A AR b S e St Al 2 o A A M b 1




b AN RGN DAPING €A et S . m—

r‘;’-\‘vﬂ*ﬁmvmnﬂ T TR - - - TTTRTISFE AV AR T VRS BT T RN T T R IR T T I AT VA TSI BT IR IR ST LN A T RS T L T
A iobs £

g Finally, it should be noted that the total impulse is com- §
paratively insensitive to the exact quantity of mass removed by ;
- liquid spall. The final stages of liquid spall occur in material i
] with low particle velocity so that the impulse associated with §
- this mass is small.
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3 APPENDIX E
3 ELECTRON DEPOSITION PROFILES IN ALUMINUM
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