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DIVWAG TECHNICAL MANUAL

CHAPTER 1

INTRODUCTION

1. PURPOSE. The purpose of this volume of the WAGCAP documentation series
is to describe the DIVWAG system models that simulate the activities of
military units and the interaction of these units with other units, the
environment, and the situations represented in the system.

2. BACKGROUND. The DIVO,1G system was developed in the course of execution
of two consecutive study efforts. The first of these study efforts, entitled:
Development of a Division War Game Model (DIVWAG), resulted in a war game model
which was capable of simulating the interaction of division forces in modern
laud combat but which required improvements in order to be used acceptably
as a force planning tool. The second effort, entitled: Improvement of the
War Gaming Capability (WAGCAP), undertook the improvements desired, trained
government personnel in the operation of the model, and conducted a gaming
test of the improved medel. Tasking established for the DIVWAG study project
and carried forward into the WAGCAP project required the development of a
computer-assisted war game model capable of:

a. Evaluating forces composed of maneuver units and their associated
combat support and combat service support.

b. Producing detailed quantitative data for use in comparing the
effectiveness of the forces.

c. Examining at least 14 continuous days of combat, if required.

d. Producing the evaluation data required for analysis 60 days after the
evaluation of the force commences.

e. Addressing high and mid intensity conflict (nuclear and conventional
war).

f. Addressing the surveillance and target acquisition functions and
providing quantitative data that will permit evaluation of the contribution
that varying sensor mixes provide to force effectiveness.

g. Addressing firepower to provide quantitative data that will permit
evaluation of varying mixes of firepower meatis and demonstrate their con-
tribution to total force effectiveness,

Preceding page blank
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h. Providing a means for evaluating the effects of varying degrees of
aerial, ground, and firepower mobility; and assessing the effect of mixes
of mobility means on total force effectiveness.

i. Analyzing the command, control, and communications functions. This
may be accomplished subjectively if the state-of-the-art or the additional
model ccmplexity precludes meeting the responsiveness requirements (2d above).
If practical, decision and communication delay times may be inserted by a
control element outside of the computer.

J. Producing loss, expenditure, and consumption data for use in
evaluating the capabilities of supply and transportation systems using varying
supply rates as constraints on consumption or expenditure.

3. SCOPE:

a. This technical manual contains the documentation of major modelc
within the DIVWAG system. In addition to introductory material, Chapter 1
contains a general description of the DIVWAG system design, emphasizing the
logical sequencing of events within that portion of the system that actually
conducts the game simulation, the Period Processor. Successive chapters
deal with the modeling of various functional areas within the Period Processor.

b. Chapter 2 documents a set of basic system models which have a general
impact throughout the DIVWAG simulation. These include models to represent
the natural environment (terrain and weather), to describe obstacles and
facilities, and to represent military units within the DIVWAG system. Para-
metric representation of weather is accomplished through the use of weather
zones overlayed on the terrain of interest, each zone being described in
terms of atmospheric conditions which are updated hourly. The representation
of elementary terrain characteristics is accomplished through the establishment
of 2-kilometer square grid cells of the area of operation. Each grid cell is
coded for terrain roughness and vegetation, forestation, and soil trafficability;
and the geographical area of interest is further overlayed witb a dominant
masking function. The impact of terrain on military actions has been signif-
icantly improved within the DIVWAG system by the incorporation of terrain
elevation and by the use of terrain elevation and the dominant masking function
to establish line of sight conditions. The DIVWAG Model treats man-made
obstacles and facilities as well as significant terrain features within the
context of a larger barrier line or zone. This treatment permits a reasonable
consideration of the effects of such factors on military movement. The
representation of units within the DIVWAG system has been significantly
improved in that the gamer has a great deal of flexibility , representing
the units being considered, both in terms of the positioning of assets within
the area occupied by a unit and in the composition of units through a task
organization structure that is under gamer control. Chapter 2 also discusses
the DIVWAG system approach to approximating unit boundaries, areas of
responsibility, and the trace of the forward edge of the battle area (FEBA).

1-2



c. Chapter 3 presents the Intelligence and Control Model of the DIVWAG
system. The model treats the target acquisition and information gathering
process, exchange of information between units and echelons, and elementary
decision-making based on this information within an integrated intelligence
and control model. Significant features include the ability to play a broad
range of target sensing devices and an interconnection with selected fire-
power models, permitting fires to be automatically brought to bear on acquired
targets.

d. Chapters 4, 5, 6, and 11 contain documentation of the major models
within the DIVWAG system used to simulate the application of firepower. The
DIVWAG Ground Combat Model simulates th'e interactions between opposing ground
maneuver units. The Ground Combat Model, discussed in Chapter 4, has been
totally revised with the intention of improving such basic aspects as target
acquisition, weapon representation, and casualty assessment. The delivery
and assessment of effects of nonnuclear area fires is simulated by the Area
Fire/TACFIRE Model, documented in Chapter 5. A cavability for automated
scheduling of nonnuclear fires is also discussed in Chapter 5. The delivery,
assessment of immediate effects, and assessment of residual or delayed effects
of nuclear weapons is treated within the Nuclear Assessment Model, documented
in Chapter 11. The Air Ground Engagement Model, documented at Chapter 6,
treats the attack of ground targets by aircraft either in response to direct
gamer orders or in response to targets generated by the Intelligence and
Control Model. All acticns from the receipt of strike order through the
return of aircraft to their home base are simulated within the model.

e. Chapters 7, 8, and 10 treat various aspects of mobility within the
DIVWAG system. The Movement Model, documented at Chapter 7, treats the
ground movement of units except when such movement is under control of the
Ground Combat or Combat Service Support Models. The Mo%:ement Model will
frequently interact with the Engineer Model, documented at Chapter 8. In
its current stage of development, the Engineer Model simulates the construc-
tion of obstacles as part of a gamer prescribed barrier plan and the breaching
or removal of barriers and construction of movement facilities (bridges, fords)
in response either to gamer orders or to requists generated by the Movement
Model. The Movement Model also treats simpJ' air movement; i.e., movements
not associated with an aimobile operation. Airoobile operations are treated
within the Airmobile Mcdel, discussed in Cha. *er 10. This model treats an
entire airmobile movement, from the allocation and routing of aircraft to a
pickup point through loading of the airmobile force; movement to a landing
zone with associated in-flight attrition and suppression of air defense
weapons by escort aircraft, where appropriate; offloading; and release of
the aircraft for further assignment. Simulation of forward area refuel and
rearm points is also accomplished within the Airmobile Model.

f. Chapter 9 documents the Combat Service Support Model. This model
simulates the replacement of personnel and major items as well as the resupply
of consumables (Classes I, III, IV, and V).

1-3



4. DIVWAG SYSTEM DESIGN:

a. Processors. The total DIVWAG system contains five closely interrelated
but distinctly separate computerized processors, (.ach of which plays a unique
part in the game cycle. The five processors are:

. Constant Data Input Processor

• Orders Input Processor

. Period Processor

. Period Output Processor

. Analysis Output Processor

The function of each processor is discussed briefly below.

(1) Constant Data Input Processor. The Constant Data Input Processor
is composed of a group of special purpose data load programs that read source
data from cards, convert the data to the form required by the Period Processor,
and load the processed data onto each of the appropriate DIVWAG data files.
There are 55 such data files maintained on one or, if needed, two magnetic
disks. Record and backup copies of the contents of the disk are maintained
on magnetic tape. Each load program fills one or more data files with the
constant data required for a specific submodel or group of submodels. A
complete description of the Constant Data Input Processor, the individual
load programs, and constant data requirements is contained in Volume VI,
DIVWAG Data Requirements Definition.

(2) Orders Input Processor:

(a) The Orders Input Processor provides the communication link
from the gaming group to the Period Processor and the DIVWAG submodels
within that processor. The Orders Input Processor accepts gamer orders
prepared in DIVWAG Source Language (DSL). All units within DIVWAG are
classified as either resolution or nonresolution units. Resolution units are
those units that can be given specific orders. Nonresolution units are
constituent elements of resolution units and higher echelon units that are
not discretely addressed. The use of nonresolution units permits explicit
recording of the status of all force elements of interest. Gamer orders are
translated into machine executable instructions that provide the basis for
guiding the sequence of events within a game period.

(b) A set of machine executable instructions, derived from the
gamer orders, is created for each resolution unit given orders during the
period. Additional flexibility is provided by a branching capability, which

1-4



enables alternative order sequences to be executed as a result of gamer-
prescribed conditions. The lack of a program for a resolution unit causes
an implied stay order for the entire period.

(c) Similar instructions are also crealad for each ground combat
engagement. These pzograas specify the units to be-engaged; the conditions
upon which the engagemen. is to terminate; and, based upon the outcome, the
orders to be paformed by 6ach engaged unit after the engagement has terminated.

(d) This processor reads source cards, compiles the DSL, orders.
and places the instructions on a disk file. A copy of this file is retained
on magnetic tape for record and backup. A more comprehensive discussion of
the use and operation of this processor is contained in Volume IV. DIVWAG
Users Manual.

(3) Period Processor:

(a) The central element of the DIVWAG system is the Period
Processor. This processor contains the mathematical models, data maintenance
routines, and event scheduling and execution logic required to simulate the
military activities portrayed in DIVWAG. The Period Processor is the principal
subject of this volume. Faragraph 5 of this chapter provides an Pv-..:view of
the processor, and the rezr:ining chapters discuss each of the major submodels
within the processor.

(b) The Pnriod Processor accepts as input data files from the
Constant Data Input Processor and the ihst-uctions from tihe Orders Input
Processor. It then executes the prescribed sequence of events for each
resolution unit for the duration of the game period. It checks the stated
branching conditionals and alters the sequence accordingly. Each of the sub-
models is executed as required to process:

"Intelligence, control, and communication events, including
air reconnaissance flights

"Fire mission assignment events

"Artillery and missile area fire events

" Ground combat events

"Attack helicopter and close air support events

"Movement events including ground mov.cment, simple air
flights, and complex airmobile operations

1-5



. Engineering required to implement a barrier p]an or
to clear barriers

• Resupply of consumables and replacement of personnel
and major items.

In addition to those major events specified by DSL orders, numerous automatic
events are generated within the Period Processor to effect the routine orders
not required to be explicitly prescribed by the gamers.

(4) Period Output Processor. Upon completion of the game period,
a set of post-period reports is produced to be used as guidance in preparing
the orders for the following period. These reports include:

• Intelligence Reports

• Force Status, Activity, and Loss Reports

. Barrier Reports.

(5) Analysis Output Processor. The Analysts Output Processor is

composed of two sets of computer programs, Information Retrieval and Display
System (RADS) and Statistical Tabulations (STATAB).

(a) IRADS. The function of the IRADS programs is to extract
dat'a from the history tapes produced by the Period Processor and to array the
data in proper form for the STATAB programs. additionflly, the IRADS programs
have the capability of printing a formatted copy of all or selected records
from the history tapes.

(b) STATAB. The purpose of the STATAB program is to perform
the numerical operations of the nonparametric statistical analysis of the
game output. The details of the statistical analysis techniques are described
in Volume 'II, Analytical Methodologies. The STATAB program embraces all
statistical problems in a multiple rank ordering process. Game data are
organized by functional area, and effectiveness indicators are defined to
support the measures of effectiveness that pertain to each functional area.
A one-way analysis of variance (ANOVA) is applied to game data arrayed by
unit or system type for each effectiveness indicator. This ANOVA utilizes
the Kruiskal-Wallis one-way ANOVA and the Mann-Whitney U-Test (one-way) to
acquire rank ordering of performance by unit type and system type. After
acquiring unit/system ranks for each effectiveness indicator, effectiveness
indicators applicable to each function of land combat are assembled into
sets; and their attendant ranks within sets are gathered into an array, which
is subjected to the Friedman two-way ANOVA and the Mann-Whitney two-way test.
'This sequential application of one-way ANOVA for all indicators followed by
a two-way ANOVA results in a final rank ordering of units and systems for
each funlctional area of combat.
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b. Integrated DIVWAG System:

(1) Figure 1.-1 illustrates the flow of information through the
DIVWAG system from processor to processor and to and from the war game staff.
Figure 1-2 depicts the data communication links among processors from a
physical (hardware) standpoint.

(2) The data preparation group assembles and prepares the raw data
to be used by the Constant Data Input Processor. The data are entered on
specially designed coding sheets from ADP cards keypunched and verified. The
Constant Data Input Processor reads the data cards, accomplishes any necessary
calculations, and loads the input data onto the required data files for the
start of the first period. After a set of data files is loaded, the contents
of all DIVWAG data files loaded up to that point in time can be written onto
a dump, tape using a special purpose dump program. The dump tapes thus
genereted serve as backup for the disk files and'enable an Larlier set of
files to be consulted, if necessary, by loading the contents of a dump tape
back onto the disk uzing a special purpose load program.

(3) The game period cycle is initiated when the gaming staff prepares
the set of orders for the first game period. The orders written in DSL are
keypunched and verified. These cards serve as the input for the Orders Input
Processor which creates the absolutized orders programs and loads them 'n
the orders file where they can be executed b, the Period Processor. After
the orders file has been loaded, che dump program is again used to produce a
dump tape. From this stage on, dzmp tapes contain both the up-to-date DIVWAG
data file and the current orders file.

(4) The data files and the DSL order programs for the period having
been loaded, the Period Processor is executed to simulate the period of battle.
Output tapes are created for use in the analysis phase, and the dynamic data
files are continually updated.

(5) At the completion if each period, the Period Output Processor
generates postperiod renorts which are used by the gamers to initiate succeed-
ing periods of ulay. At least one dump tape is created to retain a record
of the files at that point in the game and to enable the files to be reloaded
if necessary. Thvis cycle continues until the game is completed.

(6) The Analysis Output Processor IRADS pr-'rams read the history
tapes, print formatted listing of history tape records at the user's option,
extract, dt&! properly array data for the STATAB programs. The STATAB programs
accomplish the required statistical calculations.
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5. PERICD PROCESSOR:

a. General. This paragraph presents an overview of the Period Processor
describing the basic flow and processing sequence re.'uired within one period
of game activity. An appreciation of Lhis flow, end especially of the logic
of event sequencing used throughout the system, is prerequisite to an under-
standing of the descriptions of the individual system models containea in
the following chapters.

b. Period Initialization:

(1) Initial Operation. The initial operation of each period is
generally the loading of the period orders file and the DIVWAG data files
using the load program. This step may be omitted if the disk storage device
is known to contain the desired data and orders programs. Next, the linkages
between the orders file and the Period Processor are initialized. This
initialization loads the unit and battle directory tables into core, enabling
the Period Processor to locate, upon the orders file, the appropriate order
program for any desired unit or named battle. The initialization also sets
the period starting time, sets the length of period, and identifies the period
as a start of game or as a subsequent period. Following orders initialization,
several frequently accessed constant data arrays are constructed in Chapter 2
common and rolled out to a scratch file from which they can be reloaded as
required. The remaining initialization process is different for the first
period than for subsequent periods.

(2) First Period. The weather zone boundaries and intelligence and
control tables are taken from the appropriate data fiie and placed into core.
The unit identification location and unit type designator tables are con-
structed in Chapter 2 common. The event time table is initialized. Several
dynamic data files are created. Terrain masking parameters are established
for all resolution units. The first events for all resolution units are
initi :ed.

(3) Subsequent Periods. Both Chapter I and Chapter 2 common are
reloaded with their former contents, carried on the data file between periods.
If this is a midperiod restart due to an unanticipated interruption, the
output tapes are repositioned to the appropriate resumption point.

(4) Every Period. Finally, the approximate battlefield orientation,
FEBA trace, and brigade and division boundaries and areas of responsibility
are determined. These calculations are updated automatically throughout the
period at a frequency dependent upon the amount of activity simulated.

c. The Event Cycle:

(1) Basic Event Sequencing Logic. The DIVWAG Period Processor
operates with a basic event sequencing logic. Within this logic, there are
two parts to most of the models of military activity, a delta time computation
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for the activity and a:n activity assessment computation. As illustrated in
Figure 1-3, an activity is thus dealt with in two distinct steps within the
flow of gamed activity. In the first step, the delta time computation portion
of the activity model is exercised to determine the time at which the activity
is to be assessed. In the second step, the actual assessment of the results
of the activity is accomplished. Since accomplishment of an activity will
generally take some finite amount of time, there is generally a period of
simulated time between the point (time T) at which the activity initiates and
the point in time (time T + AT) at which assessment of the results of the
activity is scheduled. During this intervening period of time, other activity
assessments and delta time computations for the same or other units will
generally be accomplished.

(2) Event Sequencing within the Period Processor:

(a) Control of Event Sequencing. The principal executive routine
within the Period Processor controls the logical flow of event sequencing,
using the event time table and the game time clock as its basic sources of
information. Each entry in the event time tables contains the scheduled game
time of an event and an indication of the type of event scheduled. The event
time table is composed of two segments. The first segment contains event
scheduling information for the pending DSL-ordered event for each resolution
unit. The second segmenL of the event time table contains event scheduling
information for up to 3000 automatically scheduled events. A cycle through
the executive routine is made for every event, once the event time table has
been initialized. The cycle begins with a search of the entire event time
table to determine which pending event is scheduled to be processed aL the
earliest game time. Once the next scheduled event has been identified, the
game time clock is incremented to the szheduled time, the event type is
determined, and the appropriate routine for assessment of the results of the
event is called. Upon completion of the assessment of results of an event,
the next ordered event for the involved unit is scheduled if the event just
assessed was a DSL-ordered event. The cycle repeats with a search of the
event time table for the next event after assessment of an automatically
scheduled event or scheduling of the next ordered event. The basic flow of
this process is shown in Figure 1-4.

(b) Event Scheduling:

1. DSL Ordered Events. The life cycle of an event resulting
from a DSL order begins with a call to a routine, which locates the next
order on the orders file for the speciiied unit and places that order in the
unit's Unit Status File record. The appropriate length of time required to
perform the event is computed and stored in the Event Time Table. No further
processing or updating for that event is performed until it is due to be
completed. During the time interval between event scheduling and completion,
numerous events will undoubtedly be completed and processed for other units.
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2. Automatic EPents. One inherent constraint of the DSL
order system described above is the restriction that every resolution unit
have one and only one pending event and order at all times. To alleviate
this constraint and to reduce the burden of preparing routine orders from

the gaming group, an automatic event system was implemented. This s~stem.
automatically generatt•, schedules, and processes routine events within tUla

Period Processor, thus leaving DSL for the higher level, command type orders.
Such automatic events are generated by the Combac Service Support, Movement,
and Intelligence and Control Models and pass through the TACYIRE, Air Ground
Engagement, Engineer, and Airmobile Models. In general, automatJc events are
of the following types:

* Sensing reports

* Fire support requests

• Information flow

* Intelligence processing

. Communications

* Requests for close air and direct aerial fire support

• Artillery mission assignment and scheduling

• Air mission assignment and scheduling

. Airmobile operation scheduling

* Resupply and replacement actions

• Engineer task assignment and scheduling.

The automatic events are scheduled in response to key situations arising

dynamically during the assessment of results of these and other appropriate
events.

d. End of Period. Upon normRl termination of a period, the event time

table is adjusted so that the internal clock can be reset to zero at the

beginning of the following period. The contents of Chapter I and Chapter 2
common are stored on disk, and two copies of the dump tape are made. Any

ground engagements that have not ended are terminated. The Period Output

Processor is then called to produce the post-period reports.

e. Restart. An additional insurance feature of the Period Processor is

its restart capability. At periodic intervals during the game per.od, a

restart dump is made by savlng the contents of common, writing an end of file
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mark on the output tape, and dumping the data files and the DSL order file
to a zape. In the event of a machine failure between restart dumps, it is
only necessary to back up to the time of the last restart dump, load the
files, and resume processing. The restart dump interval is specified on a
data card with each Period Processur run. In addition, a special restart
dump can be initiated by entering the appropriate instructionz. via the
computer console.
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CHAPTER 2

BASIC SYSTEM MODELS

1. INTRODUCTION:

a. General. In addition to the various military activity models
(discussed in later chapters of this volume), the DIVWAG system contains a
group of basic system mcoels each having a distinctive effect on some of
the activity models. This chapter discusses the basic system models.

b. Physical Environment. A simulation of military activities must
consider the prevalent environmental conditions at the place and time of
the activity. For each acLivity to be simulated, the DIVWAG system uses
a parametric approach to model the general characteristics of the terrain
and significant natural and man-made features upon the terrain, as discussed
in Paragraph 2. Paragraph 3 contains a discussion of the parametric descrip-
tion of weather conditions at the time of simulated activity as used within
the DIVWAG system.

c. Military Unit Representation. The means used to represent a unit
within a simulation can have a profound impact upon the validity and possible
level of resolution of the simulation. Generally, some compromise is reached
between the possible extremes of attempting to individually depict every per-
son and item of equipment within the force and consolidating the entire force
into one parametrically described entity. Paragraph 4 discusses the repre-
sentation of a military unit within the DIVWAG system. Paragrai 5 contains
a discussion of the meens available within the system for organizing groups
of units into task organizations to meet varying military requirements within
the game.

d. Battlefield Orientation. The military commander will typically use
a wide range of control :tieasures to maintain unity of effort within his force.
The DIVWAG system approximates several of the elementary control measures
available to the commander. These include selected unit boundaries, areas of
responsibility, and the trace of the forward edge of the battle area (FEBA).
These ipproximations are discussed in Paragraph 6.

e. Terrain Masking. The effects of terrain ma6king on the target
acquisition and information collection functions are simulated within the
model, A terrain elevation data file describing an elevation grid is used
to calculate the dominant mask function for each unit gamed. The inter-
visibility between a unit and a point is determined from the mask function.
The procedure for calculating and using the mask function is described in
Paragraph 7.

Preceding page blank
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2. TERRAIN REPRESENTATION:

a. Basic Terrain Characteristics:

(1) The geographic area in which the war game is to be conducted
is described by a rectangle, which may be as large as 8,388,000 meters on a
side. Within this area, any point can be described to the nearest meter by
the use of 14-digit Cartesian coordinates of the form xxxxxxx-yyyyyyy. All
locations in the model are defined in terms of a continuous metric grid with
the x-axis oriented east-west, the y-axis oriented north-south, and the origin
(0000000-0000000) being the extreme southwest corner.

(2) The overall area to be gamed is divided into square subareas or

cells (limited to 30,000). Cells of any integer number of meters on a side
can be selected, but all cells must be the same size. Terrain characteristics
are assumed to be homogeneous for a given cell; therefore, it is advantageous
to establish a terrain cell size small enough to approach true homogeneity.
On the other hand, larger cell sizes for the same overall area to be gamed
enable easier preparation of input data and faster model execution. The over-

riding consideration to be applied in the selection of a terrain cell size is
the requirement for effectively addressing the game objectives. Each terrain
cell is described in terms of cover and concealment characteristics and
trafficability. This description is provided by three indices for each cell:
a roughness and vegetation index; a forest type index; and a trafficability
index.

(a) Roughness and Vegetation Index. The roughness and vegetation
(RV) index describes a combination of terrain slope variation and non-forest
vegetation. The RV indices range from 1 through 9 (unity indicates the best
conditions for line of sight and lack of concealment, and 9 indicates the
worst conditions). The nine roughness and vegetation categories describe
cover and concealment. The categories can be modifted to suit the character-
istics of a particular area of operations. Examples of the nine roughness

and vegetation categories and corresponding values of the RV index are as
follows:

1. Flat to gently rolling terrain cultivated with low-

growing crops, naturally covered with short grasses, or barren of vegetation.
RV index is 1.

2. Flat to gently rolling terrain covered with cultivated

tall-growing crops, natural scrub growth, or tall gras3es. RV index is 2.

3. Gently rolling to undulating terrain barren of vegetation.
RV index is 3.

4. Gently rolling to undulating terrain covered with either

cultivated low-growing crops or higher, sparse natural vegetation. RV index

is 4.

2-2



5. Gently rolling to undulating terrain covered with
cultivated tall-growing crcps, natural grasses, or scrub growth. RV index
is 5.

6. Undulating to broken terrain cultivated with low-growing
crops, naturally covered with short grasses, or barren of vegetation. RV
index is 6.

7. Undulating to broken terrain covered with cultivated
tall-growing crops, natural scrub growth, or tall grasses. RV index is 7.

8. Broken to rough terrain with moderate to dense scrub
growth. RV index is 8.

9. Rough terrain with moderate to dense scrub growth. RV
index is 9.

(b) Forest Type Index. This general descriptor of forest cover
can be changed to fit the specific terrain for a given game; however, any
change must consider the tables utilizing the forest type index. One of four
forest indices is assigned to each terrain cell in the gaming area. The
indices range from 0 for the least cover to 3 for the greatest cover. In
areas of deciduous tree growth, the seasonal crown cover should be considered
in assigning indices. A sample list of forest types and associated indices
is as follows:

1. No extensive stand of trees. Forest (F) type index is 0.

2. Planted stand of trees, such as orchards, or well-
maintained coniferous forests of the European type with sparse crown cover.
F type index is 1.

3. Naturally-established deciduous or coniferous forests
growing under less than ideal conditions with moderate crown cover. F type
index is 2.

4. Natural forest of broad leaf trees and heavy undergrowth
growing in near ideal conditions with tall trees and dense crown cover. F
type index is 3. Currently, DIVWAG differentiates only between unforested
(F is 0) and forested (F is 1, 2, and 3) conditions.

(c) Trafficability Index. The trafficability index describes
the terrain mobility characteristic of each terrain cell. The system is
designed to accommodate a total of 20 trafficability indices. It is not man-
datory that all 20 potential indices be used in a given game. In assigning
the trafficability index, the user must consider three factors affecting
mobility: slope of the terrain, its soil bearing characteristics, and the
forest condition.
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1. Five basic terrain types have been identified as being
representative, although they may be modified as desired f or any given game:

*Flat to gently rolling

*Gently rolling to undulating

*Undulating to broken

*Broken to rough

*Rough, mountainous, cut by ravines;- flat swamps and marshes; or

flooded agricultural areas.,

Within each basic type, varying slope gradienits may be identified. For
example, if gently rolling to undulating terrain Is definied as that which
varies in elevation from 100 to 200 meters per 1000 meters distanze, these
variances may be translated into slope or degrees-of slope.

2. The soil bearing characteristics of the terrain may
vary from good to poor, and this factor must be considered in assigning the
index. A relationship between soil and slope shoulce also be r~cognized,,
since the poorer the soil bearing characteristics, generally, the greater the
effect that slope has on trafficability. ,For definitions of the current
slope and soil trafficability indices, see Figure 2-1.' 11

3. The forest (F) type index assigned to the terrain cell.
(see Paragraph 2_a(b)) also has a direct effect on-trafficability and must
be considered in assigning the trafficability index.

b. Elevation Grid. The elevation of the terrain is described by the
height above sea level (in meters) of each point on the elevation grid. The
origin of the grid coincides with the basic terrain origin and extends in the
x and y directions a distance that includes the total gaming area. Thd grid
spacing is the same in both the x and y direction. The spacing of the eleva-
tion grid is independent of the terrain cell size and should be selepted tb
provide sufficient elevation resolution without excessive data requirements.

c. Use of Terrain Characteristics. F4'gure 2-2 contains a summarization
of the use of terrain characteristics by the major DIVWAG models. The terrain
roughness and vegetation and forestation indices are'used In combination 83y
the Intelligence and Control Model, the Ground CombatModel, and the Air
Ground Engagement Model. In all three cases the indices are used to establish.
the level of concealment or the masking effect within a terrain cell'. The
Area Fire/TACFIRE Model uses the forest type index to establish i level of
cover from the effects of area fire weapons afforded by local forestation.
The Engineer Model uses the trafficability indices to determine rate mqdifiers
to be applied to engineer task performance rates to account for * egradation
due to terrain characteristics at task sites. The Movement Model us~es the
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Index Type Slope Type Soil Forest

01 Flat to gently rolling Coarse-grained, poorly Forested
graded sand and silt
with clay layer

02 Flat to gently rolling Coarse-grained, poorly Not
graded sand and silt Forested
with clay layer

03 Flat to gently rolling Silt over clayey sand Forested
and sandy clay

04 Flat to gently rolling Silt over clayey sand Not
and sandy clay Forested

05 Gently rolling to Coarse-grained, poorly Forested
undulating graded sand and silt

with clay layer

06 Gently rolling to Coarse-grained, poorly Not
undulating graded sand and silt Forested

with clay layer

07 Gently rolling to Silt over clayey sand Forested
undulating and sandy clay

08 Gently rolling to Silt over clayey sand Not
undulating and sandy clay Forested

09 Undulating to broken Coarse-grained, poorly Forested
graded sand and silt

10 Undulating to broken with clay layer

Coarse-grained, poorly Not
graded sand and silt Forested
with clay layer

11 Undulating to broken Silt over clayey sand Forested
and sandy clay

Figure 2-1. Trafficability Index (continued next page)
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Index Type Slop-. Type Soil Forest

12 Undulating to broken Silt over clayey sand Not
and sandy clay Forested

13 Broken to rough Coarse-grained, poorly Forested
graded sand and silt
with clay layer

14 Broken to rough Coarse-grained, poorly Not
graded sand and silt Forested

with clay layer

15 Broken to rough Silt over clayey sand Forested
and sandy clay

16 Broken to rough Silt over clayey sand Not
and sandy clay Forested

17 Rough terrain Coarse-grained, poorly Forested
graded sand and silt
with clay layer

18 Rough terrain Coarse-grained, poorly Not
graded sand and silt Forested
with clay layer

19 Rough terrain Silt over clayey sand Forested
and sandy clay

20 Rough terrain Silt over clayey sand
and sandy clay Forested

Figure 2-1. Trafficabilfiy Index (concluded)
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Terrain
Mo)del Characteristic Utilization

Intelligence Elevation Used to determine line of sight
and Control

Ground Roughness/Vegetation Used to calculate line of sight
Combat and probability and Lackground

Forestation reflectance

Area Fire/ Forestation Used to establish vulnerability
TACFIRE of personnel

Air Ground Roughness/Vegetation Used to compute degradation of
Engagement ana air defense weapon effective-

Forestation ness

Engineer Trafficability Used to compute degradation of

engineer task performance
rates

Roughness/Vegetation Used to establish average speed
of units moving on road

Movement

Trafficability Used to establish average speed
of units moving cross country

Combat Service Roughness/Vegetation Used to establish average speed
Support of resupply convoys

Airmobile Elevation Used to determine line of sight
to air defense weapons

Figure 2-2. Use of Terrain Description with DIVWAG System
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roughness and vegetation and the trafficability indices as parameters for
determining the movement rates for units and vehicles, using the RV index
for road movement and the trafficability for cross country movement. The
Combat Service Support Model also uses the roughness and vegetation index to
determine vehicle road movement rates. The elevation grid is used to calcu-
late dominant mask functions which are used by the Intelligence and Control
Model to determine the existence of line of sight between sensors and unit
and by the Airmobile Model to determine the existence of line of sight between
aircraft and air defense weapons. Details of these applications are found
in the chapters dealing with the appropriate DIVWAG military activity models.

d. Terrain-Barrier Relations. The relations of terrain features,
forestation, and man-made facilities which affect significantly (hinder or
facilitate) force mobility are considered in the Engineer Model in the
context of barriers and facilities.

(1) In a division-level war game with battalions a,.. maneuver units,
individual obstacles of a local nature, unless they are an integral part of
a larger barrier line/.;one, or are in rough, mountainous terrain, generally
have negligible delaying effect on mobility and are of a nuisance value only.

(2) Natural and man-made features having appreciable effect on
mobility (e.g., mountains, dense forests, unfordable streams, minefields,
and bridges) are integrated into barrier lines of significant extent. Any
feature which tends to reduce mobility is treated as a barrier, and any
feature which tends to enhance mobility is treated as a facility.

(3) Barrier lines are represented by a sequence of connected line
segments. Each segment is considered homogeneous and is identified by a
six-character mnemonic. The first three characters are alphabetic and iden-
tify the type of segment; i.e., forest, river, anti'ank minefield, and fixed
bridge. The other three characters are numeric and are unique within that
type segment.

(4) Facilities are assigned unique segments ir the barrier line.
These segments are given finite lengtbs to facilitate their intersection by
the movement paths of the Movement Miodel.

(5) In general, barriers may be breached by facilities, through
engineer tasks. For example, a river barrier segment may be breached by
constructing a bridge, a raft/ferry, or In some cases a ford.

(6) Some barrier segments which are unsuitable for facilities are
designated as unbreachable; for example, cliffs and rivers through marshlands
or with steep rocky banks.

(7) Gamers define barrier lines during pregame activities as part
of their barrier and facility planning. Lines may be modified between game
periods.

2-8
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(8) Barrier segment definitions include endpoint coordinates. The
Engineer Model computes task magnitudes which are dependent on barrier
lengths. The model also computes task rates and total task times, the
latter are used for assessing mobility delays.

3. WEATHER:

a. Representation of Weather Conditions:

(1) The geographical area subdivided into terrain cells is also
subdivided into weather zones to reflect weather conditions. A maximum of
nine rectangular weather zones may be defined by specifying the coordinates
of each corner of the zone. The zones should be established so that each
zone has distinct weather parameters. Homogeneity of weather across the
zone is desired, since the model assumes consistency of weather parameters
within a wuather zone.

(2) Within each weather zone, weather is described for each hour of
game time in terms of the following parameters:

(a) Temperature (degrees, Fahrenheit).

(b) Precipitation (none, light, or heavy).

(c) Fog (yes or no).

(d) Cloud cover (percent).

(e) Wind speed (knots).

(f) Wind direction (azimuth in degrees).

(g) Relative humidity (percent).

(h) Visibility index (1-9; 1 worst, 9 best).

(3) The first seven of the eight parameters above are established
in the prcgame phase with parameters describing moon conditions (quarter,
moonrise, and moonset) a,,d sun conditions (time for beginning morning nautical
twilight (BMNT), end evening nautical twilight (EENT), sunrise and sunset).
In the pregame phase, the user has the option of entering actual or assumed
weather condition parameters for a given time period. (See Volume VI, DIVWAG
Data Requirements Defirnition.)

(4) Th,. visibility index, which is used extensively in the Air Ground
Engagement, Intelligence and Control, and Ground Combat Models, is determined
from the cloud cover, precipitation and fog parameters, and the times of sun-
set, sunrise, moonrlqe, and moonset. The visibili,.y index is determined by
a table searching procedure by the weather-generating model, if the user
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chooses the probabilistic approach. The entire procedure is described in
detail in Volume VI, DIVWAG DEta Requirements Definition. The visibility
index table used in the system is shown in Figure 2-3.

b. Use of Weather Parameters. Weather parameters are used in the
Ground Combat, Air Ground Engagement, Movement, Intelligence and Control,
and Engineer Models. The parameters are generally used in representing the
impact of weather conditions affecting local visibility or mobility. Details
of these applications are found in the chapters documenting the avpruFLiate
DIVWAG military activity models.

4. UNIT REPRESENTATION:

a. General. The DIVWAG system allows a great deal of flexibility in
representing military units and groupings of units by allowing the gamer to
vary the level of resolution of a unit or group of units during the course
of a game. Keys to this flexibility are the DIVWAG Unit Status File, the
conc.pt of resolution and nonresolution units, and the set of DSL TRANSFER-
type orders with their associated TRANSFER-implementing models.

b. Unit Status File. The Unit Status File is a dynamic game data file
that contains the current (in game time) status description of all units in
the game. The file contains space for 1000 records, permitting the play of
up to 1000 military units. As each activity-simuiating model within the
DIVWAG system is executed, the Unit Status File records oF units involved in
the activity are updated to show current unit qtatus. Most data entries on
the Unit Status File can be grouped into five categories:

(1) Unit identification entri'e used within the system. The most
important item in this category is the UID. This is the name of the unit
used by the gamer in issuing orders ,.o the unit. Data within each file
record used t. keep track of organizational structure also fall into this
category.

(2) Unit strength entries. These entries contain the current
personnel strength and amounts on hand of equipment and materiel for the
unit.

(3) Unit geometry entries. These entries are used to locate a unit
on the battlefield, define the area physically occupied by the unit, and
establish the unit's distribution of personnel and materiel within that area.

(4) Unit activity entries. These entries are used to indicate the
unit's current activity and, in many cases, the objective of that activity.
They are resec each time the unit receives a new order.

(5) System linkages. These entries on the unit status file are
used to maintain linkages to several other system files that may contain
records pertinent to a specific unit.
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c. Resolution and Nonresolution Units:

(1) To achieve an ability to change military organizational structures
and the level of unit resolution within the course of a game, the DIVWAG system
uses a concept of resolution and nonresolution units. The war game is actually
conducted only with the resolution units. Only resolution units are treated
by the various system models of military activity; only resolution units are
treated as physically occupying some space within the battle area; orders
can be given directly only to resolution units; events can be scheduled only
for resolution units; attrition, consumption, losses, resupply, and replace-
ments are directly computed only for resolution units. Nonresolution units
are used for bookkeeping purposes. The flexibility in this system is achieved
by allowing the gamer to combine several resolution units into one larger unit,
thus lowering the degree of unit resolution; or to decompose a resolution unit
into smaller subunits, thus raising the degree of unit resolution, at any
point in the course of the game.

(2) Figure 2-4 illustrates the use of resolution and nonresolution
units in the context of a military organizational structure. In this figure,
a brigade organization is depicted at the battalion level of resolution.
While the brigade is thus resolved, the gamer actually plays the three bat-
talions and the brigade headquarters company. Thus, although the 17 units
depicted all have records on the Unit Status File, only the four resolution
units are directly available to the gamer orders or to the activity-simulating
models of the system. The figure also illustrates one of the various ways in
which the gamer could reorganize the nine component maneuver companies of
two armor battalions and one mechanized infantry battalion during the course
of a game.

(3) By issuing the proper sequence of orders, the gamer could combine
the three battalions and the brigade headquarters company depicted in Figure
2-4 into the brigade unit. At that point, his organization would be at the
brigade level of resolution; orders could be issued only to the brigade as a
whole; and the brigade as a whole would be treated by the system models. By
Lssuing another sequence of orders, any one or all cf the battalions could be
further decomposed into its component companies. If, for example, the third
battalion were thus decomposed, the battalion woule be at the company level
of resolution; the gamer would issue his orders to each company; each company
would be simulated within the system's models; and the battalion itself would
be a nonresolutio:. unit.

(4) At the current stage of model development, the ability to vary
unit resolution must be used with some care. Although it is possible to vary
the resolution level of units at will, excessively large units may invalidate
the results of certain of the military activity models. Thus, it is not rec-
ommended that units that are expected to be involved in an exchange of fire-
power during the course of a game period be placed at any lower detail than
battalion level resolution during that period.
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d. Representation of Resolution Units:

( G General. As previous]y stated, only resolution units are
represented within the DIVWAG models of military activity. Each resolution
unit is represented by a rectangle cer~tered around the anit's location as
illustrated in Figure 2-5. Associated with the unit rectangle is a size, an
orientation, and a distribution of personnel and equipment within the rec-
tangle. Size and orientation are adjusted at the beginning of each gamer-
ordered event. Distribution of equipment and personnel is updated when
required for Area Fire/TACFIRE Model assessments or for the Ground Combat
Model.

(2) Unit Size. The width and depth of the rectangle representing
a resolution unit are functions of the type unit and its current activity.
These sizes are specified by the gaming staff as part of the game data base
(see Volume VI, DIVWAG Data Requirements Definitioi.) for each of the
following activities:

• Staying (inactive)

• Moving (cross country)

• Firing (artillery units)

• Attacking (in the Ground Combat Model and while advancing to
the attack)

• Defending (in the Ground Combat Model and in a defensive

position)

Withdrawing (in the Ground Combat Model and when disengaged)

* Performing engineer activities.

Units moving on roads are assigned a fixed width of 25 meters and a depth, or
column length, of 110 meters per vehicle. Units attacking, defending, or
withdrawing can be ordered to assume nonstandard dimensions by appropriate
DSL orders.

(3) Unit Orientation. The front of a moving unit faces the objective
of the move. The front of a stationary unit is oriented toward the enemy in
that the front edge of a stationary unit is parallel to a line approximating
the FEBA. (Calculation of this line is dorimented in Paragraph 6.) Within
the model, orientation is entered in the unit's Unit Status File record as
measured counterclockwise from the positive x axis of the terrain coordinate
system.
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(4) Distribution of Personnel and Equipment. The DIVWAG Model
assumes a uniform distribution within from one to four bands of equal size
within the unit for area fire assessment and ground combat calculations. The
number of bands and distributions within bands are determined by the type
unit and its current activity, the same factors used to determine unit size.
A unit's size is not altered by a loss of equipment or personnel. These data
must be specified within the game data base (see Volume VI, DIVWAG Data
Requirements Definition).

5. TASK ORGANIZATION:

a. General. Within the DIVWAG system, changes to the task organization
of a force and the level of resolution of the units within a force are accom-
plished by the set of Transfer routines. The Transfer routines generally
operate upon the records o4 the Unit Status File and the Authorized Strength
File. The Authorized Strength File contains the numbers of personnel and
items of equipment authorized for each unit having a record on the Unit
Status File. The entries of a Unit Status File generally used by the Transfer
routines are unit identification entries, unit strength entries, and the
unit's location.

b. Basic Units. Prior to the initiation of gaming, the game constant
data base is loaded with Tables of Organization and Equipment (TOE) to be
used in the course of a game. Within the TOE are defined basic units. These
basic units are the building blocks with which the force is structured. All
units within the game are composed of groupings of these basic units. The
essential limitations imposed on the gamer are that the force must always
contain the exact number of basic units specified within the TOE and that the
basic unit is the greatest level of unit resolution possible; that is, the
basic unit caitnot be decomposed into component subunits.

c. Subordinate List. Every Unit Status F.Le record has space allocated
for a list of up to ten subordinate or component units. On the sample organi-
zation of Figure 2-4, the subordinate list of the brigade unit contains the
brigade headquarters company and the three battalions. The subordinate list
of each battalion unit contains the battalion headqiarters company and the
maneuver companies, with the first battalion having five, the second bpttal-
ion having four, and the third battalion having three subordinate or cumaponent
units listed. The subordinate lists of the brigade and battalion headquarters
and maneuver companies would be empty in this example. Each Unit Status File
record also has a superior pointer. In the example, the battalion headquarters
company and maneuver companies would have the appropriate battalions indicated
as their superior unit; the brigade headquarters company and battalions would
have the brigade unit identified as their superior; and the brigade, in this
abbreviated example, would have no superior unit indicated. (Within an actual
game, the brigade would probably be contained within the subordinate list of
a division and would show the division as its superior.)
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d. Unit Status File for Resolution Units. The DIVWAG system uses the
unit location entries of a Unit Status File record to discriminate between
resolution and nonresolution units. The x and y map coordinates of all non-
resolution units are set to zero. Thus, resolution units are those with non-
zero coordinates. Unit geometry entries in the Unit Status File record of
resolution units are set based on the type unit and current activity, as
described in Paragraph 4d. Unit activity entries of the Unit Status File
generally are used only for resolution units, since activity is actually
simulated only for the resolution unit. The unit strength entries of a
resolution unit's Unit Status File record contain the current number of
personnel and items of equipment within the unit.

e. Unit Status File for Nonresolution Units. The x and y map coordinates
of a nonresolution unit's Unit Status File record are set to zero. Other
unit geometry and unit activity entries of a nonresolution unit's Unit Status
File record are not generally used. The unit strength entries on the Unit
Status File record are used only for those nonresolution units that are sub-
ordinates or components of resolution units. In this case, the component
Unit Status File record contains the percentage of personnel or of each item
of equipment contained within the superior unit actually associated with the
component. A basic result of this approach is that casualties assessed
against a resolution unit are indirectly assessed against component units
in proportion to the percentage of the superior unit's strength that was
drawn from the component.

f. Authorized Strength File. The Authorized Strength File contains a
record for each unit appearing within the Unit Status File. Contents of the
Authorized Strength File are the numbers of personnel and items of equipment
authorized for that unit. A unit's authorized strength file record generally
contains the sum of the records of the unit's subordinates. If the unit has
been specified as a basic unit, its Authorized Strength File record contains
the strength authorized for that type basic unit plus strengths of subordi-
nates, if any. While the situation would not be expected to occur during the
normal course of a game, a unit that is not a basic type unit and that has no
subordinates would have its Authorized Strength File zeroed within the system.

g. Basic Transfer Routines:

(1) Subordinate and Authorization Changes. The Unit Status File
list of subordinates, superior pointer, and the Authorized Strength File
are changed in response to the DSL order ASSUME CONTROL OF. When a resolu-
tion unit, U1 , receives the order to assume control of a second resolution
unit, U2 , the following basic steps are accomplished by the DIVWAG system:

(a) The subordinate list of unit U1  is checked. If U is
already on the list, the order is ignored. If U1 already has 10 subordinates,
a diagnostic message is printed, and the order is rejected.
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(b) Unit U2 is removed from the subordinate list of the unit
currently specified as its superior, unit U3.

(c) Contents of the Authorized Strength File record for unit
U2 are subtracted from the Authorized Strength record of unit U3 , from the
Authorized Strength record of unit U3 '.s superior, and so on up the chain
of all superior units.

(d) Unit U2 is added to the subordinate list of unit UV, and;
unit U1 is specified as the superior unit of unit U2 .

(e) The contents of the Authorized Strength File for unit U2

are added to the authorized strength of unit U1 , to •the authorized strength
of unit Ul's superior, and so on up the new chain of superior units.

(2) Increasing Detail of Unit Resclution. The level of detail of
unit resolution is increased in response to the DSL order DETACq. The order
DETACH does not break command relationships but merely creates a resolution
unit. When a resolution unit, U1 , receives hn order to detach unit U2 , the
following basic steps are accomplished by the DIVWAG system.

(a) A check is made to determine if U2 is currently subordinate
to U1. If not, the order is rejected and an infqrmativý message printed.

(b) A check is made to determine if unit U2 is already d
resolution unit. If it is, the order is ignored.

(c) Unit U2 is made a resolution unit. It is given the same
coordinates as unit U1 and its current number of personnel and pf each item
of equipment is set by multiplying the percentages contained in the Unit
Status File record of U2 by the actual strength4 in the Unit Status File
record of unit U1.

(d) Unit strength entries of unit UI are reduced by the' amounts
put into the unit strength entries of init U2 .,

(e) If U2 was the last nonresolution subordinate of U1 , and if
UI was not specified as a basic unit, then unit U1 has become a nonresolution
unit, and its location is set to zero.

(M) If unit U1 has other nonresolution subordinates, unit
strength entries of these subordinates are adjusted-to reflect their current
percentage of unit U1. The adjustment is accomplished by Equation 2-1.:

FNEW = fOLD '/ (1  OUT) (2-1)
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where:

fNEW = adjusted percentage of superior unit's holdings

fOLD = previous percentage of superior unit's holdings

fOUT = percentage of superior unit's holdings taken out
with unit U2 .

(g) An indicator is set so that on return to the main system
executive routine the orders file will be queried for orders for unit U

2*

(3) Decreasing Detail of Unit Resolution. The level of detail of
unit resolution is decreased in response to the DSL order JOIN. When a
resolution unit, U2 , receives an order to join its superior unit, UI, the
following basic steps are accomplished within the DIVWAG system.

(a) Unit U2 is made a nonresolution unit. Its location is set
to zero, and its unit strength entries are added to those of unit U1 . (If
U1 was a nonresolution unit, its location is inherited from U2 ; and its unit
strength entries are set from U2 rather than added to.)

(b) Unit strength entries for unit U2 are set to the percentage
of unit strength entries of U1 just contributed by U2 .

(c) If unit U1 has other nonresolution component units, unit
strength entries of these units are adjusted to reflect their percentage of
the holdings of unit U1 by the equation:

fNEW = fOLD * (1 - fiF) (2-2)

where:

fNEW = adjusted percentage of superior urit's holdings

fOLD = previous percentage of superior unit's holdings

fIN = percentage of superior unit's holdings contributed
by unit U2 .

(d) If the superior unit were a nonresolution unit prior to
this action, it becomes a resolution unit; and an indicator is set so that
on return to the main system executive routine the orders file will be
queried for orders for unit U1V
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(4) Changing Unit Activity Entries. One subset of the unit activity
entries in the Unit Status File can be changed by the Transfer toutires.
This subset of entries is designed to permit the player to specify supporting
mission assignments for units. As currently implemented, these entries are
used to specify, for use by the Area Fire/TACFIRE Model, supporting assign-
ments for artillery units (direct support, reinforcing, general support, or
general support/reinforcing). In response to the DSL order ASSIGNMENT IS,
followed by appropriate modifiers, given to a resolution unit, the old
supporting mission entries will be replaced with those specified in the
order.

(5) Interrelations of Transfer Routines. Certain of the Transfer
routines generate automatic calls to each other as follows:

(a) If a unit U1 is given an order to assume control of unit
U2 , and unit U2 is not a resolution unit, an order will be generated to the
current superior of U2 (assuming it is not UIl) to detach the unit U2 before
the ASSUME CONTROL OF order is carried out.

(b) If an order is given to unit U2 to join unit U1 , and U2 is
not subordinate to U1 , then an order will automatically be gcbkerated for U1
to assume control of unit U2 before the JOIN order is carried out. Note that
this ASSUME CONTROL OF order will not generate an automatic DETACH order
because unit U2 must have been a resolution unit to receive the original
JOIN order.

h. Task Organization at Start of Game. The Unit Status File and
Authorized Strength File are initially established at the start of the first
game period in response to a set of specialized Task Organization Lnput data,
submitted with the DSL orders for the first game period. With this input the
gamer establishes the names he will use to refer to each unit during the
course of the game, the organizational structure he will use to start the
game, specification of resolution levels, and initial locations of the resolu-
tion units. The initial organization processor verifies that the force uses
all basic units authorized and treats an attempt to load more or fewer basic
units than specified within the force TOE as a destructive error, preventing
any game play until this criterion is satisfied.

6. BATTLEFIELD ORIENTATION:

a. Slope of the Battlefield. The slope of the battlefield is a geonmetric
descriptor of the relative positions and general orientations of forces used
for numerous calculations withinthe Intelligence and Control and Air Ground
Engagement Models. It is deveioped by considering a geometric center of each
force, which is determined by averaging the coordinates of all resolution
units of the force. These center points are illustrated in Figure 2-6 as the
points (AVGBX, AVGBY) and (AVGRX, AVGRY). The slope of the line connecting
these points is defined as the slope of the battlefield.
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b. FEBA Approximation. A straight line approximating the FEBA is
derived in the following manner. The intersection points of the x axis with
two lines perpendicular to the battlefield slope and passing through the
center of the foremost unit of each force identify tne approximate front
line of the Blue and Red forces respectively. The midpoint between those
two intersection points is the x intercept of the FEBA (FCEF-). Within
DIVWAG, the FEBA is approximated by a line perpendicular to the battlefield
slope and passing through the point (FCEPT, 0). That line is described by
Equation 2-3.

x = FCEPT - y (SLOPE) (2-3)

This approximation is used for the decision process in tile Intelligence and
Control Model in cases when greater accuracy is not required.

c. Front Line Units:

(1) A table of front line maneuver battalions, brigades, and regiments
is maintained. The table contains a list of all Blue maneuver battalions
with center coordinates within D meters of the center coordinates of a Red
maneuver battalion where D is the proximity cutoff distance. Similarly, it
contains a list of Red maneuver battalions within D meters of a Blue maneuver
battalion (center to center). The distance D is automatically adjusted so that no
more than 12 maneuver battalions on either force (or a total of 24) qualify
as front line battalions and at least six battalions on at least one side
qualify as front line battalions. The list is ordered from west to east along
tile FEBA. The brigades and regiments that are superior to the battalions on
the front line lists are inserted on the lists of front line brigades and
regiments. These lists are also ordered from west to east along the FEBA.

(2) This table is used by tile Intelligence and Control Model to
regulate communication and dissemination of intelligence, by tile Area Fire/
TACFIRE and Air Ground Engagement Models to locate targets relative to front
line units, and by the Combat Service Support Model to assign supply priorities.

d. Unit Boundaries and Areas of Responsibility. The boundaries and
areas of responsibility are periodically updated and stored on each unit's
status record. All, boundary lines are assumed to be parallel to the battle-
field slope and are defined by their intersection points with the y axis.

(1) Front Line Battalions. Boundaries are calculated for each
battalion on the front line maneuver battalion list described in Paragraph
6c above. Tile boundaries are described by lines parallel to the battlefield
slope and midway between the closest points of each pair of adjacent battal-
ions as illustrated in Figure 2-7. The outermost boundary lines for tile end
battalion (BNI and BN6 ) are placed at a distance outside the outermost edge
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equal to the distance the inner boundary is from the innermost edge. The
boundary lines for the front line battalions shown in Figure 2-7 are defined
by the following YCEPT ,ralues:

Battalion Lower Boundary Upper Boundary

"3,N 1YCEPT 2YCEPT1
BN_ YCEPT 2  YCEPT2
BN5 YCEPT4 YCEPT3
BN6 YCEPT5 YCEPT4

(2) Front Line Brigades and Regiments. The boundary lines for each
brigade and regiment on the front line lists are set co coincide with the
outermost boundary lines of all subordinate maneuver battalions on the front
line battalion lists. In the example in Figure 2-7, the brigade superior to
battalions BN1 and BN.. would be bounded by YCEPT 3 ard YCEPTI.

(3) Direct Support Artilery Units and Reserve Battaions. The areas
of responsibility for battalions in reserve and artillery in direct support
of front line brigades and regiments are set to coincide with extensions of
the boundaries of the brigade or regiment supported. In Figure 2-7, if BN4
is an artillery unit in direct support of a brigade consisting of BN1 , BN2 ,
and BN3 , the area of responsibility of BN3 and BN4 is defined by YCEPT 3 and
YCEPT 1 .

(4) Division. The division boundary is defined by the outermost
boundaries of all subordinate front line brigades or regiments. In Figure
2-7, the division boundary is defined by YCEPT 5 and YCEPTI.

(5) Use. The boundary lines are projected into enemy terrain and
are used throughout the Intelligence and Control Model to define the areas
of responsibility of all maneuver units. The Area Fire/TACFIRE Model uses
the division boundaries to assign targets to the appropriate division artil-
lery. These boundaries also provide the groundowrk for the automatic internal
control of engineer activity.

e. Update Cycle. The battlefield orientation and unit boundaries are
calculated at the beginning of each game period and updated after every 50
movement events (move segments and Ground Combat Model increments.)

7. TERRAIN MASKING:

a. Mask Function:

(1) The mask function is calculated at the start of game for all
resolution units and is updated for moving units at the completion of each
model move segment. A unit's mask function consists of a 24 by 2 array
contained on its Unit Status File. The array holds the range (R) and vertical
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angle (a) to the dominant mask feature for every 150 horizontal interval
around the center of the unit. Figure 2-8 illustrates the values of R and

Sfor a single 150 interval.

(2) The dominant mask feature is defined as that point at least 1000
and not more than 15000 meters along a radial line from the center of the
unit for which the angle, a , is the greatest. The trial range is decreased
in 1000 meter steps, beginning at 15000 meters. The dominant mask selection
process is performed for all values of the horizontal angle,1 3, where/?=00 ,
150, 300, 450 ...... , 345' meanured counterclockwise from the positive x axis.
The graphic representation of a mask function is depicted in Figure 2-9.

b. Line of Sight. The determination of line of sight between a unit
ard a point ft' is determined from the unit's mask function and the range
and vertical and horizontal angles from the center of the unit to the point
in the following manner.

(1) The horizontal radial angle from the center of the unit to the
point, P', is measurea counterclockwise from the positive x axis. This angle
lies between 31i and /1+1 of the unit's mask function. The range, R' and
vertical angle, a , to the dominant mask feature along a radial angle fl' are
determined by interpolating between Ri and Ri+l and between e and ai+l respe:ctively.

(2) Line of sight is assumed to exist between the unit and the point
if RpI R or a p ... a, ,where R. is the range and ap is the vertical angle
from the center of the unit to the point. Thus, a point is in line of sight
if it is within the unit's dominant mask (closer to the unit than the mask)
or, regardless of range, above the unit's dominant mask.
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Figure 2-8. Dominant Mask Feature

2-26



- iW W ---- -

-x p2+

-Y

* Denotes location of dominant mask feature on each
radial line-

F~igure 2-9. Dominant Masking Function

2-27



- w-" l

CHAPTER 3

INTELLIGENCE AND CONTROL MODEL

1. MILITARY ACTIVITIE3 REPRESENTED. The military activities simulated by
the Intelligence and Control Model are summarized in Figure 3-1 within the
area bounded by the dashed lines. These activities include:

sensing and reporting of target elements

time delays for collection, analysis, routing, and decision

development of targets for fire missions

intelligence analysis and maintenance of intelligence files

decisions on information/intelligence flow and requests for fire support

flow of information/Intelligence between analysis points

contents of periodic division intelligence summary.

These subjects are described in the following subparagraphs.

a. Sensing and Report. The term "sensing and reporting" is used here to
denote the general area of detection and collection of information or intel-
ligence on units of the opposing force and the summarizing of such information
into sensing reports, which enter the intelligence chain. This area includes
both information suitable for fire missions and information that may not meet
the definition of an acquired target (Reference 1) but may contribute to the
development of useful intelligence or acquired targets.

(1) Surveillance and Target Acquisition Functions. The surveillance
and target acquisition functions (References 2, 3, 4) simulated by the Intel-
ligence and Control Model are restricted to certain types of sensors or "col-
lectlon systems" that may be organic to or attached to the respective opposing
force and the firing artillery of the opposing force.

(2) Collection Systems. Individual sensor types or groups of sensor
types constitute a collection system. Various such collection systems whose
functions and output can be simulated by the Intelligence and Control Model are:

(a) Airborne observers in light observation helicopters (LOH) or
fixed wing army light observation aircraft.

(b) Reconnaissance aircraft with MTI radar and rPal Lime data
readout either onboard the aircraft or at a ground seasor terminal (GST) (typ-
ical of the Mohawk OV-lD aircraft).

(c) Air Force high performance reconnaissance aircraft equipped
with visual observers and aerial camera systems.

Preceding page blank
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(d) Ground observation posts with moving target indicator (MTT)

radars.

(e) Air defense radar sites.

(f) Unattended ground sensor (UGS) fields with associated
monitoring posts.

(g) Countermortar and counterbattery radar sites.

(h) Ground combat forward observers with visual unaided and
aided detection capabilities (internal to the Ground Combat Model).

(3) T~t Detection Process. The process of detection, recognition,
identification, and location of a target or other object by a component sensor
of a collection system depends on many parameters; some dynamically changing
and others relatively stationary during the time sp-. of the interaction be-
tween the sensor and target. Some of the primary factors impacting on the
target detection process are:

* relative location of target and sensor

• target characteristics (e.g., motion and rsmouflage)

sensor characteristics (e.g., range, field of vew, scan
rates, and reliability)

environmental features (e.g., maintenance of line of sight,
terrain masking, cover, vegetation, weather, and light
conditions)

operator performance (e.g., orientation of sensor, scanning
patterns, prior knowledge of potential target areas, and
false target signatures identification.

In the Intelligence and Control Model, various degrees and combinations of
these ft~tors are simulated by the sulimodels representing the detection or
collection function performed by collection systems. The specific factors
considered are discussed in detail within the d!-criptions of each submodel,
together with the logic used to simulate the recognition, identification, and
reporting of discrete target elements within resolution units of the DIVWAG
Model.

(4) Reporting of Detections, When infurmation believed to be of
interest is obtained by a sensor or collection system, this information is
entered into the intelligence and/or fire support information channels in the
form of a sensing report. The model simulates this activity by introducing
delay times depending upon sensor type and target size to represent the time
necessary to monitor the target; recognize its significance; estimate its size;
and collect, prepare, and report the information in a standard format. The
sensing report information produced by the submodels includes the following
principal items:
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(a) Number of personnel and equipment items recognized and
identified. (Up to 15 categories or target types are available for use with-
in some of the submodels)

(b) Time at which the sensing wa. made.

(c) Estimated location of the target unit.

(d) Activity of the target unit.

(e) Direction of movement and speed of unit if the target is
mnving.

(f) Identification of the collection system and/or sensor type
responsible for the detection.

b. Time Delays for Collection, Analysis, Routing, and Decision. Time
consumed during intelligence collection, intelligence analysis, routing, and
the use of the information in decisions concerning fire support and informa-
tion flow has a critical bearing on the usefulness of this information. The
Intelligence and Control Model provides for the introduction of time delays
covering each of these elements in the intelligence chain. Time delay for
collection was described above. Delay for the processing and analysis of a
sensing report and the drawing of inferences or conclusions depends in the
model upon the echelon receiving the report, as does the time required to
reach a decision on further routing of the newly processed intelligence and
whether a request fcr fire support is justified. Time for the handling of
message traffic is included in the other functional delays described above,
without provision for queueing delays. All delay values used in the model
are fixed values from input data tables.

c. Development of Targets for Fire Mission. Effective fire support by
ground based artillery, attack helicopters, or CAS requires target acquisi-
tion and target intelligence functions (Referernces 4, 9, 10) that can differ
substantially from the intelligence functions that best yield other types of
intelligence, such as order of battle, assessment of enemy capabilities, and
evaluation of possible future courses of enemy action. While intelligence
analysis of the latter type can often contribute very valuable targets, which
would otherwise go unrecognized, a large part of fire support activity tends
to depend on close linkage between sensors and fire support means, with a
minimum of time delay between target detection and fire response. Effective
use of non-nuclear munitions generally requires that targets be located with-
in 200 meters (References 7, 11-13), and this in turn means that relatively
small targets (say, through company size) will most often be identified for
fire missions and that their location will be recent enough ti minimnize the
likelihood of target departure. The Intelligence and Control Model provides
separate channels for routing of target intelligence without the regular time
delays and the procests of analysis, updating, rerouting, and re-analysis of
the information. The target intelligence channels send the original sensing
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report directly tc the Area Fire/TACFIRE and Air Ground Engagement Models
after preliminary screening and inalysis steps apd decisioht areperformed.
These steps establish type and size of target and filter out reports that are'
redundant with fire support requests filed earlier. Decisions involve whether
the target qualifies for fire support, and if so, the type of fire support tc
be requested.

d. Intelligence Analysis and File Maiatenance. A central 'element in the
process known as intelligence analysis is the comparison of a new report or
element of information with information already in the intellig~nce files.
Following preliminary screening and classification of a new report, Farefuli
comparison with existing files permits inferences to be made concerning the
possible uniqueness or redundancy of the ne;, report. If a report is essen-,
tially unique, it becomes a nucleus in the file for subsequent comparisons of
other new reports and will often be rerouted to other appropriate intelligence
centers for further scrutiny. Also, any report may engepder redirection of
collection efforts or possibly be causejfor tactical decisions. If a report
is essentially redundant with existing file data, the neu report serves to
reconfirm the exis.ence of the previously detected enemy unit and possibly
to add details to the existing file, in which case the update f-le br fccts
may often be routed to other analysis centers for information or further ex-
amination. In some cases the existence of entirely new units in the area of
interest can be deduced frcm several individual reports compared in a proper,
framework. The ability to make suLh comparisons is limited by the informa-
tion in the existing file and the ability to readily retrievelthe pertinent
information, as well as by the imagination of the analyst in choosing items
to compare and in recognizing similarities and diffetences of significance.
To facilitate retrieval, files must be of limited size; and they must be
pruned of irrelevant and outdated information.

(1) While any of the items in a sensing report can occas;ionally be
important to this comparison process, certain informational elements can be
of frequent importance, such as sensing time; location; estimated tize of
unit; estimated type of unit; and estimated activity,,including direction
and speed, if moving. The identification of certain types of materiel can
be an important clue to the type and identity of unit (Reference 3).

(2) The Intelligence and Control Model simulates the intelligence
analysis and file maintenance functions just described, using the informa-
tion in each new sensing report and comparing it with 24 information items
imaintained in each report record in an intelligence file unique to each in-
telligence analysis center. Intelligence centers are simulAted at maneuver
battalion, brigade or regiment,.and division levels.. A battalion i6telli-
gence file in the model can store up to 10 reports; i brigade/regiment file,
20 reports; and a division, 100 reports.

-. Decisions on Information/Intelligence Flow and Requests for Fire
Support:
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(1) The routing of information or intelligence among intelligence
analysis centers and command elements at the several, echelons, both verti-
cally between echelons and laterally between units at a given echelon, can
vary considerably in reality. Policies and practices reflect the tactical
situation and the preferences of cognizant personnel (Reference 4). In a
given situation, wit'h the same personnel, however, basic routing rules tend
to be applied (Re'erence 4). Criteria for rerouting a report to friendly
units at the same or superior or subordinate echelons tend to involve the
type and size (threat) of the enemy unit reported, the location , f the enemy
unit, and the areas of interest of the various friendly units or elements.
Not infrequently, it may be standing policy that, on receipt, new sensing re-
ports are simultaneously routed to several echelons and intelligence analysis
centers (Reference 4). The Intelligence and CouLtrol Model simulates the se-
quential routing structure, in which each report Is considered against a set
of input tables (one each for Red and Blue) of routing criteria before it is
transmitted to any further intelligence analysis center.

(2) Requesting of fire support to be provided by ground-based
artillery, attack helicopters, and TACAIR will depend in reality on the needs
of the tactical situation and the availability of fire support resources.
The nature and location of the potential target are important considerations
in this process. Generally, certain basic rules will tend to be applied.
The Intelligence and Control Model uses such a set of rules in the form of a
decision criteria matrix. This matrix (one each for Blue and Red) involves
type and size of target and preferred ani alternate fire support means to be
employed for several different tactical conditions. When the Intelligence
and Control Model issues a request for TACAIR or attack helicopters, and if
resources are unavailable or if visibility is inadequate, the request returns
and is rerouted to an alternate means.

if. Flow of Information/Intelligence Between Analysis Centers. The
results of analysis et any intelligence center are generally communicated to
associated centers at higher and lower echelons, either on a piecemeal basis
or a•periodic smunmary report basis, or by both methods. New inferences or
facts are thus made a part of the background material that the receiving
center uses in its analysis so that the product of the whole intelligence
chain is greater than would be the product of individual isolated analysis
centers. The Intelligence and Control Model simulates this flow on a piece-
meal. basis only. In the model, new or modified sensing reports are routed
to all other centers that qualify for receipt according to an input criteria
table, provided that the identical version of the report has not already been
sent to the otherwise qualifying center. A substantial flow of modified or
updated information (sensing reports) thus occurs among the intelligence anal-
ysis centers in the model.

g. Contents of Periodic Division Intelligence Summary. Periodic summaries
of current status and recent developments in the intelligence picture are gen-
erally prepared by the intelligence analysis staffs at various echelons (Ref-
erence 4). The Intelligence and Control Model provides such a report, printed
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at the end of each period of play, to assist gamers in period turnaround.
This report is, in effect, a cumulative status report for the division as a
whole, reflecting the end-of-period contents of the intelligence file of the
division intelligence analysis center. For each sensing record that reached
the division file, was not deemed redundant with a record already in the file,
and was not discarded from the file in favor of a more recent or more perti-
nent record, this report lists the followiaig:

(I) Estimated x-y coordinates of the enemy unit.

(2) Estimated size (echelon) of the enemy unit.

(3) Estimated activity of the enemy unit.

(4) Estimated type of the enemy unit.

(5) Direction of movement if the unit was detected moving.

2. DESIGN OF THE INTELLIGENCE AND CONTROL MODEL:

a. Constituent Submodels. The Intelligence and Control Model consists
of four basic submodels: Collection System Control, Collection, Creative
Processing, and Decision. Each of these submodels covers a broad functional
area and either contains, is a part of, or supports several programs or sub-
routines. This paragraph contains a brief description of the four submodels
and their interrelation. Details are given in subsequent paragraphs.

(1) Collection System Control Submodel. This submodel is comprised
of the logic within the various collection and decision routines which either
transforms DSL input orders into control parameters for the various collection
systems or automatically initiates control of sensor movement during the
course of the dynamic game period. For ground-based sensors, this activity
is represented in the movement of collection system sites in response to
changes in the deployment of forces and is performed in the Subroutine MOVSEN.
For airborne collection systems, logic to respond to DSL orders, initialife
air reconnaissance mission units, generate flight legs, activate onboard sen-
sors, and complete flight missions is contained in the air reconnaissance rou-
tines RECONDT, MOVREC, RECHOM, and RECEND and to some extent in the detection
:outines RECONI, RECON2, and RECON3.

(2) Collection Submodel. The primary task of the Collection Submodel
is to simulate the sensing and reporting functions of the individual collec-
tion systems considered. In general, each collection system is represented
by a separate program or subroutine that contains the detection, identifica-
tion, report preparation, and report transmission logic characteristic of the
sensor(s) and personnel Involved in the process at this site or platform.
The description of the Collection Submodel (Paragraph 4, below) separates the
discussion of the representation of a force's reconnaissance/surveillance and
target ecquisition capability into airborne collection systems and ground-
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based collection systems. The air reconnaissance and surveillance routines
are controlled within one logic framework of the Intelligence and Control
Model, and the ground-based sensor systems are treated in another section.

(a) Airborne Collection Systems. Airborne collection system
logic is developed around an event sequencing structure in which each collec-
tion system has the status of a DIVWAG resolution unit. The detection trials
constitute successive collection events for the unit, and thus the model logic
is entered at each subsequent trial as predicted by logic within the Collec-
tion Submodel itself. Thus, the representation is self-triggering and allows
the dynamic development of detection trials in response to the motion of the
aircraft mission unit involved. This approach also facilitates use of Inter-
nal control logic to alter mission unit cbjectives.

(b) Ground-Based Collection Systems. The event sequencing logic
used for the ground-based sensor is different from that used for the airborne
collection systems. Primarily, this Is due to ground-based sensor sites not
naving unit status within the game. Since the ground-based collection sys-
tems (excluding the ground combat: forward observers) currently have a detec-
tion capability against moving units only, the event sequencing is passive or
externally triggered, and the detection trial logic is entered only when a
pvcential target unit initiates a model move segment. Likewise, the detec-
tion trial for acquisition of firing artillery is triggered by the fire event
that occurs for each volley of every fire mission.

(c) Target Acquisition and Fire Support Response. The sensing
reports generated within each collection submodel form the basis from which
all intelligence information is produced within the Intelligence and Control
Model. Likewise, every DIVWAG model-generated TACAIR mission, DAFS mission,
and artillery fire mission is based on a sensing report or combination of
sensing reports originating in one or more of the component collection
submodels.

(3) Creative Processing Submodel. This submodel simulates the
intelligence analysis process, including preliminary screening and classifi-
cation, comparison with the contents of the intelligence file, and file main-
tenance, on receipt of a sensing report by battalion, brigade/regiment, or
division. The output of the Creative Processing Submodel is routed to the
Decision Submodel, with time delays.

(4) Decision Submodel. This submodel determines the dissemination
of intelligence from one echelon or unit to another and decides when and what
type of fire support to request for target intelligence.

b. Macroflow of Intelligence and Control Model. The macroflow of the
Intelligence and Control Model, with emphasis on the interaction of the con-
stituent submodels, is shown in Figure 3-2. Principal subroutines involved
are also identified in this figure.
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3. INTELLIGENCE AND CONTROL MODEL INTERACTION WITH OTHER DIVWAG MODELS:

a. General Dependencies. The Intelligence and Control Model interacts
diiectly or indirectly with most of the combat activity submodels of the
D. IWAG system. Of primary importance are the interactions with the Environ-
ment, Ground Combat, Area Fire/TACFIRE, Air Ground Engagement, and Movement
Models. Output of the Intelligence and Control Model provides fire missions
for Aren Fire/TACFIRE and Air Ground Engagement Models, while inputs to the
Intelligence and Control Model are provided by all of the above models. The
nature of the various dependencies is described below.

b. Environmental and Movement Interactions. These models provide many
of the paraiIcLers used by the collection submodels to simulate detection ac-
tivities. As such they represent primary control parameters of the Intelli-
gence and Control Model and determine to a large exteait . ,e performance
limitations of the individual collection systems.

(1) Movement Interactions. The movement scheduling portion of the
Movement Model provides the trigger for detection of air and ground moving
targets by air defense radar sites and MTI ground radar sites or UGS field
monitoring posts, respectively. Whenever a moving ground (air) unit begins
a DSL move segment (flight interval), and jAso when a ground unit crosses a
terrain cell boundary (model move segment start point), the Intelligence and
Control Model's conditional collection of moving targets (CCOLLM) routine
identifies the potential ground-based collection systems for which the moving
unit may become a potential target.

(2) Environmental Interactions. The environmental model provides
each collection submodel with environmental conditions required to simulate
the performance of the respective collection systems. For airborne visual
observers, airborne radars, and aerial camera systems, this includes visible
ranges or light levels, terrain background visual reflectances, terrain radar
reflectances, precipitation levels, and line of sight terrain parameters for
the terrain and forest type in which the target is located. For ground units
and nonvisual sensors in air reconnaissance aircraft, the line of sight model
provides the range to mask and mask angles of the target units involved.

c. Firepower Mouiel Interactions. A significant portion of the
Intelligence apd Control Model's interaction with the DIVWAG system exists
in form of direct interactions with the Ground Combat Model, the Area Fire/
TACFIRE Model, and the Air Ground Engagement Model. It is through these
interfaces that the DIVWAG automatic firepower events are scheduled, executed,
and responded to during the dynamic period of the game. These interfaces are
described for each of the firepower models in the following subparagraphs.

(1) Ground Combat Model Interactions. The acquisition of targets
and intelligence information by forward observers of maneuver units engaged In
ground combat is simulated within the Ground Combat Mode]. The sensing re-
ports produced are sent to the Intelligence and Control Model for fire support
consideration and intelligence analysis.
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(2) Area Fire/TACFIRE Model Interactions. The TACFIRE portion of
the Area Fire/TACFIRE Model responds to fire mission requests generated by
the Intelligen'e and Control Model. The fire missions requested are produced
by the Intelligence and Control collection system submodels and considered
for artillery fire support in the DECIDE portion of the Intelligence and Con-
trol Model. The assessment portion of the Area Fire/TACFIRE Model serves as
a trigger to initiate c screening of opposing c untermortar/counterbattery
radar sites to determine if the volley being assessed was tracked and the
fire unit located. If the fire uni"t is located, the collection system sub-
model (CCOLLF) enters a sensing report of the fire unit into the Intelligence
and Control Model.

(3) Air Ground Engagement Model Interactions. Target acquisitions
in the Intelligence and Control Model collection submodels may also be con-
sidered for fire support by attack helicopters or TACAIR. If the target
qualifies, and the request is accepted by the Air Ground Engagement Model,
the mission is automatically executed. An interaction also exists between
the enemy air defense and reconnaissance missions flown by the Intelligence
and Control Model, wherein each air reconnaissance mission unit is vulnerable
to enemy air defenses. TIfe air attrition is discussed briefly in the Collec-
tion Submodel paragraph [4c(4)] and in detail in the Air Ground Engagement
Model (Chapter 5).

4. COLLECTION SUBMODEL:

a. General:

(1) Scope. The Collection Submodel of the Intelligence and Control
Model simulates the sensing and collection functions of various airborne and
ground-based sensor collection systems. The collection systems simulated in
detail within the submodel are Light Observation Helicopter (LOH) or fixed
wing aircraft with visual observers, Mohawk OV-lD with moving tIrget indica-
tor (MTI) radar and ground sensor terminal (GST) for real time data readout,
Air Force high performance reconnaissance aircraft with visual observers and
aerial cameras, observation posts with MTI radars, air defense radar sites,
unattended ground sensor (UGS) fields, and countermortar/counterbattery radar
sites. Tn addition to these collection systems, the collection of informa-
tion attributable to maneuver units engaged in ground combat is simulated by
the Ground Combat Model. These collection systems with their associated com-
ponent sensors generate the input information used within the Intelligence and
"(ontrol Model and thus represent the basis from which all intelligence infor-
mation within the model Is ultimately derived. To allow the individual col-
lection systems to genernte discrete sensing reports, a stochastic approach
is used in most of the collection system submodels. The number of targets
reported is based on expected value calculations as are all of the environ-
mental parameters. This combination of stochastic techniques for event se-
quencing purposes and the expected value calculations for operations of high
volume permits economy of computer usage as well as reasonable assurance that
the game results will not be driven by random chance.
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(2) Descriptlon of the Submodel. The Collection Submodel is described
in three sections. The first section treats the submodel's representation of
target units, line of sight, sensing report information, and other details
pertinent to all the collection systems in general. The second section de-
scribes airborne collection systems, and the third section describes ground-
based collection systems. Figure 3-3 illustrates a macroflow of the Collec-
tion Submodel routines.

b. Specific Collection Submodel Design Considerations:

(i) Collection Systems. The term collection system in the model is
used to describe the aggregate of sensor(s), operator(s), and auxiliary equip-
ment whose combined activity may result in the detection, recognition, identi-
fication, and subsequent reporting of a target to appropriate fire support
and/or intelligence channels. Each of the collection systems represents a
means of acquiring intelligence or target information through the employment
of component sensors from either a ground-based location or a moving airborne
platform. Each is described by a submodel that controls the collection pro-
cess of the component sensors within this particular system and produces sens-
ing reports from detections of enemy targets and activity and the subsequent
recognition and identification of the targets by the operator or operators.
Each collection system contains at least one sensor type and in some instances
more (e.g., the LOH may have both unaided visual and binocular aided observers
C board). The various component sensors currently considered by the model
are listed below:

MTI, long range
MTI, medium range
MTI, short range
UGS (individual types)
Air defense radar
Countermortar/counterbattery dual beam type radar
Countermortar/counterbattery continuous tracking type radar
Airborne SLAR MTI radar with GST
Airborne unaided visual observer
Airborne binocular aided observer
Aerial camera, panoramic

o Aerial camera, vertical
Aerial camera (right, left, and front oblique'
Forward observer (within Ground Combat Model).

(2) Target Unit Representation;

(a) Target Subunits. To facilitate modeling the detection
capabilities of various collection systems in reasonable detail against large
battalion-sized units composed of bands containing many discrete target ele-
ment types, the unit is subdivided into subunits for purposes of performing
the collection trial. The number of subunits is dependent upon the unit's
width, depth, number of bands, and the sensing characteristics of the sensor
type involved. Figure 3-4 illustrates a battalion-sized maneuver unit
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subdivided into Pubunits. rhe subunits form the aggregate against which the
collection system's dete.tion capabilities will be examined. Thus, ror ex-
ample, a visual observer may have line of sight on only a single subunit of
the target unit and be masked from viewing the rest of the unit. Target sub-
units are thus artificial divisions of units in'o smaller groups of targets
against which the performance of sensors can be nore adequately simulated.

(b) Target Element Types. To represent the interaction between
component sensors and targets, the following target elements have been se-
lected as representative of the target unit or subunit:

Personnel
Wheeled vehicles
Tanks
APCs and APC-like vehicles
Artillery tubes
Artillery missiles
Air defense guns
Air defense missiles
Aircraft.

Only personnel who are dismounted and therefore susceptible to detection as
individuals are considered as personnel target element types.

(3) Line of Sight Representations. Two distinct line of sight
representations are used within the Intelligence and Control Collection Sub-
model. One of these involves the use of a dominant mask function as described
in Chapter 2, and the other involves an RBAR parameterization scheme similar
to the RBAR equation used in the Ground Combat Model.

(a) Dominant Mask Function (DMF). The LOS considerations for
the ground-based MTI radars, air defense radars, Mohawk OV-lD SLAR MTI, and
aerial camera sensors are representated by the DMF LOS calculation. This
representation is basically a long range LOS calculation and thus is used in
characteristic sensor-target interactions where large range separations exist
(i.e., greater than 2 to 3 kilometers). The decision as to line of sight is

a simple yes or nc as retur.id from the OS function routine for the particu-
lar combination in question. It is a point to point LOS function derived from
a 500-meter elevation grid.

(b) RBAR Parameterization. Following the approach taken in the
(;round Combat Model in usage of the RBAR LOS representation, the air recon-
naissance submodels of the Intelligence and Control Model use an altitude
parameterization of the RBAR equation to establish probability of line of
sight for an airborne visual observer. The equation has the following form:

3-15



- -m- r- -

( + e 2 rot
P d 1 +- )U e -rij(

where rot is the ground separation between the observer (o) and the target (t),
and Tij is given by:

- -ij
rij = ro (1 + O.006h) (3-2)

where h is the altitude of the observer above the target, and rois the RBAR
parameter for forest conditions index i and terrain conditions index j. Two
forest types and three terrain types as illustrated in Figure 3-5 are con-
sidered within the model. Equation 3-1 is an approximate parameterization
of data used in Reference 25 and represents the general trends of line of
sight probabilities versus altitude discussed in Reference 30. The equation
represents a variation in the LOS function as the observer is elevated above
the target. Figure 3-6 illustrates the line of sight curves resulting from
Equation 3-1.

Forest Roughness and RBAR
Index Vegetation Index (Meters)

0 1-3 2600

0 4-6 1600

0 7-9 900

1 1-3 2100

1 4-6 :200

1 7-9 600

Figure 3-5. Intelligence and Control Model Line of Sight RBAP Parameters
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Figure 3-6. Typical Intelligence and Control Model Line of Sight Curves

c. Air Reconnaissance and Surveillance Collection Submodel (CCOLRS):

(1) General Submodel Descriptions. A significant amount of
intelligence information is expected to result frum a force's air reconnais-
sance and surveillance capability; therefore, considerable effort is devoted
to the development of a representative set of routines to simulate the per-
fccmaace of these co.1lection systems.

(a) Air Reconnaissance Macroflow. Figure 3-7 illustrates the
'outines in the submodels that initiate 'nd perform air reconnaissance mis-
sions. The logic in these routines is discussed in detail in the following
subparagraphs in terms of the initiation of the reconnaissance mission, the
collection or sensing logic used for sensors onboard each collection system,
the reporting of sightings, and the interpretation of processed film obtained
during the mission.

(b) Air Reconnaissance Mission Types. Three distinct types of
air reconnaissance aircraft are represented. These are (1) light observation
helicopter (LOH) mission or fixed wing Army aviation, RECONI; (2) Army Mohawk
OV-lD reconnaissance aircraft, RECON2; and (3) Air Force high performance air-
craft, RECON3. Each of these routines contains the collection logic of the
respective collection system.

(2) Gamer [InItiation of Reconnaissance Missions. The DSL RECONNOITER
and FLY orders piovide the necessary control information to initiate the re-
connaissance mission, ide-ttify the sensor types carried onboard, develop the
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flight path for the mission, ard control sensing equipment onboard the aircraft.
The DSL orders for the Lhree reconnaissance mission types considered in the
submodels contain the following data:

4-chara'2ter reconnaissance mission control code

flight interval endpoint coordinates for route reconnaissance
or boundaries of area reconnaissance missions

altitude at which mission, is to be flown

flight speed of aircraft.

(a) Reconnaissance Mission Unit. In order to initiate an LOH
type reconnaissance mission the gamer must give the airbase or unit (described
in the DIVWAG system with a specific unit type identifier) a DSL order request-
ing the mission. The request is made to the airbase or to the unit from which
the mission is to be flown and will result in a mission' unit of a single air-
craft being extracted from the unit or 'airbase and assigned the reconnaissance
mission.

(b) Reconnaissance Mission for N6nmission Unit. The request for
a Mohawk or Air Force reconnaissance mission is made directly to the unit the,
gamer wishes to send. Thus, single reconnaissance aircraft must be given unit
status in the initialization of the game. Since a relatively small number of
Mohawk or Air Force reconnaissance sorties are expected to be available to a
division, this restriction to individual unit identity should not be cumbersome.

(3) Flight initLation Routines. The routines used in the model to
perform the reconnaissance flight initialization and return to base bookkeep-
ing functions are RECONDT, MOVREC, RECHOM, and RECEND.

(a) RECONDT. This routine establishes the mission unit if
necessary and determines the time required to fly the unit to the sensor
activation point in the mission.

(b) MOVREC. The unit is moved to the sensor activatioh poiint
by this routine, the location updated, and fuel consumption accounted for.

(c) RECHOM. Once the recbnnai~sance mission is completed, this
routine sets up and determines the time to fly the 6ission unit from the
reconnaissance endpoint back to its home airbase.

(d) RECEND. This routine returns the status of-the mission init
to ready for another reconnaissanca mission -fter appropriate delays (e.g.,
ti, refuel and change film). ,

(4) Air Attrition Effects. The attrition of air reconnaissance
aircraft is simulated by the routines of the air'Attrition Submodel. After
the simulated detection logic has been completed in the collection routines
of CCOLRS for each projected flight'leg, the Air Attrition gubmodel simulates
the actual exposure to enemy air defense weapons and the actual i..,vement' of
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the mission along the flight leg. If an engagement by air defense sites
occurred during the flight leg the expected probability of loss of tile mission
unit is returned to the reconnaissance routines for consideration before sub-
sequent flight segments are initiated. To establish aircraft losses, a ran-
dom number between zero and one is compared to the ei:pected probability of
aircraft loss; If this random number is less than the loss probability the
aircraft is considered to have been lost on the previous flight leg. If the
unit has onboard camera systems with exposed film, the potential sensing re-
ports previously Qtored for this mission are eliminated from the delayed re-
port file and thus are lost to the intelligence files.

(5) LOH/Fixed Wing Army Aviation Observation Aircraft (RECONI). The
submodel RECONI simulates the performance of visual observers onboard light

jobservation aircraft. The DSL mission order, flight patterns, sensing logic,
and reporting procedure are discussed in the following subparagraphs.

(a) DSL Control Code for RECON1. The first character of the
control code is an H or F and represents the type of observation aircraft,
helicopter ov fixed wing. The second character specifies the mission type as
R if it is to be a route reconnaissance. If an area reconnaissance is desired,
the second character is an integer specifying the length of the mission in 15-
minute increments. The third character specifies the route deviation limit
in kilometers (corridor width) which the aircraft will not exceed during the
flight. For example, in the control code of HR26, the integer 2 in the third
position specifies that the LO'H will reconnoiter along the DSL route with a
corridor width of 2 kilometers and consequently will never exceed the I-
kilometer route deviation limit to either side of thE center route line seg-
ment. For an area reconnaissance mission, the third character is used in the
,same manner and effectively creates a density of reconnaissance coverage (i.e.,
successive passes over the assigned area will be separated by approximately
the corridor width). The fourth character specifies the sensor combination
load onboard the observation aircraft.

(b) Mission Unit Flight Intervals. The model allows for two
distinct reconnaissance and surveillance mission types to be flown. These
are the route reconnaissance and the area reconnaissance missions, illustrated
in Figure 3-8. As discussed above, the route interval endpoints specified in
the DSL order form the center of the actual route flown by the aircraft. I6
the case of the area reconnaissance request, the cooidinates specified are
the four corners of the area over which the reconnaissance mission is to be
flown. rhe order of the points appearing in the DSL order is such that Pl,

P2, P3 , and P4 (shown in Figure 3-8, part B, Area Reconnaissance) are in
counterclockwise order around the enclosed area. Also PIP2 is always the
rear boundary from which the coverage of the area will be initiated by the
model. Using this area, the rear and forward bcundaries, and the corridor
width, a set of flight intervals is automatically computed by the model to
allow complete coverage of the assigned reconnaissance area.
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Hc) Mission Unit Flight Legs. The actual flight path flown by
the mission unit is also illustrated in Figure 3-8. The flight leg length is
currently fixed at 1500 miters. The leg is long enough to penait relatively
efficient computer running time, yet short enough to allow adequate calcula-
tions of such parameters as range to be made from the midpoint of the flight
leg. The successive flight legs along a route interval are established by
randcmly choosing an angle between -w/2 and +7r/2 radians centered in the dl-
reCtion of the current route interval and then computing the endpoint of a
projected 1500-meter flight leg in this direction. If the endpoint falls out-
side the route corridor, another random angle is chosen and the calculation
repeated. This process is iterated until a flight leg which lies Inside tile
corridor is obtained.

(d) Collection Trial Geometry. Figure 3-9 illustrates the
geometry of the search sectors used to produce collection trials for an LOll
or fixed wing observation aircraft. Successive look sectors are overlapped
with the rear sector boundary perpendicular to the flight leg and at the start
point of the actual flight segment on which the collection trial is to be per-
formed. An expanded look sector is also shown in Figure 3-9.

(e) Event Sequencing of Collection Trials. The basic unit of
time simulated in RECONI is the length of cime required for the mission unit
to complete the 2200-meter flight leg. During this t period the geometry
of a search sector is used to establisn the location ot the potential target
subunits, compute line of sight probabilities, determine terrain cell loca-
tions of subunits, and compute values for all range-dependent quantities.
The point from which all range calculations are made is the midpoint of the
flight leg. This is equivalent to using the averages of the ranges from the
startpoint of the flight leg and the endpoint of the flight leg. The routine,
RECON1, is entered at current game time with the mission unit located at the
startpoinc of the flight leg. At this time the model predicts if a detection
will be made along the upcoming flight leg. If a detection will occur a sens-
ing report is created. This report's entry into the Intelligence and Control
Model's fire support and intelligence channels will be delayed until the ac-
tual time at which the sighting and reporting is determined to have occurred.

(f) Identification of Potential Target Subunits. Following the
procedure of subdividing battalion-sized units into subunits, the initial pro-
cess in the coliection trial consists of forming a matrix containing all tar-
get subunits that are within the boundaries of the search sector.

1. Search Sector Radius. The ground radius of the search
sector, Rs, is set as follows:

Rs= AXIMUM[5000 meters, (VR 2 - h21/2] (3-.3)
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where VR is the visible range (meters) and h is the altitude (meters) above
ground. Using this search radius centered at the midpoint of the flight leg,
all units whose centers lie within this circl-ý are located and identified by
the search routine. The resulting list identifies u:he units which may be
vulnerable to detection by the mission unit in this collection trial.

2. Subunit Screening. Once a list of units is obtained,
each unit is subdivided into its component subunits and screened for location
within the search sector and line of sight as follows:

a. Number of Subunits. Each unit is divided into subunits
according to the following rules. Rule 1: The number of subunits is equal to
the number of bands, NB, times the number of subunits per band, NW, where NW
is given by:

NW = MINIMUM [3, 1-' NB] (3-4)

where WN is the width of the unit in meters. Rule 2: If the unit is moving
on a road, NW is set equal to 1.

b. Subunit Locations. Subunit locations expressed in

game coordinates are:

XlBIW = x'cosa - y'sina + xu (3-5)

and

YIBIW = y'cosa + x'sina + yu (3-6)

where x' and y' are given by:

Du

x' = -dS( 2 1B - 1) + (3-7)

and

= -Ws(21W - 1) + -- (3-8)

The parameters, dS and wS, are the dimensions shown in the figure. IB and IW
are the subunit's band and lateral indices, and Du is the depth of the unit.
The angle a is the orientation of the unit and the coordi.nates, and xu,yu are
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the location of the center of the unit. The location of a subunit must be
within the search sector for further screening to continue. These locations
are computed in the subroutine XYSUB.

c. Subunit Target Elements. The target elements in each
subunit are established as the number of elements within the subunit's band
divided by the number of subunits per band. Subroutine NUMTGTS returns the
number of target elements in a particular subunit.

d. LOS Screening. Once the number of rargets, mi, of
each target type i has been established the probability of line of sight on
at least one target is computed as:

T
PLOS = - f(i - PLOS)mi (3-9)

where PLOS is given by Equation 3-1 where the terrain and forestation indices
correspond to the values for the terrain cell in whichTthe subunit is currently
located. A decision as to LOS is made by comparing PLOS with a random number
between zero and one. If the subunit passes this LOS screen it is subjected
to a fine LOS screen such that if the expected number of targets of type i in
LOS, Kmi>, is not greater than one for at least one target type, where <mi'>
is given by:

<mi'> = miPLOS (3-10)

then the subunit is dropped from further consideration. Each subunit which
meets both of the LOS criteria is retained in the potential target matrix and
will be considered in the detection trial.

(g) Subunit Detection Trial. After the potential target matrix
has been created for this collection trial, the subunit targets ace screened
for possible detection. The initial step is to compute the single target de-
tection probabilities for each target type; e.g., tank, personnel, APC, artil-
lery gun. These probabilities are computed on the basis of a single glimpse
lasting a time, tg, and include effects of apparent target contrast number of
resolvable target subelements, and effective glimpse rate. These effects enter
into the detection calculation as described in the following subparagraphs.

1. Single Target Element Detection Probability. The single
target element detection probability per single glimpse given that the ob-
server is looking at the target elements is expressed as:
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PDi = I expu in d in (3-11)

0

or:

(n'>)

PDi = j R enp du (3-12)

a

i
where <nt> is defined as the effective number of resolved target subelements,
ni is the number of resolvable target subelements under optimum contrast con-
ditions, no is the number of resolvable target elements required for a 50 per-
cent recognition level, and OR is the variance of the recognikion level about
the 50 percent level. Currently, the values being used for no and OR are
parameters whizh fit the detection curves presented in Reference 25.

a. Number of Resolvable Target Subelements. The number
of resolvable target elements is computed as the ratio of the solid angle
subtended by the target, dli, to the minimum resolvable solid angle of the
observer, dllM, i.e.,

nt = Mj "d (3-13)

where the minimum solid angle resolvable by an unaided observer is a constant

value,

d =N m 4.09 x 10-8 Steradians (3-14)

and Mj is the magnification of the aided observer (e.g., binocular aided)
The solid angle subtended by the target is computed as:

dfi = a[1/3 cos @K + sin @,1 1 (3-15)

R
or:
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i[RK + 3hi 1
dflj at. 3SR 1 J2 (3-16)

where EK is the angle of depression shown in Figure 3-9, a1 is the average
presented target area for the ith type target, and RK, SR, and h are the
ground range, slant range, and altitude, respectively. The factor of 3 in
Equation 3-16 results from the assumption that the target height is roughly
two thirds of its mean lateral dimensions.

b. Target Contrast Effects. The effects of target and
background contrast are handled in the same manner as in the Ground Combat
Model, with a slight modification to account for the optical slant range.
The probability of deLecting a single resolvable target subelement with
reflectance Pi against a background of reflectance Fb is computed as:

u

'D(u) f e T dv (3-17)

where:

50 C' - 1.0
u _ a_ (3-18)

0.482

and the apparent contrast, Ci, is expressed as:
a

Ci = Ci 1
t 1 + -L(e/?r' -1) (3-19)

"Pb

The intrinsic contrast, Ct, in the above equation is given by:

Cit - bi (3-20)

and the optical slant range, r', is related to the altitude, h, and ground
range, RK, by Equation 3-21 (Reference 29).
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K'= •/2 - e 6610) 6610 (3-21)

The optical slant range, r', is used in Equation 3-19 to account for the
change in air density as a function of -.ititude. This means that the quantity
and distribution of air along the slant range giving rise to light scattering
and absorption is not the same as for a horizontal separation. The differ-
ence is accouinted for using Equation 3-21. Physically, r' is the horizontal

distance which would contain as much air as does the slant range, (h 2 + R)
The effective attenuation coefficient, P1, representing light scattering and
absorption is defined from the visible range, VR, as:

3.912 (3-22)
VR

c. Effective Number of ResolvabJe Subelements. The
effective number of resolvable target elements used to determine the probabil-
ity of recognition or identification as expressed in Equation 3-12 is derived
from the assumption that contrast reduction results in a net decrease in the
number of resolvable subelements. In equation form this relation is expressed
as:

(ni> = ni 1 -[l - COP ) ~ (3-23)

Thus, if only one target subelement is resolvable, the expected probability
of detecting this element is given by:

<nt> = ni C(u) (3-24)

= 4,(u) (3-25)

and the corresponding recognition probability is given by Equation 3-12. As
the apparent target size increases, the number of resilved elements is in-
creased according to Equation 3-23.

2. Subunit Detection Probability. After the probabilities
of recognizing the distinct target types in a subunit have been determined,
the next step is to compute the probability of detecting and recognizing at
least one target within the entire kth subunit given that one is looking
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within the subunit area. This expression involves the total namber of targets
in LOS and the probability of looking at a single target within the subunit.
It is expressed as:

I1M!>
PDk H - i~l - pDiqfM)j (3-26)

wherei is the field of the target elements type i in line of sight; i.e.,

Q1 = MTN IMLM[ UP o dniý QK] (3-27)M

The solid angle subtended by the subunit is given by:

K h
QK = as (R 2 + h 2 ) 3 / 2  (3-28)

K

where aK is the ground area occupied by the kth subunit. The probability of
looking Sat a particular target type i is the ratio ofSi to QK"

3. Single Observer Detection Probability. To obtain the
total probability that the jth observer will detect and recognize a target
located in one of the subunits, the subunit probabilities, PD , are combined
with the probabilities that the observer's field of view includes the subunit
to obtain, PDJ; i.e.,

PDi 1- ifl-PjkPDk] (3-29)

The probability of looking is approximated as:

QJk

pjk ..57 (3-30)
L T

where •J is the field of the jth observer (steradians) and UJk is given by:

Sjik = MINIMUMj 2+ 0K (3-31)
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where (K is the depression angle to the subunit from the observer.

4. Expected Time to Detection. Once the single observer
probability of recognizing a target in a single glimpse has been calculated
(Equation 3-29)the expected time to detect is obtained by assuaing a Poisson
distribution as representative of the detection process (refer to Ground Com-
bat Model) and computing the mean time to detect, Ate. as:

At PD t (3-32)
M PDi

where tg is the effective glinmpse time. Using this mean time, Atm, and a
random number, RLN, between zero and one, the actual time at which a detection
occurs is simulated as:

This time represents the time at which the jth observer fixates on a particular
target. It is measured from the beginning of flight leg, or from the last
fixation time simulated during the current flight leg.

5. Detection Decision. The above procedure of computing a
time of detection is completed for each observer onboard the aircraft. The
minimum simulated detection time for all observers is then selected and com-
pared to the time remaining in the flight leg. If the time remaining in the
flight leg exceeds the simulated time to detection, the detection is made.
If the detection occurs in the flight leg, the collection trial continues.
The assumption is that this time represents the time at which an observer
detects something on the ground. The next step in the detection logic is to
determine in which subunit the detection is expected to havc occurred.

6. Subunit Selection. Using the PDk values computed fur the
observer detecting the target, the following sum is formed:

N PDk N _k
S = 1 - = I kPD (3-34)

k=1 k=l

Individual terms in the summation are proportional to the probability that
the observer detects only this kth subunit. Thus, a scale is formed between
zero and S with N intervals related to detection probabilities. Randomly
choosing a number between zero and S and locating the kth subunit such tzh:t
the condition:
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kd-I kd
I I-k•R PD- (3-35)

k=i k=l

is satisfied, identifiea the kdth subunit as the subunit in which the target
has been detected.

7. Identification of Targets in the Subunit. Once an
observer has made the initial detection, it is assumed that all the observers
onboard will focus their attention on the subunit and search the area for
other unmasked targets. This process is modeled by estimating the number of
targets detected, recognized,and identified as:

mi i = /mi '> MAXIMUM (pl p1iJ"2 , . . .] (3-36)

where 6ai toN is the expected number of ith type target identified and PIij is
the identification probability. It is computed as:

= n~~ J[L ln(!4)1
Piij je u) du (3-37)

0

where the parameters are as defined on page 3-26. (Note that the parameters
noI and or now represent identification rather than recognition thresholds.
Values currently in use in the model are taken from Reference 25. The de-
tection curves represented by Equations 3-37 and 3-12 are illustrated in
Figure 3-10. Along the horizontal axes of the two upper graphs is the num-
ber of resolvable target elements. This quantity is in effect a measure of
the closeness of the target object to the observer. For example, a repre-
sentative tank target of approximately 12 square meters presented area con-
tains about 30 resolvable elements when at a range of 3100 meters and about
80 resolvable elements when viewed at a range of 1800 meters. Thus, if the
relative target contrast against the background is large enough to ensure a
high probability of detection versus contrast level, then the probability of
identifying this object as a tank (not a truck or an APC) at 3100 meters
range is about 0.08, while the probability of recognizing the object as a
target is much higher, about 0.90, according to the curves in the figure.
The last curve in the figure is a plot of the signal-to-noise level required
to expect various detection probabilities from MTI radars. For example, a
signal-to-noise ratio of about 10 produces a 40 percent chance that the tar-
get signatures will be detected by the operator or image interpreter on the
processed film.
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Figure 3-10. Recognition and Identification versus Resolved
Target Elements or Signal-to-Noise
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8. Invalid Detection Trial. The nunber of targets identified
in Equation 3-36-is always rounded to integer values at, the, 0.5 level. If,
in this rounding process, zero entries should result for all target types,'
the detection trial is declared to be an inivalid sighting. This subunit is
dropped from the potential target list, the time required for the detection
is subtracted from the time remaining in the flight leg, anh the detection
trial is repeated for subunits remaining in the!potential target matrix. The
iteration procedure continues until 'either ;a valid sighting is made or the
flight leg flight time is exhausted.

9. Positive Target Identification Trial. If targets have
been identified, they are tallied and a sensing report is prepared. iThis .
report contains the number and target types identified, estimated activity
of the subunit, direction of movement, estimated time of detection, and
estimated location.

a. Estimated Time of Detection. An estimation of the
time of detection is obtained.by adding to the simulated detection-time an
estimate of the time required to identify the targets reported, AtI. This
time is computed in the following manner:

* 2

AtI = tg e•1 Cm1 ",+ tg[l +;ln (<ni" + 3)] (3-38)
i=2

For each nonpersonnel target identified, a time to identify of tg is added;
for personnel targets a time of: tg plus tg ln Cmi"> + 3) is added. The
logarithm of Zmi"- + 3 is used to account for the fact that if a large number
of personnel are present, discrete identification of each person is not made.
Rather, the detection process would count much larger groups. Thus, the ap-
proximation merely reflects the fact that for numbers much greater than 20,
the time to identify is not.increabing linearly with <mi">. The time of de-
tection entered in the sensing report is given by:

i
tR AtM + Atj (3-39)

b. Esiimated Subunit 'Location. The LOH miss'iion unit
estimates the target locntion using a simulated prror approximatign as fol-
lows. Using the subroutine ENORM a random normal deviate is computed and
multiplied by the input lata Value of 6CEP for the LOH collection system.
The location error is en:ered as a CEP error defined as the location error
in meters expected 50 percent of the time. This data entry is qonverted to
a normal distribution with variarcemCEP using,the relation:

CEP'CEP = (3-40)
(21n2)l/2
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Using a random angle, 6R, between zero and 211, the estimated coordinates of
the subunit are computed as:

Xest = Xsu + ENORM (aCEP) cos(hR) (3-41)

and

Yest = Ysu + ENORM (oCEP) sin(4R) (3-42)

(h) Reporting the Detection. The sighting is reported using the
standard' sensing report format described previously. Two sensing report copies
are sentinto the Intelligence and Control Model. One represents the report-
ing to the fire sulpport channel and the other is the reporting representing
entry of the sighting information into intelligence channels. The time delays
representing, the elapsed time until the reports arrive at their respective
destinations are part of the constant Aata input.

(i) Sensing Report History. To facilitate overlapping of look
sectors, each airborne mission unit maintains a current file of sensing re-
ports previously sent in during the flight. This report history Is used to
screen the potential subunit target of subunits that have been reported in
previous flight legs.

(6) Mohawk OV-lD Reconnaissance Mission (RECON2):

(a) General. The reconnaissance mission Dortrayed in RECON2 is
representative of the Mohawk OV-lD type aircraft equipped with a side looking
airborne radar (SLAR) with a moving target indicator (MTI) detection capabil-
ity. The logic is adequate to simulate the capability of the system with on-
boa-d film processing and imagery interpretation or with a real time data
link to a ground sensor terminal (GST) and image interpretation facility. Tn
either case the sensor onboard which is uf primary concern is the SLAR MTI
radar. The following discussion deals with the DSL order, flight path, range
gate control, and detection logic.

(b) Flight Geometry:

1. DSL Flight Path. Th- flight path flown by the Mohawk unit
is specified in the DSL order by a set of endpoints. The flight intervals are
divided into flight legs to establish collection trial events. These flight
ieg lengths are fixed at approximately 90 seconds' flying time in the current
model operation. The exact length is not critical but is related to computer
running time and level of resolution of units being detected.

2. DSL Control Code Data. To establish the area on the
ground that is covered by the radar beam the range and delay settings are in-
put through the DSL order Control Code Data. The firs" character of the Con-
trol Code is an M and identifies the mission type. The second character is
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used to set the range and delay of the SLAR MTI sensor package during the
RECONNOITER order. The allowable set of range and delay parameters is illus-
trated in Figure 3-11 in the included table where the values of RANGE1,
RANGE2, RANGE3, and DELAY are constant data inputs. The third character is
either an R, L, or B and indicates the direction in which the radar is point-
ing (i.e., either to the right (R), to the left (L), or to both (B) sides of
the current flight leg).

(c) Unit Search Geometry:

1. Nominal Screening Box. The geometry used to screen
potential units for possible location within the coverage area of the radar
is also shown in Figure 3-11. The riminal search radius is computed from the
range setting, RG, and the fligot leg length RF, as:

(RG 2 + RF2)l/ 2  (3-43)

RS :.+ 4000 meters
2

This is the radius used in the SEARCH routine to identify enemy units in the
circular region. TVieje units are further screened to eliminate any unit that
is not within a coarse-screening box whose sides are 4000 meters outside of
the boundaries of the actual coverage box.

2. Line of Sight Screening. Each unit inside of the 4-

kilometer box is checked for line of sight conditions using the Dominant Mask
Function Model's LOS routine. The decision is a yes or no crite-cion and is
applied to all the targets in the unit. Only those units deemed in line of
sight are retained for the detection trial.

3. Moviig Unit Screen. To be vulnerable to MTI radar the

unit must be moving. Stationary units are dropped from further consideration.

(d) Detection Trial Logic. The radar model used in this routine
is an adaptation of the radar equation of References 25 and 31. The signal-
to-noise ratio (S/N) at the MTI radar receiver is computed for each target
type and is translated to an expected detection and recognitlon probability
as a function of (S/N)i. The radar equation parameters, signal-to-noise cal-
culation, and target type identification logi-c are discussed in Lhe following
subparagraphs.

1. Signnl-to-Noise Calculation.

a. Radar Equation. The (S/N)i ratio for the ith type

target is computed using the radar equation from References 25 and 31:
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MOHAWK OV- ID SLAR MTI RANGE S DELAY SETTINGS

MOHAWK,SLAR* .o,.13

LEFT SIDE GATED (L) RIGHT SIDE GATED (R)

I.I

FLIGT/ •----- ELA -•: R 'NGE----• ,.I-SEARCH
DELY O RI13F -s RADIUS

IF 
4KM. SCREENING BOX

SLAR MTI SETTINGS

Second Character
of Control Code Delay Setting Range Setting

0 0 x DELAY RANGE1
1 1 x DELAY RANGEI
2 2 x DELAY RANGEI
3 3 x DELAY RANGE1
4 4 x DELAY RANGE1
5 5 x DELAY RANGE1
6 6 x DELAY RANGEI

A 0 x DELAY RANGE2
B 1 x DELAY RANGE2
C 2 x DELAY RANGE2
D 3 x DELAY RANGE2
E 4 x DELAY RANGE2
F 5 x DELAY RANGE2

Z 0 x DELAY RANGE3

Figure 3-11. Mohawk SLAR Range Gating
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O " k "3• PRF C2 Ce 72a " •f T 7rf

(S/N)i = a _ s Trf
(4.)3 . Pnr Dx Vg ' S

= CSN ti (3-44)

where the variables are defined as follows:

Pt = pulse power transmitter (watts)

AR = radar wavelength (meters)

PRF = pulse repetition frequency

Pnr = noise power of receiver (watts)

Dx = effective linear azimuthal resolution of synthetic antenna (meters)

Vg = flight speed (meters per second)

Gae = antenna gain

Tra = rain loss factor

Tsf = signal filter ioss factor

Trf = signal filter loss factor with rain

SR = slant range (meters), perpendicular to flight leg

ati = target radar cross section of ith target (meters 2 ).

The antenna gain factor is computed as:

Gae cosl/, cos 2Pm 0(35

cos2p 5 O2 7 m e 0.23025 Go (3-45)

where:

Go = antenna gain in db

P = depression angle of target

8m = depression angle of antenna.
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The rain loss factor Tra is computeo as:

r ra = e- 0. 0 0 2 3 025(Aa + Ar)'(2SR) (3-46)

where:
Ar = r-n absorption coefficient (db/km) for weather precipitation

(fog, light rain, or heavy rain)

Aa = atmospheric absorption coefficieiet (db/kn).

The rain signal filter los' factor, T rf, is given by:

-2.3025 Lrf (347)Trf = e ( - 7

where Lrf is the signal loss in db due to rain filtering. The clutter and
normal signal filtering loss factor, rsf, is given by:

Tsf = e -2.3025 Lsf (3-48)

Combining all of the losses above, a total loss factor, T', is obtained:

r = e -0. 2 3 02 5 [0.002SR(Aa + Ar) + Lsf + Lrf] (3-49)

b. (S/N) for Target Type. For a fixed set of conditionsin a detection trial the (SINk ratio for the ith type moving target is given
by:

(S/N)i = CZN " ti (3-50)

where i .he target radar cross section, is given by:
t

Gti = rti " at' i( +3h) (3-51)

and Pti is the ith target type's radar reflectance and ati is the mean
presented area as discussed in the RECON1 logic.
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2. Target Detection Probability. Using the (S/N) ratio for

each target type the detection probability, PDi, is arrived at using the
relation:

(S/N)i 2

DM) e e SNOS No))] du (3-52)P~ =(i- ) SN-- e

0

where:

M = fraction of unmasked detectable targets missed by image

interpreter

(S/N)o = signal-to-noise ratio required for 50 percent detection
and identification threshold

"SNo = measure of variance of (SIN)i level about (S/N)o for 50
percent detection level in log domain.

3. Subunit Detection Logic. Once the individual detection
probabilities for the iti. target types are known, the total probability of
detection for at least cne target within the kth subunit is computed as:

I

PDk I - •I(l - PDi)Zmi% (3-53)i

To establish a detection decision, the value of PDk is compared with a random
number between zero and one; and if the random number is less than PDk, a de-
tection is made. The estimate of the number of targets detected is derived
from the expected values as:

<mi" = mi - PDi (3-54)

and is rounded to integer values with a 0.5 roundoff factor.

4. Time of Detection for Subunit. The time at which the
uiit was recorded is determined by the projection of the subunit's perpendic-
ular distance onto the flight leg. The intersection point is used to estab-
listi the time of overflight, tkf. Using this time and adding a film proces-
sing delay, Atfp, and a ddtection delay, Atdd, the time of detection, tE, is
given by:

td = tof + Atfp + Atdd (3-55)
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All subunits are processed in this manner and stored in a potential target
matrix until the last subunit in the unit has been accounted for.

(e) Subunit Preprocessing. Upon completion of the individual
collection trials on the subunit of a unit, the subunits detected are aggre-
gated to represent the combined sensing of the entire unit. The actual time
of estimated detection and estimated coordinate locations are determined in
the following manner:

1. Unit Detection Time. The simulated time of detection for
the unit is established by selecting the subunit that was last to be detecLed
and using this subunit time as representative of the earliest time at which
all the subunits (i.e., combined unit) were detectable.

2. Unit Coordinate Locations. The coordinate location
computed for the combined subunits is obtained by determining a weighted
average of the subunit location. The weighting factors are the number of
targets detezted in the individual subuf its. In equation form, the unit's
coordinates are expressed as:

Nk Nk It
% Xsk <mik/'

k~l i=l

Xu = (3-56)Nk Ný

Y :ý <M ik>

k=l i=1

Nkk Nk
Iyk Xi <tl k>

Yu k=l i=l (3-57)
= Nk kI Xk m ik/.

k=l i=l

where:

Xsk, YSk = location of the kth subunit

it
<mik> = number of targets of type i detected in the kth subunit

Nk = number of subunits detected

kl = number of target types in the subunit.
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3. Unit Estimated Location. The target location errors in
the collection system are introduced into the unit location (Xu, Yu) computed
above in the same manner as was done for subunits in the logic of RECONI;
i.e. :

Xe3t = Xu + ENORM (aCEP) cos(OR) (3-58)

Yest = Yu + ENORM (&CEP) sin(4R) (3-39)

where OR is defined as before and OCEP is now the location error of the Mohawk
SLAR MTI sensor system.

(f) Reporting Detection. The detection process described above
is iterated until all units in the coverage sector have been checked. To
simulate the identification of and reporting of sightings, a time delay is
added to each sensing report produced representative of the elapsed time un-
til the reports arrive at their respective destinations. In addition to the
delays representing filim processing, identification time, and report prepara-
tion and tLansmittal, a processing and reporting queuing delay is also simu-
lated, As successive targets are overflown and recorded on film the poten-
tial for exceeding the imagery interpretation and reporting capacity exists
if reports are not queued. The target units to be reported are selected in
their order of detection during the overflight time. The first sensing re-
port is sent in with a delayed event time of:

tl=| + AtSR + AtRPT (3-60)
of

where.

tof = time of overflight

AtSR = time to process film and identify targets

AtRpT = time for report to be entered into respective fire support or
intelligence channel.

Subsequent targets identified in this search region are sent in at even time
delays given by:

.Atl MA.:"UM(ti A 1-1+ + tSR (361
t MAYUM (tOf + AtSR + AtRPT), LtI- +tRPT n (3-61)
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where ni is the number of image interpreters available to process the film.
Thus, no two reports from sightings in this collection trial will reach the
same communications node with time separations of less than AtRPT + AtSR + ni.

(7) Air Force Reconnaissance Mission (RECON3):

(a) General. RECON3 simulates the performance of Air Force
reconnaissance and surveillance missions. The sensor types currently por-
trayed in the model are the visual observer and the various camera types.
Information obtained in these reconnaissance missions is made available to
each division level intelligunce center after appropriate delays for film
processing and handling, image interpretation, report processing, and trans-
mittal activities. The following discussion is concerned with the flight
control, sensor load, and detectionL logic simulated within the submodel.

(b) Flight Geometry. The flight geometry of RECON3 Is similar
to that described in RECON2. One difference is the aetermination of the
flight leg length. In RECON3, the flight leg is set as:

FLEG = MINIMUM [5000, 5h] meters (3-62)

to ensure adequate coverage of the area by the onboard cameras.

(c) Sensor Load Combination. The particular sensor load onboard
is specified in the DSL order by the load combinatior index in the fourth
character of the Control Code. The various load combinations are established
in the pregam3 data preparation phase.

,d) Target Unit Search Geometry:

1. Visual Observers. The sensitive look sector for each
flight leg is identical to that used in the LOH, with the exception of the
center being projected forward at a 600 depression angle from the aircraft.

2. Camera System Search Geometry. All camera systems use a
search box with a dimension in the flight direction equial to the flight leg
and a lateral dimension set by the field of view of the camera system. The
centers of the respective search boxes for the collection trial are set based
on the camera's depression angle and direction of camera (i.e., forward oblique,
vertical, left side oblique, or right side oblique). The screening logic
used to identify potential targets is identical to that performed by the Mohawk
except that the stationary units are included as potential targets for cameras.

(e) Detection Trial Logic. The detection trial logic used to
simulate the detection, identification, and reporting of visual sightings is
identical with the lcgic used in RECONI. For caumtera systems, the generation
of sensing reports is similar to the logic of the Mohawk routine, RECON2, with
exceptions for the sensor type differences and the del'ay times required for
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film processing and image interpretation following completion of the miscson.
The following discussion refers to cameras only.

1. Subunit Targets. The individual detection decisions are
again based on subunit size targets. Whereas the line of sight screen is
applied to the unit as a whole, the target detection calculations are applied
to the separate subunits within the unit. Once these detection decisions on
the subunits have been made, the subunit within the units that have been iden-
tified are aggregated or preprocessed to represent the actual photo interpre-
tation identifications of targets. The simulation is patterned after the
camera model of Referetnce 25.

a. Camera Resolution at Target Contrast Level. Tile
simulated ground .. 3oiution of the camera as given by Reference 25 is:

.i -O50M.I)

Ri = 0.max0.8Ma + 0.2 - e a (3-63)

where Rmax is the operational camera resolution and "., the ap arent contrast
modulation, is expressed in terms of the apparent contrast, Ca, Equation 3-19,
as:

M = a (3-64)
a Ci+l

a

This resolution factor Rc is computed for each target type in the subunit.

b. Camera Scale Factor. To convert the camera resolution
on film, R., to the equi-alent ground resolvable distance, Di, in the present
mission, the camera scale factor, Sc is determined for each camera type as
follows:

Vertical Frame

= (3-65)

where F is the camera focal length.

Side Oblique Frame 4

Sc h sin*D + Rk coseD (3-66)
f h
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where:

RK = ground track range to the target

OD = depression angle of camera.

Front Oblique Frame

h
Sc = fsinOD (3-67)

Panoramic Frame

h~ \21nf 1/2

Sc = -fsin+Di t+ . (3-68)

c. Grouind Resolved Distance. Using the camera resolution,
R', and the scale factor, ScI the ground resolved distance for this camerac
type is giver, by:

DRi = Scci (3-69)

Using DRi the number of resolvable target subelements on the exposed film is
expressed as:

j a1ni t a_ _ ( 3-1]0)
n (D•)(D

with a' the mean presented target area of the ith target type.

t

2. Probability of Identification of Target Type. The
probability of identifying a target type i is computed for each type as:
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p l ) = -M e • { I n

e . f... dti (3-71 )

0
where:

M = fraction of unmasked identifiable targets missed by the photo
internreter ,

nI = median ,lumber of resolved target subelements required for 50
0 percent identification confidence.level

al = variance of ni about no for the 50 percent threshold level
in log domain
3. Subunit Detection Criteria. The combined probability of

detecting and identifying a subunit is established as before: i.e.:

P<k I - pD mi) ('3-72)p 1 k= 1-i (l-P i

where <Mi> is the number of ith type targets in LOS. Again a random ntmber,
R.., between zero and one is compared with PDk'to simulate a detection.

4. Targets Detected. If the subunit is detected, the
expected number of target elements identified is given by:

If>i

<Mi = <ml> PDb (3-73)

(f) Subunit Preprocessing. The preprocessing of subunits follows
the same procedure used in RECON2 to establish unit sensing reports. The num-
ber of targets for each target type is obtained by summing the ta~rgets of the
individual subunits.

(g) Unit Location Errors. Location estimates are established as
in RECONI and RECON2 using a 9CEP characteristic of the Air Force reconnais-
sance collecLicn svstpe :nd camera type.

(h) Reportii'g of Identified Targets. The process that is
simulated in identifyinp th! target unit is thb process that would normally
occur after the reconnaissance aircraft has returned to base or ejected the
exposed film and after Lhe film has been processed and delivered to the image
interpretation facility. Thus, the processing of the film will'not actually
occur until later during the simulated game period. If the reconnaissance
mission is lost, the information will be lost. To allow the model to maintain
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The elevation of this swept area is zero for ground units but reflects the
specified altitude of air units.

(c) Detection Vulnerability Critera. CCOLLM uses several criteria
to determine whether the predicted segment of move could possibly be detected.
These criteria muist be met before a collection trial event is scheduled.

1. Collection System Statuc. The primary criterion is the
availability of the parL'cular site. If a senssr system is moving or other-
wise inoperable it will not be considered.

2. Ratige and Orientation. The secondary criterion is the
existence of overlap between the rectangular area swept by the moving unit on
this move segment and the assigned search sector of a radar of the active area
of an UGS field. In the case of aircraft, altitude is also ccnsidered so that
the aircraft must be within the current search volume envelope of the air de-
Zense radar.

3. Line of Sight. If the collection system is an MTI or air
defense radar site, line of sight with the potential target must exist. The
calculation of line of s'ght uses the DMF calculation, and the LOS function
returns a yes or no condition as to existence of line of sight. The DMF cal-
culation is described in Chapter 2.

4. Radial Unit Velocity. MTI ground surveillance radars
generally cannot distitiguish the moving unit from background unless the unit
moves toward or away from the radar at greater than some threshold speed.
That component of the velocity of the unit which is toward or away from the
radar is the radial velocity of the unit. The threshold value for each radar
type is input it. the constant data for the radar. Actual radial velocity of
the 6nit is calculated by the model and must equal or exceed the threshold
for a detection to be possible.

5. TiWE to Sweep Unit. For MTI ground surveillance radars
there must be time for the radar to scan through enough of its assigned search
sector to sweep the moring unit while it is in the search sector during the
current move segment. 1tth the radar in an autoscan mode the position of the
radar beam at the time the moving unit enters the search sector cr starts its
move segment from a position inside the search sector may in reality vary from
exactly on the unit to approximately one whole search sector auay (in scan)
from the unit. The model assumes that on the average the beam can be expected
to have to travel one halt of a full search sector before it sweeps the unit.
The model calculates this average time using the size of the assigned search
sector and the beam width and depth. Figure 3-12 outlines the geometry within
which this calculation is made. The currently assigned search sector of the
radar has an inner radius of MINR and an outer radius of MAXR, with a sector
angular width of THETA. Within this search sector the active portion of the
radaj beam has an inner radius of RMIN, an outer radius of RMAX, and a con-
st,•nt angular width of R110. The model assumes that the active beam center
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MAXRS =Maximum range capability of sen~sor
MINRS = Minimum range capability of sentsor
MAXR = Maximum range of currently assigned search sector
MINR Minimum range of currently a'ssigned search sector
RMAX u Current upper range gate of radar beam
RMIN = Current lower range gate of radar beam
ALPHA =Center azimuth of currently assigned search sector
THETA = Width of currently assigned search seoor
GMMA = Current center azimuth of radar beam.

RHO = Current width of radar beam

Figure 3-12. Search Geometry for Ground MTI Radar
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sweeps the entire width of scarch sector, THETA, with the beam depth (between
MNIN and RMAX) held constant for each angular sweep. At the end of one angu-
lar sweep, the model assumes that the beam is stepped by one constant bea.m
depth increment for the -iext angular sweep. The angular rate of beam sweep
(angular search rate) is a gam( input constant for the radar type, as is beam
depth and angular width, therefore, the time to search the entire sector is
the time to make one angular sweep, multiplied by the number of beam depths
between inner and outer radii of the search sector. The average time delay
to reach the moving unir is then half the time to search the entire sector.
This average time to sweep the unit must be less than the predicted move seg-
ment time, iess any portion of the move segment time outside the search sector,
which Is also calculated when the move. segment enters the fan.

(d) Timing 'f Vulnerability to Detection. When Subroutine CCOLLM
is activated and 1he criteria for vulnerability to detection are mt, the time
at which vulnerability t-) detection starts for this move segment of the moving
unit and this sensor is .he basis for scheduling e collection tria. event.
The time at which vullne.'ability to detectlon starts is based on the time at
which CCOLLM is activated, if the start of this move segment is inside the
search sector fan of ,, rad.ar sensor or is inside the sensitive area of an UGS
field. Otherwise, 3tarr of vulnerability time is based on when the moving
unit enters the fan or field. Determination of the coordinates and time at
which entry occurs differs slightly according to sensor type.

I. MTI Ground Surveillance Radar. For MTI ground surveillance
radars, the coordinates at which the moving unit is considered to enter the
assigned search sector fan are determined by the line joining the start and
end coordinates of the move segment and by the center of the moving unit,
versus the search sector fan, which is defined by an outer radiu.n, an inner
radius, and two sides radial from the radar The fan may be entered from
either arc or either side. The size and shape of the moving unit is not con-
sidered in. hzhis determination since in most cases, it is assumed, the search
sector will be relatively large compared to unit size. The time of fan entry
is derived from the coordinate point of entry, in terms ot the fraction of
[ovve ;egment traveled to entry, by relation to the predicted time of travel
on this move segment. The time of fan entry is then added to the average time
for the ;canning radar beam to reach and sweep the unit to yield the time at
whicl. vulnerability to decection is considered to start.

2. Air D#-fense Radar. For air defense radar, the x, y
coordinates at which the air unit is considered to enter the search envelope
arV determined In a manner essentially the same as for MTI ground surveillance
radars, except that for air defense radars the dlF,',rence in altitude between
aircraft and radar, and the vertical search secto,. of the ,'adar, enter into
the calculation. These factors affect 'he outer and inner radius of the hori-
zontal search sector for this target. No scan time adjustment is made for air
defense radar.
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3. UGS Field. For an UGS field, the size of the rectangle
representing thE moving unit is explicitly considered, since unit size may
easily exceed UGS field size. A series of geometric tests is necessary to de-
termine if overlap occurs. With UGS fields, the point of entry to the field
is usually represented by the first field corner to be swept over by a line
representing thE width of the moving unit. This line passes through the cen-
ter of the moving unit and is perpendicular to the direction of move. (See
top part of Figure± 3-13.) If the field is relatively large, however, and the
moving unit does not first sweep over a field corner, the point of entry is
determined by the first side or diagonal of the tield that is ijitersected by
the line joining the move segment start and end coordinates. (See lower part
of Figure 3-13 ) In both cases the time at which vulnerability tc detection
is considered by the model to begin is determined by the entry point, which
is related to the position of center of the moving unit during its travel on
the move segment. These same steps apply if the move segment starts within
the UGS field.

4. Scheduling of Collect'on Trial. When the criteria for
vulnerability to detection are predicted to be met, and the time at which vul-
nerability is considered to begin is predicted for thi.: move segment and this
sensor, CCOLLM proceeds to schedule a collection trial for this sensor. Sched-
uled time is the time at which vulnerability is considered to begir.

(e) Collection Trials for Moving Targets:

1. General. Collection trials for tioving targets versus
stationary sensors are performed by Subroutine COLLECT. A collection trial
occurs at a time scheduled by 3ubroutine CCOLLM, after that routine has pre-
dicted that a possibility will exist for a specific sensor site to detect a
specific moving unit during a given segment of its movc course. The coliec-
tion trial determines dhether collection occurs and, if so, what information
is collected by the sensor under the current circum,.terices of this sensor-
unit pair. If collection occurs, a sensiug report is sent -o the intelligence
analysis center having direct communication with this sensor. Subroutine
COLLECT is primarily concerned with the capabilities of a given sensor at a
specific range from the moving unit to detect, recognize, and identify cer-
tain items within that unit, to locate that unit, to quantify the number of
items identified, and thus to provide information necessary to issuance of a
sensing report useful for purposes of fire support, general intelligence, or
both. COLLECT does not employ separate probabilities of detection, recogni-
tion, identification, and location. Rather, COLLECT treats these capabilities
in the aggregate, using a single probability of "collection of an individual
item" of the item category being considered, with the process repeated for
each category. The probability of "collection of an 'ndividual item" value
is interpolated from input data supplied individually for each item category
to be considered by each sensor. For a collection report to be issued, a
threshold probability value must be exceeded in at least one item cate.;ory.
No distortions of intormation, spurious/false detections (false alarms), or
falke targets ate deliberately simulated by the current model.
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Figure 3-13. Entry of UGS Field
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2. Prerequisite Conditions for Trial Execution. For the
scheduled -ollection trial to be executed, certain prerequisite conditions
must exist. In all cases, the ..ensor site must be operational and available
(not otherwise occupied) for this trial to occu irne current location of
the moving unit is estab.'shed, since its move may have been interrupted by
intervening events. In the case of radars, the current location of the mov-
ing unit must be with'n the minimum and maximum ranges of the radar. The
current location is some fraction of the way along the most recently estab-
lished move sc-ent and is derived as follows:

X = XACT + F - (MEVTX - XACT) (3-74)

Y = YACT + F * (MEVTY - YACT) (3-75)

where:

X = x coordinate of curient location

Y = y coordinate of current location

XACT x most recent start of move segment x coordinate

YACT = most recent start of move segment y coordinate

MEVTX = most recently predicted end of move segment x coordinate

MEVTY = most recently predicted end of move segm2nt y coordinate

F = fractional portion of the most recent move segment, based on
time data, as follows:

F = (Tnow - Tsegend + ELT) / DELT (3-76)

where:

Tnow = Time now

Tsegend = Predicted end time of most recent move segment

DELT = Predicted travel time interval of most recent move segment.

3. Target Elements Considered. The target types within the
moving unit that are to be tried for collection depend oa the type of sensor.
In all cases, a tally is made of the number of items currently on hand in the
moving unit in each type to be considered. Personnel ate considered as a tar-
get type by all sensors, but only those personnel whu, are dismounted and thus
susceptible to detection as individuals are counted.
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a. MTT Ground Surveillance Radar. For MTI radar, eight
t.,1rgt•L types are considered for collection. The eight types are as follows:

* Dismounted personnel

• Tanks

• APCs and APC-like vehicles

• Artillery tubes

Artillery missiles

* Air defense guns

Air defense missiles

. Other vehicles niot classified above.

b. UGS Fields. For UGS fields, only three target types
are tallied and tried for collection. Before collection the tallied number
of items is multiplied by the percent of the moving unit width that was ,re-

dicted in CCOLLM to sweep over the UGS field. After collectioo but before
preparation of the sensing report, the collected values in the two equipment
categories are partly rer.rranged into three equipment categories defined the
same way as for MTI radar. The rearrangement grossly simulates some evalua-
tion by the UGS field monitor and facilitates later use of the sensing report.
The categories and rearrangement rules are as follows:

Tally and Collection Sensing Report

1. Dismounted personnel 1. Dismounted personnel

2. All wheeled vehicles 2. Tanks (1/3 tracked vehicles collected)

3. All tracked vehicles 3. APCs and APC-Ilike vehicles (1/3
tracked vehicles collected)

4. Other vehicles not classified above

(all wheeled vehicles collected)

c. Air Defense Radar. For air defense radar, only

aircraft are considered, with no modification of the tallied number before
collection trial. This brings to nine the total number of target types pro-
vided for in the uniform sensing report format.
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4. Interpolation and Use of Probability of "Collection of
an ii

a. Tnterpolation. For radars, linear interpolation
between . input valuez' * at the nearest two range points Lo the actual radar-
to unit range provides the probability of "collection of an item" for the given
item or tat .type. The four range points are peculiar to the particular sen-
sor and represent the minimum and maximum range capability of the radar7 (all
items) w th twu intervening points. The first inte'-vening range point repre-
sents thk approximate range at which capability against the specific item be-
gins to 11 off rapidly, an approximate break point (See Figure 3-14). The
second .,ILervening point represents the approximate range at which capability
against th3 spe'r fic item falls to either a relatively low probability or zero,
as appr*-.liate co the circumstances. For UGS fields, no interpolatior. is ne-
cessary for range The field a6 a whole is treated as the sensor. T!le proba-
bilities of "col etion of one item" for each of the three target types con-
sidered by UGS fields, are constants. Each constant (limited wirain the model
to a maximum value of 1.0) is the ratio of the sum of the areas within detec-
tion radius (for this item type) of each individual UGS device in the field,
divided by the -cal area of the field. Field area is defined by four corner
coordinates. (To facilitate calculation of field area, the shape of the field
must be a convex qui rilateral.)

b. Use. The specific probabilities of "collection of an
ind`ividual item" are used in two ways. One way determines whether anything
is collected; and the other way determines how many targets are essentially
detected, recognized, and identified in each item category.

(1) Collection Decision. To determine whether
collection occurs and whether any sensing report will result from this collec-
tion trial, the probability of not collecting any items is calculated for each
category considered as follows:

PNDi = (1 - PDi)(mi> (3-77)

where:

PNDi = probability of not collecting any items in ith category

PDi = probability of "collecting an individual item" of t th type
(an individual item is one item in rsoladon from others)

* Input values should be consistent with the frequency of activation of

CCOLLM. This frequency is essentially determined by cerrain cell size. The
converse of this frequency tends to represent the duration of exposure of the
unit to any senscr within range.
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Figure 3-14. Radar Probability of Collection Curves (MTI Ground Radar)
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mi = applicable number of targets in line uf sight.

When all categories have been considered, if the maximum value of one minus
PD is less than 0.001, the collection trial of the sensor-unit pair ends, and
no sensing report is generated. Otherwise, a determination is made of whether
any items are collected in each category. Here, PDi is compared with a random
value from a uniform distribution between zero and one. If the random value
is greater than PDi no collection is recorded in this category.

(2) Number of Items Collected. The number of items
collected in any category for entry in the sensing report is determined as
follows:

It

mi mi PDi (3-78)

where:

It

ni = number of items collected in ith category

m! = applicable number of items in line of sight in ith category

PDi = probability of "collecting an individaal item" of i'h type.

(f) Location of Target Unit. The actual location of the moving
target unit is based on the current unit location at time of detection, the
percent of total targets detected in the unit, the rectangular area of the
unit, and the location errors inherent in the collection systems sensor(s).
The unit's estimated location, Xe'st, Yst, is deermined by first estimating
the maximum error expected in the width and depthý dimensions as:

Ew = 1/2 Wu (3-79)

and:

1/2
Ed f Du (3-80)

respectively, where:

f = fraction of the unit's targets undetected

Wu = width of unit

Du = depth of unit

Ew, Ed = maximum expected error in location pacallel to unit boundaries.
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An actual location is simulated by randomly selecting a location within the
error boundaries as illustrated in Figure 3-15. The collection system's
errors are then simulated by adding the respective simulated errors to this
location to obtain Xest, Yest, the reported estimated location of the target
unit.

(g) Scheduling Receipt of Sensing Report. So far within COLLECT,
current time is that time at which vulnerability to collection was expected
to start, according to CCOLLM. In the case of radar, the active radar beam
has presumably begun to sweep over the moving unit; and, in the case of an
UGS field, the moving unit has presumably entered the field. If detection is
to occur at all in this trial, it should occur at this point or very shortly
after. From detection to issuance of a sensing report, however, time is con-
sumed in tracking the target, obtaining information, preparing the report, and
getting the report transmitted to the first intelligence analysis center with
which a direct communication link is maintained. This delay time is a func-
tion largely of the type of sensor involved; therefore, an average delay, in-
put for this sensor, is added to current time for the scheduled time the sen-
sing report will he received at its first intelligence analysis center.

(h) Targets for Fire Missions. A copy of the sensing report is
also sent directly to the simulated target intelligence section of the cogni-
zant fire support organization. To simulate some of the steps involved in
this separate channel, COLLECT performs several special functicns. First, a
portion of the Creative Processing Submodel is used to estimate the type and
size of unit acquired, based on the type and number of items in the sensing
report. Second, a special time delay is randomly chosen from a uniform dis-
tribution between 5 and .0 minutes. This delay is intended to simulate that
of target intelligence processing to develop a fire mission. Third, a special
routing code (TNCOPR = 12) is assigned, and receipt at the fire support coor-
dinate center as a potential fire mission is scheduled according to the random
delay obtained. The Decision Submodel will then determine whether fire sup-
port will actually be requested.

(3) Acquisition of Artillery Fire (CCOLLF). The logic of CCOLLF
simulates the capability of countermortar/counterbattery radars (0CMR/CBR) to
detect and locate firing artillery and mortar fire units. When a radar site
detects and locates a fi-e unit it will generate a sensing report for proces-
sing within the Intelligence and Control Model. The following discussion de-
scribes the logic used within the submodel to represent the performance of
either the dual beam intercept type radar (e.g., MN/MPQ-4A) or the continuous
tracking type radar (e.g., XN/MPQ-IOA) (References 26, 27).

(a) Dynamic Site Control Data. Each radar site simulated in the
model must be initially located prior to initiation of t1_ ýame. These loca-
tions can be changed between successive game periods by gamer control and are
also subject to automatit. repositioning during the game play as discussed later
in the MOVSEN routine. To maintain orientation control of the radar sites the
gamer also is required to define a sector of responsibility for each individual
site.
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Figure 3-15. Unit Location Error for MTI Ground-Based Radar
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(b) Event Sequencing of the Submodel:

1. Fire Mission Volley. Following the firing of each volley
of every fire mission fired in the Area Fire/TACFIRE Model of the DIVWAG sys-
tem, the routine CCOLLF is entered. Each radar site simulated in the model is
checked for a potential detection capability against the fire unit firing the
volley. A macroflow of the routine is illustrated in Figure 3-16.

2. Site Operational Status. Every site maintains an
operational status record of its activity to allow a proper interface with
the event sequencing of calls to CCOLLF described above. Thus, each site
maintains a record of the following data to allow it to interact realistically
with the fire missions fired during the game period:

Identification of the fire mission currently being

tracked, if any

• Number of rounds tracked in this fire mission

-ime at which radar site will be available to track
another fire mission, if currently tracking

Identification of the fire mission last reported.

This site operability status is needed to determine properly the current
status of each radar site when the routine is entered at some time reflecting
the firing of a volley by enemy artillery or mortar fire units.

(c) Trajectory Detection Geometry. Figure 3-17 illustrates the
geometry involved in the interaction of a radar site, fire unit, and projec-
tile path to a target. The radar site is at PR, the fire unit at Pfu, and
the target at PT.

1. Site Mask Angle. The mask angle of the radar site, 6M,
is used to compute the points P1 and P2 in the trajectory of a round. P is
the point at which the projectile becomes detectable above the mask, and P2
is the point at which it disappears below the mask. The portion of the tra-I

jectory from Pj to P' is vulnerable to detection if the range of the radar
is great enough.

2. Trajectory Above Mask. The points P1, P2 are determined
in the following steps, Step 1: Compute hF, the mask elevation at the fire
unit, and hT, the mask elevation at the target as:

hF z RRp sinjM (3-81)

hT t RRT sinOM (3-82)
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where:

RRF = horizontal radar site range to fire unit

RRT = horizontal radar site range to target

Step 2: In the plane of the projectile trace (Refer to Figure 3-17) construct
a straight line intersecting points hF and hT as:

y -hlF = (hTR-hF)x (3-83)

Step 3: Construct the equation of the projectile in the coordinate system as:

(x --E) 2 - (y - hp) (3-84)
2 ~ 4-hp

where R is equal to RFT and hp is the maximum trajectory height. This height
is determined as follows by using the equations pertinent to the projectile
trajectory:

R = (Vpcose)t (3-85)

hp gt 2  (3-86)
8

and:

gt U 2Vp sin@ (3-87)

where:

g = acceleration of gravity (9.8 meters per second 2 )

Vp = muzzle velocity of projectile

0 = angle of fire (elevetion)

t = time for projectile to reach peak height, hp i

Combining equations 3-85 and 3-87 to eliminate t results in:

VP2  Rg (3-88)2 sin@ cosO

Then solving Equations 3-85 and 3-86 to eliminate t ar.d substituting Vp2 from
Equation 3-88 resulta in the following equation:

hp = R , tanOli- (3-89)
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When the quantity hp is inserted into Equation 3-84, the following is obtained
for the trajectory of the projectile:

x2- Rx +-R_ w (3-90)
tanO

Step 4: Solve for intersection points. If Equation 3-83 is solved for y and
this value is ik'sertea into Equation 3-90, the resulting quadratic in x is
given by:

x2 +h T-hF -R) x + R hF - 0 (3-91)

or:

X2 + Bx + C - 0 (3-92)

Thus, the solutions for x are given by:

x -+ B± [B2 - 4C]I/2 (3-93)
2

if the quantity In brackets is greater than zero. If such is not the case
then no detection is possible since the projectile's path is below the mask
of the radar. Finally, letting:

xmin - min (x+, x-) (3-94)
and : (395)

xmax = max (x+, x-) (3-95)

the coordinates of P1 and P2 are expressed as:

inXf (Xtgt - Xfu) (3-96)

xmin - Xfu) (3-97)

Yl = Yfu + ft) (Ytgt
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X2 = Xfu + (xtgt - Xfu) (3-98)

P2

Y2 = Yfu +(-uRax) (Ytgt - Yfu) (3-99)

3. Trajectory in Range. Using the portion of the trajectory
above the mask, the portion of the trajectory actually vulne'able to detection
is determined from thr range capability of the radar site against this type of
round and from the current scan sector of the radar site.

4. Fraction of Ascending Trajectory in Range. After apolying
the sector and range geometry described above, the portion of the ascending
trajectory that is vulnerable to detection is computed. This fraction is used
in estimating the accuracy to which a firing location can be determined

(d) Detection Logic:

1. Continuous Tracking Type Radar. When an incoming round
passes the geometry and range screen discussed above for a continuous tracking
radar site, this site is potentially able to detect the round if it is not
already down tracking or reporting on another fire mission. If t'. site is
available, a random number is compared to the probability of seei ,g the round
or volley on the display screen to determine if it is detected. if a detec-
tion is made the status of the site is switched to tracking an.! ,ill track
the next round of the fire mission. Thus, a minimum of two successive volleys
is required for a continuous tracking radar site to locate the fire unit.

a. Detection of a Subsequent Round. When a subsequent
round is fired in the fire mission the round is tracked, and an estimate of
Lhe location error is made as follows:

Ees _I CEP R / ft (3-100)
3 Ft Nr1 / 2 Rft - 2 xa

where:

Nr = number of rounds tracked in the mission

Ft = total fraction of entire trajectory tracked

Xa = length of ascending trajectory tracked
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CEP - expected location accuracy achieved against incoming rounds in
50 percent of instances tracked where tracking conditions
are typical (i.e., typical conditions are tracking of approx-
imately two thirds of the total trajectory of which nearly
one half of the ascending portion is tracked).

b. Decision on Location Error. The decision as to
reporting a location is obtained by comparing the error estimate, Eest, with
the maximum allowable error, Emax, for reporting a location; i.e., all re-
ported locations must have an estimated error Eest less than Emax, where Emax
is a constant data in)ut value which allows the gamer to require a certain
location accuracy for sending in a counterbattery sensing report.

c. Limiting Down Time. To prevent the site from being
out of action and waiting on a pickup point indefinitely, thE site is assigned
a maximum time to be down on a pickup point and also is limited I:o tracking a
maximum of five rounds for the particular mission involved. Thus, if the fire
unit cannot be located accurately enough within five rounds, or if the fire
unit quits firing, the radar site will automatically return to an available
for tracking status.

2. Dual Beam Type Radar. The response of a dual beam site
to an incoming round is similar to the continuous tracking type with two ex-
ceptions: (1) the dual beam type radar is capable of locating the fire unit
on the initial volley, and (2) the estimated location error is computed as
follows:

Eest -tEP 1  (Rft ) (3-101)

The CEP for a du" I beam is the expected accuracy achieved in 50 percent of the
instances trackea in typical conditions where typical conditio-s are locating
the beam intercept points at a position approximately one third of the dis-
tance between the firing unit and apogee of the round.

(e) Estimate of Number of Tubes or Missiles. The estimate of the
number of tubes or missiles in the volley is given as:

F
NTM - NR (3-102)

where NF Is the actual nuraber fired.
R

(f) Fire Unit Location Estimate. The location of the fire unit
is estimated from the error estimate, Eest, as follows:
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Xest - Xact + ENORM (aEest) cos(41r) (3-103)

Yest m Yact + ENORM (oEest) sin"4r) (3-104)

where uEest is related to Eest as:

Eest (3-105)
vEest n (21n2) 1 /2

and 4)r is a random angle between zero and 21r.

(g) Reporting. Once the fire unit has been detected by a radar
site, a sensing report is prepared and sent to the Ir.telligence and Control
Model fire support and intelligence channels with delay times representing
tracking time, report preparation time, and transmittal time delays.

(4) Movement of Ground-Based Sensors (MOVSEN). The employment and
position requirements for a sensor site dep.=nd on the tactical mission and
the physical characteristics of the sensor. As battlefield dynamics change,
such as withdrawal of friendly forces or penetration of enemy forces, the re-
quirement to move a ground-based sensor may develop. To simulate the activi-
ties of the process of sensor site selection and movement of the ;ensor within
the DIVWAG Model, the following model concept was de leloped.

(a) The criteria for the movement of the sensors; is based on the
movement of the FEBA during game period dynamics. For each ground-based radar
there is a maxiuum and minimum range from the FEBA when the associated force
is in an offensive posture and a set of ranges for the defensive posture loaded
as input. Determining the force's posture by way of FEBA movement, the appro-
priate range brackets are chosen, and if FEBA movement causes the sensor loca-
tion to fall outside this maximum-minimum range bracket, a requirement exists
to move this sensor to a new site.

(b) Knowing the slope of the battlefield, che direction of the
FEBA movement, and the range limits of this specific sensor, the new sensor
site location is defined such that movement of the sensor is in the direction
of the FEBA moveaent and to the range limit furthest from the current sensor
location. The model considers delay times to power down the sensor site, to
move to the new site location, which is a function of the vehicular speed of
the prime mover of the sensor, and to power up once at the new site. During
these periods of delay, this sensor will not be available for detection. The
orientation of the sensor remains unchanged after movement to the new site.
The orientation can be changed by the gamer between periods through the Oper-
ating Instructions of the Orders Input Processor.
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5. CREATIVE PROCESSING SUBMODEL:

a. General:

(1) Purpose and Scope. The purpose of the Creative ?rocessing
Submodel is to simulate the intelligence analysis and related processes. This
submodel is primarily concerred with piecing to3ether individual sensing re-
ports as they are collected to develop increasingly complete information about
the opposing units and increasingly general intelligence about the opposing
force (References 3, 4, 10, 14, 15, 17-20). The Creative Procesbing Submodel
is used each time a sensing report is received at the simulated intelligence
analysis center of any unit at any of the three echelons represented (battcu-
ion, brigade/regiment, and division). Receipt of a sensing report may be from
a sensor (unprocessed report) or from another intelligence analysis center
(processed report). Any modification of a sensing report during analysis at
any analysis center may be cause for recirculation of the modified report to
other centers. The general military functions simulated by the Creative Pro-
cessing Submodel include preliminary screening and classification of the sen-
sing report, analysis of the report in comparison with the contents of the
local intelligence file of the specific intelligence analysis center, and
maintenance of that file. This analysis develops informati"ri and yiel-:. in-
ferences about the opposing unit which the sensing report is believed to re-
flect. In addition, the Creative Processing Submodel determines the time de-
lay for each processing of a report and for each decision-making sequence.
Message volume, capacity, and queuing, however, are not considered in this
determination. The ovtput sensing report from a pass through the Creative
Processing Submodel is sent to t' e Decision Submodel for decisions on further
routing. The content., of the division level intelligence files (one Blue and
three Red) serve as the basis for the periodic Division Intelligence Summary.

(2) Description of Submodel. For purposes of this chapter, the
description of the Creative Processing Submadel will be organized under:

* determination of time required for processing

* deductio,! of type and size of target sensed

comparisor of incoming report with intelligence file, and
testp for redundancy

consolidation, upgrading, and updating of intelligence

filing and discarding intelligence records

. special bookkeeping operations

determination of time required for decision-making.
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b. Determination of Time Required for Processing. The first step performed
by the Creative Processing Submodel when it receives a sensing report is to
determine the average time delay for the processing of the report at the eche-
lon of receipt. Delay times are required for the echelcn and type units which
will conduct the processing as part of the game data base. (See Volume VI,
DIVWAG Data Requirements Definition). Using the appropriate delay time, an
event which will represent the completion of creative processing functions is
scheduled.

c. Deduction of Type and Size of Target Sensed. After a preliminary
screening step that determines whether the target sensed is within the area of
responsibility of the friendly unit now analyzing the report, an estimate is
made of the tyjpe and size of target sensed. Subroutine UTSR (the Update Type
and Size Routinc) makes the type and size deduction, based on the data in the
nine target content categories in the sensing report (personnel, tanks, APCs
and APC-like vehicles, artillery tubes, artillery missiles, air defense guns,
air defense missiles, aircraft, and vehicles not otherwise classified).

(1) Type Deduction. The presence or absence of identified items in
the various categories is the key used for type deduction. The logjc steps
in type deduction are as follows:

(a) If aircraft were identified, the unit is inferred to be an
air unit.

(b) If no aircraft were identified, but tanks and AP's were
identified, and if the smaller number constitutes at least 20 p'rcent of the
sum of tanks and APCs, then the unit is inferred to be a mixe, ceinforced
force of armor and mechanized infantry, regardless of the nu er of other
items identified.

(c) If the 20 percent criterion is not met, aid if the number of
APCs exceeds the number of tonks, the unit is inferred to be mechanized infan-
try. If the tanks exceed APCs, however, the unit is inferred to be armor.

(d) If no aircraft and no APCs were identified, but tanks were
identified, the unit is inferred to be armor, regardless of what was identi-
fied In other categories.

(e) If no aircraft and no tanks were ident~fled, but APCs were
identified, the unit is inferred to be mechanized infantry, regaraleas of
what other items were identified.

(f) If no aircraft, tanks, or APCs were identified, but artillery
tubes were identified, the unit is inferred to be tibe artillery, regardless
of other items identified.

(Q) If no aircraft, tanks, APCs, or artillery tubes were
identified, but artillery missiles were identified, the unit is deemed to be
an artillery missile unit, regardless of other items identified.
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(h) If no aircraft, tanks, APCs, artillery tubes, or artillery
misSiles were identified, but air defense guns were identified, the unit is
deemed to be an air defense unit.

(i) If no aircraft, tanks, APCs, artillery tubes, art:.llery
missiles, or air deferse guns were identified, but air defense missiles were
identified, the uniL is considered to be an air defense missile unit.

(j) If no aircraft, tanks, APCs, artillery tubes, artillery
missiles, air defense guns, or air defense missiles were identified, but en-
gineer vehicles were identified, the unit is typed as an engineer unit.

(k) If no equipment items were identified, but dLsmouiued
persotiel were identified, the unit is considered to be infantry.

(1) If no items in any of the nine categories are identified,
the utiit is designated as unknown type.

(2) Size Deduction. Deduction of size depends upon the type of unit
inferred above except that a unit of unknown type is always deduced to be a
company. The number of items identified in that target content category cor-
responding primarily to the deduced type is used to infer size of unit. For
hostance, if the unit was estimated to be infantry type, the number of dis-
mounted persDnnel identified is used for the size inference. For a mixed ar-
nor amd oec anized infantry unit, however, the number of tanks is used, then
the number of APCs is used, and the size estimates compared. Size is expressed
to terms of echelon, with seven possible size categories, from platoon through
brigade/regiment, and with an intermediate category between each normal eche-
lon designation. The estimated size of the target unit is obtained by use of
an input table contairing an upper and lower item number limit for each of the
aeven size categories and each of the ten (excluding unknown) type categories.
If the number of items identified in that target content category correspond-
ing primarily to the deduced type falls within the limits of a size category,
theii that category is taken as the estimated size of the unit, except for the
?i4jCd armor and mechanized force. For the mixed a-mor and mechanized rnit,
if both the tank and APC estimates are the same size, the unit size is judged
to be two categories larger than the estimate. If one estimate is one eate-
gory larger than the other estimate, the unit size is judged to be one cate-
gory larger than the larger of the two individual estimates. If one size es-
timate is two or more categories larger than the other estimate, the larger
1srtmats is assigned to the unit. Estimated size is limited to a maximum of
brigade/regiment.

d. Comparison of Report with Intelligence File and Tests for Redundancy.
After the type and size of unit reflected by the sensing report has been de-
ducQd, the incoming sensing report is compared with records already in the
local intelligence file, and tests are made to determine whether this report
reflects a new enemy unit or merely another report on a unit about which in-
foMation was filed earlier. Each report record in the local file of rhe unit

3-69



performing the analysis is compared with the incoming report. Each comparison
involves the redundancy tests described below.

(1) Type Test. If the type of unit in the incoming report is not the
same as the type of unit in the report on file being compared, the incoming
report is deemed not to be redundant, with one exception. Three types--armor,
mechanized infantry, and reinforced task force--are considered synonymous for
purposes of the type test. If the incoming report is not judged redundant,
the next file record is .omperud, until all file records have been considered.
If the unit in the incoming report ir found to be the same type as a file
record, then the location test is performed.

(2) Location Test. If the unit reflected in the incoming report
appears to be located more than some threshold distance from the unit reflected
in the report on file being compared, there is a strong probability that tne
two units are not the same, provided that adequate consideration is given to
the possiblk movement of the unit between the acquisiton times of the two re-
ports. To make such a test, the model uses the report on '!le data for the
base point. If the unit in the file record was reported to be moving, the
direction and rate of move in that record is used tc project thu probable lo-
cation of that moving unit at the time the incoming report data were origi-
nally acquired by the sensor. No time limit is imposed on the difference be-
tween acquisition times for this test. The threshold distance for the location
test is obtainea from an input table of "unit radii," according t, he type and
size estimate of probable parent unit. The unit in the file reco d is deemed
the probable parent if its estimated size at least equals that v -he incoming
report. If the incoming report unit now meets the location tes. it is in-
ferred that the two units are the same. If the location test ! not met, the
incoming report unit is inferred not to be the same. (If thL latter is in-
ferred for all file records compared, the incoming report iF in most cases
added to the file as a new record.)

e. Consolidation and Updating of Intelligence. Whenever a record in the
intelligence file is deemed, on comparison with an incoming report, to repre-
sent the same opposing unit, the content of the incoming report and the file
record are consolidated. The consolidated and updated information replaces
that in the file record and also that in the incoming report. Thus, the in-
coming report now is transformed into a revised report, which continues through
the comparison process at this intelligence analysis center and may be further
modified if another file record is deemed to represent the same opposing unit.
In the latter case, file records will also be consolidated. The way in which
this consolidation and upgrading process is performed depends upon the circum-
stances and data contained in the compared reports. The prin,•ipal items in a
file record are listed in Figure 3-18.

(1) Age of Report. In consolidating the information from two reports,
the model usea the more recently sensed data for many of the data items in the
report. The more recently sensed values are adopted for sensing time, esti-
mated activity of the target, and its estimated direction and rate of movement,
if any.
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Time of seninsi, (in days, hours, and mi nut.•; of gome L•Mn)

Estimated location of target (x-y coordinates in mete-s)

Estimated activity of target (11 types of activity)

Estimated direction of move, if moving

Estimated rate of move, if moving (meters per minuite)

Estimated size of uait (7 size categories - platoon Ihrough
brigade/regiment)

Estimated type of unit (11 type categories)

Estimated number of personnel "collected"

Estimated number of tanks "collected"

Estimated number of APCs and APC-like vehicles "collected"

Estimated numnber of artillery tubes "collected"

Estimated number of artillery mi.ssiles "collected"

Eszimated number of air defense guns "collected"

Estimated number of missiles "collected"

E[.- h.ated number of aircraft "collected"

Estimated number of vehicles not otherwise classified "collected"

Sensing report number (unique number, assigned by sensor)

Priority of repcrt to unit last processing report `1 = within
processor's area of responsibility; 2 = outside,

'lumber of times this unit has been acquired.

(A number of additional items are contained for bookkeeping
purposes, for a total ofJ 24 items.)

Figure 3-1b. Principal Items in . File Record
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(2) Size of Unit. The model gives extra weight to the target location
in the report with the larger estimated unit size. in consolidating the locn-
tion data in two reports, the model picks an intermediate point one third of
the separation distance from the superior unit, after projecting the unit lo-
cation of the file record in the manner described in Paragraph 5d(l) above.
If both report units are of the same estimated size, however, the intermediate
point picked is one half of the same-time-projected separation distance.

(3) Quantity of Items Identified. In consolidating two reports, the
value adopted for quantity of items identified in each of the nine target con-
tent categories is always the maximum of the two report values. The maximum
is also taken for the number of times the unit was acquired.

(4) Resulting File. As soon as the consolidation is completed, the
local priority of the target (defined in Paragraph 5f(l)) is recalculated,
based on the area of responsibility of the unit doing the analysis; and the
type and size of target is again deduced, as described in Paragraph 5c, above.
Thus, the size of units in the intelligence file will tend to increase as the
battle progresses. Parent units will tend to emerge as subordinate units are
consolidated; therefore, the intelligence files per se in the model cannot
supply a detailed history of acquisition events. Rather, the intelligence
files, at any point in time, represent the highest level, of generalization
reached to date from the details fed in.

f. Filing and Discarding Intelligence Records:

(1) Incoming Report Not Redundant. When an incoming sensing report
is deemed not to represent the same unit represented by any record already in
the intelligence file, the incoming report is added as a new entry in the file,
provided that there is space in the file. Battalion files are limited to 10
records, brigade/regiment files are limited to 20 records, and division files
are limited to 100 records. If the file is full, an old record, or possibly
the incoming record, will have to be discarded. To sclect the report to be
discarded, both the local priority and the latest sensiag time of each report
are considered. The local priority of each report is either 1 (signifying
that the unit represented is within the analyzing unit's area of responsibil-
ity) or 2 (signifying the unit is outside! the area of responsibility). If
the incoming report has local priority 1, and if there are any priority 2 rec-
ords in the file, the oldest (longest time to last sensing) priority 2 record
is discarded. If the incoming report has priority 2 and all file records have
priority 1, the incoming report will be discarded. If all reports are the
same priority, the oldest report will be discarded.

(2) Incoming Report is Redundant. When an inccming sensing report
i,• deemed to represent the same unit as a record in the intelligence file, the
consolidation process described above, Paragraph 5e, generates one consolidated
re,,ord.

3-72



(a) Redundant with One File Record. If only one record in the
file is deemed to represent the same unit, this file record retains its re-
port number, but the otre- contents of the record are replaced by the new con-
solidated record. A ccpy of the consolidated record bearing the report number
of the incoming report is sent to the Decision Submodel to determine if it
should be routed to ovi-er intelligence analysis centers.

(b) Redundant with Two File Records. If the incoming report is
deemed redundant with two file records, the consolidation process occurs twice:
and the results of the first consolidation are carried along by the revised
incoming report and integrated into the second consolidation. Since the first
redundant file record was essentially replaced by the first consolidated rec-
ord, the resulting first redundant file record does not reflect the second
consolidation; therefore, the resulting first redundant file record is com-
pletely expunged and replaced by the topmost record in the file, and the space
formerly occupied by the latter is made available for later additions to the
file. The second redi-ndaist file record is retained (maintaining the report
number of the first report to reach the file but containing the results of
both consolidations). A copy of the final consolidated record bearing the re-
port number of the incoming report is sent to the Decision Submodel.

(c) Redundant with More than Two File Records. If the incoming
report is deemed redundant with more than two file records, the procedure out-
lined in the immediately preceding paragraph is extended. All redundant file
records except the last nre expunged and the end of file records are shuffled
into those spaces, leaving spaces at the end of the file. The last file rez-
ord deemed redundant becomes possessor of the highest level of information or
inferences reached, includirg that of the incoming report, but not the latter
report number. Thus, for use in the end-of-period Division Intelligence Sum-
mary, for gamer use, n.aximum possible continuity in report number ("ID Number"
in the summary report) is maintained to facilitate comprehension of the con-
tents of successive summary reports. This continuity is needed, since no
other unit naming scheme is in effect.

g. Special Bookkeeping Operations. A number of special operations are
performed by the model in order to keep track of the records contained in the
intelligence files and to show what report was sent to what unit. The latter
provision allows the Decision Submodel to avoid duplic&te transmission of a
report to n intelligence center that has already received the identical re-
port. These provisionq are to facilitate internal operation of the Intelli-
gLnce and Control Model and will not be described further here.

h. Determination of Time Required for Decision-Making. The last function
performed by the Creative Processing Submodel is determination of the time re-
quired for decisions on whether other intelligence analysis centers should re-
ceive the sensing report after its processing at this center. This time delay
is used to schedule the completion of the decisions. The same procedure is
used for this delay time .s used for processing delay, described in Paragraph
5b above, except that another input table of average delay times is used. No
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capacity, volume, or queuing is considered by the model. They must be included
in the input times.

6. DECISION SUBMODEL:

a. General:

(1) Purpose and Scope. The purpose of the Deiisibn Submodel is to
simulate certain decisions concerning the routing, use, or application of the
intelligence collected and processed. The decision functions specifically,
simulated by this model are:

(a) Intelligence Message Routihg. The decisions simulated involve
which units' intelligence analysis centers should receive a given processed
sensing report. Also simulated is the delay before the message will be re-
ceived by each designated recipient.

(b) Fire Support Coordination. The decisions simulated in this
area concern whether an incoming target Intelligence -eport qualifies for a
request for fire support. If the target qualifies, the type of fire support
to be requested is selected; and if the type of support first selected is un-
available, alternate resources are selected. :

(2) Description of Submodel. The Decision Submodel descz:,tion is
concerned with two areas, information/intelligence flow and fire support
coordination.

b. Information/Intelligence Flow. The information or intelligence flow
decisions made by the Decision Submodel reflect an assumed information flow
structure. This structure, applied to both the Blue and Red forces, represents
a generalized type of communication network. This structure accommodates a
single division force. The model uses a set of commuiLication ,criteria (an in-
put matrix) to decide which unit at which echelon qualifies to receive a par-
ticular report, as a function of report content. Actual routing decisions ,
follow, depen.ling upon whether a qualifying recipient has already received the
identical report. Appropriate delays are inserted from input tables (Refer-
ences 17, 19, 21).

(1) Information Flow Structure. The information flow structure built
into the model contains three sender echelons; battalion., brigade/regiment,
and division. The number of units at each echelon of a '!orce is part of the
game TOE input. A division artillery unit is accorded by the model to each
division and is also accessible to direct communication from the subordinate
brigades/regiments. The specific flow possibilities are definpd below.,

(a) Battalion. A battalion may send a sensing report directly to
the following recipients:
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1. Parent division headquarters

2. Parent brigade headquarters

3. Adjacent on-line battalions.

(b) Brigade/Regiment. A brigade or regiment may send a sensing
report directly to the following recipients:

1. Parent division headquarters

2. Adjacent on-line brigade/regiment headquarters

3. Subordinate battalions.

(c) Division. A division may send a sensing report directly to
subordinate brigades/regiments.

(d) Sensor. Flow from the sensor to the first intelligence
-analysis center is determined by input data and does not depend on choices
made by the Decision Submodel.

(2) Threshold Matrix:

(a) Concept. Each sender echelon--battalion, brigade/regiment,
and division--has its own threshold matrix, which shows the principal criteria
that must be met by any sensing report for it to qualify for sending to each
of thepossible recipients of that sender. To qualify, for a given recipient,
a sensing report must contain values which meet (=) or meet or exceed Q at
least one of the matrix values, which are input in the following target data
categories:

I. Estimated size :

2. Estimated type =

3. Estimated activity =

4. Estimated number of personnel Z

5. Estimated number of tanks L

6. Estimated number of APCs 2

7. Estimated number of artillery tubes

8. Estimated number of ADA weapons Ž
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(b) Example of Threshold Matrix. Figures 3-19, 3-20, and 3-21
are examples of the threshold matrix for battalion, brigade/regiment, and
divisLn senders, respectively. Tf a cell in the matrix is left blank, no
test is performed on that cell.

(3) Other Criteria. In addition to the principal critcria in the
input threshold matrix, several rules are incorporated in the logic of the
Decision Submodel, which also limit where a specific report may be sent, with-
in the possibilities of the general flow structure. These rules, mainly in-
tended to prevent excessive flows within the model, are described below.

(a) A maneuver battalion will not send a recirculated report (one
that has not come directly from the sender battalior's sensor) to the adjacent
on-line battalions.

(b) Recirculated reports whose age from last time of sensing is
greater than certain limiting values will not be received by the respective
echelon. Limiting values currently used are 1 hour for battalion level, 2
hours for brigade/regiment level, and 3 hours for division level.

(c) The identical report (no change in content) will not be sent
twice to any unit.

(d) No reports that have been processed through the g-neral
(nontarget) intelligence channel are sent into the target intelligence channel
to be considered for fire support.

c. Fire Support Coordination. The necessary simulation ol decision-
making in the fire support coordination area requires target intelligence that
may be different from some of the intelligence emanating from general intel-
ligence analysis centers; therefore, a separate target intelligence channel is
provided in the model to convey target intelligence from the sensor through
limited processing steps directly to the point where a decision is made con-
cerning eligibility of the sensing report for fire support. If fire support is
justified, a choice of type of fire Rupport (attack helicopter, TACAIR, ground-
based artillery) is made and a request is sent to the appropriate submodel.
If resources are unavailable or weather prevents utilization of the first type
of fire support chosen, that information is returned to the Decision Submodel.
Then, a second choice is made. If the second choice is also returned, the re-
quest goes automatically to ground-based artillery, if that type had not al-
ready been chosen. Other details of the fire mission are handled by the re-
spective fire models, based on the information in the sensing report sent
(References 22-24).

(1) Target Intelligence Channel. The target intelligence channel
starts at the sensor, or sensor monit.or. A duplicate copy of the sensing re-
port entered in the general intelligence channel is provided specifically for
target intelligence purposes. (See Paragraphs ic, 4c(8), and 4d(7) above.)
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After the sim..lation of rudimentary target intelligence processing, and a
relatively short delay, the sensing report reaches the Decision Submodel.

(2) Qualification for Fire Support. The decision as to whether the
acquired target qualifies for fire support is made with the use of a decision
table. This table is also used for choice of type of fire support. A part
of this decision table is input data (limits of range beyond FEBA for use of
attack helicopters and ground-based artillery), while the rest of the table
is incorporated in the structure of the Decision Submodel. The fire support
decision table provides for 22 different situations, for each of which a pre-
determined decision is supplied. The 22 different situations involve differ-
ent combinations of states or criteria for eight factors concerning estimated
location and nature of target, visibility, and availability of aerial fire
support resources.

(a) Factors Considered. The eight factors considered in the
decision table and the various categories or states attributed to each factor
are described below in the order considered.

1. Range from FEBA to Target. The estimated location of the
target is translated by the model into a perpendicular distance beyond the
current FEBA trace, which is established as described in Chapter 2. This per-
pendicular distance is then placed in one of four nonexclusive categories,
based on the input range limit for employment of attack helicopters and the
input range limit for employment of ground-based artillery. These four
categories of range from FEBA to target are as follows:

a. Within range limit for attack helicopters.

b. Within range limit for ground-based artillery.

c. Beyond range limit for ground-based artillery.

d. Range irrelevant. Range is ignored in one of the
situations considered.

2. Target Type. The type of target, as inferred by the
Creative Processing Submodel, is the second factor considered in the decision
table. Nine different type categories are comprehended within the decision
table, as follows:

a. Armor.

b. Mechanized infantry.

c. Infantry.

d. Tube artillery.
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e. Missile artillery.

f. Air defense.

.. Reinforced task force. If a target is so designated,
the decision table considers it to fit tn both the armor and mechanized infan-

try categories.

h. Type irrelevant. Type is of no consequence in two of
the 22 situations provided for in the decision table and is thus ignored.

i. High priority target. This category is provided for
high-threat targets such as those with nuclear delivery capability. As pre-
sentl! constructed, the model places only targets inferred to be missile ar-
tillery type in this category.

3. Target Size. The inferred size of target is the third
factor considered in the decision table. Four nonexclusive categories are
distinguished, as follows:

a. Platoon or larger.

b. Company or larger.

c. Battalion or larger.

d. Size irrelevant. Size is ignored in eight of the 22
situations provided for in the decision table.

4. Target Activity. Target activity is considered fourth by
the decision table. Three nonexclusive categories are defined, as follows:

a. Attacking or moving. Attacking is applicable only to

maneuver battalions. Moving is applicable to any unit.

b. Attacking.

c. Activity irrelevant. Target activity is ignored in
19 of the 22 situations in the decision table.

5. Blue or Red Force. The fifth factor considered in the
decision table is whether the target belongs to the Blue or to the Red force.
Three of the 22 situations use this factor, while the others ignore it.

6. Visibility. Visibility, the sixth factor, is considered
in 14 of the 22 situations. Two categories are distinguished, as follows:

a. Good visibility. The information pertaining to whether
this criterion is met is determined by the Air Ground Engagement Model,
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b. Visibility irrelevant.

7, Attack Helicopter Availability. The seventh factor
considered is attack helicopter availability. Three categories are distin-
guished, as follows:

a. Attack helicopters available. Availability is
determined by the Air Grouno Engagement model.

b. Attack helicopters not available.

c. Attack helicopter availability irrelevant.

8. TACAIR Availability. The last factor considered is the
availability of TACAIR. Three categories are distinguished, similar to those
for attack helicopters, as follows:

a. TACAIR available. Availability is determined by the

Air Ground Engagement Model.

b. TACAIR not available.

c. TACAIR availability irreleva-it.

(b) Possible Decisions. The structure of the fire support
decision table permits four possible mutually exclusive decisions to be
reached, depending upon the factors considered. The four possible decisions
are:

1. Target does not qualify for fire support. This target
(sensing report) is dropped from further consideration within the target
intelligence channel.

2. Request attack helicopter fire support.

3. Request ground-based artillery fire support.

4. Request TACAIR fire support.

(c) Decision Process. To reach a fire support decision, the
Decision Submodel compares the target information contained in the sensing
report with the factor criteria defining one of the 22 situations. If all
the criteria are met for that situation, then the decision reached is the one
associated with that situation. The Decision Submodel starts with situation
I and proceeds to consider the situations in order uatil a situation is found
whose complete s~.t of criteria is mpt by the information contained in the sen-
sing report. The structure guiding this decision process can be described In
terms of a decision table.
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1. Fire Support Decision Table. Figure 3-22 summarizes the
structure lnvolved in this decision process. Each line in the figure repre-
senLs a situation. The decision process for a given sensing report starts at
the left end of the top line. The process moves to the right as long as each
criterion is met. As soon as any criterion is not met by the information in
the sensing report, the process drops to the left end of the next line. As
soon as the process reaches the decision columns, the indicated decision is
declared. If a target does not meet all the criteria in any of the first 21
situations, situation 22 declares that the target does not qualify for fire
support.

2. Example. Assume that a target Is inferred to be a battery
of Blue tube artillery located within ground-based artillery range with TACAIR
unavailable to Red force. If ground-based artillery range exceeds attack heli-
copter range, this target will meet the range criterion of the first 20 situa-
tions. The target will not, however, meet the type criterion of any of the
first 16 situations. In the seventeenth situation, the next three factors--
type, size, and activity--are met, but the force criterion is not met. In
situation 18 the TACAIR criterion is not met. In situation 19, however, all
criteria are met, and the model reaches the decision to request ground-based
artillery fire support on this target.

(3) Request for Fire Mission. If the acquired target does qualify
for a particular type of fire support, a request is sent to the respective
fire model (Air Ground Engagement Model for helicopters or TACAIR, TACFIRE
Model for ground-based artillery). The first request may be for helicopter
fire support, TACAIR, or ground-based artillery. If the first request is for
helicopter fire support, and if the Air Ground Engagement Model does not have
resources available, or if weather is unsuitable, a rejection message is sent
back to the Decision Submodel. The target is then reconsidered for fire sup-
port, with the knowledge that helicopters cannot be utilized; and a second
request is prepared. The second request may be to TACAIR, or to ground-based
artillery, whichever meets the decision criteria. If the second request is
for TACAIR, and if resources are unavaiflable or weather is unsuitable, a re-
jection message is sent. When both the first and second requests are for air-
craft and both are rejected, ground-based artillery automatically receives the
request. If the first or second request is for ground-based artillery, no
further requests are made. If ground-based artillery receives the request
but does not have immediate resources available, the request is retained there
in a fire mission backlog. Size and details of mission are in all cases deter-
mined by the respective fire model.
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CHAPTER 4

GROUND COMBAT MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. The Ground Combat Model simulates the interaction between the direct
fire weapons of opposing maneuver units engaged in ground combat.

b. Since combat power may be enhanced by employin2i combined arms forces:
against the enemy the model permits simulation of the Literaction and the
effects of weapons of cross-reinforced units. The effectiveness of the
maneuver unit is largely dependent on the combinations and coordination of
weapon systems within the unit. The distance of separation of weapon systems
is limited so that mutual support is possible when,weapon density permits.

c. The impact of the environment is represented in the model. All
movement in ground combat is subject to the constraints imposed by the
environment wherein optimum ability to move forces.by ground is degraded by
the effects of adverse weather, terrain, and visibility. The application of
firepower is largely controlled by the environment since effectiveness bf
each weapon system is limited by its associated target acquisition capabili-
ties.

(1) Target acquisition! cannot occur unless line of sight, exists
between the observer and target. Line of sight may be severely limited due6
to terrain roughness, vegetation, and forestation., A firer may lose line
of sight on a moving target before firing a round. A moving target may drop:
out of line of sight during thel time of flight of the round.

(2) Target acquisition is limited by visibility, whether dueto
adverse weather or night combat operations. Under conditions of reduced
visibility, target acquisition is enhanced by the employment of night vision
equipment.

d. The interaction of each maneuver unit with'an opponent is considered
by the model in terms of a maneuver unit's effectiveness and vulnerability.

(1) The maneuver unit's effectiveness is influenced by the level of
activity. As the level of activity increases, more weapon systems can
acquire targets. As individual moving weapon systems stop to fire, t1e unit
movement rate decreases. The possibility of observing an enemy weapon's
signature (i.e., evidence of that weapon firing) increases with the level of
activity. The chance of hifting such a target is less than against an
observed target.

Preceding page blank
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(2) The maneuver unit's vulnerability is influenced by the level of
activity. A firing weapon system may disclose its position and become a
target for enemy fire.

e. The Ground Combat Model relies heavily on the existence of data to
describe weapon/ammunition effectiveness against varying target types in a
combat-situation. The model also requires data ti describe the target
acquisition capabilities of all employed sensor types other than unaided
vision.

I

2. MODEL DESIGN:

a. Model Structure. The Ground Combat Model processes an engagement by
examining the interaction between each attacker-defender pair among all
surface units in the engagement. The engagement between each pair is
represented by modeling the following five areas: unit geometry, target
acquisition, firepower potential, firepower effectiveness, and assessment.
The Ground Combat Model is modular since there is a separate submodel to
perform calculations in each of the five areas. Flow through the Ground
Combat Model is depicted in Figure 4-1.

(1) Unit Geometry:

(a) All combat units are represented as being boundc i by
rectangles of variable width and depth. Each such rectangle is further
subdivided into as many as four rectangular bands of equal aren. Each band
contains a predetermined percentage of the unit's total equipment of each
type based upon the unit type and mission. Equipment of each type in each
band is distributed uniformly. Participation in an engagement ia limited
to direct fire weapons and targets in the band nearest the enemy.

(b) Associated with each engaged unit is a specified location,
'a velocity (possibly zero), and coordinates of its objective location. From
these values a vector specifying both the magnitude and direction of velocity
can be constructed. The difference vector of the two units' velocity vectors
yields the relative velocity of the units, another vector. This vector
:specifies a unique direction and magnitude on the battlefield. The orienta-
tion of each engaged unit pair is determined by requiring the front of each
unit to be perpendicular to this direction. The closing speed is the
magnitude of the relative velocity. This scheme is depicted in Figure 4-2
for the special case of a stationary defender. In Figure 4-2 the locations
of one defender (on the left) with zero velocity and one attacker with
velocity directed along the broken line are shown for successive engagement
iterations (from top to bottom). The dashed rectangle represents the defender's
orientation, ane the length of the arrow along the direction of movement
corresponds to the magnitude of the relative velocity.

(c) The initial velocity (at a separation of approximately 3
kilometers) is specified as a function of mission type. The actual velocity
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Figure 4-2. Unit Orientation and Movement
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is determined by comparing the specified velocity with the mobility class
rates from Yovement Model data. If this specified velocity does not exceed
the mobility class rate of any mobile weapon system in the front band of the
unit, it is considered to be the actual initial velocity. If the specified
velocity does exceed one or moixe mobility class rates, the slowest of these
rates is substituted as the aztual velocity of the unit. All moving weapon
systems are considered to move at their maximum rate, the difference in unit
and weapon system rates being attributable to a difference in postures among
the elements. The following weapon system postures are considered:

1. Stationary.

2. Advancing at its mobility class rate.

(d) Based upon the initial unit separation, relative velocity,
and engagement duration the Unit Geometry Submodel determines the initial
and projected final line of sight probabilities. A change in the line of
sight probability of more than 0.1 is deemed unacceptable, and the model
internally breaks the engagement duration into as many iterations as necessiry
to attain a probability of line of sight change of less thart 0.1 for any
iteration.

(e) The Unit Geometry Submodel then positions each unit ..xidway
between its initial and final locations for the engagement iteration being
processed and assigns areas of responsibility to each weapon of the unit.
Areas of responsibility are assigned to each weapon based upon the concept of
mutual support. The scheme for area assignment is depicted in Figure 4-3.
Figure 4-3 shows each actively engage" portion of the enemy unit covered by
at least two weapons, with some areas covered by three or more weapons. (For
computational efficiency the single coverage region, in the general case
where 5 percent or less of a unit's rounds are delivered, is ignored, having
a minor effect in the overall assessment of casualties.) This figure also
demonstrates the model's capability of allowing a unit to concentrate its
strength on a portion of the enemy unit. This capability is a result of the
unit geometry orientation scheme.

(f) Once the active individual weapoit's area of responsibility
has been determined, the number of each target type active within this area
is determined assuming uniformly distributed targets. Weapon systems and
targets laterally displaced away from the edge of the enemy unit as illustrated
in Figure 4-2 are not considered active. For each searching weapon system
only nonzero priority target types are considered. (Weapon target priorities
are discussed under firing doctrine below.) The number of targets within
each weapon system's area of responsibility is then broken down to the number
within that area that are covered two, three, or more times; and the range
to the center of each type coverage region is calculated. Targets within
each type coverage region are further distributed among possible activities
in the two postures defined above. Four target postures are considered:
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1. Stationary and not firing.

-2. Stationary and having fired one round.

3. Stationary and having fired two or more rounds.

4. Advancing and not firing.

(2) Target Acquisition:

(a) Target acquisition methodology is based upon modifications
of the IMPWAG report (Reference 3). For each priority target type in each
posture in each coverage region type, the probability that the observing
weapon system is looking at this target is calculated. Given that the
observer is looking at the target, the probability that the target's apparent
contrast is detectable is calculated. Apparent contrast is a function of
the target reflectance, vegetation, season of the year, time of day, and
weather. Given that the observer is looking at the target and that its
contrast is detectable, the probability that line of sight exists between the
observer and target is calculated. Line of sight probability is calculated
using an equation from a Ballistics Research Laboratory study, where the
variable parameter has been expanded as a function of terrain, forestation,
target type, and target posture. This line of sight parameter is discussed
in detail in Volume VI, DIVWAG Data Requirements Definition.

(b) The probability that the observer detects nothing is
calculated using these detection probabilities along with the numbers of each
target type, in each posture, in each coverage region type that were calculated
by the Unit Geometry Submodel.

(c) This prcbability is combined with the probability of
nondetection of all other sensor types (appropriate to the existing conditions)
at the observer's disposal. The capability of each other sensor type comes
from fitting curves to existing experimental data. Finally, the probability
that the observer detects at least one priority target is calculated. The
expected value of the time to detect at least one target and fire is deter-
mined from this probability.

(d) Pinpoint probabilities are considered within the Ground
Combat Model as follows. Based upon the total number cf rounds fired by
targets in postures 2 and 3, the probability an observer sees a stationary
weapon that fires either one or two rounds is calculated. From this prob-
ability and a weapon'a single-round pinpoint data (pregame input), the number
of observers who pinpoint a target and do not visually observe any other
target is calculated.
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(3) Firepower Potential:

(a) To the expected value of the time to detect at least one
priority target is added the average time to aim, fire, and deliver a round.
This number is used with the line of sight probability and the number ot
weapons to determine the number oi rounds this weapon system fires. Weapon
target priorities are pregame input a- follows: A number between zero and
eight is assigned for each weapon target pair. Zero indicates that this
weapon does not fire at this target type. One indicates that this target
type is af highest priority for this weapon Lype. Increasing numbers indicate
lower priority targets. Pinpointed targets are automatically considered
lowest priorities. As ammunition expenditures reach varying percentages of
the initial supply, lower priority targets are dropped from the list.

(b) Based upon the total number of rounds fired, the weapon
target priorities, and the target acquisition informat-."n, the number of
rounds fired at each target type in each posture in each coverage region
type is determined.

(4) Firepower Effectiveness:

(a) The number of conditional casualties is calculated for each
target type in each posture in each coverage region type based upon the
total number of rounds fired at it. The probability of a hit and the kill
probability given a hit are calculated by first determining the hit prob-
ability on a standard NATO target at this range (using linear interpolation
between kncwn values), using this hit probability to calcualte the weapon's
error at this range, and finally calculating the hit probability based upon
the target's presented area. The kill probability given a hit assumes a
linear function in range with known slope and intercept. Applying the
firepower potential within the framework of the coverage scheme (see Figure
4-3) to account for multiple hits, the number of conditional casualties is
calculated.

(b) Based upon these conditional casualties the target's
survival probability against each weapon type is calculated and aggregated
into a net survIval probability against all weapon types. The probability
the target is killed by at least one weapon type is then calculated and
applied to the number of active targets to generate conditional casualties
for assessment.

(5) Assessment-

(a) The adjustment to real casualties is similar to the treatment
of DIVTAG II, which provides a method of correcting for the simultaneity
associated with return fire.
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(b) The Unit Status File of each engaged unit is updated at
the end of each engagement period to reflect all losses, expenditures, and
consumption. Each unit is relocated to its coordinates attained by the end
of the engagement period. The final movement rates of the engaged units
are determined from the level of activity and placed on each Unit Status File.

(c) A sensing report is prepared and supplied to the Intelligence
and Control Model. Estimates are made as follows:

1. Estimated movement rate does not include lateral movement.

2. Estimated x and y coordinates are the coordinates of the
center of the engaged portion of the unit.

3. Estimated direction of movement is perpendicular to the
front.

4. Number of items detected in tanks, APCs, other vehicles,
and personnel (from the detection probabilities discussed under target
acquisition, Paragraph (2) above).

5. Time of detection is the expected value oi the time to
detect (discussed under target acquisition, Paragraph (2) above).

(d) The sensing report of each unit is examined to determine if
the target unit qualifies for mortar fire. If it does, an area fire event
for mortars is scheduled.

b. DIVWAG Model Interface:

(1) External control of the initiation of a ground combat engagement
is effected through the DSL commands ADVANCE, PREPARE, and ENGAGE. A list of
all surfare units to participate in a battle is included in the battle para-
graph. An ADVANCE order is required for each attacking unit on this list,
and a PREPARE order is required for each defending unit. These orders serve
to define the proper unit widths, depths, band structures, and densities,
as well as to provide each attacking unit with a velocity to enter the
engagement. The system automatically issues the ENGAGE order 15 minutes
fcllowing the game time when the front-to-front separation of any two opposing
units listed in a battle paragraph has reached 3000 meters. The initial
activation of the Ground Combat Model simulates the engagemenz that has
occurred during this 15-minute interval and updates each participating unit's
location, velocity, loss, expenditure, and consumption data to the current
game time.

(2) Following every ground combat interval a sensing report is
passed to the Intelligence and Control Model by each participating unit.
Air ground or area fire events may be scheduled as a result of these reports.
The interfaces of the automatic portions of the Area Fire/TACFIRE Model and
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the Air Ground Engagement Model with the Intelligence and Control Model are
described in detail in Chapter 3. Mortar fire events scheduled in Ground
Combat, discussed in Paragraph 3, are assessed by the Area Fire/TACFIRE Model.

e3) The time interval of each subsequent activation of the Ground
Combat Model is automatically scheduled subject to the conditions expressed
in the battle paragraph and the scheduling of air ground engagements. The
scheduled period is computed from a comparison of the loss rates generated
during the last time interval and the battle conditions. If an air ground
engagement is also scheduled to occur during this period for any one of the
participating units, the scheduled period is reduced such that the Ground
Combat Model simulates the engagement activity up to the time of the air
ground engagement. The ground combat time interval is not affected by the
scheduling of area fire events. It is assumed that the applied firepower of
these models is not directed at common targets; if so, the effects of one
model will dominate in the assessment.

(4) The above process is repeated until a battle condition is reached

that terminates the engagement.

(5) The Ground Combat Model, interfaced with the balance of the
DIVWAG Model, provides the following capabilities:

(a) Seventeen surface and air units for each force may engage
in each battle.

(b) Each surface unit may employ eight types of weapon systems;
e.g., tanks, APCs, and recoilless rifles. Sixteen weapon/ammunition
combinations may be distributed among each unit's weapon systems.

(c) The model is capable of describing as many as 10 types of
sensors, including unaided vision.

3. SUBMODEL SPECIFICATIONS:

a. General. The Ground Combat Model contains five major submodels that
treat the areas of unit geometry, target acquisition, firepower potential,
firepower effectiveness, and assessment within one pass through the model's
unit-pair and time cycles. A driver routine is also required to establish
the program interface between the Ground Combat Model and the DIVWAG Model,
establishing the basic unit-pair cycle for the model dealing with one pair
of opposing units at a time. To simplify any future reL1uirements for model
improvement the major submodels have been designed to operatz, independently
of each other to the extent practicable. The integrated model does, however,
require an extensive flow of information among the submodels. Figure 4-4
is a schematic of the flow of information among submodels; the essential
content of this flow is identified below.

4-12



DRIVER

I0

GE•OMETRY

Figure 4-4. Ground Combat Model Information Flowi Schematic

4-13

i.3



low . .... W- - - y-1

(1) The model driver supplies the Unit Geometry Model the following
information:

(a) The Unit Status File of each engaged unit in attacker-
defender pairs.

(b) The mobility class rate for each element in each unit.

(c) The visible range.

(d) The background reflectance within each unit.

(e) The line of sight parameter of each target element in each
of two exposure postures.

(2) The Unit Geometry Submodel provides the Target Acquisition
Submodel the following information:

(a) Number of actively engaged weapons of each type.

(b) Sensors employed by each weapon type.

(c) Duration of the engagement iteration.

(d) Area of responsibility for each weapon within the enemy
unit resolved into double, triple, and quadruple coverage subareas.

(e) Range to each subarea.

(f) Number of actively engaged targets of each type within
each subarea in each of four postures: advancing, stationary and not firing,
stationary and have fired one round, and stationary and have fired two or
more rounds.

(3) The Target Acquisition Submodel provides the detection
probability for each weapon type against each target type in erch posture
in each subprea to the Firepower Potential Submodel.

(4) The Target Acquisition Submodel provides the line of sight
probability for each target type in each posture in each subarea to the
Firepower Effectiveness Submodel.

(5) The Target Acquisition Submodel provides the ntunber of detections
by forward cbservers, resolved into tanks, APCs, other vehicles, and personnel;
and the time oZ detection to the Assessment Submodel.

(6) The Firepower Potential Submodel provides for each weapon type
the number of rounds tired at each target type in each posture in each
subarea to the Firepower Effectiveness Submodel.
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(7) The Firepower Potential Submodel provides the total conditionalI I

rounds fired by each weapon type at each target type to the Assessment
Submodel.

(8) The Firepower Effectiveness Submodel providqs :he conditional
losses of each target type due to each weapon type to the Assessment Submodel.

(9) The Assessment Subm.del provides the actual rounds tired,:losses,
and the sensing report to the Unit Geometry Submodel.

(10) The Unit Geometry Submodel provides all updated files and

records to the driver.

b. Ground Combat Model Driver (Initiation Phase):

(1) Generrl. With the exception of the sensing report that serves
as the interface with the Intelligence and Control Model, all system intere'
face requirements are created by the Ground Combat Model driver routine.

(2) Unit-Pair Selection and Cycling. The Ground Combat Model is
designed to treat one pair of opposing units at a time. Figure 4-5 depicts
a more general battle situation involving four surface units. jIn this
example the initial activation of the Ground Combat Model would occur when
unit A2 , the leading attacking unit, approaches within 3 kilometers of unit
D , the defending *nit. The ground combat event is scheduled 15 minutes
aiter the time this occurs, and the first pass through the model simulates
the engagement interactions of all four units during this 15-minute time
interval. The Ground Combat Model driver breaks this single pars through
the model Into as many passes as are required to consider all attacker-

defender pairs. in the example, Figure 4-5, three such passes are necessary.
The order of the passes is unimportant and generallr corresponds to theorder in which the units are listed in the battle paragraph.

(3) Data Acquisition and Conversion. Following the selection of
a pair of opposing units, the Ground Combat Model drivet prepares the
current data base for the model. The constant data describing weapon/target
characteristics is obtained from one of two distindi data records corresponding
to either Red attack and Blue defend or Blue attack and Red defend. The
initial number of weapons and targets in the leading band of each of 'these
tuo units is obtained from their Unit Status Files and the distribution of
equipment within each unit. Environment files are accessed as indicated
below.

(a) The roughness and vegetation (RV) index and forest type index
are averaged over the leading band of each unit. If the average RV index is
greater than 5, the terrain is considered poor; otherwise, it is considered
good. If the a';erage forest index is less than 0:5, the terrain is considered
to be unforested; otherwise, it is forested. The terrain and forest type
at ýhe site of each unit is then used to determine input values for the line
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of sight parameters for each target. The average index is used to select the
appropriate background reflectance.

(b) The visible range is obtained from the weather file.

(c) The sky-ground ratio (i.e., the relative brightniess of the
horizon and background) is determined by interpolating between values
corresponding to looking into the sun and looking away from the sun, based
upon the current time of day or night and the positions of the urits.

c. Unit Geometry Submodel:

(1) General:

(a) The primary function of the Unit Geometry Submodel is to
determine the por,:cor. of attacking unit and the portion of defending unit
which engage in combat with one another. Referring to Figure 4-5, attacking
unit A2 engages only a portion of unit Dl,and Dl is simultaneously concen-
trating part of its force against unit A1 and part against A3. The front
of that portion of the unit that is actively engaged within each attacker-
defender pair, the engagement front, is determined by the Unit Geometry
Submodel. The submodel also computes the front-to-front separation of the
units.

(b) The Unit Geometry Submodel also has the capability of
breaking the scheduled combat interval into smaller time periods that can be
modeled with greater accuracy. Because most combat functions depend on the
probability of line of sight, a change in line of sight probability of more
than 0.1 in a single pass through the model is deemed unacceptable for
satisfactory results. If the relative position and movement of the units
is such that the line of sight probability changes by more than 0.1 in the
scheduled pass through the model, the Unit Geometry Submodel divides that
one pass into as many internal iterations as necessary to maintain a change
of less than 0.1 in the 1 ine of sight probability within each iteration.

(c) Within each iteration the Unit Geometry Submodel controls
the flow through the other submodels for two distinct phases corresponding
to the firin0 attack unit and the firing defend unit. For each phase, the
coverage pattern of each weapon system type within the firing unit is
calculated. This submodel also determines the number of each type target
within each type coverage region.

(2) Front-to-Front Separation:

(a) Figure 4-6, an enlargement of a portion of Figure 4-2.
defines the variables used to determine the front-to-front separation and
the engagement front. The variables in Figure 4-6 are described below:
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(XAYA) = Attacker's initial position

(XDYD) = Defenaer's initial position
, I

(XAYA) = Attacker's objective position

(X ,YD) = Defender's objective position

vA = Attacker's initial velocity

vD = Defender's initial velocity

u = X-component of vA

v = Y-component of vA

w = X-component of vD

z = 7-component of vD

v r = Relative velocity

Vx = X-cor.-oDoent of vr

V y Y-component of vr

DA Depth of attacker

DD = Depth of defender

WA =Width of attacker

w,= Width of defender

Si Front-to-front separation

we = Engagement front

(b) Figure 4-6 shows that the front-to-front separation may berelated to the distance between the units' centers, C, by Equation 4-1:

Si= C cos 3 - (DA + DD) /2 (4-1)
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where f is the angle between the units' relative velocity and the line
connecting their centers. 13 must be related to known variables to complete
the calculation.

(c) DefLning 6 as the angle between thE relative velocity and
th x-axis and 0 as the angle between the line connecting the units' centers
and the x-axis, further examination of the figure reveals the following
relation between P, 0, and 4 :

f + (90 -0) = 90-4 (4-2a)

or:

o r = 88- = 
(4- 2b )

(d) In order to find 0 it is necessary to determine the relative
velocity. From Figure 4-6 it is seen that the velocity components of the
two units can be expressed by Equations 4-3:

u = vA cos9 A (4-3a)

v - vA sino A (4-3b)

w - vD cosBD (4-3c)

z - vD sin8 D (4-3d)

where 0A and 8 are defined in the figure. The components of the relative
velocity are tRe difference of the individual units' components as expressed
in Equations 4-4:

vx = u - w (4-4a)

Vy - v- z (4-4b)

and 8 can be determined from Equation 4-5:

G tan- (vy /vx) (4-5)
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Substituting Equations 4-3 into Equations 4-4 and the result into Equation
4-5 leads to the expression of 9 given in Equation 4-6.

S= tan-1 [(vtA sin0 A - 1D sinO D) / (VA cos0 A - VDCOS0 D)] (4-6)

(e) The angles 0, OA and 0 D can be expressed in terms of the
units' initial and objective coordinates using Equations 4-7:

= tan- [(YA - YD) / (XA - XD)] (4-7a)

OA = tan- [ (YA - YA) / (XA - XA)] (4-7b)

tan- [ D - / (XD - XD)] (4-7c)

Substituting Equation 4-2b into Equation 4-1 and using the trigonometric
identity cos(x-y) = cos x * cos y + sin x * sin y, Si may be expressed by
Equation 4-8:

Si = C (cos0 cosq¶ + sin 0 sin') - (DA + DD) / 2 (4-8)

Using Equations 4-4, 4-5, and the trigonometri6 identity cos x = 1 +tan
cos 0 is expressed by Equation 4-9:

coo f = 1 /ý 1 + tan28

C(u- w) / -w)2 z)

= (u-w) + 2v - 2(uw+ vz) (4-9)
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By using the same identity and Equation 4-7a, cos 0 can be expressed by

Equation 4-10:

cos 1 1 i 1+ tan2.

(XA- XD) /4 (XA XD)z+ Y D) 2

= (XA - XD) I C (4-10)

where C is the distance between the units' centers. Using the trigonmetric
identity sin x - 1 /I (1 / tan2 x) + 1, Equations 4-4, 4-5, and 4.7a lead to
similar expressions for sine and sinO:

sine = (v - z) /4 vA2 + VD2 - 2(uw I- vz) (4-11)

sin -=(YA - YD) / C (4-12)

(f) Finally, substituting Equations 4-9 through 4-12 into
Equation 4-8, Si is expressed by Equation 4-13:

s [(X D - (u. W) + - (v -z)I

/ 4 VA2 + VD - 2(uw + vz) - (DA + DD) / 2 (4-13)

where u, v, w, and z are calculated from Equations 4-3 to be the following:

u W VA (XAI- XA) /4X- XA) 2+ ( 2 (4-14a)
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v = VA(YA - Y I (XA - XA)2 + (YA - 2 (4-14b)

w = VD'XD - XD) / ! (X - XD)2 + (YD' - D(4-1 4 c)

Z = V D - YD) / (XD - XD)2 + (YD - YD)2 (4-14d)

(g) If the value of Si is negative the engage order is ignored.
If the value of S is positive but less than or equal to 50 meters a check
is made to determine if the units are attempting to get closer together. If
the separation is decreasing with time, Si is set to 50 meters and both units
are stopped. If the separation is increasing with time, the value of Si in
Equation 4-13 is used.

(3) Internal Iterations:

(a) Based upon the relative velocity, vr, of the two units
calculated by Equation 4-15:

v =(u-w) 2 + =v- (4-15)

their initial separation given by Equation 4-13, and the engagement duration,
te, the final front-to-front separation, Sf, is calculated using Equation
4-16:

Sf = max(Si - Vrtel Sl) (4-16)

The maximum is used in Equation 4-16 to prevent the units from getting ,,..oser
together than Sl, where S, is the limiting separation which can be treated
adequately by the model. Model design requires S1 to be greater than zero;
however, the best choice must be determined from model testitig. The current
version of the Ground Combat Model imposes a limiting separation of not less
than 50 meters.

(b) In Equation 4-16 te is first equated to the scheduled
engagement duration, ts. The line of sight protabilities at ranges
corresponding to both the initial and final separations are computed using
Equation 4-17 from the Ballistics Research Laboratory study, Terrain and
Ranges of Tank Engagements (Reference 2).
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PLOS(r) - (1 + 2r / r) e (4-17)

A check is then made to determine if the resulting line of sight probabilities
satisfy the inequality of Equation 4-18:

PLOs(Sf) - PLOS(Si) I 0.1 (4-18)

If Equation 4-18 is satisfied the scheduled engagement duration is treated
by a single pass through the Acquisition and Firepower Submodels.

(c) Figure 4-7 is a typical plot of PLOS versus range, using a
value of 0.6 kilometers for T in Equation 4-17. An examination of this
figure shows that in regions I and III there is no significant change in
PLOS for substantial changes in range. It will be shown in the descriptions
oý the Acquisition and Firepower Submodels that the Level of combat activity
is strongly influenced by the probability of line of sight. Accordingly a
situation in which the separation and movement of the engaged units corres-
ponds to a substantial portion of region II in Figure 4-7 is treated as a
series of smaller movements.

(d) If Equation 4-18 is not satisfied, ts is equated to ts / 2
in Equation 4-16 and another test is made of the inequality of Equation 4-18.
This process is repeated by incrementing n until some te - ts / n is found
which satisfies the inequality. This value of te represents the time
interval of the first iteration through the remaining submodels. The
remaining scheduled duration of the engagement is determined using Equation
4-19:

ts ts - te (4-19)

Following the assessment of the first iteration the entire process beginning
with the calculation of front-to-front separation ising updated variables is
repeated. The Unit Geometry Submodel continues t', generate successive
iterations through the model until the requested engagement duration has
been completed.

(4) Engagement Separation, Velocity and Front:

(a) For each iteration the engagement separation is computed
using Equation 4-20 which places the units mid-way between their initial and
final locations:
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Se = (Si + Sf) / 2 (4-20)

(b) Since Sf of Equation 4-16 may be limited by the value Sl,
the unit's velocities are redefined to force them to stop at a separation of
50 meters. The engagement relative velocity is defined by Equation 4-21 and
is equal to vr unless Equation 4-16 was limited by SI. Both the attacking
and defending velocities are multiplied by the ratio vre / vr to determine
the engagement velocities.

Vre = (S i - Sf) / te (4-21)

(c) The engagement front is determined by examining its
dependence on the value of d' defined in Equation 4-22 and illustrated in
Figure 4-6.

"1' - C sin/3

=r l O(4-22)

Substituting Equation 4-1 for cosp and evaluating the result at the
engagement separation, Se, leads to Equation 4-23:

dt - C2- [Se + (DA + DD) / 212 (4-93)

A close examinazion of Figure 4-6 shows that when d' attains the value
(1 / 2) (wA + wD) the units are laterally offset from one another and the
engagement front Is zero. As long as d' is less than one half the absolute
difference of the units' fronts, the engagement front is equal to the front
of the more narrow unit. In between these limiting values the engagement
front is linear with respect to d'. These three cases are listed oelow and
illustrated in Figure 4-8.

Case 1. d' 1/2 (wA+ wD), we = 0

Case 2. 1/2 IwA - wDI -d'. 1/2 (wA + wD), we linear in d'

Case 3. d' -1 / 2 IWA -WDI ,w emin IwAl wD}
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Figure 4-8. Relationship Between the Engagement Frontage
and the Variable d'
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Imposing the boundary conditions provided by Cases 1 and 3 above to the
general form we = md' + b, where m and b are the slope and intercept, the
solution for Case 2 is provided by Equation 4-24:

We = 2mrin (wAIwD4 (d' - (WA + WD) / 2] / [IWA - wDl - (WA -" WD)] (4-24)

The general equation to apply to all three cases takes the form of Equation
4-25:

We = 2min (WA, wD) min[max(d',IWA - WDI / 2), (wA + wD) / 2)] (4-25)

- KI("A + wD) / 2)] / [IWA - wDl - (WA + WD)I

Making use of tne identity of Equation 4-26 and pulling the factor ot 1/2
outside the brackets, the final form of the equation to compute the engage-
ment front reduces to Equation 4-27:

jx - Yl - (x + y) = -2min(x,y) (4-26)

We - (WA + wD - min imaxi:2d', jwA - WDj ],WA + w+)/2 (4-27)

The front craputed using Equation 4-27 is shown as shaded regions in
Figure 4-5 for each of three units attacking simultaneously.

(5) Coverage Pattern:

(a) Figure 4-9 is an enlargement of a portion of the target unit
of Figure 4-10, and both serve to define the variables used to dete.mine the
areas and ranges to each type of coverage region. The area of each type
coverage region is required to determine the portizn of the target unit and
the number of targets with which each weapon can interact. The range to
each type coverage region is required to determine target acquisition
capabilities that depend strongly on the observer-target separation. Although
the problem is riot addressed explicitly, an angle of responsibility (7, in
Figure 4-10) acknowledges inrerweapon communications by allowing a weapon to
acquire a target outside this angle and not fire at It. In Figure 4-10, Se
is the separation, defined by Equation 4-20. In this example the weapon unit
width, ww, the target unit width, WT, and the engagement front, W., are equal.
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we is defined in Equation 4-27. The depth of the target unit's leading band
is d, where dTl and dT2 show the coverage pattern in two possible unit sizes.
If fil is the fraction of weapon system i in band 1 and Ni is the initial
number of weapon system i on hand, then the number of weapon system i which
is active is given by Equation 4-28:

ni = filNiwe / Ww (4-28)

ni is truncated to an integer value and the interweapon spacing, H, is computed
using Equation 4-29:

H = we / (ni - 1) (4-29)

The ni active weapons are assumed to be equally spaced along a line a depth
X into the weapon unit. The depth X is related to the expected value of
the line of sight probability by Equation 4-30:

X = FLOS (r) dr (4-30)
Je

Substituting Equation 4-17 for PLOS(r) and performing the integration yields
Equation 4-31:

x = (Se +r) e e -(Se + dw +r ) e2(Se + dw)/r (4-31)

where r is the line o! sight parameter and dw is the depth of the front band
of the weapon unit. To prevent placing the weapons behind the center of the
front band, X is redefined by Equation 4-32:

X = Min(X, dw/2) (4-32)

Figure 4-9 shows that "he first intersection of coverage lines within the
target unit occurs at a depth into the target unit, labeled dl in Figure 4-9,
of (1/2) (Se + X). Calctllation of the coverage areas is most conveniently
broken into two cases: 0 5dT. di and dIg dT.22dl.
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1. The distance d in Figure 4-9 corresponds to the case
where the first intersecticn of coverage lines occt'rs behind the target unit's
leading band. In this case no portion of the unit is covered by more than
three weapons. The area of one triple coverage region is:

A3 - dL2 / 2 (4-33)

but from similar triangles:

L2 / d = H / (Se + X) / 2 (4-34)

Solving Equation 4-34 for L2 and substituting the result into Equation 4-33
leads to Equation 4-35!

A3 = H • d2 / (Se X) (4-35)

The area oi one double coverage region is:

A2  = [(L 3 + H) / 2]d (4-36)

but from the figure:

L2 + L3 - H (4-37)

Solving Eq,'ation 4-37 for L3, substituting Equation 4-34 for L2 and inserting
the result intc Equation 4-36 leads to Equation 4-38:

A2 - (H -L 2 + H) * d /2

= H d- 1/2 H d2

I/2(Se + X)

W H[d - d2 / (Se + X)] (4-38)

In this case there is no quadruple coverage region within the leading band
and hence A4 = 0. The ranges to the various coverage regions are taken to
be the distances from the observer to the points within each region where
there are as many targets within the range as Deyond It. Since targets are
uniformly distributed within each region, the depth into each region which
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divides the area in half is required. From Figure 4-9 similar triangles
relate d2 , L6 , d, and J12 according to Equation 4-39:

d / d2 = L2 / L6  (4-39)

The requirement of dividing the area in half is expressed in Equation 4-40:

L6 d2 / 2 - (dL 2 / 2) / 2 (4-40)

Solving Equation 4-39 ýor L6 , substituting into Equation 4-40-, and solving
for d 2 leads to Equation 4-41:

"(L2 d2 / d)(d 2 / 2) - dL2 / 4

d22 . d2 / 2

d2 = d NIT•

= 0.707d (4-41)

Thus, the range to a triple coverage region is given by Equation 4-42:

R3 = Se + X + 0.707 * d (4-42)

It is next required to determine the distance d3 that divides the trapezoid
into two equal areas. Machematically this requirement is stated in Equation
4-43:

(L 7 + H) * d3 / 2 = [(L 3 + H) * d / 2] / 2 (4-43)

Substituting Equations 4-34 and 4-37 for L3 into Equation 4-43 yields
Equation 4-44:

(L7 + H) • d3 a H[d - d2 / (Se + X)] / 2 (4-44)
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From Figure 4-9 it is seen that Equation 4-45 relates d3 to L7:

(Se + X) / 2H - [(Se + X) / 2 - d3 ] / L7  (4-45)

Solving this equation for L7 and substituting the result into Equation 4-44
leads to the eApression in Equation 4-46 for d3 :

d3 2 - (Se + X) * d3 + (Se + X) (d - d2 / ISe + X]) = 0 (4-46)

This equation is immediately solvable using the quadratic equation yielding
Equation 4-47:

d3  1/2(Se+X) i/4 (Se + X) 2 _ (Se + X) d / 2 + d2 / 2 (4-47)

where inspection of the result led to the choice of the minus sign. Thus
R2 is given by Equation 4-48:

R2 = 3 (Se + X) / 2 - (Se + X) _ 2(Se + X) - d + 2d / 2 (4-48)

2. The distance d5 in Figure 4-9 corresponds to the case
where di -!4 uT. 2d,. In this case part of the target unit is covered by
four weapons. The area of the double coverage region is constant at the
value it has for d = dl. Substituting dl = (Se + X) / 2 into Equation 4-38
leads to Equation 4-49:

A2  - H (Se + X) / 4 (4-49)

The area of a triple coverage region is the sum of the areas of the triangle
defined by d = dl and the remaining trapezoid to the right of this line, as
indicated in Equation 4-50:

A3 - [H (Se + X) 1 2] / 2 + H[ d - (Se + X)

/ 2 - [d - (Se + X) / 2]2 / (3e + X)] (4-50)
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The second term in Equation 4-50 results from substituting d - (Se + X) / 2
for d in Equation 4-38, which described a similar trapezoid. Equation 4-50
may be simplified to the form of Equation 4-51:

A.% = H[2d - d2 / (Se + X) - (Se + X) / 2] (4-51)

There is a portion of the target unit covered by four observers. The area
of the quadruple cove-rage region is that of a triangle identical in shape to
the triple coverage region of Case 1. In this case the quadruple coverage
area may be expressed by Equation 4-52:

A = H[d - (Se + X) / 212 / (Se +X) (4-52)

that results from the substitution of d - (Se + X) / 2 for d in Equation 4-35.
The range to the double coverage triangular area is determined by letting
d = (Se + X) / 2 in Equation 4-48. The result is expressed in Equation 4-53:

R2 = 1.146 (Se + X) (4-53)

To determine R3 it is necessary to find d4 that divides the area formed by
the triple coverage triangle and trapezoid in half, as expressed in Equation
4-54:

L4 d4 / 2 = H[2d- d2 / (Se + X) - (Se + X) / 2] /2 (4-54)

From the figure it is seen that Equation 4-55 relates L4 to L5 .

L4 / d4 = H / (Se + X) / 2 (4-55)

Solving for L4 and substituting into Equation 4-54 yields, after some
rearrangement, Equation 4-56:

d4  'jd(Se + X) - d2 / 2- (Se + X)2 / 4 (4-56)
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Thus, R3 can be determined by Equation 4-57:

S3 = Se + X + r d(Se + X) - d2  / 2 - Se + X)2 / 4 (4-57)R3

R4 is very similar to the R3 for Case 1 and is expressed by Equation 4-58:

R4  3 (Se + X) / 2 + .707 [d - (Se + X) / 21

= 1.146 (Se + X) + .707 * d (4-58)

(b) Referring to Figure 4-10 it is seen that there are a total
of ni-1 double coverage regions, ni-2 triple coverage regions, and ni-3
quadruple coverage regions. Thus, the total area covered is given by
Equation 4- 59:

A -(ni-1) A2 + (ni-2) A3 + (n i-3) A4  (4-59)

(c) The angle of responsibility for ar. individual weapon is
given by Equation 4-60:

Y - 2 • tan- 1 [H / (Se + X)] (4-60)

(6) Target Distribution:

(a) The number of active targets is determined as for active
weapons and expressed by Equation 4-61:

m'" fjil mj We/WT (4-61)

where:

m"' - number of active targets

fjl = fraction of targets j in band 1

xii - initial number of targets j

We - engagement front
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WT = target unit width

Since it is possible taet the front band of the target init is deeper than
Case 2 above allows (i.a., DT " Se + X), a further correction to the active
targets is required as indicated in Equation 4-62:

tvfi
m - mj * MilL (Se + X, DT) / DT (4-62)

(b) Since these mj active targets are uniformly distributed
throughout the area given in Equation 4-59, the number of active targets per
coverage section can be expressed by Equation 4-63:

ti

mj I Ak ; k-2, 3, 4 (4-63)

A

where A was defined by Equation 4-59.

(c) These targets are further subdivided into ftationary and
moving postures. If the target unit velocity is v 1 and the mobility class
rate for target j is vj, then the fraction of targets moving can be expressed
by Equation 4-64:

fl = VT / vi (4-64)

Similarly, the stationary fraction is given by Equation 4-65:

f2 - 1 - fl =- - vT / vj (4-65)

Thus, the number of targets of type j in posture 1 in a single coverage
section of type k is gives by Equation 4-66:

(j a 1,2,...p8

m.jkl mjk * fl:k - 2,3,4 (4-66)
11 - 1,2
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where mik was defined by Equation 4-63.

d. Target Acquisition Submodel:

f() General:

(a) The Target Acqusition Submedel calculates the time dependent
probability of a single observer detecting a single target using unaided
vision. This probability is calculated for each target type in eacb posture
at the range corresponding to the center of each type coverage region.

(b) The submodel also calculates the probability of detection
for other sensor types, assuming a ra, ge dependent detection function of the
form PD(r) - ae-br, where the values of a and b must be determined from
experimental data. These detection functions are further assumed to have a
time dependence of the form PD(r,t) = 1 - (1 - PD(r))t in order to meaning-
fully combine them with the unaided visual detection probabilities.

(,:) From these combined detection probabilities the submodel
calculates the expected value of the time to detect at least one priority
target. The detection probabilities against all target, posture, range
combinations are converted to reflect their values at this time.

(d) The probability of pinpointing (i.e., detecting evidence of
the target having fired) each type stationary target is calculated by the
submodel based upon the number of targets that have recently fired either
one or two rounds and experimental pinpoint probability data.

(2) Unaided Vision:

(a) Unaided visual target detection is determined using the
time dependent detection function from IMPWAG (Reference 3) with several
modifications to fit the structure of the Ground Combat Model.

(b) Visual observation of a target is described by the following
three-step process: looking, detecting, and resolving/identifying.

1. Detection is not possible if the amount of light
reflected from the target, relative to the background, provides an in--
sufficient stimulus to the eye of a human observer. In this case, when the
target's apparent contrast is below some threshold value, an observer could
look for an infinitely long time and not detect the target. If the apparent
contrast of the target is at or above some threshold value an observer who
is looking directly at the target will have some probabilty of detecting it.
An observer who is not looking at the target will have s.me probability in-
creasing, as a function of time, of eventually lool.ing at it and detecting it.
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2. Observation will not occur unless the observer can
resolve/identify the target. A target which subtends an angle greater than
the minimum angle of re.solution can be resolved.

(c) The probability of observation can be expressed by Equation
4-67:

Po= R/D * PD - R/ID * D/L * L (4-67)

where:

P0  probability of o~bgervation

PR/D =probabilicy of resolution given detection

P0=probability of detection

PD/L =probability of detection given looking at the target

L=probability of lo.ing. at the target

(d) The probability of resolution given detection, PRID, Will
be either zero or 1. The value for PR!D 'is zero if the vis~ual angle subtended
by the target is less than the minimum visual angle of resolution, and 1 if
the visual angle is greater than the minimum required.

111

%e) The ?robability of detection given a look, PrD/L1 is based
upon Blackwell's experiments (Reference 4) and Linge's work (Reference 5)
that found a relationship between the probability of detection and the
targets relative contrast. The relative contrast, Cr, defined by Blackwell
is given in Equation 4-68:

Apparent contrast (4-68)
r C50

where C50 is that contrast which has a probability of being detected of 0.50.

1. The probability of detection as a function of Cr is
expressed by Equation 4-69:
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.4/ ) (Cr -l.0) (4-69)

where: 2r -t2

4 = W e 2 dt (4-70)

Equatton 4-70 is solved using Hasting's approximation number 43 (Reference 7).
Equation 4-69 then takes the form of Equation 4-71:

PD/L f 0.5 + 0.5 (1 - Y - ' (X)) (4-71)

where: _X2

2
1.12838 e

Y = 0.308428N - 0.084971 N2

+ 0.6627698 N3

N 1

1 + .33267 • liJ

Cr - 1.0
0.482

The + in Equation 4-71 takes on the sign of X.

2. Citing the definition of meteorolotical range from the
Glossary of Meteorology (Reference 6) as the range at which a target is
barely detectable, Cq0 will be defined as the apparent contrast at the meteoro-
logical range of a target having inherent unit contrc.st, or:

C A 50 CA (4-72)
r =0.02
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In order to find Cr for Equation 4-71 it is sufficient to determine 9A,, the
apparent contrast. The NDRC report (Reference 1),provides Equations 4-73
through 4-75.

The apparent contrast CA may be written:

r Br B'r (4-73)
CA Br Br

where:

Br - target brightness at range r

Br - background brightness- at range r

,&Br -Bo e (4-74)

(Bo- B ) e-

where:

Bo - target brightness atsource

Bo. background brightness at source

13 - atmospheric attentuation coefficient

r - range :from targetto..observer

Br BH (1- e r) + Bo (4)

where:

BH horizon brightness
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The apparent contrast of target j at range rk may be calculated by substituting
Equations 4-74 and 4-75 into Equation 4-73:

CAik - Coj (4-76).P-i n'rk
1 + Bo (e -)

The quantity B / BO in Equation 4-76 is the ratio of horizon brightness to
background brightness, referred to as the sky-ground ratio. Coj, the
intrinsic contrast, is defined by Equation 4-77:

Coj = P1 - PB (4-77)

Pj

where Pj and PB are the reflectances of the target and background. Reflec-
tance is the fraction of incident light reflected. The quantity 8' is
determined from Equation 4-78:

, 3.912 (4-78)

where Rv is the visible range. Equation 4-78 is the standard definition of
/3', forcing the visibility to 2 percent at the visible range.

(f) The probability of looking, PL, is determined by considering
the portiorn of the observer's field of view which is occupied by the target
and the obserrar's capability of resolving a target that is not directly
along the direction of a glimpse. In a single glimpse the observer's direc-
tion of view will be randomly located within his searchi angle. The target
will also have a random location within the area being searched. The proba-
bility that the vectors locating these directions aru at an angle between
a' and a' + d a' is detemined using Figure 4-11. Figure 4-12- is a-typical
plot of 7 versus 8 and may be used to extract an estimate of the probability
of angular separation between the observer's "looking angle" and the line
along which the observer will see the target. The diagonal lines are
equations cf constant a'; therefore, the probability that the angular
separation is between a' and a' + da' is proportional to the area of the
shaded trapezoid. The area of this trapezoid is calculated by Equation 4-79
and approximated by Equation 4-79a:
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A 1/2 (6-a' + 0- 6 k' - d a') cos 450 da' (4-79)
cos 450 cos 450

(0- a') da' (4-79a)

Hence, the probability of angular separation Y is:

P (a) da = k (0-a) da (4-80)

where k is the constant of proportionality determined by normalizing Equation
,4-80, Evaluating the integral of Equation 4-81:

2) da - 0-- (4-81)

2

yields the normalization factor 2 Substituting the normalizing factor
into Fquation 4-80 yields Equation 4-82:

A

P (a) da 2 (0-a) d,
(4-82)

(g) Visual acuity is used to derive the probability of looking,
" PL" This is done by first defining off angle as the angle between the
direction of sight and the direction of the target. Visual acuity and off
angle, a', :are related by Equation 4-83:

VA 1 (4-83)
1 + 0.643a'

which is the equation of the curve of Figure 4-13, from References 8 and 9.

I. Visual acuity is commonly expressed as the ratio _dd

where dN is the distance at which the normal eye can resolve a given dN
object, and d is the distance at which the specific aye being assigned a
visual acuity value can resolve the same target. Siihce the angle subtended
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by the target is inversely proportional to its distance from the observer,
visual acuity can be expressed by Equation 4-84:

VA d = - N (4-84)
dN )

where:

tN is the angle of subtense necessary for a normal eye to resolve
a given object, + is the angle of subtense of the specific eye required
to resolve the same object.

The minimum visual acuity, (VA)', required to resolva a target subtending
an angle P and having minimum angle of resolution 6 isi obtained from
Equation 4-84 by equating 4)N to 201 and qto/3.

201 
(4-85)(VA) ' = -f

2. The factor of 2 in Equation 4-85 is necessary to convert
to the same visual acuity scale used in Ludvigh's work4(References 8 and 9),
wherein normal visual acuity was assigned a value of 2.

3. Equation 4-83 can be equated to Equation 4-85 and solved
for a', yielding Equation 4-86 which defines the maxiwum off-angle for which
resolution is possible.

1 (p/e/ 1) (4-86)
.643

4. Integrating Equation 4-82, and using as an upper limit
the value of a' calculated in Equation 4-86, the probability the observer
will resolve the target is given by Equation 4-87:

,Mil(a.',0)

L 0 P(a)da (4-87)

4-46



The value Min (', 9) is used in the upper limit since P(.') 0 fora' 8.

(h) O1 is taken to be 47 seconds or 0.000228 radians as the
minimum a'-gle of resolution, as suggested by Jenkins and White (Reference 13).

S, the angle subtended by a target, is computed using Equation 4-88:

S= 2 tan-Il/ "0 29 5 7 " ajl (4-88)
Rk

where a. 1 is the target area (square feet) of target j in posture 1, and
Rk is the range to coverage type k. The area of a stationary target is taken
to be one-third its exposed value. The factor of 0.02957 enters from the ratio
1 / [(, ) - (3.28)21 where 3.28 is Lhe conversion from meters to feet. The
term PR/D in Equation 4-67 is determined using Equation 4-85:

0, 1 (4-89)PR/D = i, 119 _01

Thus, the single glimpse detection probability for unaided visual observers
of a single target type j in posture 1 at range Rk can be expressed by
Equation 4-90:

W 2J x dx
P!•-.1 r ( 0, 1) e-

B

2 j - Y dy (4-90)
0 2

where:

r(o, o ) 1 1

from Equation 4-89:
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w[ 50 (,j -%) 1)1

.482 Pj [ 1 + BH(e'13 Rk - 1)

from Equations 4-72, 4-76, and 4-77; and

B = Min [.- (-L ) 0

from Equations 4-86 and 4-87 and with

p = angle subtended by the target (Equation 4-88)

01 = minimum resolution angle

7 = search angle (taken to be 450)

Pj = target reflectance

PB = background reflectance

BH/B0 = sky-ground ratio

p' = atmospheric attenuation coefficient
(Equation 4-78)

Rk = range to coverage type k

x} . dummy integration variables.

(3) Other Sensor Types:

(a) Equation 4-90 gives the detection probability for a single
glimpse, taken Lo require 2.0 seconds according to Paul W. Kruse (Reference
10). For o:.her sensor types the detection probability must be converted
to a 2-second rime interval before it can be meaningfully combined with the
above.

(b) Most existing experimental data provide a detection
probability for at least two ranges and a mean time co detect. Let P1 and
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P be the detection probebilities at ranges rI and r 2 , respectively, and
let tD be the mean time to detect. The detection probabilities per second
are determined by Equation 4-92, which assumes detection varies as indicated
in Equation 4-91.

P(t) = 1 - (1 - P (per sec ))t (4-91)

P(per sec )= 1 - (1 - P(t)) 1  (4-92)

where P(t) is the probability of detection at time t. Substituting P1 ,

P2, and tD into equation 4-92 and converting to the probability per 21seconds
leads to Equation. 3 4-93:

Pi (2 sec) = 1 - (1 - P1 (exp))2/tD (4-93a)

P2 (2 sec) = 1 - (1 - P2 (exp)) 2 /tD (4-93b)

Assuming the detection probability is exponential in range, as indicated by
Equation 4-94, Equations 4-93 and the values of r1 and r 2 may be substituted
to solve for a and b, as indicated in Equations 4-95:

P =a e-br (4-94)

a-r( (in P2 (2 sec)- in P1 (2 see)) (4-95a)
a = P1 (2sec• r 2  rl

b = ln P 2 (2 sec)- In P1 (2 sec) (4-95b)
rI- r2

An a and b are calculated for each sensor type q. Thus, for any sensor type
q the 2-second detectioil probability at range Rk can be calculated using
Equation 4-96:

P a e-bq - Rk (4-96)~kq q

(c) A check is made on each sensor type to see if it is in use
(according to day or night conditions). Observers are assumed to always use
unaided visual detection capabilities. The detection probabilities for those
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sensors q in use and for unaided vision are multdplied by the line of sight
probability of Equation 4-97 to yield Pjkl and Pjklq:

(PLOS)jkl 1 + Rke (4-97)

ejkl = Pjkl " LOSjkl (4-98)

Pjklq = kq (4-99)

where Pjkl and Pkq are defined by Equations 4-90 and 4-96.

rhese results are then combined to yield the probability of detecting at
least one target type j in posture 1 at raaLgt Rk using Equation 4-100:

PD jk = 1 (1 - Pjkl) q1(1 - Pjklq) (4-100)

(4) Correction for Target Density:

(a) Equation 4-100 was derived for a single target in each
region. In general, for the detection probability PN with N targets the
resultant probability can be expressed by Equation 4-101:

PN = 1 _ (1 _ )N (4-101)

If N is noninteger Equation 4-101 can be expressed more generally by Equation
4-102, where PT is the probability a target is there; i.e., fractional tacget.

PN = 1 - n (I - P * PT) (4-102)
all

possible
targets
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Substituting Equations 4-66 and 4-100 into Equation 4-102 yields PDjkl, the
probability of detecting at least one of m targets of type j in pos ture 1
at range Rk, as indicated in Equation 4-103:

PDjk = 1 - [1 - eDjkljkl(I) [1 - mj kl (R) •PDikl (4-103)

where mjkl(l) is the integer part of mjkl and mjkl(R) is the remainder.

(b) The probability of detecting at least one priority target
is computed by Equation 4-104:

4 2 ' kPD = 1 - TI 1 r (1 - PDjk) (4-104)

all k=2 1=1 j
priority
targers j

The k appears as an exponent since each observer's area contains k sections

of coverage type k.

(5) Expected Time to Detect a Target:

(a) PD in Equation 4-104 is the probability of detecting at
least one piiority target among all targets in both postures throughout the
weapon syste.m's area of responsibility in a 2-second time interval. The
general expression for the probability resulting from n time intervals is
given in Equation 4-105:

(n)
PD = 1 - (I - PD)n (4-105)

The expected value of the number of time intervals required to detect at
least one target is given by Equation 4-106:

<n> = (4-106)
PD

and hence the expected time in seconds to detect is given by Equation 4-107:

<t> 2 *'<n)= 2- (4-107)
PD
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(b) The time to detect is modified to reflect the possibility
that an acquired target is outside the weapon's area of responsibility using
Equation 4-108 which assumes the search is uniform throughouttthe search
angle. Y is defined by Equation 4-60 and 0 is taken to be 45

<t> <t>' (4-108)
9

(c) Finally, all detection probabilities are converted to
reflect their proper values at time t - <t> combining Equations 4-101, 4-103,
and 4-106 into Equation 4-109.

PDjk1 = 1 - (1 -PD n> (4-109)

(6) Pinpoint Probabilities:

(a) The Target Acquisition Submodel calculates independently
the pinpoint target acquisition probabilities PPI from the single round
pinpoint probabilities PP' and the number of sta ionarf targets j which have
recently fired one or two rounds, Nflj and Nf2j, that are discussed further
in Paragraph 3g, below,

(b) From Nfl and N 2j the number of recent firers in each

weapon's area of responsigility Wsdetermined using Equations 4-110:

4
1 k Ak

N k-2 (4-110a)
flj flj A

4
1 k Ak

n k N k-2 (4-11Ob)nf2j " f2j A

where A was defined in Equation 4-59 and the sum is the total area covered
by one weapon. The probability of not pinpointing a target j is calculated
by Equation 4-111:

PPj n 1 -PP LOSJ22 (4-111)

4-52

I-t



where the first subscript 2 represents the median range and the second refers
to the stationary posture. Making use of Equation 4-102 the probability
of pinpointing at leas. one target j is given by Equation 4-112:

PPj - I- jn 'flj( • (1 n fljf(R) * (1 - P-j))

•''2nf2j(I) n~ RPj (1 - (R) ( - PP)) 2  (4-112)

where, as before, the I end R refer to the integer and remaining parts of

the n's.

e. Firepower Potmatial Submodel:

(1) General:

(a) The Firepower Potential Submodel uses the targut acquisition
probabilities generated by the previous submodel and the weapou-target
priority assignments to determine the distribution of fires against each
target type. Fires are further distributed among the different types of
coverage regions and the postures of each target type.

(b) The number of rounds fired by each weapon type is then
calculated based upon the expected value of the time to detect at least one
priority target, the time to aim and fire the weapon, and the flight time of
the round.

(2) Distribution of Fires:

(a) Fires are first allocated among weapon/ammunition combinations
linked to the same transport vehicle. If the minimum and maximum range
limitations are such that only one weapon/ammunition combination may be applied,
that combination is assumed to be used by all vehicles. If the minimum and
maximum range limitatiois of several weapon/ammunition combinations common
to a single type transport vehicle are such that more than one combination
may be applied, the waapor. unit is broken into firing zones as follows. The
minimum and maximum d%.pths within the weapon unit in which each weapon/
ammunition combinatio: may fire is calculated using Equations 4-113.

Fi - Max (0, Rmini - Se - dT) (4-113a)

Bi - Min (Rmaxi - Se 2x) (4-113b)
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- - u-

4 2
n 17 17

KI(l) = 1 - j k=2 1=1 (I - PDjkI) (4-117)
priority

1

ti

PDjkl was defined in Equation 4-109. The probability 3f acquiring at least
one second priority target j and not having acquired a first priority target
is calculated in Equation 4-118:

4 2
P = 1 - I 1 [1 PDjklJ " (1 - Pj( 1 )) (4-118)j~z) ý Ik=2 1=1 k

priority
2

(c) A calculation is made for the nth priurity target using
Equation 4-119:

4 2 D' n-i
p 1-11III[ (1- ' (,,) (4-119)Pj(n) = I- [I - PDjkl] I jq) 4I9

j k=2 1-1 q 1)
priority

n

These probabilities represent the fraction of eligible weapons i that will
attempt to fire at each target priority class j(n).

(d) Within each target priority class rounds are distributed by
range and postu-e as follows. P.. ) is the fraction of eligible firers that
fire at targeta type j(n) where s the priority assignment. The fractions
of acquisitions by range and posture are taken to be the simple ratios of
Equation 4-120:

It

F P jkl (4-120)Fjkl - 4 2 ,

I I Pjkl
k=2 1-1
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(e) Frac was determined in Equation 4-116 to I.e the fraction
of weapons of type i ir range of some target in the target band; hence, the
number of stationary eligible firers of type i is given by Equation 4-121:

ni - ni , Fraci 1  (1 - vw/vi) (4-121)

where ni was defined by Equation 4-28, vw is the weapon unit velocity, and
vi is the mobility class rate for weapon type i. Thus, the number of firers
i firing at each target type by range and posture can be expiensed by
Equation 4-122:

Pjn) ,,
nijkl = n4 " Fjk1  •pD•,kl PDjkl (4-122)

wl~ere q' is the number of priority n targets.

(3) Number of Rounds Fired:

(a) The number of rounds fired is calculated ar follow&. One
round is fired by each weapon that fires orn a stationary target. One round
is fired by each weapon that fires on a moving target and maintains line of
sight. A second round is fired if line of sight is maintained after the
first round. A second round is fired at stationary targets only by a
fraction (I - PKijk 2 ) oi the original firers, where PKijk2 is the kill
probability for weapon i against a stationary target j a• range Rk. PK
1.s discussed further Ji Paragraph 3f, below. Thus, the number of rounds
fired can be expressed by Equations 4-123:

1 Nijkl = nijkl[PLOSjkl + PLOSjkl] (4-123a)

"Iqij2 a nijk2l 1 + (1 - PKijk2)] (4-123b)

(b) Equations 4-123 give the number of rounds fired by time
kt> + 2. Tiafd, where Tiafd is the time required for weapon i to aim, fire,
and deliver a round. The actual number of rounds fired durirg an iteration
is determined by multiplying Equations 4-123 by the ratio T / ((r> + 2 T iafd)
where T is the engagement iteration time.
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(4) Pinpointed Targets:

(a) Rounds fired at pinpointed targetq are calculated
independently considering only those eligible weapr;n3 not firing at observed
targets. The number of weapons is given by Equation 4-124:

it 4 2
nipp - ni - 1.1 n ijkl (4-124)

n k=2 1-1

The pinpoint detections are ordered by priorities just as were the observed
targets, yielding Equation 4-125, which is antlogous to Equation 4-119.

Pj (n) pp =PPj (n) 1) 1[ PPJ(n) (4-125)

(b) Each firing weapon fires only one round, and the number of
rounds fired is given by Equation 4-126, which is anclogous to Equation 4-122.

Pj (n) pp .T
RNijpp v nipp ' ppq, P j <t>+Yifdj (4-126)

q

f. Fir.epower Effectiveness Submodel:

(1) General:

(a) The Firepower Effectiveness Submotlel determines the effect
of each type round fired at each target type by inte-polating between experi-
mental data points to determine both the probability of a hit and the proba-
bility of a kill given a git. The resulting kill nr~bability is applied at
the different ranges corresponding to the different coverage regions as well
as to the different target postures.

(b) The survival probability for each target type is calculated
based upon the total number of rouuds entering each coverage region, thereby
accounting for the possibility of multiple hits by more than one weapon.

(c) Conditional casualties for each target type are then computed
to reflect the range limitations of each opposing weapin type. This is
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accomplished by dividing the engaged portion of the target unit into four
bands and assessing losses only in those bands within range of the weapon.

(d) ThesL conditional casualties are then distributed among
the firing weapons to account for the effect of firing order.

(2) Weapon-Target Kill Probabilities:

(a) The effect of each type rourd against each target type can
be expressed by Equation 4-127:

PKijkl = PK/Hijkl Pllij kl (4-127)

where PKiHijkl is the probability of a kill given a hit by weapon i on

target j in posture 1 at range Rk, and PHijkl is the corresponding hit
probability.

(b) Experimental bit probabilities for up to six range values
for each weapon type are required by a pregame load routine which in turn
generates six values cf the NATO hit probability (probability of hitting a
square target 7-1/2 ft. x 7-1/2 ft.) corresponding to the weapon's minimum
range, maximum range, and four intermediate values, all at equal range in-
crements. The Ground Combat Model then performs a linear interpolation on
these values to det'.-:mire the NATO hit probability at any intermediate
range. The resulting value is then used to solve for v 2 (r) using Equation
4-128:

PHNATO (r) 1 1 - e-R 2 /2• 2 (r) (4-128a)

or:

al(r) = -R2/21n+l - HNATO)(4-128)

where R is the radius of a circular target having an area equal to that of
a standard NATO target.

R2 - (7.5)2 /j = 17.9 ft 2  (4-129)

Equations 4-128b and 4-129 and a radius corresponding to the target's
presented area are then bubstituted into an equatio!n analogous to Equation
4-128a to solve for PMijkl as indicated in Equation 4-130:
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PHijkl = I - e-(Ajl /h) / (17.9)2 / ln[] - PHNATOIk

= 1 - (1 - PHNATOik)AJl / 56.25 (4-130)

where Ajl is the presented area of target j in posture 1. One-third the value
of ti;e area for fully exposed, moving targets is agai.n used for covered, sta-
tionary targets.

(c) The hit probability against a pinpointed target is based
upon the experimental results of Project PINPOINT (Reference 11). Citing
this reference. a pinpointed target is one which has been located to within
+25 yards of its true location. For ranges less than 500 meters the pinpoint
probability was found to be range independent. At these ranges the major error
in hitting a target is the horizontal error in locatiou. The Ground Combat
Model determines the probability of hitting a pinpointed target by Equation
4-131, where the area of the fully exposed target, !n square feet, is used.

Target width
PH5Jpp 50 yds.

- 0.00752 J7 (4-131)

PK/HijkI in Enua..ion 4-127 is assumed to be closely approximated by the

linear function 2n range of Equation 4-132:

"PK/Hijkl = mijrk + 1ij (4-132)

where the slope mij and intercept bij are determined by a least squares fit
to experimental data.
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(3) Conditioaal Casualties:

(a) The ramber of rounds entering each coverage aection directed
at target I in posture I Is comp,-ed URfnP i-II,,tnin 4-133:

TRNijkl = RNijkl / (ni + 1 - k) (4-133)

RNiJkl and nj were defined by Equations 4-123 and 4-28, respectively. The
factor (ni + 1 - k) Is *:he number of each type coverage sections.

(b) Conditional casualties, as if this weapon were firing alone
and not receiving retrn fire, are then :alculated using Equation 4-1.34:

4 2

CKij = F, (ni + 1 - k) •mjkl
k=2 1=1

) 1 - 1(1i ) K
all ijkl (4-134)

possible
rounds

In Equation 4-134, mjkI was defined in Equation 4-66. The term (ni + 1 - k)
is again the number of sections of coverage type k, and PKijl.l is determined
from Equation 4-135.

P(ijkl = PKij,.l PFjk1 (4-135)

Kijk1 is the probability weapon i kills target j in posture I at range Rk
(given that the weapon fires), and PFjkl is the probability the weapon fires.

PFjkl is found using Equation 4-136:

PFjkI
FI(mjkl) (A-136)

The functional I is an ope-:ator with the following properties: I (integer
value) equals integer vaLue; I (noninteger) equals next higher integer.

4-61

. - , i - l ' u I • I r" ! t:"AL



Substi- -. ,o Equations 4-135 and 4-136 into Equario:n 4-134 and again
inteCP.--,,.?, n tractional round as the probability of a whole round, the
conditicMial casualties are expressed by Equation .- 137:

4 2
CKij = 1: (ni + 1 -k) " mjkl

k=2 1=1

TRNijkl(I)

- ij k TRNijk.(R) -PKi jk

I Imjkl IIlmjkll

I and R refer to the integer part and remainder of TR~Iijkl. To Equaticn 4-137
is added the conditional kills against pinpointed targets, which is determined
in an analogous fashion and presented in Equation 4-138:

CKij CKIj + n, (nflj + nf 2 j)

1.jf 1  + f2j)

-( Ki~jpp TRN ijpp(i)

( - TRIijpp(R) PKijpp

IL[nflj + nf2j] (4-138)

4-62



In Equation 4-138, nflj and nf2j were defined in Equations 4-110 as the number
of firing targets per ,weapon. PKijpp is found by inserting Equation 4-131
into Equation 4-127, and TRNijpp is calculated in Equation 4-139, where
RNijpp was defined in Equation 4-126.

TRNijpp w RNijpp / ni (4-139)

(4) Weapon Range Limitations:

(a) The conditional casualties given by Equation 4-127 still
assume weapon type i icts alone with no return fire. First, the effect of
other firing weapon types is considered by determining the survival probabil-
ity for each target j against all types of incoming rounds. This is accom-
plished by subdividing the leading band of the target unit into four equal
area rectangles with the depth of each equal to one-fourth the total band
depth. The survival probability in each subband is then computed considering
only those weapons which are capable of firing into each ban4. 'The following
criteria are used to establish which weapons fire into which bands.

Weapon i firnrs into if

Mone (of the engaiged target unit) RK axi SE

Front 1/4 O. - x, - BE .6.375dt

Front 2/4 .375dtA-Raxi - SE.625dt

Front 3/4 .625dte Mi -Ei.875dt

All .875dt -x- xj -E

Back 3/4 0Ad - SE -dwt.875dt

Back 2/4 .375dt-eR min- SEdw-.625dt

Back 1/4 .625dt-d Rtn- SE-dwd.875dt

None Rtuini - SE-dw,•.875dt

(b) CKij frcm Equation 4-138 is then converted to an average
survival probability by iq,sation 4-140, which is applied to each applicable
subband.
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Psij = 1 - (4-140)mj

The net survival probability of target j in each sulbAnd Y is computed using
Equation 4-141:

all i (4-141)

firing into
band Y

(5) Distribution Among Firing Weapons:

(s) The survival probabilities of Equrta.on 4-141 are first
converted to conditional casualties to account for all possible permutations
in firing order by utilizing the exponential averaging technique from DTVTAG
II (Reference 12). Equation 4-142 results when this technique is applied to
Equations 4-1i0 and 4-141.

(I - PSj-V) in (PSij) . (4-142)
In(PSj ) 4

(b) The total conditional casualties ia merely the sum over all
subbands of Equation 4-142.

4
CKij = • CKi•T (4-143)

The casualties in Equation 4-143 have now been corructed for simultaneously
firing weapons, but are still conditional in that Lhe problem of return fire
has not been addressed.

g. Assessment Submodel:

(1) General:

(a) The Assessment Submodel first takes the conditional casualties

generated by both units and corrects the possibility of return fire among

weapon systems and targets. Both losses and expenditures are modified to
account for this effect.
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(b) A check is made on the remaining time (if any) in the
requested engagement duration, and a sensing report is prepa:ed during the
appropriate iteration.

(c) The uni.t history records are updated to reflect the number

of weapons that have recently fired either one or two rounds.

(2) Return Fire:

(a) The iroblem of return fire again makes use of a method from
DIVTAG II. First, te:L individual weapon kills are accumulated to kills by
each weapon system us!ng Equation 4-144:

A CK (4-144a)
L~jk i in k CAji

LDkj = in CK~k (4-144b)
.4. in j

In Equation 4-144a, CKAji are the conditional kills cf attacking target j by
defending weapons i. The sum over i is over all weapons i linkad to defender
weapon system k, and I;A3k are the total conditional attacking taiget j losses
due to defending weapon system k. Equation 4-144b is a similar description
of total defending target k losses due to attacking weapon system J.

(b) The losses calculated in Equations 4-144a and 4-144b are
then converted to kill fractions using Equation 4-145:

KA= k (4-145a)
KAik = -Aj

LDkj
KDkj = (4-145b)nDk

where nAj and nDk are the number of attacking weapon systems j and the number

of defending weapon systems k; KAjk is the conditional fraction cf attacktng
Larget j killed by defending weapon system k; and KDkj is the fraction of
defending target k killed by attacking weapon system J. These kill fractions
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are then processed through the exponential averaging iteration technique of

DIVTAG II that converges to a solution of Equation 4-!46:

IT (I-Xk . K Aj k) -

yj k (4-146a)
in [I (l-Xk ' KAj)I

k jk

X IT (1 yj K KDkj)
iL(l-yj " k - (4-146b)

i J Dkj

In Equations 4-146a and 4-146b, Xj and Yk are the surviving fractions of
attacking weaporn systems j and de ending weapon systems k, respectively.

(c) The solution of these equations is used to compute losses
using Equation 4-147:

Ak = nA . Xk Ajk (4-147a)

KDJ = nDk "Y . K D kj (4-147b)

In Equations 4-147a and 4-147b, KAik is the number of attacking target J

killed by the surviving fraction of defending weapon system k, with a similar

description for KDkj. The kills by weapon types and rounds fired by weapon

type are than determined from Equations 4-149, which assume the conversion

factor from conditional to real in Equations 4-148 is the same for each

weapon that is linked to a specific weapon system.
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K A (4-148a)UAknjAj kjk

K'k

ADkj = (4-148b)
LDkj

KAji = AAjk * CKAji (4-149a)

where KAji is the number of attacking targets j killed by defending weapon i
linked to weapon system k,

KDki = ADkj * CKDki (4-149b)

where KDki is the number of defending targets k killed by attacking weapon i
linked to weapon system j,

ARNik = AAjk * TRNik (4-149c)

where ARNik is the numbei" of rounds fired at defending target k by attacking
weapon i linked to weapon system J,

DRNij - MDkj * TRNij (4-149d)

where DRNij is the number of rounds fired at ittacking target j by defending
weapon i linked to weapon system k. In Equat.-rs 4-149, TRNij is determined
by summing Equations 4-123 and 4-126 according .j Equation 4-150:

4 2
TRNij X 7 RNijkl + RNijpp (4-150)

k-2 1-1
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'(3) Sensing Report:

(a) A sensing report is prepared for each unit based upon what
is seen of the enemy unit at a specific time duriug t.,e engagement duration.
The method of determining the preparation time is dcscribed below.

1. If the engagement duration, tF, is less thai 5 minutes
and less than the expected value of the time to detect <t>, as defined in
Equation 4-108, a sensing report is prepared at the end of the engagement
interval and reported 5 minutes later (i.e., sensing time = ts, reporting
time = ts + 5 minutes).

2. If the engagement duration is greater than 5 minutes ind
less than <t>, all but 5 minutes are alJowed for obser/ation (i.e., sensing
time = ts - 5 minutes, reporting time = ts).

3. If the engagement duration Is greater than< t>, the
report is prepared at time <t> (i.e., sensing time = <t>, reporting time
<t> + 5 minutes).

(b) The observers will detect only the component of velocity of
the enemy unit In the direction of the relative velocity. Recalling the vari-
ables u, v, w, z, and vr from Equations 4-14 and 4-15 the observed defender
movement rate is the sum of the products of his velocity components with the
relative velocity components, where the relative velocity components are
normalized to unity. The rate is expressed in Equatio-a 4-151:

vDst -= (w- u) • w+ (z -v) z (4-151)
yr

Similarly, the estimated movement rate of the attacker is given by Equation
4-152:

VAest (w - u). u + (z - v) * v (4-152)

(c) The observer will detect the zenter uf the engaged portion
of the enemy unit as the estimated location. This is depicted in Figure 4-15.
From this figure the following relations are observed:

XX Unit depth (4-153a)

2 kNumb~er of bands]

4-68



,, % (Xnst, Yost)

Y'Y

Figura 4-15. Estimated Coordinates
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yy Unit width - we (4-153b)
2

where We was defined by Equation 4-27. The angle3 a and jS are given by
Equations 4-154, which make use of Equations 4-153.

tan-1 Vry (4-154a)Vrx

= tan-_I Y = tan-1 (unit width - We) * (nniber of bands) (4-154b)
XX unit depth

The length A is given by Equation 4-155:

22 (number of bands)A =widthyy2 =)th2epth 2 (4-155)

Finally, th6 estimated locations are related to the locdtion of the unit's
center, (s,y), the length 1, and the angle y defined by Equation 4-156.

S= 11- = (4-156)

Examination of Figure 4-15 now shows that the estimated locations can be
calculated Ly Equations 4-157:

Xest = X + Cl A cos7

Yest = y + C2 A sinY (4-157)

where CI and C2 are ±1 depending upon the following conditions:
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-- - W -- V-w - Row _WMW

(-I if X_-Xobserver

S +) otherwise

C2  = 3l, if y -- Yobserver

I ..l otherwise

(d) The estimated direction of movement is the direction of the
relative velocity, or a in Equation 4-154a.

(e) The detection probability of Equation 4-109 is applied to
the number of targets ;n each coverage section given by Equation 4-66, accord-
ing to Equation 4-158:

4 2 it
N est = 2 LI (nfo + 1-k) P jkl mjkl (4-158)

est k=2 1=1

where nf is the number of forward observers and where P .... is evaluated
at the time corresponding to the sensing report preparati.an time. The
targets are then identified as tanks, APC's, personnel or other vehicles
and summed over each LIAsS. If the estimated number of every class, rounded
to the nearest integer, is zero, no report is sent.

(4) Unit History Records:

(a) A part of the unit histoLy update is the determination of
each unit's final velocity as a function of the level of activity. Herein
it is assumed that those stationary weapon systems which have fired and ac-
quired new targets will remain stationary. Furthermore~those advancing
weapon systems which acquire targets will stop. The total number of
stationary weapon systems is caJculated by Equation 4-159:

n = n. [I- (1-D (n))(l-PP )] (4-159)

where ni is the number of active weapon systems defined by Equation 4-28,
PD(n) is the probability of detecting at least one priority target defined by
Equation 4-105, and PPj is the probability of acquiring a target's signature
defined by Equation 4-112. The total number of weapon systems of type i in
the engaged portion is given by Equation 4-160:
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nEi = fil " Ni " Wn / Ww (4-160)

where fil is the fraction of weapon system i in the leading band, NI i1 the

total numbe' in the unit, and We and Ww are the engagement and weapon ut it

fronts. The fraction stationary can be equated to an expression similar to

Equation 4-65 and the result solved for the weapon unit velocity, vw.

vW = vi(l - ns / nEi) (4-161)

In Equation 4-161, vi is the mobility class rate of uzapon system i. If v,,

is less than the initial weapon unit velocity for any weapon system, the unit
is slowed down co the new value.

(b) The number of weapon systems which fire once or twice follows

immediate]ly from Equations 4-123 and 4-126:

4

Nfli I=" (nijkl PLOSjkl + nijk2) + RNijpp (4-162a)
k=2

4 2
Nf 2 1  [ [nijkl * PLOSjkl + nijk2(l - PKijk2)] (4-1'2b)

k=2

These values are stored for future use in pinpoint detcction probabilities as

described for Equations 4-110.

4-72



(5) Scheduli:ng Mortar Fires. The firing of area fire weapons (mortars)
organic to units involvea in ground combat is scheduled within the GCM. Assess-
ment of results of thase fires is accomplished by the Area Fire Model.

(a) Decision to Fire. A decision to schedule mortar fires is made
if a unit has detected, according to GCM acquisition routines, any personnel
targets in an opposing unit. The determination of whether to schedule mortar
fires is made for every opposing pair of units at the end of each GCM assess-
ment increment. Thus, should a unit be opposing more than one enemy unit with-
in the GCM, an independent decision to fire is made; and the calculations pre-
sented below are made independently for each opponent. Given the acquisition
of personnel targets at some time within a GCM increment, the time of first
acquisition, ta, is set by drawing a random numbar between the beginning time
and ending time of the GCM increment.

(b) Unit Locations. To schedule an Area Fire assessment, the
location of the target unit and the firing unit must be provided to the Area
Fire Model. These are developed as follows:

1. Location of Target Unit. The target acquia3.tion routines
of the GCM develop a sensing report which includes estimated loc3tion, speed
(if moving), and direction of movement (if moving) of the opposing unit at
the end of the GCM increment. These items, plus the time of first acquisition,
ta, are uaed to develop an estimated target location at time of first acquisi-
tion. If the target un.t is not moving, then the estimated coordinates (Xe,
Ye) are used as the target coordinates (xt, yt)" If the target is moving,
coordinates are calcu±ated by projecting back, in time, to the time of first
acquisition.

xt = Xe + Ve At * cOs, (4-163a)

Yt = Ye + Ve At • sinp (4-163b)

where:

xt, Yt = target coordinates for mortar firing

Xe, Ye = estimated target coordinates at end of GCM increment

Ve = estimated target unit velocity

At = time at end of GCM increment minus time of first acquisition.

2. Location of Firing Mortars. The mortars are simulated as
firing from that point where the rear edge of the front band of the firing
unit is intercepted by a perpendicular constructed from the target location
to the rear edge of the fi.ring unit's front band. If the firing unit was
moving during the GCM incrertent, the location of the front band is projected
back in time to its locaticn at the time of first acquisition.
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3. Discussion. The above calculations determine the estimated
location of the target and a location for mortars Lt the simulated time of
first acquisition. These are the firing and deslgnated target coordinates
provided to the Area Fire Model for assessment of mortar effects. The target
location will generally b. at the approximate center of that portion of the
front band of the target unit used for GCM assessments. The firing location
is generally at the lateral midpoint and rear edge of that portion of the
firing unit's fiont band used for GCM assessment. Prior to further mortar
scheduling, a cLeck is made on the range from the firing point to the desig-
nated target point. If this range is greater than maximum effective range
or less than minimum range of the mortar, firing will not be scheduled.

(c) Volume of Fire. The volume of fLre scheduled depends on
number of mortars available to fire, number of rounis available, firing rate
of the mortar and duration of simulated firing. If the firing unit has more
than one type mortar, calculations are conducted independently for each type.

1. Available Mortars and Rounds. The number of mortars
available to fire on this target and maximum rounds available for this type
mortar are computed as:

mj = mu * F/Wu (4-164a)

rj = ru , F/Wu (4-164b)

where:

mj, rj = number of mortars and rounds available to fire on this target

mu, ru = nimber of mortars and rounds actually within the firing unit

F = G2M engagement frontage for this pair of units

Wu = total frontage of the firing unit.

2. Rounds Fired per Mortar. The number of rounds fired per
availablr mortar is calculated as:

rpm - (ti - ta - td)/rof

where:

rpm - number of rounds to be fired per mortar

rof = rate of fire of mortar (seconds per round), sustained

ti = time of end of GCM increment
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ta = time of first acquisition

td = time to fire first round.

°lqlu8, each available mortor is simulated to fire at its sustained rate of fire
from the time of first acqulsitior, plus the delay time to fire the first
round, up to the end of the GCM incramgeit.

"J. Total Rounds Fired. The total number of rounds to be
fired is set as the mJ.:±mum of the rounds available to fire on this target
(rj) and the number of mortars available times rounds fired per mortar
(Lrj • rpm); that is, the number of rounds fired by this type mortar, rnds, is:

rnds = min(rj, nij - pm) (4-165)

(d) Interface and Scheduling. This portion of the CCM interfaces
directly with the Area Fi•-e Model both in i.ts use of the Area Fire Model data
base to find the necessary parameters of any area fire weapons organic to the
units involved in ground combat and in its scheduling of Area Fire assessment.
The Area Fire assessment is scheduled by the GCM to take place immediately
after the GCM assessment. The Area Fire Model is then called by the event
sequencing logic of the DIVWAG Model and carries out the assessment as it
would any area fire e',.nc.

h. Ground Combat Model Driver (Termination Phase):

(1) The Ground Combat Model driver is not entered uttii the entire
scheduled engagement duration between the initial ur.it-pair has been completed.
The driver continues to p.rocess all other unit-pair combinations on the list
of surface units associated with the battle.

(2) After all the pairs have been treated the Unit Status File for
each participating unit iE updated to reflect new coordinates, velocity,
losses, expenditures, and consumption. All history records are stored for
future use. The sensing report is scheduled to enter the Intelligence
and Control Model. If the current loss rates predict more than 10 percent
loss Lo any equipment item in a subsequent 15-minute engagement duration,
a shorter engagement time is provided GCMDT for scheduling fature engagements
so that the 10 percent loss will not be exceeded.
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CHAPTER 5

AREA FIRE/TACFIRE MODEL

1. MILITARY ACTIVITY REPRESENTED. The Area Fire/TACFIRE Model represents the
scheduling, delivery, and assessment of nonnucleaz area fire munitio!,s by cannon
systems, missile systems, and multiple rocket launchers, and the assessment of
mortar fires generated by the Ground Combat Model. The aspects modeled include
the fire planning, target analysis, fire direction, and fire supporL coordina-
tion functions inherent in the employment of field artillery as well as the
assessment of target damage resulting from the execution of the scheduled
fire missions. The tactical fire direction and coordination capabilities of
the division TACFIRE system are also represented within the model.

2. MODEL DESIGN:

a. Submodels of the Area Fire/TACFIRE Model. The Area Fire/TACFIRE Model
consists of three svumodels designed to represent the employment of area fire
conventional field artillery systems. These submodpls are the DSL FIRE Order
Scheduling Submodel, the division's TACFTRE Scheduling Submodel, and the
Delivery and Assessment Submodel. A macroflow of the relations among these
submodels end between these submodels and other models and/or external DSL
gamer control is shown in Figure 5-1. The individual submodel structures are
discussed in detail in Paragraph 3.

b. Fire Units in the Area Fire/TACFIRE Mode]. Fire units used in the
model may be at a battalion or at a battery level of resolution, at the user's
discretion. Each fire unit may contain up to four area fire weapon/ammunition
combinations, although only one combination can be used for one fire mission.
TACFIRE controlled missions are fired as full unit volleys. The number of
rounds or rockets fired per volley is equal to the number of integral tubes or
launchers. In the TACFIRE mode each division is allowed a maximum of 36 fire
units. No limit is set on the number used in the DSL mode. For each weapon
system defined there is also defined a corresponding munition load representa-
tive of the munitions delivered by the weapon system. In the case oi a
multiple rocket launcher weapon system firing multiple rounds in a small time
interval, the "equivalent round" is the total number of rounds fired during
the interval. Elements such as lethal areas, weights, and firing times, and
all bookkeeping in the model, are represented in terms of this equivalent
round.

c. DSL Planned Fires. The model's representation of planned fires on
areas or points is accumplished in response tc DSL FIRE orders. These fires
are planned prior to each game period and correspond to scheduled fires
delivered at specific times during the operation of the supported forces.
The DSL ordered fires take priority over any fires developed within the
"automatic" or TACFIRE mode of the model. With the DSL FIRE order the gamer
can specify the number of round& or volleys and the munition type to be used.
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The locations specified for the fire are derived from the previous period's
output intelligence report and the gamer's coordination of fire support with
the plan of operation for the next period.

d. TACFIRE Scheduled Fires. Fire missions against targets of opportunity
are represented in the TACFIRE system submodel. These targets represent
targets that have not been previously considered, analyzed, or planned, and
usually are expected to be fleeting in nature. The TACFIRE Scheduling
Submodel in the Area Fire/TACFIRE Model is patterned after the division
TACFIRE system ind is based on reference material obtained from the Functional
System Design Requirenents Study for TACFIRE (Reference 1). Fire mission
requests are generated in thf .ntelligence and Control Model after the targets
have been detcczed and a target analysis performed. Details of this process
are specified in the Intelligence and Control Model discussion in Chapter 3.
All fire units within a division that are given either STAY orders or nu
order at all are available for assignment by the TACFIRE submodel routines.

(1) Specific Target Types. Specific fire missions considered in the
TACFIRE Model include counterbattery fires, supporting fires fired at the
request of maneuver units engaged in ground combat, and fire missions fired
at targets detected by UGS fields and radar detection systems and reconnaissance
missions. The targets developed in the Ground Combat Model correspond to

direct support (DS) requests. Within the model a maximum of cwo DS fire units
is allowed for each maneuver brigade/regiment. Identification of DS requests
and fire unit selection are discussed in the submodel specifications.

(2) Forces Withom't TACFIRE. Each division has a TACFIRE system
capability within the model. To represent divisions without such a capability,

the model input parameters representing the response time required to fire
the initial volley of a fire mission for each type of fire unit can be
increased to allow for lack of coordination and for slower tactical and
technical fire direction procEdures. This assumption has been used in the
TACFIRE Cost Effectiveness Study (Reference 2).

(3) TACFIRE Target Priorities and Fire Unit Selection Control. To
model the fire unit selection process and the selection of targets from a
priority list, the TACF!RE Model requires, as Input data, target priority
tables and method of attack tables.

(a) Target Priority Tables. The target priority tables represent
the division commander's priority considerations for selecting targets and
assignment of fire missions. The priority scale Is limited to integer values
between one and four, with priority one having the highest priority. The
four target priorities based on their relative military worth as defined in
FM 6-20 and used in studies such as Legal Mix III(Reference 8, can be used.
If added resolution of target priorities is required, a largei number of
priority categories could be implemented. These target priorities, regardless
of the categories used, are based on considerations of the target analysis
estimated parameters: size, activity, type, and proximity to maneuver units.
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These parameters are fully described in the submodel specifications of the
subroutine AFTFC]. Although the priority assigned to a target is a division
priority, it will not restrict a brigade commander from using his DS 'Ae
units on what may be lower priority targets.

(b) Method of Attack Tables. The method of attack tables
provide the model with input data describing the choice of weapon systemA in
order of preference for employment against a target and the level of atcack
to use against the target. No massLug of fire units is allowed, but the
number of volleys desired from a single fire unit against a given target is
specified as input data in the method of attack table. A detailed description
of the attack tables and their use in the fire unit selection process is
given in the submodel. specifications section.

(c) Fire Direction Control Arrays. The TACFIRE Model routines
maintain a complete record of the status of each fire unit in the division.
This fire unit status record, together with division target list information,
is used to select fire units for fire missions in accordance with the target
priority assinments and method of attack information provided as indirect
gamer model cohtrol data. Thus, each division has a tactical fire direction
center simulated within the model structure.

e. Scheduling of Volleys. The scheduling of fire events withln the
model occurs for each volley fired in every fire mission. The tilne lapse
between the target enitering the TACFIRE system and the first volley fire
event of the fire mission is the total response time expected for a typical
fire unit -omposed of the particular weapon system type selected for the
mission, and includes an average TACFIRE capability response time, technical
fire direction response time, and average time of flight of the rounds. The
scheduled time of the fire event is the impact of the volley within the
target area. The parameters used in time sequencing the volleys are the
weapon firing rates provided in the input data. Identical time parameters
are used to schedule the volleys, regardless of whether the fire mission
is in respone co a DSL FIRE order or a TACFIRE request. All assessr it
events occur immediately following the impact events.

f. Assessment Effects. The modeling of the effects of area fire
munitions is performed in the Delivery and Assessment Submodel. The submodel
is also responsible for identifying all units and individual sensors within
the effects area of the munitions.

(1) Target Geometry. Target assessment is based on the expected
coverage by each volley of the bands of a rectangular target unit. The
geometry oL all units is rectangular with up to four variable-density,
equal-area bands per unit. This representation of each unit is set dynamically
within the DIVWAG system and is based on the unit's mov'.ment and present
activity. Unit geometry is discussed in detail in the submodel specifications.
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(2) Target Location Errors. The actual aim points for fire missions

are provided by the Intelligence and ControL Model after incluiding target

location errors. The systematic errors for each volley are assumed to be
zero for purposes of computing the assessment effects of the rounds in the

coverage problem.

(3) Equipment Losses. Computation of equipment losses is achieved
in two steps. The prinary equipment items are assessed using a modification
of the DIVTtG II assessment equation (Reference 4). The lethal areas of the
round or equivalent round against primary equipment items are specified as -

input data. The loss of secondary equipment contained on or in primary items
is accounted for by using the secondary loss tables. Fractional losses are
carried for all items and are rounded only for periodic output summary reports.

(4) Casualty Assessments. Casualty assessments are determined by a
dynamic assignment of the present personnel strength of a unit to various
protection categories afforded by equipment types present in the unit and
consistent with the activity of a unit. Personnel not afforded equipment pro-
tection are distributed in standing, prone, or foxhole postures and in warned
and unwarned states. Personn..l protected by primary equipment items are
assessed if losses occur, and unprotected personnel are assessed using lethal
area values specified in the input data. Details are given in the specifica-
tions of the assessment submodel.

g. Suppression Effects. Units that are executing MOVE or FIRE orders
in the model are expected to show suppressive effects from the incoming rounds
in addition to the casualties and equipment loss sustained, Units which suffer
personnel casualties are suppressed. For units that are moving, the suppres-
sion is represented by halting the unit for a short period and thus temporarily
limiting the unit's mobility. For firing artillery units, the suppression is
represented by an increase in the response times and the times between volleys
in the current fire mission of the fire unit being assessed. If a fire unit
is currently suppressed, then the TACFIRE Model selection routines will not
consider the unit a viable candidate for assignment of a subsequent fire
mission. The suppressed fire unit becomes available upon completion of the
suppression delay time imposed.

h. Area Fire/TACFIRE Model Interaction with Other Models. The Area Fire/
TACFIRE Model interacts or is constrained by the Ground Combat Model, the
Intelligence and Control Model, the Combat Service Support Model, and the
Movement Model.

(1) Cround Combat Model Interactions. The interaction with the
Ground Combat Model is derived through ground combat sensing reports processed
by the Intelligence and Control Model, which lead to requests for DS fire
missions. The assessment portion also performs the assessment of damage due
to mortar fire generated in the Ground Combat Model.
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(2) Intelligence and Control Model Interactions. The interactions
of the Area Fire/TACFIRE Model with the Intelligence and Control Model occur
through the fire mission requests sent to the Area Fire/rACFIRE Model's
TACFIRE submodel. The interface between the two models is achieved in the
division target list.

(3) Combat Service Support Model Interactions. The Combat Service
Support Model affects the Area Fire/TACFIRE Model's TACFIRE section by
altering the fire unit selection process through resupply of munitions in
fire units. The range-munitions factor providing the interaction is discussed
in the submode) specifications of AFTFC1.

(4) Movement Model Interactions. Fire units are constrained by the
Movement Model by not allowing moving fire units to fire; i.e., no echelon
movement is modeled. Detection of moving targets is also dependent upon
movement rates supplied by the Movement Model.

(5) Environment Interactions. The Area Fire/TACFIRE Model's only
interaction with the enkvironment is in the assessment of casualties. The
lethal areas specified in the input data include forest and unforested values
and are used in the model depending on the current terrain cell forest
condition in which the target unit is located.

3. SUBMODEL SPECIFICATIONS. The submodels of the Area Fire/TACFIRE Model
are represented in the period processor of the DIVWAG system by the subroutines
FIREDT, AFTFC1, AFTFC2, and AREAFIRE. The technical aspects of each of these
subroutines as they relate to the planning, allocation, and shileduling of
artillery fire sul-port and the delivery and assessment of fires are described
in the following subparagraphs. The DSL Fire Scheduling Submodel and the
division TACFIRE Scheduling Submodel perform the planning, allocation, and
scheduling of artillery fire support. The Delivery and Assessment Submodel
performs the delivery and assessment of fires.

a. DSL Fire Scheduling Submodel. All planning, allocation, and scheduling
of DSL fire missions is performed in the gamer input phase.

(1) DSL FIRE Orders. DSL fire missions are input in DSL FIRE1 orders.
A typical DL FIRE order has the following form:

ID: R12141MB
STAY FOR 30 MINUTES
FIRE MUNITION TYPE AOO1 ON 0141000-011300
IMPACT PADIUS 100 NUMBER OF VOLLEYS 3.

The munition type, A001, identifies the munition as a conventional area fire
munition by the letter A. The particular weapon system and munition type is
identified by the last two digits (01) and corresponds to the weapon/munition
combination index (01) specified in the pregame preparation of the weapon
munitions characterist.ics table. The fire unit specified is identified
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initially in the DSL order string (i.e., R12141MB in tihe example). The aim
point for the volleys is contained in the easting-northing coordihates
specified in meters from the model's map grid origin (e.g., 0141000-01l300).
The impact radius specified is not used by the model. Instead a maximum
search radius specified in the pregame data in the weapon munitions charac-
teristics table is used to determine if units are within the effects area
of the rounds or volley. The number of volleys or number of rounds in the
fire mission must also be specified in the fire order. (In the example three
volleys are indicated.) The number of r6unds in each volley is always equal
to the current number of weapon systems on hand in the fire unit.

(2) DSL Fire Mission Priority. DSL fire missions have priority
over area fires developed in the TACFIRE submodels. They are always executed
if the fire unit's weapon systems,are intact and munition is avail'able.
Fire units are withdrawn from the TACFIRE mode for the length of time necessary
to complete the DSL fire mission. They are returned to the TACFIRE mode if
they receive no subsequent DSL order or receive a DSL ST(.Y order.

(3) Fire Mission Volleys. The volleys of the fire mission are
scheduled individually and are subject to checks on the fire unit's weapon
system strength and munitions supply prior to each volley. The starting
time of the fire mission is usually specified by giving the .fire unit a STAY
order until the time at which the fire mission is' to be executed. When ýhe
game time reaches the end Lime of the STAY order Lhe pending FIRE order is
processed by the DIVWAG System Event Sequenqing Routine, and subroutine FIREDT
is called to schedule the impact time of the first volley. A simplified
macroflow of FIREDT is shown in Figure 5-2.

(a) The time to fire the initial volley is obtained from the
weapon/munitions characteristics data, Figure 5-3, for the weapon/munition
combination specified in the FIRE order. This time is used to schedule the
subsequent delivery and assessment event within the Delivery and Assessment
Submodel.

(b) As soon as the assessment event has been completed, the next
volley is scheduled using the time between rounds' data. The second through
nth volleys are scheduled at the maximum firing rate of the •'eapon srstem.
After the nth volley (nth round cutoff data) the sustained firing rate of the
system is used to schedule subsequent voiley3.

(4) Munition Expenditure. Update of the fire unit's status for
munitions expenditure is accomplished within the Delivery and Assessment
Submodel following each volley.

(5) Target Location Errors. All target location errors in DSL-
ordered fire are gamer input. Thus, the estimated target locations must be
realistically based on intelligence data supplied in end of. period reports
to accurately reflect actual situations.
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Characteristic Value

Weapon/munitions combination index 1 2 3....

Weapon item code index 29 29

Munitions item code index 30 31

Maximum range of combination (meters) Rmx 26,500 26,500

Minimum range of combination (meters) Rmn 2,500 2,500

Time to fire initial FFE volley (seconds) 90 90

Time between volleys 1-N (seconds) 15 15

Time between volleys at sustained rate (seconds) 60 60

Nth round cutoff 30 30

Munition precision error of round at Rmx (CEP) 383 383

Munition precision error of round at 0.8(Rmx-Rmn) 237 237
+ Rmn
Munition precision error of round at 0. 6 (Rmx-Rmn) 165 165
+ R-fn
Munition precision error of round at 0. 4 (Rmx-Rmn) 88 88
+ Rmn
Munition precision error of round at 0. 2 (Rmx-Rmn) 59 59
+ Rmn
Munition precision error of round at Rmn 35 35

Radius of effects of battalion volley 200 200

Figure 5-3. Weapon Munitions Characteristics Table
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(6) Renge Constraints. The range limitations of the weapon systems
of the fire units are checked in the Delivery and Assessment Submodel; and,
if the designated coordinates of the fire request are not within the range
limits of the weapon system, the volley is not fired.

b. Division TACFIRE Scheduling Submodels. Automatic model planning,
allocation, and scheduling of fire missions against targets of opportunity
during dynamic game periods are performed by the combined interactions of
the Intelligence and Control Model and the Area Fire/TACF!IRE Mrcel subroutine
AFTFC1.

(1) Area Fire Tactical Fire Control, Section 1 (AFTFC1). This
subroutine receives fire mission requests from the Intelligence and Control
Model, selects fire units, and assigns fire missions to these fire units.
A macroflow of the subroutine is illustrated in Figure 5-4.

(a) TACFIRE Fire Mission Requests. The Intelligence and Control
Model sends fire mission requests to AFTFC1. The fire mission requests
contain the following target intelligence information and model processing
information:

. Identity of the unit detecting the target
* Identity of the unit requesting the fire mission
• Sensing report number

Identification of the target unit
Estimated target type
Estimated target size
Estimated target activity
Estimated rate of movement
Estimated direction of movement
Time the target was last det cted
Identification of redundant fire mission requests

The target estimated type is identified as one of the following.

1 - Infantry
2 - Armor
3 - Mechanized infantry
4 - Reinforced task force
5 - Tube artillery
6 - Missile artillery
7 - ADA guns

• 8 - ADA missiles
9 - Air base

* 10 - Engineer
• 11 - Command post
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Estimated target activity is specified as:

I 1 - Inactive
*2 - Move
S3 -Fire
• 4 - Eng±neer
* 5 - Attack
* 6 - Defend
* 7 - Withdraw

Estimated target size categories are specified as:

1 1 - Platoon-size target
* 2 - Company-size target
• 3 - Battalion-size target
* 4 - Greater than battalion-size target

(b) Division Target List information. The target information
received in the fire mission request is stored on the division's target
list. The target list contains all the fire mission requests pending within
the division's zone of responsibility. Information stored on the target
list includes the following:

• Record number of target unit on Unit Status File (USF)
* Latest sensing report number
• Estimated x-coordinate
* Estimated y-coordinate
• Estimated rate of movement
• Estimated direction of movement
• Time of last detection
* Combined target activity, size, type index
* Identification of echelon of unit requesting the fire mission
• IdentificaLion of unit requesting the fire mission
• USF record number of DS units if this is a direct support request

U 1SF record number of the nearest friendly maneuver unit
* Target priority
• Time when fire mission was received in AFTFCi.

Each divisional center is allowed a maximum of 48 pending fire mission
requests. If an additional request is received when the list is full, the
target with the lowest priority is dropped from the list and the new one
is added.

1. Stationary targets remain on the target list until the
fire mission request has been completed or until an updated fire mission
request supersedes the previous target intelligence. The updated information
is retained, and the old target information is deleted.
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2. Moving targets are subject to the same conditions as
stationary ones with the exception of a time limit that is imposed on the
target's time on the target list. If the target is estimated to have moved
at least 3000 meters based on the latest estimated rate and time of last
detection, it is dropned from the target list.

3. Every target received by AFTFCl is assigned a target
priority based on the target's estimated type, size, activity, and proximity
of the target to the nearest friendly maneuver unit. For each combination
of target type and activity, three range categories are defined, and
priorities within these range categories are established as part of the data
preparation phase. The priority value scale can range from one to four,
with only integer values allowed and one denoting the highest possible
priority. The submodel identifies the range category by locating the front
line maneuver unit that is closest to the target. The separation between
the maneuver unit and the target is used to determine the range category.

(c) Division TACFIRE Fire Unit Status Record. The status of
each fire unit within a division's TACFIRE system is maintained on the
Division Fire Unit Status Record (FUSRCD). Information maintained includes
the following:

• USF record number of fire unit
Fire unit mission -ode (DS=l, REINF-2, GS/REINF=3, GS-4)
Fire unit pending order code
Weapon equipment item code
Maximum range of weapon
Minimum range of weapon
Weapon/munition combination Index (for each munition)
ASR priority cutoff (for each munition)
ASR (for each munition)
Fire unit's mission assignment code
•Number of volleys assigned in present fire mission
L Number of volleys fired in present fire mission
Number of rounds in each volley of current fire mission
Weapon/munitions combination used in fire mission
Scheduled end time of present fire mission

. Target aim point (x, y) coordinates

(d) Fire Unit Selection Process Logic. The selection of a fire
unit to execute a fire mission request is determined by combining several
selection criteria to represent current availability of fire units, on-hand
supply of munitions for candidate fire units, organizational mission
responsibilities of fire units (i.e., GS, GS/REINF, REINF, and DS), range to
target, and weapon/munitions effectiveness. This information is combined
by the logic in AFTFC1. The selection process used is representative of
situations where a new target has been received in the system and several
fire units are available for the possible assignment to the mission.
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1. The available fire units initially listed are those fire
units that are: (1) in the TACFIRE mode, (2) within maximum and minimum
range limits of the target, and (3) currently not assigned a fire mission.
This set of available fire units is further subdivided into "priority of
selection" groups dependent upon the fire misision request categories
recognized by the model. These fire mission request categories are either
DS fire mission requests (DS category) or other fire mission requests
(non-DS category).

a. Fire missions categorized as DS requests are
identified as all fire mission requests originating in maneuver battalions
or brigades/regiments. For each DS request, the DS artillery fire ,rtit(s)
assigned to the maneuver brigade/regiment are identified and stored. All
other fire mission requests belong to the non-DS category.

b. In the selectJon process for L,"- OS category, all

available fire units are grouped in order of possible consideration for fire
mission as follows:

Group 1 - Unit or units in DS of battalion or
brigade/regiment requesting fire mission

Group 2 - All available GS, GS/REIIJF, REINF units

Group 3 - All other available DS units, where
availability is defined as before.

.c. The grouping for the non-DS category in order of
possible consideration for fire missions is as follows:

Group 1 - All available GS, GS/REINF, and REINF units

Group 2 - All available DS units.

2. Before the selection process can begin, the weapon/
munition effectiveness and/or choico of weapon preference must be specified.
These items are supplied in the pr. 6 4me data preparation of the method of
attack tables. Each specific target combination considered has a method
of attack table specifying the weapon/munitions combinations, in order of
preference, and the level of attack. A typical method of attack table is
shown in Figure 5-5.

a. Within the method of attack table the weapon/

munition combinations for potential employmetit against the target are listed
in order of preference. This preference should be based on the effectiveness
of the systems as derived in studies such as Legal Mix IV (Reference 3),
TACFIFE Requirements Study (Reference 1), FM 6-141-1 (Reference 5), Munition-
Target Relationships Study (Reference 6), and on the particular scenario or
doctrinal concepts applicable to the particular game situations being
cons idered.
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TARGET INTELLIGENCE INFORMATION,

Estimated type 2) ARMOR

Estimated activity _ (2) MOVE

Estimated size (5) BATTALION

Weapon/Munition Preference

Method of Attack 3 4 5 6 7 8 9

Weapon/munitions 11 10 9 3 7 6 5 4 8
combination index

Weapon index 92 48 20 46 83 90 83 42 85

Munitions index 93 51 22 47 84 91 84 43 86

Level of attack, number 1 1 2 4 8 8 8 8 5
of fire unit volleys

Figure 5-5. Method of Attack Table
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b. The level of attack is the number of full fire unit
volleys required in the fire mission to attack the target and is likewise
subject to conditicts considerea ;n the above preference.

3. Once the target's method of attack table is identified
and the fire unit grouping established, the selection process initiates a
scan of the method of attack table in order of the preference indicated.

a. The first choice in the table will identify the
preferred first choice of weapon system type and munitions to be used. If
a fire unit with this weapon munition combination is available in Group 1
the fire unit is assigned if it has adequate munitious.

b. If several candidate fire units in Group 1 have the

weapon/munition combination, a munitions-range workload factor is computed
as follows for each candidate fire unit:

F i Ra - RTGT (5-1)
MR R RMAx - RIN

where:

FMR = munition-range workload factor

i
NR = number of rounds of the munitions type specified for this

weapon/munition combination

RKAX = maximum range of weapon/munitions combination

RMIN = minimum range of weapons/munitions combination

RTGT = range to target.

The fire unit with the largest munitions-range workload factor is selected
from the candidates for fire mission assignment.

c. If no fire units are available within the group with
the weapon/munition first choice preference, of if adequate munitions are
not available for the first choice preference, the next choice in the method
of attack table is checked using the same logic. This process continues
until a fire unit within Group 1 has been selected or until the choices in
the method of attack table have been exhausted.
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d. When all choices have been exhausted in the method
of attack tablc for Group I fire units, and no fire unit has been selected,
Group 2 fire units are identified; and the attack table is again scanned
beginning with the first choice and continuing as before. This procedure
continues until a fire unit is selected or until the last group is processed.

4. The hierarchy of the selection process can be summarized
in terms of the competing selection factors arranged in the order in which
they are applied.

• Target or mission request categorization as DS
or other requests

• Fire unit mission grouping
Weapon/munitions preference ur effectiveness
Munitions-range workload iactor.

5. The selection of fire units is a dynamic process, and
fire unit availability during the game period is a driving factor in deter-
mining the fire unit actually selected fo" the fire mission by the above
logic scheme. Gamer control of fire unit selection within the TACFIRE mode
occurs through DSL FIRE orders that render fire units unavailable while
executing the DSL fire mission; through organizational assignment of DS, GS,
GS/REINF, and REINF roles; through deployment or location of fire units;
and through the initial preparation of method of attack tables and target
priority tables.

6. If no fire units are available for an assignment, the
target information is stored on the division's target list and will be
processed again immediately after a fire unit becomes available. The logic
process used when a target backlog exists is described in subroutine AFTFC2.

(e) Fire Mission Assignment. When a fire unit has been
selected for a fire mission, the fire mission parameters on the method of
attack table are set up in the Fire Unit Status Record [Paragraph 3b(l)(c)],
and the fire unit processing is transferred to AFTFC2 for the individual
scheduling o' the volleys.

(2) Area Fire Tactical Fire Control, Section 2 (AFTFC2). Subroutine
AFTFC2 is designed to represent the target selection process when a backlog
of targets exists and a fire unit becomes available for a fire mission. The
subroutine AFTFC2 generates fire missions from the target backlog list for
those fire units that have completed fire missions or otherwise become
available in the TACFIRE mode. AFTFC2 also generates the successive volleys
for a fire unit currently engaged in a fire mission. Each time an actile
fire unit enters AFTFC2, its Unit Status File is used to update the
information in the Fire Unit Status Record so that each volley assigned in
a fire mission is subject to dynamic game sequencing. A macroflow of AFTFC2
is shcown in Figure 5-6.
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(a) Fire Unit Activation. When a fire unit enters AFTFC2 after
it has completed a fire mission or becomes available from a DSL fire mode
or MOVE mode, the division target list is checked for a target backlog. If
there are no targets the fire unit TACFIRE range code eliminator is set to
zero to indicate there are no targets in the system on which the fire unit
can fire. The fire unit is thea scheduled for a 15-minute stay in the
TACFIRE mode but can be activated by a new target entering the system in
AFTFC1.

(b) Target Selection Process. When a target backlog exists a
scanning of the target backlog list is initiated, and candidate target
selection information is stored in the target selection array. The target
list is scanned in three different sequenced passes that generate priority
target groups based on the fire unit's organizational mission (i.e., DS, GS,
GS/REINF, or REINF role).

1. If the fire unit is in a DS role, the initial scan
ignores all targets except those that have been identified as being requested
by the maneuver brigade or battalion of which the fire unit has been placed
in direct support.

2. If no targets are found in Lhe initial scan or if the
fire unit is not in a DS role, the scan of the target list is set to select
all targets that are identified as DS fire mission requests.

3. All targets not previously considered in a DS scan are
included in the last scan. Thus, for fire units in DS roles the target
backlog is grouped into three mutually exclusive groups as viewed from the
fire unit:

* Group 1 - DS request for the fire unit being considered

Group 2 - DS request for other DS fire units

• Group 3 - All other targets.

4. Whern a fire unit is in a GC, GS/REIINF, or REINF role
the targets are grouped into two mutually exclusive groups:

Group 1 - DS requests for all DS fire units

Group 2 - All other targets.

5. When a specific group containing several targets is
processed, the target with the highest priority is considered first. If
any targets have the same priority value, the target closest to the fire
unit is selected. (It is in this screening process that a greater number
of priority categories may be found desirable.)
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6. Once a target has been selected, the method of attack
table ip scanned for the choice of munitions to use. (The fire unit's
weapon system is already known.) The first choice encountered that is within
the range limits, and for which the fire unit has at least enough munitions
for the first volley, is the method of attack selected. If no choice is
acceptable the target is deleted from the group being considered, and the
reduced target group is scanned again. This procedure is repeated until the
target group is exhausted or a target is selected and assigned. When a
group is exhausted, the next specified target group is identified and
processed in the same fashion until all the groups have been considered or
until a target is finally selected and assigned.

(c) Moving Target Time Duration. Moving targets are checked
each time a fire unit scans the target list for a new fire mission. If the
estimated distance the target has moved sirze the last time it was detected
is greater than 3000 meters, the target is dropped from the list and is
not engaged. This parameter is representative of a target duration factor
to establish a time window for moving targets [refer to Legal Mix IV study
(Reference 3) and the TACFIRE Cost Effectiveness Study (Reference 2) for
discussions of the time duration established for targets].

(d) Fire Mission Volley Scheduling. The portion of the
subroutine handling the assignment of successive volleys proceeK as for
DSL-ordered five. During any fire mission, no fire unit will be interrupted
and assigned to a higher priority target. Thus, fire units are, unavailable
for the duration of their current mission assignment.

c. Delivery and Assessment of Area Fires. The Area Fire Delivery and
Assessment Submodel determines the units and discrete sensor systems that
are located in the target area and withia the effects area surrounding the
center of impact of the volley, and computes the expected damage effects of
the impacting rounds on equipment and personnel. A macroflow of the
subroutine AREAFIRE, which performs these activities, is shown in Figure 5-7.
All target damage and assessment of personnel casualties and equipment
losses is accomplished on a per-volley basis. The assessment equations used
to describe unit target damage and sensor target damage are discussed in
the following subparagraphs.

(1) Preliminary Search Radius Screen. The center of impact of the
volley is used in the submodel as the center of a preliminary screening
circle of radius, RS. This screening radius is dependent upon the weapon-
munition combination type and upon the target being considered (i.e., unit
or sensor targets). The units or sensors whose centers lie within tbis
screening circle are then subject to further screening for possible casualties
and equipment loss or failure.

(a) Unit Search Radius. To identify units that are potential
candidates for further screening, the screening radius is set to 3500 meters
plus the effects radius of the munitions combination used in the fire mission.
Units centered within the screening radius are considered for assessment.
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The effects radius is defined for model purposes as the radius of a circle
in which 99 percent of the effects of the volley are expected to occur, and
*is part of the constant input data load. Moving units are projected to
their expected locations at the time of impact to ensure a timely assessment
of area fire effects.

(b) Sensor Search Radius. Potential sensor systems to check
for possible damage effects are located using a search radius fixed at 3000
meters. This distance is sufficient to ensure that negligible damage will
result on any sensor system located outside this search radius.

(2) Assessment of Unit Area Targets. The computation of area fire
damage effects to rectangular area target units is accomplished on a single
band basis and the results summed to obtain a total unit loss. The geometry
of the target unit and the band loss calculations ace considered in the
following subparagraphs.

(a) Band Assessment Geometry of Target Units. All units have
a rectangular geometry and can contain up to four equal-area lateral bands.
The outside dimensions, number of bands, and distribution of equipment and
personnel within these bands are set dynamically in the DIVWAG system
depending upon the type of unit and current mission or activity, i.e.:

Move
Stay
Fire
Attack
Defend
Withdraw
Engineer.

A loss in personnel and/or equipment within various bands of the unit will
reduce the density within these bands, but the band areas and percent
distribution oonag bands will remain constant, regardless of the current
strength of the unit. An example of the unit's geometry and band density,
as illustrated in Figure 5-8, is described in Figure 5-9.

(b) Orientation Geometry of Target Unit. Thef orientation of

the target unit is such that the forward edge is either in the direction of
the current DSL move segment, facing the FEBA, or in a direction determined
by the Ground Combat Model. An exception occurs when a unit has a WITHDRAW
order. In this ca.e the forward edge is oriented opposite to the direction
of unit movement. The direction is sp.ecified by the angle a , as measured 4
from the x-axis toward the direction of a line from the unit's center to
the ceater point of the unit's leading edge.
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(c) Unit Assessment Calculations. The computation of target
damage on bands of a unit is an adaptation of the casualty equation found in
FM 6-141-1 (Reference 5) as used in the DIVTAG II assessment scheme, i.e.:

k e R k(CEP)LiNr (5-2)CAS ij = Nifij (1 - exp A i P

where:

CASk. = casualties or equipment losses of type i in the jth
iS band of the unit expected for munition type k

Ni = current strength or equipment on hand of type i

fij = percent of personnel or equipment type i in jth band

k
Li = lethal ares of kth type round or equivalent round

i adinst personnel in posture type i or against

equipment type i

Nk = number of rounds or equivalent rounds of munitions
type k in the volley

Aj = area of the jth band of the unit

k
R (CEP) = fraction of the rounds of munition type k that is

expected to cover the target Jth band

All of the parameters except Rk(CEP) of the equation are obtained from
pregame data and the unit's status file. Rk(cEP) is computed for each band
of the unit and represents an approximate tirget coverage calculation. The
Pquipment losses and personnel casualties are computed and stored as fractional
niumbers that are accumulated in the target unit's status file record. They
are rounded off only for period output purposes.

1. Computation of Rk(CEP). The computation of Rk(CEP)
depends oli the delivery errors of thl round or equivalent round. The CEP is
defined ps the radius of a circle inside of which 50 percent of the rounds
will impact. These errors are approximated by a rwo-dimensional normal
distribution with a standard deviation a ax M ay, where a is related to
the CEP data for the round ar follows:
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= CEP(meters) (5-3)

This relation results by assuming that the round or equivalent round disper-
sion can be approximated by a circular normal distribution density:

d(x,y) = exp ( +V 2 (5-4)

It follows from the definition of the CEP and Equation 5-4 that,

ffd(x,y)dxdy .- 1
2

x2 y2 SCEP
2

or, 1 = l-exp ( CEp2 (5-5)

Equation 5-3 follows from Equation 5-5 by solving for a in terms of CEP.
The value of Rk(CEP) is obtained by numerically evaluating the integral:

Rk(CEP) = ffd(x - xl, y - yl)dxdy, (5-6)

area of band j

where (%I, yl) are the coordinates of the center of impact (CI) of the volley.
(The dispersion of the CI for the volley has been included in the target
location error simulated in the Intelligence and Control Model.) Evaluation
of the double integral is accomplished by choosing a coordinate system such
that the x-axis is parallel to the orientation of the band or unit. The
two-dimensional integral then reduces to the product of two one-dimensional
integrals as follows:
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Xb (x-x.) 2  fYb (y-yI) 2

Rk [ 1 e- dx. [ 1 dy

LXa J LYa

--[IX] [Iy] (5-7)

where:

Ixa - XbI = band width

Iya - Ybj = band depth

Ia - Xb Ilya - YbI - land area

Rk = used to denote Rk(CEP).
j i

Evaluation of the individual integrals, Ix and ly, then proceeds as follows:

Step 1. Compute the angles o•f orientation shown in Figure 5-8.

/ = ARCTAN /width of uit\ (5-8)

\depth of unit/

'1 = " +/, if Y1 > 27, Yl a+/- 27 (5-9)

"2 = -/+a, if ^/2>2., 7/2 r -13 + (5-10)

1

r = 1 (width2 + depth2 )2 (5-11)
2
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Step 2. Determine the target unit's corner coordinates:

Px 1 ,Y) = x0 + rcosy/1  
(5-12a)

Yl = YO + rsiny1  (5-12b)

x 2 = x0 + rcosy 2  (5-12c)
QY2 YO + rsin-'12  (5-12d)

P3 (x 3 ,y3 ) x3 = 2x 0 - xI (5-12e)

Y3 = 2 yo - y (5-12f)

P4 (x 4 ,y 4  x4 = 2x 0 - x2 (5-12g)

Y4 0 2Yo - Y2 (5-12h)

Step 3. Compute the corner coordinates of the jth band of the unit:

Bi 1 1 + [(j-l)/n](x 2 -xI) (5-13a)

Yl Yl + [(j-1)/n](y 2 -yI) (5-13b)

x = 4 + [(J-1)/n](x 4-x 3 ) (5-13c)
B j4

4
y = Y4 + [(J-1)/n](y 4-y 3 ) (5-13d)

xi = xI + (j/n) (x 2-xl) (5-13e)
Bi ~2 1

Y = Yl + (J/n) (y2-y 1 ) (5-13f
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= x + (j /n) (x•3 -x4 ) (5-13g)

Y4 + (J/n) (ya3 -Y4 ) (5-13h)

where: n = number of bands

Step 4. Determine the perpendicular distance from the center of imp.ict to
the lines forming thE band edges:

KXa = Distance from (xl,y1 ) to line B B4 (5-14)

JxI = Distance from (xl,yI) to line B 2 (5-15)

1yal = Distance from (XltyI) to line B (5-16)

Iybl = Distance from (xl,yI) to line BIB4 (5-17)

Step 5. These distancer are then normalized, and a numerical evaluation is
made of the integral:

IdI 2

d e 2 dz 
(5-18)

for all four distances (d = x, xb, Ya' Y

Step 6. The nunmerical values of Ix and Iy are then obtained in the following
manner:

If IXaI is less than band *width and 1xbj is less than band width,

Ix = Ixa+IXb 11 (5-19)

otherwise:
w Ix xa - ixb[ (5-20)
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If lYal is less than band depthand I yb is less than banddepth:

I, = IlYa + IYb - i (5-21)

otherwise:

Iy = Ilay + IybJ (5-22)

Step 7. The fraction of the rounds expected to impact in band j is finally
obtained ar,:

k (5-23)
J

Once Rk has been computed for each band of the unit a check is performed to
limit further calculations if Rk is less than 0.001 for a band. The lethal
area of the round is also comparld with the hand area for each equipment or
personnel assessment; and if the lethal area is greater than the target area,
it is set equal to the target area to ensure that the kill probability per
unit area never exceeds one.

2. Assessment of Primary Equipment Items. The assessment
of equipment items is computed directly or indirectly, depending upon the
identification of an equipment item as either prmary or secondary. All
primary items have an associated lethal area specified in the input data and
are assessed using Equation 5-2. Once the primary items have been assessed,
the secondary losses are computed from the secondary tables as:

(2) CAS(1) /1 (2)\CA~ = i fij• - (5-24)

A (2
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where:

CAS (2) losses of secondary equipment item j

(1)
CASi = losses of primary equipment item i

fij = nuuber of secondary equipment items type j

authorized to primary equipment item type i

E (2) .f secondary type j equipment on hand in unit

(2)
A. = secondary type j equipment authorized in unit

3. Assessment of Casualties. Personnel casualties are
determined in a two-step process involving categories of personnel not
protected by equipment on hand in the unit and personnel afforded protection
by equipment. Figure 5-10 illustrates the breakdown of the two categories
for a typical unit activity. The prctection afforded is determined in the
following steps.

a. Personnel are associated with equipment using the
prbtection priority index to establish the order in which protection is given.
The number protected by an equipment on hand item i, Ni, is:

N i E n (5-25)
p i i

where:

= equipment type i on hand in unit

k
= personnel afforded protection by one equipment item type i

when the unit is in an activity k

The total number afforded protection, Nt is:
'p

Nt .Minimum N N N Nt] (5-26)

where: Nt = the present strength of the unit.
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The number of casualties assessed when the equipment providing protection is
lost, Cp, is given by:

Cp L 1 k (5-27)

where:

Li = equipment on hand item i losses

li = casualties per each equipment on 1) nd item
loss in activity k

and the summation over i is performed in order of the protection priority
index and stops as soon as all personnel have been accounted for.

b. The personnel not protected by equipment, N, is:

Nt = Nt - Nt (5-28)
up p

If Nt is greater than zero, these personnel are distributed in the posture
categories warned or unwarned with standing, prone, or foxhole protection.
The warned category is in effect if a prior volley had impacted within the
unit before a time cutoff established in the data preparation has elapsed (in
the example this time is 2 minutes). The distribution between standing, prone,
and foxhole is also specified from input data as shown in Figure 5-10. The
casualties sustained in each posture are computed using Equation 5-2. The sum
of the unprotected casualties, Cup) is added to the protected casualties,
Ct, to obtain the total casualties, Ct, i.e:
p

Ct = Ct + Ct (5-29)up p

(3) Assessment of Ground Sensors. In the DIVWAG system, several
ground sensor types are not dynamically lccated within the boundary of the
unit to which they belong and, therefore, are not subject to the assessment
scheme for unit targets. These sensor sices are assessed individually to
properly represent damage and degradation effects resulting from artillery-
delivered area fire. The sensor systems are assessed using assessment calcu-
lations dependent upon the target bel:,g approximated either as a point type
target or an extended area type target. These two techniques are described
below.

(a) Assessment of Point Type Sensor Targets. Computations of
damage against sensors whose physical dimensions are small relative to the
effects area of a volley are based on a point target approximation. Repre-
sentative sensor types wouid be ground based MTI, countermortar/battery radars,
and ADA radar installation sites. The following computations describe the
manner in which a sensor is determined to have sustained a certain damage
level and the manner in which this damage level is used to determine resulting
down time.
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1. Damage Level Computations. The computation of the
expected level of damage against a sensor site uses a damage function for a
single round given by:

- (x-xi) 2 + (Y-Yi) 21
2uD2

whare:

p(xi,y.,xy) = the probability that a round impacting
at (x,y) will destroy the sensor site
at (xi,yi)

and the lethal area, L, of the round is related to CD in the following manner:

OC

L ff p(xiyi,x,y) dxdy (5-31)

Performing the integral:

L =27 'D2 (5-32)

and solving for aD results in:

1
Cr 2 (5-33)

D 2

Using Equation 5-4 to approximate the round-to-round delivery error about
the center of impact of the volley, the probability of damaging the site for
a single round is expressed as:

f(xify1 ) -ffd(xty) p(xiyi,x,y)dx dy (5-34) 4
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I.

SustiLuLion of Lquations 5-30 and 5-4 into Equation 5-34 rýsults in the

following:

2 + 2 2 +!(Y-YQ 2

2aa 2aD
f(xi,yi) e27ru2  (5-35)

The integration of Equation 5-35 is straightforward and yields:

2 2
(X2 + yi2)(5-3

f (xi;yi) eD2  e (, 2-6

If the sensor is !ocated at coordinates (xs5 ,y,), and the center of impact

of the volley is at (xi,yI), the xi and y1 are given by:

xi - xs - xi (5-37)

Yi = Ys - Yl (5-38)

and the separation, d between the sensor site and center of impact of the

volley is given by:

d 2 1/2
isi

s xi2+ yi2) 1/2(5-39)

or:

2 2 1/2 2 '(xi + Yi ) " [(xs-Xl) + (Ys-YO)2 I/ 2  (5-40)

I 4
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Substituting Equation 5-40 into Equation 5-36 yields for the probability
of damaging the site by a single round, the expresai~n:

2 (xs-x1)2 + (y-Y 1 ) 2-
f (dls) = [ 2 e (5-41)

isD 2 +2 e 2(D 2 + n 2 )

where the coordinates xs y , xl, y. are referred to the DIVWAG Model
coordinate system. If Equation 5-41 represents the probability of damage
occurring from a single round in the volley, then the probability of damaging
the site from the entire volley of Nk rounds is given by:

F(d s) 1 - [1 - f(ds) ] r (5-42)

when a closed sheaf approximation is used (i.e., all rounds are fired at a
common aim point.) The quantity F(dtS) is used as a measure of the expected
level of damage at the sensor site as a result of Zhe fire mission volley.
Figure 5-11 illustrates the damage levels for both the single round and for
the entire volley as a function of separation of center of impact and sensor
location for 6 artillery 155mm howitzers firing at a sensor site with rounds
having a lethal area of L = 6000 square meters and dispersion error of
g _ 25 meters.

2. Sensor Status Evaluation. The level of damage represented

by Equation 5-42 is used to estimate the status of the sensor site for future
operation. In order to retain more than a simple two-level destroyed or
operational status, two intermediate levels of "temporarily destroyed" are
incorpoiated in the model design. The determinati.on of the sensor status uses
the values in Figure 5-12. The last column in the table contains the expected
downtime assessed to the sensor if it is judged to be temporarily damaged.
The model logir. is to determine the sensor site status from F(d 1 3 ) and, if
the site is temtporarily damaged, to use linear interpolation between the
limits in the table to select the actual downtime and to put the site in an
inoperable status for this length of time (i.e., the time required to repair
the sensor and return it to operational status).

(b) Assessment of Extended Area Sensors. The sensors assessed
using this method are the unattended ground sensor (UGS) fields. These
fields, as represented in the model, consist of four-sided figures containing
unifornly distributed sensor types.
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F(dis) Sensor Status Cooe Downtime

F1)..5 Destroyed 4 -

.25 Fe-.5 Temporarily destroyed 3 3 - 12 Hours

_ Temporarily destroyed 3 1 - 3 Hours

F!!!5.1 No damage 0

Figure 5-12. Sensor Status Evaluation
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1. Damage Function for UGS Fielks. A circular "cookie cutter"
damage pattern is used to evaluate UGS field damage. The radius of this
damage pattern is currently set at 1000 meters.

2. Damage Estimate Against UGS Fields. The UGS damage radius
is used co determine if any of the four corners of the UGS field lies within
the damage function region. If three or more corners are found to lie within
this radius, the field is considered completely destroyed and the sensor status
code is set accordingly. If, however, only two corner; are inside the damage
function radius, subrou:ine CHORD is used to cplculate the intersection of the
damage function's circuilar boundary with the tdo sides of the field. These
intersection points aie then used as the new corner points of the UGS field,
thus reducing the size end hence the effectiveness of the original field. If
only one corner is fourd to be inside the damage function pattern, then the
largest side attached Lo this corner is determined and the intersection Ji
that side with the damage function boundary becomes the new corner of the UGS
fiel.d, replacing the corner inside the damage area. These three cases are
illustrated in Figure 5-13.

(4) Target Loss Update and Firer Expenditure Update. After the
assessments for each band have been computed, they are summed and the total
unit's personnel and equipment on hand strength is upd. -ed. The fire unit
is also updated for munitions as:

Zk(updated) = Mk - Nk (5-43)

where:

Mk = number of rounds prior to fire mission of equipment
on hand type j in fire unit

Nk = number of rounds type k fired in thki fire mission.r

d. Fire Suppression of Unit Target From Area Fire. Units executing
MOVE or FIRE orders suffer a disruption of activity when they receive enemy
fire. The length of time the unit's activity is suppressed is dependent upon
its type, its activity, and the type of fire. Tables of suppression time as
a function of these variables are part of the constant data prepared pregame.

(I) Units Moving. If a unit is moving on the ground at the time
it receives fire, it will be halted and required to stay for the amount of
time indicated in the appropriate activity suppression table. This is
accomplished by determining the distance the unit has traveled along its
current model move segment at the time the enemy fire is received, terminating
the segment at that point, and giving the unit a STAY order. The Movement
Model is employed to perform the actual update of the unit's location and
consumption of the proper amount of food and fuel. Upon expiration of the
STAY order, execution cf the MOVE event is resumed. The duration of the STAY
is extended if other fire is received before it has elapsed.
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(2) Units Fi-ing. A unit executing a fire order has a characteristic
response time as described in Paragraph 2e. This response time, or time
between volleys, is extended if the unit receives enemy fire. This is
modeled by adding the suppression time to the response time or time between
volleys. Again, the suppression time is selected from the tables described
above. If a becond volley of fire is received before the saippression time
associated with the first has elapsed, the times will overlap.
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CHAPTER 6

AIR GROUND ENGAGEMENT MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. ;eneral:

(1) The Air Ground Engagement Model determines the losses of both
aircraft and ground targets resulting from all air-to-ground or ground-to-air
interactions, except those associated with aerial reconnaissance (Chapter 3)
and airmobile assault operations (Chapter 10). The Air Ground Engagement
Model represents Army rotary wing and fixed wing aircraft, wich emphasis on
the direct aerial fires (DAF) 1 role. High performance jet aircraft are repre-
sented in lesser detail, and only in the close air support (CAS)I role. The
Air Ground Engagement Model is sensitive to changes in numbers, types, usage,
and mixes of aircraft as well as to changes in the ground threat characteris-
tics: weapons, deployment, and firing doctrine.

(2) The model treats the aerial attack of five target types under
good or poor visibility conditions during daylight hours or night. Each of
t..e 20 possible combinations of these factors is treated as a mission type,
as enumerated in Figure 6-1. An additional factor, whether the aircraft does
or does not penetrate enemy air space, makes a total of 40 mission types.

(3) For DAE missions, a first and a second choice aircraft/munition
mix may be specified for employment. Losses or expenditures of DAF aircraft,
fuel, personnel, and munitions are accounted for and ate reflected in availa-
bility of resources for subsequent missions.

(4) CAS resources available are specified periodically during the
gamc in terms of numbers of sorties of all-weather and good-weather aircraft
to be made available in each 6-hour portion of a day. This sortie input is
the sole constraint on CAS availability. High performance jet aircraft are
assumed to be loaded with the most effective munition mix for each target
type. Accordingly, no CAS aircraft/munition mix or other resources are speci-
fied or accounted for. CAS aircraft losses are, however, recorded for analysis.

b. Approach. A- air mission is treated in the model in seven major
segments. Activities represented within these segments are described below.

(1) Allocation of Mission Resources. In response to a request for a
DAF mission, resources required to accomplish the mission are allocated based

1. The term DAF in this chapter will be used to connote fires delivered
by Army attack helicopters. The term CAS will connote supporting fires from
high performance fixed wing aircraft, whether Red or Blue force.
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Nonpenetration Penetration
Mission Mission

Code Code Description of Target

01 21 Tank unit, daylight, good visibility

02 22 Tank cnit, daylight, poor visibility

03 23 Tank unit, night, good visibility

04 24 Tank unit, night, poor visibility

05 25 Mechanized infantry (motorized rifle) unit,
daylight, good visibility

06 26 Mechanized infantry (motorized rifle) unit,
daylight, bad visibility

07 27 Mechanized infantry (motorizea rifle) uvit,
night, good visibility

08 28 Mechanized infantry (motorized rifle) unit,
night, poor visibility

09 29 Artillery unit, daylight, good visibility

10 30 Artillery unit, daylight, poor visibility

11 31 Artillery unit, night, good visibility

12 32 Artillery unit, night, poor visibility

13 33 Infantry unit, daylight, good visibility

14 34 Infantry unit, daylight, poor visibility

15 35 Infantry unit, night, good visibility

16 36 Infantry unit, night, poor visibility

17 37 Airbase, daylight, good visibility

18 38 Airbase, daylight, poor visibility

19 39 Airbase, night, good visibility

20 40 Airbase, night, poor visibility

Figure 6-1. Air Ground Engagement Model Mission Types
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upon the mission type. The quantities of resources required for each mission
are pregame inputs which can be set at any desired level. Normally, however,
a minimum of two attack helicopters is needed to undertake a mission, in which
case the mission would not be flown if only one aircraft were available. Sup-
port is allocated within a hierarchy of support relationships from the air-
base 2 nearest the target which is capable of meeting the mission type require-
ments. Should insufficient appropriate resources be available, an indication
to that effect is made so that alternative means of attacking the target may
be employed. The time required for aircraft preparation including arming,
fueling, and crew briefing is determined from pregame input data, and the
time when aircraft are to be airborne is determined. While on the ground at
the airbase, either before or during mission preparation, DAF aircraft are
vulnerable to enemy attacks directed at the airbase. In the case of a request
for a CAS mission, the remaining portion of the sorties allocated for the cur-
rent 6-hour period must equal cr exceed the number required to accomplish the
mission, for the mission to be flown. Otherwise, a reject message is issued,
as in the DAF case. No other resource constraints are considered for CAS,
nor are CAS aircraft vulnerable on the airbase.

(2) Flight to the FEBA. When the aircraft are airborne, the formation
flies from the airbase to a point near the front that is relatively safe from
enemy air defense weapon systems. During this segment of the mission, no air-
craft losses are considered. All aircraft leaving the airbase are assumed to
arrive intact at the safe point. Consumptions of time and fuel are the only
items considered during this mission segment (fuel is accounted for on DAF
missions only).

(3) Penetration of Enemy Airspace. If the assigned mission requires
penetration of enemy airspace, the fourth mission segment front the safe point
to the target area is considered. Aircraft attrition due to enemy air defense
weapons during this overflight of enemy airspace is calculated. The aircraft
do not diverge from the assigned flight to the target area for the purpose of
engaging enemy air defense weapons: thus, attrition to the aircraft and crews
and consumptioa of fuel and time are considered on this mission segment.

(4) Target Strike. Upon arrival of aircraft at the target area, the
Fourth mission segment, attack of the designated target, is processed. Cas-
ualties may be inflicted on the attacking aircraft and its crews; on tanks,
APCs, other vehicles, and personnel of the targeted unit; and upon air defense
weapons in the vicinity of the target.

(5) Return to FEBA. Upon completion of the target strike, and if
penetration of the enemy air space was required, the fifth mission segment
returns the aircraft from the target area to a safe point wi.hin friendly

2. The t erm airbase is used synonymously with air force airbase or
helicopter port or pad.
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airspace. As in the flight to the target, attrition of the aircraft and crew
and consumption of fuel and time are considered,

(6) Return to the Airbase (DAF Mission Only). The sixth mission
segment returns the aircraft irom the safe point to the airbase from which
the mission originated. As in the flight to the FEBA, no aircraft losses
are considered in this mission segment.

(7) Mission Completion (DAF Mission Only). The final segment is the
mission completion. Aircraft landing, repair, and maintenance times are con-
sidered to determine when the aircraft will next be available for a new
mission.

2. MODEL DESIGN:

a. Model Logic and Major Submodels:

(1) The basic logical flow of the Air Ground Engagement Model is
predicated upon the automatic event sequencing logic fundamental to the DIVWAG
system. The initial call to the Air Ground Engagement Model, in the form of
a mission request, can be generated by either of two sources: DSL orders or
the Intelligence and Control Model. A resource allocation submodel performs
the necessary calculations to allocate aircraft to fly the mission, and sche-
dules, as a DIVWAG event, the conditions that will pertain when the formation
is airborne over the airbase. Each successive mission segment, as described
in Paragraph lb, i. then treated similarly; at the time the preceding mission
segment is scheduled to end, the results of that segment are calculated, ap-
propriate Unit Status File records are updated, and the time at which the next
mission segment is to be completed is scheduled. Chapter 1 contains a discus-
sion of the DIVWAG event sequencing lcgic. Figure 6-2 represents the logical
flow within the Air Ground Engagement Model in response to calls from the
major DIVWAG executive routine.

(2) The Air Ground Engagement Model contains five major submodels to
treat the seven mission segments described in Paragraph lb. These include a
resource allocation submodel (ATB) to treat the first mission segment, a
friendly airspace overflighL submodel (BTF) to treat the second and sixth mis-
sion segments, an en route attrition submodel (ENRATA) to treat the third and
fifth mission segments, a target .trike submodel (TORA) to treat the fourth
mission segment, and a mission completion submodel (BTA) to treat the final
mission segment. The specifications of these submodels are found in Paragraph
3.

b. Interactions with Other Models. The Air Ground Engagement Model
interacts with the Intelligence and Control Model, the Combat Service Support
Model, the Area Fire/TACFIRE Model and its Suppression Submodel, anu the
Ground Combat Model.
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(1) Interaction with the Intelligence and Control Model. A mission
request from the Intelligence and Control Model contains information on the
target's location, type, and activity, whether the target should be attacked
by CAS or DAF, and whether a penetration of enemy airspace is required. If
for some reason the Air Ground Engagement Model cannot perform the mission,
a reject message is returned so that other firepower means may be directed
against the target. A CAS mission request is denied if the available sorties
for the current time period are less than the number required. For DAF the
request is denied if the aircraft, munitions, personnel, or fuel required for
the mission are not available. In addition, the Air Ground Engagement Model
calls the Iatelligence and Contzol Model at the beginning of each flight and
again when the flight enters eaemy air.pace. These calls make the flight de-
tectable by enemy sensors.

(2) Interaction with the Combat Service Support Model. The Unit
Status File is the connection between the Air Ground Engagement Model and the
Combat Service Support Model. The Combat Service Support Model resupplies
aircraft, fuel, Army aerial fire support systems, munitions, and personnel to
the airbases; and weapons, munitions, and personnel to the air defense units.
This flow of men and materiel modifies the availability of personnel and
equipment when an air mission is requested and the number of air defense
weapons capable '-f firing at the aircraft when they penetrate enemy airspace.

(3) Interaction with the Area Fire/TACFIRE Model. The Area Fire/
TACFIRE Model may assess losses to personnel and equipment on hand at an air-
base or within an air defense unit. The effect is to modify the availability
of items to fulfill requesced DAF mission requirements and the number of air
defense weapons that can fire against the aircraft.

(4) Intei.ction with the GroundCombat Model. When the target strike
segment of an air ground mission is scheduled to occur during the target unit's
participation within the Ground Combat Mode.' the ground combat assessment in-
terval is interrupted at the scheduled time of the air strike. Assessments
within the Ground Combat Model up to that point in time and assessment of the
results of the air strike are then computed. After each such air attack ground
combat continues, with the combined results of the ground combat assessment
anA the air strike assessment entered on the Unit Status Files of involved
ur s.

(5) Interaction with the Suppression Submodel. Upon engaging the
target unit, a suppression event is scheduled if the target is firing or mov-
ing. A delay of the movement or fire may result. The Suppression Submodel
is described in Chapter 5.

Interaction with DSL. Two types of DSL orders interact directly with
the Air Ground Engagemen: Model. One type of order (MISSION order) requests
an air attack mission on a specific target. The other type of order (RETAIN
order) asks that a specified number of aircraft of a required type be reserved
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for undertaking one or more DSL-ordered DAF missions. Both of these order
types are provided to specific airbases.

(1) MISSION Order. The MISSION order must, in all cases, specify
the type (item code) and number of aircraft: to be employed and the identity
of the target to be attacked (tirget irdex number from the intelligence file
of the division to which the airbase is assigned or attached). The desired
attack time may be specified, at the gamer's option; otherwise, takeoff time
will be the time the order is received.

(2) Translation of MISSION Order. The information in the MISSION
order is passed to Subroutine AIRCNTRL to be processed. This processing
yields the same type of mission request as generated by the Intelligence and
Control Model (see Paragraph b(l), above], except that the request is, in ad-
dition, flagged as originating in DSL, and the airbase to be used is specified,
together with the type and number of aircraft in the flight.

(3) RETAIN Order. The RETAIN order is applicable to DAF only and
must specify the type (item code) and number of aircraft to be reserved. The
RETAIN order will generally be prefaced with a STAY order which determines
the point in time at which the reservation becomes effective. The RETAIN
order affects those aircraft which are on hand in the designatcd airbase at
the time the order becomes effective as well as aircraft entering the unit
at some future time. Reserved aircraft cannot be used to fulfill air mission
requests generated by the Intelligence and Control Model. The quantity of
reserved aircraft is reduced by the number flown on DSL missions. A second
or subsequent RETAIN order redefines the total number on reserve; unused re-
serve is not accumulated. An order to retain no aircraft will release any
aircraft that may be on reserve status.

(4) Model Implementation. Implementation of these DSL orders within
the Air Ground Engagement Model is further described in Paragraph 3b, below.

d. Environment:

(1) The Air Ground Engagement Model uses five DIVWAG environmental
parameters: the visibility index, the terrain roughness and vegetation index,
the forestation index, and the times, beginuaing of morning nautical twilight
BMNT), and ending of evening nautical twilight (EENT).

(2) The visibility index is combined with BMNT and EENT to form a
joint weather-light index, which is limited to four conditions. Visibility
is defined in the Air Ground Engagement Model to be either good or poor.
Visibility is good if the visibility index is greater than five; otherwise,
it is poor. Light is determined by BMNT and EENT. Any time between BMNT and
EENT is consiJered daytime. Other times are considered nighttime. Thus, the
four weather-light conditions used by the Air Ground Engagement Model are:
lay, good visibility; day, poor visibility; night, good visibility; night,
' or visibility. Roughness, vegetation, and forestation are used in the model
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to degrade the effective number of air defense weapons that fire at 6verflying
aircraft.

3. SUBMODEL SPECIFICATIONS:

a. General. The Air Ground Engagement Model performs a r~latively
limited number of calculations, generally of a geometric or a probabilistic
nature. Most results generated by the model are the result of a direct look-
up of data contained in an extensive data base, which must be :prepared prior
to the execution of simulated activities. Contents and form of the data tables
are indicated within the descriptions of the model subroutines, where such
information is essential to an appreciation of the model logic. Detailed data
specifications are found in Volume VI, DIVWAG Data Requirements Definition,

b. Resource Allocation Submodel:

(1) Logical Flow. The basic logical flow of the Resource Allocation
Submodel is shown in Figure 6-3. The incoming request for an air mission,
whether originated by DSL or automatically by the Intelligence and Control
Model, contains the estimated type of target unit, its estimated location and
activity, and whether penetration of enemy airspace is anticipated. Automatic
requests specify whether CAS or DAF is to be employed, whereas DSL-ordered re-
quests specify the precise airbase, aircraft type, and number of ;!i-craft to
be used. The weather-light condition is then obtained and added to the infor-
mation from the incoming request. This information is then used to translate
th-e incoming request into one of the 40 possible mission types listed in Fig-
ure 6-1. Since the Intelligence and Control kodel can identify 11 types of
target units, while the Air Ground Engagement Model considers only five, a
translation of target types is necessary. Types are equated by the model as
follows:

Intelligence and Control Type Air Ground Engagement Type

Infantry Infantry'
Mechanized infantry Mechanized infantr~y
Armor Tank
Reinforced task force Tank
Tube artillery Artillery
Missile artillery Artill-ry
Air defense guns Artillery
Air defense missiles Artillery I

Airbase Airbase
Engineer Infantry
Unknown Infantry ,

For each of the 40 possible mission types, an input table specifies the typi-
cal resource requirements for attack of a typical size target unit.3 For CAS,

3. Company size has been used to date.
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only the required number of sorties is specified. For DAF, the required
number of aircraft, personnel, munitions, and gallons of fuel is specified.
If the request was originated automatically by the Intelligence and Control
Model, the tabulated resource requirements are used. If the request origi-
nated in DSL, however, the type and number of aircraft are DSL-specified, and
in this case, a ratio is struck between the number of aircraft specified by
DSL and che number specified in the input table. This ratio is used in the
case of DAF to modify tabular requirements for personnel, munitions, and fuel
commensurate with the number of aircraft specified in the DSL. A determina-
tion of resource availability is then made as described in the next paragraph.
If resources are not available for an automatically requested mission, a mis-
sion reject message is returned to allow for targeting by other fire support
means. If resources are available, they are allocated for the assigned mis-
sion; and the necessary parameters for further simulation of the mission are

generated.

(2) Resource Availability. The process of determining resource
availability depends upon whether the request was DSL or automatically origi-
nated, and whether DAF or CAS is to be employed.

(a) Automatic DAF Mission Request. For ench of the 40 mission
types, both a first and a second choice of DAF aircraf vpe/munition types
may be specified as part of the game constant data base, input before initia-
tion of the game. For each choice, the mi~nimum number of aircrpft, personnel,
munitions, and fuel (gallons) required co undertake the mission is specified.
Each airbase is checked to see if the minimum first choice resource require-
ments are available at that airbase. (Resources on hand less those reserved

for DSL missions are considered available for automatic DAF missions.) Air-
bases placed in direct support of the requesting unit are selected first and
are ranked by proximity to the target. That airbase, if any, which is nearest
the terget and has sufficient available resources is chosen to mount the
mission. If the mission request has not been satisfied, the process is re-
peated for those airbases in a general support role. If still no airbase
qualifies, the process is repeated in an effort to apply the second DAF attack
choice. If no airbase can meet either requirement, a mission reject message
is generated to permit scheduling of other fire support means.

(b) DSL-Originated DAF Mission Request. For a DSL-originated
DAF mission request, che type and number of aircraft desired to undertake the
mission are specified by the gamer. By t:he process described in Paragraph
b(l), above, the request is translated to one of the 40 mission types, and
the tabular resource requirements for that mission type are adjusted accord-
ing to the number of aircraft specified in the DSL request. The DSL request
also specifies the airbase from which the resources are to come. All re-
sources on hand at that airbase are considered available for a DSL mission.
if resources on hand meet requirements, the mission is flown, and the number
of aircraft flown is subtracted from those reserved, if any. If required
(minimum) resouices are not on hand, the mission is not flown, and a message
is printed.
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(c) DSL and Aucomatic CAS Mission Request. As part of the game
data base, the number of CAS sorties available to each force, in four time
blocks of 6 hours each starting at 2400, is input. These numbers may be
chant.:' between game periods if so req~ilred. For the Blue force, general
availability of all-weather aircraft is assumed; for the Red force, two sortie
allocations are made; one for all-weather aircraft and one for aircraft limited
to operations under good weather-light conditions. In response to a request
for a CAS missirn, the number of sorties left in the current time block is
checked. If all allocated sorties have been flown, a mission reject message
is generated. The model does not permit good weather-light sorties to be used
under other weather-light conditions.

(3) Resource Allocation:

(a) DAF Mission Requests. In addition to specifications of the
minimum mission requirements described in Paragraph b(2)(a), above, the game
data base contains an identically structured table, which specifies the maxi-
mum amounts of the same resources that may be allocated for a given mission
type. Once an airbase capable of meeting the minimum requirements is found,
resources are allocated from chose available at the airbase up to the maximum
levels specified. Some amount less than the maximum may be allocated if the
maximum exhausts the airbase's currently available resources.

(b) CAS Mission Requests. CAS resources required to perform a
given type mission are specified in the game data base only in teims of types
and numbers of aircraft sorties. If required CAS sorties are available, the
specified mission will be flown.

(4) Preparation Time. For automatic missions only, the Resource
Allocation Submodel determines the time when aircraft are to be airborne. 4

This time is determined by adding preparation time to the current game time.
Preparation time is obtained from the game data base, based on the type and
number of aircraft allocated to the mission. These data are intended to re-
present typical times to brief crews, coordinate suppo.ting fires, warm up
aircraft, take off, and make up formations. Aircraft assigned to DAF missions
are vulnerable to enemy attacks on the airbase until airborne. Attacks on CAS
airbases are not considered.

(5) Continuation of Mission. To accomplish further simulation of the
mission, a Unit Status File record containing the mission unit is constructed
by the Resource Allocation Submodel. This procedure is a matter of program-
ming convenience, done to facilitate keeping track of the aircraft aliocated
to the mission as they progress through the remaining mission segments.

4. Takeoff time for DSL missions is determined by the DSL order [see
Paragraph 2c(l)]. 6
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c. Friendly Airspace Overflight Submodel:

(1) Logical Flow. The basic legical flow of the Friendly Airspace
Overflight Submodel is shown in Figure 6-4. The submodel determines the time
the mission unit will reach a safe point, located near the FEBA, on the out-
going leg of a mission; or the time the aircraft will arrive at the home air-
base from the same safe point on return from a mission. No attrition, main-
tenance, or air mishaps are treated during these segments of the mission.

(2) Calculation of the Safe Point. A safe point marks the simulated
transition from friendly to enemy airspace. The point is developed by first
constructing a line through the location of the specified target perpendicular
to the FEBA. Then a line parallel to the FEBA, through the forwardmost enemy
maneuver battalion, is constructed. The safe point is located X meters from
the intersection of these lines, in a direction normal to the FEBA and toward
the friendly area from the target. The distance, X, is determined from the
effective range of enemy air defense weapons under the prevailing visibility
conditions and the typical depth of deployment of these weapon systems. A
schematic of the geometry involved is shown in Figure 6-5. The necessary cal-
culations, documented in the following subparagraphs, require use of the slope
of the battlefield and the list of forward maneuver battalions described in
Chapter 2.

(a) The first calculation is of a safe distance, Xs, from the
center of the forwardmost enemy unit to which an aircraft can fly and not be
endangered by enemy air defense weapons. The safe distance, Xs, is found by:

X = R - D, if R--D

X = 0, if R!D (6-1)

where:

R = greatest effective range under prevailing visibility conditions
of any air defense weapon type in the force

.D = typ ical deployment distance behind FEBA of that weapon type
with effective range R.

(b) The X-intercept of a line parallel to the FEBA and passing
through the point with coordinates (x,y) is found by Equation 6-2:

b = x + y s (6-2)
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where:

b = desired X-intercept

s = slope of the battlefield, or tan 0 in Figure 6-5.

This equation is used to determine the X-intercept of lines through the centers
of all forward maneuver units. The unit with X-intercept tbat is the closest
to the X-intercept of the FEBA is the forwardmost maneuver battalion. The
same equation is used to calculate the X-intercept of a line parallel to the
FEBA through the target coordinates.

(c) A determination is made whether the target or the forwardmost
maneuver battalion is closer to the FEBA. The safe distance is increased by
one-half the depth of the forward unit to give a safe distance from the unit
front. The horizontal projection of this distance on the X-axis is calculated
using Equation 6-3:

SX = (Xs + d/2) / cos 0 (6-3)

where:

SX = horizontal projection of safe distance

d = depth of forward unit

Xs = defined in Equation 6-1

0 = see Figure 6-5.

(d) The distanice from the safe point to the target, as projected
on the X-axis, is the sum of SX and the distance between the X-intercepts of
the lines through the target and forwardmost unit, developed using Equation
6-2. This distance may be calculated as:

XDIST = SX + IbT - bFI (6-4)

where:

XDIST projection on X of distance from safe point to target

SX =safe distance, from Equation 6-3

bh - X-Intercept of line parallel to FEBA passing throug' target

bF = X- lntr(el)t of 11ine parallel to FEBA passing tirough for-
wardmost unit.
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(a) The actual distance from the safe point to the target,
TDiST, and the projection of this distance on the Y-axis, YDIST, are given
by Eauations 6-5 and 6-6:

TDIST = XDIST / cos 8 (6-5)

YDIST = XDIST * tan 0 (6-6)

where a current limitation is that 0 7Aust be defined to rotate from -90'
through 00 to 900.

(f) The coordinates of the safe point are calculated depending
on the relative positions of bT; the X-intercept of the safe line, bSAFE; and
the slope of the battlefield:

PX = TX + XDIST. if bT!bSAFE (6-7)

PX = TX - XDIST, if bT •-bSAFE (6-8)

Py = Ty + YDIST (6-9)

if slope is greater than 0 and bT is less than bSAFE or if slope is less than
or equals 0 and bT greater than bSAFE; and

Py = Ty - YDIST (6-10)

if slope is greater than 0 and bT greater than bSAFE or if slope is less than
or equals 0 and bT is less than bSAFE, where:

PX = X coordinate of safe point

Py = Y coordinate of safe point

Tx = X coordinate of target

Ty = Y coordinate of target

XDIST, YDIST, bT, bSAFE, and slope are previously defined.
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(3) Calculation of Flight Time. Cruise speeds for aircraft in
various weather conditions are part of the game data base. These speeds are
applied in the flight from the airbase to the safe point. Cruise speeds are
applied to the straight line segment from the airbase to the safe point, and
the required flight time is calculated by use of Equation 6-11. The same
time and distance are used for the outgoing and incoming legs of a mission.

T = D / S (6-11)

where:

T = time of flight

D = distance

S = airspeed.

d. En Route Attrition Submodel:

(1) General:

(a) This submodel calculates aircraft losses that may result
from ground fire for any aircraft flight over enemy dominated terrain. Air-
craft losses are classified Into four categories depending on the type and
severity of the damage. This submodel is called when DAF and CAS missions
require penetration of enemy airspace. It determines aircraft losses in-
flicted by enemy air defense weapons as the aircraft move from the safe point
to a point where attack of the target begins. The submodel is also used to
determine aircraft losses that occur as the formation returns to friendly ter-
ritory after mission accomplishment. Flight time is also calculated.

(b) The details of each specific air ground interaction are not
simulated. No air defense or other ground weapons are attrited by activities
simulated in the submodel; however, losses of air d.efen.e weapons prior to the
flight are reflected.

(c) Input data tables provide the number of air defense weapon
rounds per weapon that will be fired under a certain set of engagement condi-
tions. Other tables provide factors for modifying both the number of weapons
engaging and the number of rounds fired per weapon, as a function of the ac-
tual circumstances of each engagement. Number of rounds fired by each weapon
type is distributed over all aircraft in the flight and then translated into
probable number of hits by the use of input data on average slant range and
weapon accuracy. Aircraft losses, in four kill type categories, are then de-
veloped by input data on the average vulnerable area of each aircraft type to
each weapon type at average slant range.
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(d) Three air defense zones are established within the program
for programming convenience only. They have no impact on the attrition re-
sults generated. Zone 1 currently extends from the safe line to a depth of
3 kilometers beyond the FEBA. Zone 2 is another 3 kilometers in depth, and
Zone 3 extends from the back edge of Zone 2 to the rear boundary of the
division.

(2) Model Logic:

(a) Only those enemy units designated by a "D" in the last
character of their UTD are considered to have air defense capability for pur-
poses of the En Route Attrition Submodel. Within such enemy units, only those
air defense weapon types whose unit center is within maximum effective weapon
range of the flight path are considered. Air dcfense weapon types and their
ranges are specified in the constant data input. Based on the flight path,
weapon types in range are identified; and a count is made, on a current status
basis, of the number of weapons in range. This current weapon count is per-
formed for each air defense weapon type, covering the entire flight through
hostile airspace. Figure 6-6 shows an example of one of the envelopes around
the flight path which includes all designated air defense weapons of a specif-
ic type. The envelope in this figure is for a weapon type whose maximum ef-
fective range, for the current weather-light condition, is RE. The distance,
Y, represents aircraft munition release standoff distance, if any. The flight
path through hostile airspace is from point A to point B.

(b) The number of air defense rounds per weapon that will be
fired at a flight traveling at a basic speed, in an average engagement, is
obtained from an input table for each weapon type. These number. are to re-
flect a single, base aircraft speed and the rate of fire capabilities of each
air defense weapon, and are provided for each of the four weather-light condi-
tions. These numbers assume that flight altitude is essentially an optimum
for the weapon, that the terrain is flat and devoid of vegetation or foresta-
tion, and that adequate ammunition is available. All other conditions are
assumed to be at a normal level. These numbers of rounds fired per weapon are
then multiplied by the number of weapons of each type which were found as de-
scribed in tne previous subparagraph to be within range of the flight path.
This process yields base numbers of aggregated rounds fired by each weapon
type.

(c) The base numbers are tlhen subjected to degradation and
modification factors for conditions currently prevailing. Base numbers of
rounds fired are first constrained within the number of rounds currently on
hand within the pertinent units. Factors from an input table are then applied
to reflect, for each weapon type, the fraction of weapons In range which would
be likely to engage the target under the current light condition and weapon
unit posture (attack or defend); and the impact of actual flight speed (as
opposed to base aircraft speed) on the number of rounds fired. Another input
table provides, for each weapon type, factors reflecting the estimated impact
of actual terrain roughness and vegetation, forestation, and aiL¢Caft altitude
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on weapon effectiveness. This table contains three sets of data, each
characteristic of the altitude conditions expected to be associated with the
respective type of flight--DAF, reconnaissance, and CAS. Each set of data
allows for three forestation categories (sparse, F=O; medium, F=I; and dense,
Fzý.l) 5 and two terrain toughness categories (good, RV_<5; and rough, RV.5).
A factor is extracted from. this table for each terrain cell overflown, and an
average factor is then applied for the flight through elemy airspace. The
result of applying these factors to the ammunition-constrained base number is
to yield the number of rounds from this weapon type that will reach the vicin-
ity of the flight. This result is then divided by the number of aircraft in
the flight (assuming equal distribution) to give the number of rounds (N) of
this type reaching the vicinity of one aircraft.

(d) To calculate the probability that one of these round,, will
hit a vulnerable portion of an aircraft, further data from the input tables
are obtained for this weapon type. These data include an average weap,.,.
error, iL, mils, and an average slant range of engagement. Both of thý t-
items are input for each of the four weather-light conditions. For con.%'n-
ience in calculaticn, the probability of no hit is used instead of the nroba-
bility of hit. The probability that one of these rounds will not impact with-
in a 1-meter square area will then be (Reference 2):

1
- 27$2 . J2 (6-12)

where:

S = average slant range in kilometers of engagement by this weapon

type

M = average %seapon error in mils for the weapon type.

(e) The number of rounds that will probably not hit a 1-meter
square area on one aircraft is then Equation 6-13 raised to the power equal
to the number of rounds (N) reachiug the vicinity of the aircraiL, or:

N

27S2 0 W2 (6-13)
e

5. See Chapter 2 for definitions of index values.
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(f) Vulnerable area data for each weapon type versus each
aircraft type are obtained from another input table. This table contains
data (arranged cumulatively) for four kill type categories. The data are
average values based upon the average slant range of the weapon (with the
resulting projectile striking velocity) and assume a .ix of aspect angles
appropriate to the type of weapon and aircraft.

(g) The probability of survival of one aircraft of this type
against tiis weapon type, for a given kill category, is then:

N VA

_ 27S 2 , M2  (6-14)
e

where:

VA average vulnerable area ot this aircraft type to a hii by this'
weapon type at the average slant range

(h) For the initial, kill category, the probability of survival
to all weapons is the product of the probabilities-for each weapon type. The
number of aircraft kills in the initial category is then the number of air-
craft of this type in the flight multiplied by the quantity dne minus the,
probability of survival to all weapons. For other kill categories, results
are obtained similarly, except that prior category kills are removed, since
the vulnerable area data were cumulative.

(3) Aircraft Kill Equation:

(a) Equation 6-15 represents the final aircraft loss calculation

s~eps used by the Air Ground Engagement Model for the first kill category.,

k Fx imax 1.
Tkmh N1 1-wkm (6-i5)

where:

Tkm = expected number of type m kills to aircraft type k

Nk = number of type k aircraft ilying mission

Psikm = probability that a single type k aircraft will survive a
type m kill from all type i air defense weapons contained
in the flight envelope (see Figure 6-6)

imax = number of air defense weapon types
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kmax = number of aircraft types on mission (currently assumed to

equal one).

(b) Four kill categories are considered in the model: A-kill
(catastrophic kill), B-kill (forced landing), C-kill (mission abort), and
D-kill (hit, but minor damage). When an aircraft suffers an A-kill, it
crashes because of the damage inflicted by the defending air defense weapons
and is not recoverable for future use. Type B-kill forces the aircraft to
land (powered or unpowered) because of damage, or forces it tc make a precau-tionary landing because of an automatic warning signal indicating trouble.

If the downed aircraft has penetrated enemy airspace, it is not recoverable
and is considered desttoyed. if no penetration of hostile territory occurred,
the downed aircraft J's recovered after an appropriate delay time. It can
then be used in future engagements. When a type C-kill occurs, the aircraft
Js forced to discontinue its mission because of damage to the aircraft or be-
cause of a pilot or copilot casualty. In this case, the aircraft immediately
breals off its engagement with the target and returns to its base. Type C-
kills are susceptible to additional attrition from air defense weapons on the
return trip. Aircraft suffering type D-kills are considered able to complete
their mission. A repair time is imposed on them when they return to their
airbase.

(4) Probability of Aircraft Survival Equation. The probability of
survival term used in Equation 6-15 can be resummarized as shown in Equation
6-16. The same subscripts are used as in Equation 6-1.5.

Pikm e N3 o F1 * F2 * F3 0 1 - VA (6-16)
k e- AC 27r - S2 . M2

where:
N1 = number of rounds per weapon of type i fired in an average

engagement at base aircraft speed (from input)

N2 = number of weapons of type i in range of the flight path

N3 = product of N1 multiplied by N2, constrained within number of
rounds currently on hand in the pertinent ,units

Fl fraction of weapons likely to engage under the current light
condition and weapon unit posture

F2 = factor to adjust to rcuris per weapon fired at actual aircraft
speed (versus base speed)

F3 average factor for weapon effectiveness at actual altitude,
forestation, and average terrain roughness and vegetation
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AC = number of aircraft of type k in the flight

S = average slant range in kilometers of engagement by weapon
type i

M = average weapon error in mils, weapon type i

VA = average aircraft area vulnerable in square meters, to a hit
by this weapon type, at average slant range, for aircraft
type k and kill type m.

Equation 6-16 is based on the assumption that hit probability may be reasonably
approximated by a circular normal distribution without bias as described in
References 1 and 2.

(5) Calculation of Flight T.me. Flight time in enemy airspace is
calculated for flight from the safe point to the targec and return from the
target to the safe point in the same manner as described in Paragraph c(3),
above. Flight time from takeoff to target establishes the time of target
attack. In the case of DAF, total flight duration affects the availability
of DAF resources for subsequent missions.

e. Target Strike Submodel:

(1) Approach. This submodel determines outcomes of engagements
between aerial attackers and ground based weapons in terms of aircraft losses,
munition expenditures, and losses inflicted on the ground target. The detailed
interactions of the aircraft and ground forces are not cxplicitly simulated.
Rather, the complete engagement results aie extracted from a series of lookup
tables, which are prepared pregame from results obtained from high resolution
simulations for engagements under similar conditions (Reference 4). Prior to
entering the lookup tables to determine engagement results, the number of air-
craft surviving the flight to the point from which the target will be attacked
is compared with the abort criterion (minimum number of aircraft) to see if
the mission will be performed. If the mission is aborted the aircraft are re-
turned to the mission safe point without first attacking the target. A mis-
sion is not aborted if the mission did not require some penetration of the
enem) airspace.

(2) Engagement Result Tables. lnput to the engagement result tables
coneists of 456 situations. These situations include five target types under
each of the four weather-light conditions of daytime, good visibility; day-
time, poor visibility; nighttime, good visibility; and nighttime, poor visi-
bility. Targets include a tank unit, a mechanized infantry unit (motorized
rifle cutit), an infantry unit, an artillery unit, and an airbase. These five
target types and four visibility conditions define the 20 mission types shown
in Figure 6-1. For each mission type these situations consist of one of three
attack aircraft/munition mixes and one of two placements of air defense weap-
ons in the target area. Five postures are possible for each mission type
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against the tank unit, the mechanized infantry unit, and the infantry unit
targets (assembly area, attack, defend, on road, delay). These three target
types account for 360 of the 456 situations in the result tables (12 mission
types, 2 air defense placements, 3 aircraft/munition mixes, 5 postures). For
the artillery unit target three postures are used: on the road not firing
firing artillery tubes, and firing missiles, giving a total of 72 situations
(4 mission types, 2 air defense placements, 3 aircraft/munition mixes, 3 pos-
tures). For the airbase as a target, posture is not considered; hence, this
case adds 24 situations (4 mision types, 3 aircraft/munition mixes, 2 air
defense placements). The contents of the engagement results table are shown
in Figure 6-7. Losses to attacking aircraft, defending air defense weapons,
and the target itself are all contained in the 54 information items.

(3) Use of Engagement Result Tables:

(a) Data in the engagement result table are adjusted to account
for the specific number of aircraft that attack the target and the true
strength of the enemy force in the target area. The fractional number of ef-
fective aircraft remaining if there was penetration is divided by the num~er
of aircraft upon which the data wert. derived to get an adjustment factor.
This adjustment factor is further modified by multiplying it by the enemy per-
cent strength. This total adjustment factor is used as a multiplier of the
tabular data in the engagement result table.

RESUL = .- P Ei (6-17)
N A

where:

n = number of aircraft remaining on the mission when the formation
reaches attack point; A-, B-, and C-type kills have been
attrited

N = number of aircraft on which this particular situation in the

engagcment result table is based

P = present strength of the target unit

A = TOE strength authorized for the target unit

Ei entry i in the engagement result table.

Each of the first 52 items in the engagement result table is premultiplied as
shown in Equation 6-17.

(b) After the results of the air strike have been determined,
the atrited air defense equipment is distributed among the target unit and
its supporting air defense units. For each air defense weapon type, losses
are distributed proportionately to the number of weapons in a unit. To
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Field Description 7f Field j Description

A-kills Tanks killed
1 by<23mn 29 by guided missile
2 by 23mm
3 by > 23mm APCs killed
4 by SAM 30 by guided missile

31 by other
B-kills

5 by < 25mm Vehic. 1es killed
6 by 23"nm 32 by guided missile
7 by I 23mm 33 by other
8 by SAM

34 Personnel killed
C-kills

9 by < 23mm Air defense weapons killed
10 by 23mm 35 type 1
11 by > 23mm 36 type 2
12 by SAM 37 type 3

38 type 4
D-kills 39 type 5

13 by < 23mm 40 type 6
14 by 23mm 41 type 7
15 by > 23mm 42 type 8
16 by SAM 43 type 9

Aerial munition expended Air defense munition expended
17 type 1 44 type 1
18 type 2 45 type 2
19 type 3 46 type 3
20 type 4 47 type 4
21 type 5 48 type 5
22 type 6 49 type 6

50 type 7
Aerial munition lost 51 type 8

23 type 1 52 type 9
24 type 2
25 type 3 53 Number of aircraft
26 type 4 flying mission
27 type 5
28 type 6 54 Duration of engagement

minutes x 104

Figure 6-7. Engagement Results Table
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determine the supporting units, a circle with its center at the coordinates
of the target unit is drawn. The radius of this circle is twice the standoff
distance, y, for the engagement. All enemy units containing air defense
weapons whose coordinates fall within the circumference of this circle are
considered to be supporting un.ts.

(4) Ground Combat Model Interaction. If the target unit is engaged
in ground combat, the Cround Combat Model performs an assessment up to the
time of the air attack. The Target Strike Submodel then assesses the effects
of the air attack. Or, subsequent intervals the Ground Combat Model will
integrate the effects of the aerial attack with the ground weapon systems
effects.

(5) Return. After exiting from the Target Strike Submodel, any
remaining aircraft are flown back to the airbase or the mission safe point,
as appropriate.

f. Mission Completion Submodel (DAF Aircraft Only). When the aircraft
have arrived at a poizit over the airbase and are ready to land, the Mission
Completion Submodel is called. This subroutine determines the landing time
required, which includes taxi time to the aprons used for parking or stcring
the aircraft at the base. By use of tabular data, the subroutine determines
the time when each of the returning aircraft (or recoverable aircraft) can
be listed as available for another mission. Differences in airfield capabil-
ities are not considered. It is assumed that the base capabilities are com-
patible with the aircraft types. Generally, the times in the table 11 per-
mit aircraft with no damage to be available as soon as the reqiuired postflight
maintenance time for the number of flying hours has passed. The maintenance
downtime includes refueling and rearming. Repair time delays will be imposed
on C- and D-type kills. The time for those B-kills that occurred in nonpene-
tration type missions reflects the total recovery and repair time.
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CHAPTER 7

MOVEMENT MODEL

1. MILITARY UNIT MOVEMENT. The DIVWAG Movement Model is designed to represent
the movement of military units about the battlefield. The model accomplishes
the repositioning of units by considering characteristic administrative or
tactical movement rates for the type unit to be moved; the effects of barriers
and facilities that may tpnd to impede or improve the unit's movement capabil-
ity; the effects of variations in terrain, weather, and light conditions on
the unit's movement capability; and the availability of fuel.

a. DSL-Ordered Movement. Tactical and administrative movement of units
by ground or air in the Movement Model is usually in response to gamer-planned
DSL orders. The gamer must plan, coordinate, and schedule all movement per-
formed by this model, except that controlled by the Engineer Model.

b. Model-Ordered Movement. The Engineer Model sets up the necessary
parameters and calls the Movement Model, allowing it to perform the actual
relocation of an engineer unit. The Engineer Model is described in Chapter 8.

c. Automatic Movement. For the most pmrt, movements of units not in
direct response to gamer input orders are ac omplished within other models of
the DIVWAG system. The Ground Combat Model (Chapter 4) moves maneuver units
while they are actually engaged in combat, the Combat Service Support Model
(Chapter 9) controls logistic movements, and the Ai~r Ground Engagement Model
accomplishes the movement of air units when this movement is in response to
automatically generated missions. The reconnaissance portion of the Intelli-
gence and Control Model regulates movement of reconnaissance units and sub-
units. Treatment of these movement categories is documented with the appro-
priate models.

2. MODEL DESIGN:

a. General. The Movement Model is designed to represent aerial and
ground movement capabi.lities using a four-phase process to integrate gamer
planned and scheduled unit movement into dynamic unit i-cations within the
DIVWAG system during the game period. This process is illustrated in Figure
7-1, DIVWAG Movement Model Macroflow, with the phases identified as I, II,
III, and IV. Briefly, these four phases consist of the development of DSL
movement orders, Phase I; the integration of these orders into model path
segments, Phase II; the determination of the appropriate unit rate along these
model paths, Phase III; and, finall,, the performance of the unit's movement
along the model segment and the update of unit location and consumption data,
Phase IV. The last three phases are internally performed during the dynamic
game period by the movement submodels, while the initial phase is perfor'med
external to the Movement Model as a gamer function or internal function of
another model.
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(I) Unit Movement Planning, Phase I. Briefly, the first phase
consists of the planning, coordination, and scheduling of unit movement and,
in the case of gamer-ordered movements, is accomplished prior to each game
period. (Planning accomplished internal to other models is documented with
those models.) Phase I provides the Movement Model with movement parameters
from which to generate the required unit movement. Although this first phase
is external to the movement submodels representing the other three phases in
the figure, it nonetheless provides the vital information necessary to gener-
ate unit movement within the model. The DSL orders pertinent to Phase I are
discussed in Paragraph 2b(l).

(2) Model Move Segments and Coordination. Phase II is the model Move
Segment Determinati~n and Ccordination Submodel (MOVESR) and functions to in-
tegrate the movement orders into scheduled model move segments within the
DIVWAG system. This submodel breaks the total move path (order segment) down
into model move segments, the endpoints of which specify the positions where
the units are actually located within the model. This submodel also inte-
grates effects of barriers and facilities on movement into the unit's movement
schedule when required to do so.

(3) Unit Movement Timing. The Movement ..ate Determination Submodel
(MOVEDT) establishes the appropriate unit movement rates along the model's
move segmertis. This reLe, when combined with the length of the move segment,
provides the time sequencing information needed to schedule the completion
time of the model's movement event activity.

(4) Move Segment Completion. rhe performnnce of the move along the
model segment is accomplished in the fourth phase by the Move Performance Sub-
model (MOVE). In this routine the unit's location in the model is updated,
and the unit's consumption of food and fuel along the move segment is recorded.

b. Specific Model Design. This paragraph discusses the specific design
aspects of the Movement Model applying to the overall model. it provides a
summary overview of the various submodel functions. The model design is dis-
cussed with respect to foxr topics: DSL movement orders, model move segments.
unit movement rates, and the Movement Model interfaces with other DIVWAG
models.

(1) DSL Movement Orders. The gamer DSL orders that schedule the
simulated ground movement in the model are MOVE, ADVANCE, and WITHDRAW. The
corresponding order for air movement is the FLY order. A typical ground move-
ment order given to a unit might be of the following form:

STAY UNTIL 0800.
MOVE TO XI-YI, X2 -Y 2 , XD-yD BY TRGM.

The movement path schematic for the unit given such an order is illustrated
in Figure 7-2. The DSL ground movement order contains the Movement Model
parameters in the form of the travel mode mnemonic, TRGM; the specific type
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of move order, MOVE; the series of DSL. path segment endpoints specifying the
travel route to be followed, Ii, 12, and D; and the scheduled time of depar-
ture, 0800, as determined by the STAY order immediately preceding the MOVE
order. (Nonmovement, or remaining in position, .s accomplished by the STAY
and PREPARE orders for ground units and by the LOITER order for air units.)

(a) Travel Mode Mnemonic. The travel mode mnemonic contains
the gamer specification of the type of unit movement desired, the route type,
and the unit's formation type. The type of unit movement requested may be
administrative or tactical:

A - ADMINISTRATIVE. This category implies movement
of units by road nets and uses the most effi-
cient transportation systems available with
tactical considerations of secondary importance.

T - TACTICAL. Movement of this type includes cross
country; movement in partially deployed, re-
connaissance, or column march formations; and
tactical road marches as part of an attack,
withdrawal, or other tactical plan external
to maneuver movement within ground combat
engagements.

The route type defined in the DSL travel mode mnemonic is one of the following
types:

CC - CROSS COUNTRY. Route of the unit is subject
to natu:al terrain conditions existing in
its path.

RA - PAVED ROADS. This route type is such that
road beds are asphalt or concrete with at
least two lanes with good shoulders, and
the route is not significantly dependent
upon short range or local terrain features.

RG - GRAVEL ROADS. Route is gravel or similar
surfaced road with periodic maintenance.

RD - DIRT ROADS. Route is dirt, road is narrow
and/or marginally maintained and is sub-
ject to terrain undulations and other
local terrain features.

The unit formation is specified as column march formation, reconnaissance, or
deployed, and is identified as:
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M- COLUMN MARCH. The unit is in a column
formation on a road or cross country
route.

R- RECONNAISSANCE. Deployment pattern on
cross country by a unit on a ground
reconnaissance type mission.

D- DEPLOYED. Unit is partially deployed in
a formation in anticipation of imminent
contact with the enemy.

I

The letters composing the travel mode mnemonib ate used in the model to
identify the movement parameters applicable to the current unit movement.
The first character specifies the move type, the second and third are used to
indicate the route type, and the fourth is used to designate the formation
type. The various combinations allowed in any particular game are definad
in the pregame data preparation process. A typical group used for a game
might be as follows:

ARAM - Administrative move on all-weather roeds
in march column formation.

ARGM - Administrative move on gravel reads in
march column forimation.

TRAM - TactiLal move on asphalt, concrete, or
similar paved road in a march column formation.

TRGM - Tactical move on improved, gravel, or
similar 3urfaced roads in a march
column formation.

TRDM - Tactical move on unpaved or dirt roads
in a march column formation.

TRGR - Tactical move on improved, gravel roads
in a reconnaissance type, formation.

TCCM - Tactical cross country move in a march
column formation.

TCCR - Tactical cross country move in a reconnaissance
formation.

TCCD - Tactical cross country move in a deployed
formatiod.

The travel mode mnemonic is discuss.ed extenslively in Volume VI, DIVWAG Data

Requirements Definition, Chapter 11.
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(b) Travel Route. In addition to the type of routei specified
for tile unit's movement, the actual route to be traversed is designated in
the movement order by a set of intermediate coordinates and the final objec-
tive coordinates for the move; thus, the gamer specifies the actual route to
be taken by the unit as a series of line segments. These segments are re-
ferred to as order segments and are to be diEtinguished from the model move
segments discussed later in Paragraph 2b(2). Both types of segments are il-
lustrated on the movement schematic of Figure 7-2. If the route type speci-
fied in the travel mode mnemonic is by road, the gamer-generated order seg-
ments are to be chosen such that the straight line segments approximate road
routes actually available to the unit. In the model's computation of road
movements a factor of 10 percent is automatically added to the straight line
distance to a iow for a representation of the actual minor deviations from a
straight line experienced on most roads. (This subject is discussed ir. the
Move Rate Determination Stibmodel, MOVEDT.) In road movement, as well as in
other unit movement, the DSL movement parameters in the DSL order must be
carefully chosen to realistically represerZ the terrain environment of the
unit as derived from a detailed map study of the travel routes designated.

(c) Unit Time of Departure. The scheduled time at which the
model commences to move the unit is implied in the DSL order string. In the
example, the preceding STAY order for the unit established the departure time
as 0800 or, equivalently in the model, the comple-:ion time of the unit's stay
activity.

(2) Model Move Segments. Within the Movement Model, dynamic
relocation of a unit Is accomplished in discrete model move segments. The
model move segments ace determined by the location of the unit with respect
to endpoints of the order segment, the boundaries of terrain cells, and the
locations of barriers in the path of the moving unit. Although units will
always complete a model move segment, it is possible for a unit not to com-
plete an order segment and to stop en route to the desired objective. The
termination ot model move segments at terrain cell boundaries allows the
unit's movement rate to be adjusted to represent unit mobility response to
changing terrain features. In the case of a barrier, if the unit's route
will cause the unit to encounter the barrier, the endpoint of a model move
segment is determined by the location of the barrier. The effect of tile
barrier on the unit's mcvement is assessed as discussed in the submodel speci-
fications for MOVESR.

(3) Unit Movement Rates. To represent unit movement rates along the
DSL ordered routes, tLe model requires two sets of rate tables: the Unit Type
Designator (UTD) Normal Rate Tables for road and cross country movement and
the Mobility Class Rate Tables for road and cross country movement. Both sets
of tables are developed in the pregame data preparation phase in accordance
with the procedure described in Volume VI, DIVWAG Data Requirements Defini-
tion, Chapter 11. The rates in these tables are representative rates for the
various terrain, weather, and light conditions. Briefly, the mobility class
rates are intended to renresent short-term characteristic vehicle rates under
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the. specified conditions, while the UTD normal rates reflect unit movement
for given situations, formations, and environmental conditions. The UTD nor-
mal rates are representative of long-term or sustained rates to be expected
under the existing circumstan'es, representing standard or planning rates.
These rates are discussed in greater detail in the submodel specifications of
the Move Rate Determination Submodel, MOVEDT. Once the rate of the unit is
established for the eegment, it is combined with the length of the segment to
compute the required time for the unit to complete the movement along the
model segment. This time is then used in the event sequencing structure of
the DIVWAG system to ( •fect the timing of the dynamic performance of the move
and subsequent updating of the unit location on the te-rain cell grid.

(4) Movement Model Interfaces with Other Models. The Movement Model
provides the Combat Service Support Model and the Grouni Combat Model with
rates for generating automatic movement internal to these models. It inter-
faces the system Environment Model, using weather, terrain, and light condi-
tions to establish the appropriate move rates. An interface is a'-so effected
with the Area Fire/TACFIRE and Air Ground Engagement Models when casualties
due to indirect or aerial fires are assessed and the unit's movement is inter-
rupted. The detection of moving units by the Intelligence and Control Model
is triggered by initiation of each move segment. The Engineer Model provides
all barrier information for the Movement Model.

(a) Ground Combat Model Interface. Movement within the Ground
Combat Model represents cross country ground maneuver movement In a deployed
formation while in contact with the enemy. To accomplish this movement, the
Ground Combat Model requires the vehicular mobility class rates used within
the Movement Model. The specific use of these rates is described in Chapter
4 of this volume. The Movement Model initiates a ground combat engagement
when an advancing attacker comes within range of an opposing unit, which has
been predesignated within a DSL battle scenario.

(b) Combat Service Support Model Interface. To develop
resupply schedules and to represent the movement of logistical vehicles, the
Combat Service Support Model accesses the vehicular movement rate tables pro-
vided in the Movement Model. Details are specified in Chapter 9 of this
volume.

(c) Environment Model Interface. To determine rates represent-
ative of environmental conditions the Movement Model uses weather, terrain,
and light conditions supplied by the Environment Models to locate the correct
rates in the morement rate tables. The 7ate tables are prepared pregame and
include consideration of all possible environmental conditions that might be
encountered during the game period. The specific parameters and their use
are described in detail in the submodel specification of MOVEDT,

(d) Engineer Model Interface. A subroutine of the Engineer
Model is interrogated to determine if a move segment intersects a barrier
line. If it does, the Engineer Model also provides other information about
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the barrier, which may allow the unit to be routed around the barrier or to
ai. existing facility. If such rerouting is not feasible, the information is
used to decide whether to force the barrier or to request the Engineer Model
to construct a facility (breach or bridge) at that point.

(e) Nuclear Assessment Model Interface. Craters and radiation
resultiuL from nuclear detonations serve as barriers to unit mobility. If
the Movement Model is informed that a unit's move segment will intersect a
nuclear barrier, additional information is obtained from the Nuclear Assess-
ment Model. This infcrmation allows the Movement Model co determine if the
unit should bypass the barrier or cross the barrier and accept the radiation.

(f) Area Fire/TACFIRE Model and Air Ground Engagement Model
interfaces Target coverage calculations within the Area Fire/TACFIRE Model
are synchronized with Movement Model move segment determination so that the
location of a moving unit at the time of impact is correctly projected for
use in assessing the effects ol each area fire volley. Details of the target
coverage calculation are contained in Chapter 5. Both the Area Fire/TACFIRE
and Air Ground Engagement Models set up an activity suppression event that
causes a unit's movement to be interrupted when it receives fire. A detaired
explanation of the modeling of suppression is contained in Chapter 5.

(g) Intclligence and Control Model Interface. The movement
event scheduling routiae calls the conditional collection of moving targets
routine to determine if any stationary sensor is in a position to detect the
moving unit during the current model move segment.

3. SUBMODEL SPECIFICATIONS:

a. General. Each of the three movement submodels is discussed in the
following subparagraphs. Together, they represent the Movement Model's re-
sponse to gamer orders. The model Move Segment Determination and Coordination
Submodel (MOVESR) interfaces unit movement activity into the DIVWAG system
consistent with other .ait military activities represented by other models.
The Movement Rate Determination Submodel (MOVEDT) establishes typical unit
rates and provides the MOVESR Submodel with time sequencing information for
the proper coordination of unit movement events. Each arrival at the endpoint
of a model move segment is scheduled as a movement event. Actions performed
by the MOVE Submodel consist of updating the unit's location and consumables,
particularly fuel, when the arrival at a model move segment in scheduled.
The submodels are described in the sequence in which they operatE in the
system.

b. Model Move Seppent Determination and Coordination. The macroflow of
MOVESR is shown in Fibure 7-3. Based on the pending movement order, the end-
point of the next model move segment is determined and, in conjunction with
the Move Rate Determination Submodel (MOVEDT), the projected time of unit
arrival at that endpoint is calculated. The actual move event, which is
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arrival at thl .*m-ndpolrt, is then entered into the DIVWAG event sequencing
logic, as discussed Ia Chapter 1.

(1) Ground Movement. The model move segments of a ground movement
will have their endpoints at the endpoints of order segmets, at terrain cell
boundaries, or at barriers. The concept is illustrated in Figure 7-2 where
13 model move segment endpoints are generated; three for the order segments,
one for the barrier, and nine for terrain cell boundaries. One cycle through
each routine is generalJy required foi each model move segment. As each move
event (arrival at ao endpoint) is completed, MOVESR is called to find the
next model move segment's endpoint, and MOVEDT is called to schedule arrival
time at that point.

(2) Air Movement. Since terrain characteristics or ground obstacles
do not affect air movement, the model move segment endpoints are those of the
DSL move segments for air movement. The DSL FLY order specifies a flight
speed, which is used to schedule arrival of the unit at move segment endpoints.

(3) Movement Delays:

(a) MOVESP. will automatically schedule a movement delay if a
unit is out ot fuel by generation of a stay event of 15 minutes duration for
the unit. Additiona] 15-minute stays are assessed until the unit is resupplied
with fuel. This prccpdure will cause a unit to cease movement when fuel is
exhausted and to remaina immobile (STAY) until its fuel is replenished by the
Combat Service Support Model. When the unit once more has fuel, its movement
is continued along the ordered ro':te.

(b) A unit may be delayed by barriers as described in suibpara-
graph (4), below.

(4) Effects of Barriers and Facilities:

(a) As a unit begins its movement along an ordered move segment,
a search, using force intelligence information, is made to determine if that
segment intersects a barrier line (e.g., river, minefield, forest). If it
does, the unit will bp routed around the end of the barrier line or to an ex-
isting facility, if either is sufficiently close. The current criterion for
nearness is one-half the sum of the unit's width and depth. If neither an
end of the barrier or a facility is near, the unit will continue its movement
to the point of intersection.

(b) If the barrier may be forced (e.g., minefield), a decision
table is interrogated to determine if the unit should force or should request
engineering action and wait for a facility to be constructed. The force/no
force decision is a fuuction of the time required to breach the barrier, the
casualties that would 'be assessed if it is forced, and the priority of the
move. This decision tale is part of the pregame constant data.
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(c) 1i the barrier cannot be forced (e.g., a river), or the
deciAion is not to force, the Engineer Model is requested to provide a facil-
ity at the poin: of intersection. This request is made at the time the bar-
r)±,r is discoverad to be in the unit's path. When the unit arrives at the
!ite of construction, it is given a STAY order and will remain in the STAY
mode until the facility Is complete or tl'> period ends.

(d) As the Movement Model prepares to muve the unit along each
model move segnent, a second search for barriers is made along that portion
of the movement path with actual barrier information being used. This allows
tne ef,-fts of barriers and facilities unknown to the unit's force intelli-
gence to be modeled. If an intersection with an active barrier (e.g., mine-
field or nuclear radiation) is found, casualties will be assessed the unit
discovering the barrier. Then the logic described in Subparagraph (4)(a),(4)
(b), and (4)(c) is employed again to determine the unit's course of action.

(e) Unless the facility provided is a hridge constructed as
part of a roadway and the unit is marching on that road, passing through the
facility will temporarily disrupt the formation of the unit and will cause
lost time. The Engineer Model provides a crossing rate in terms of vehicles
per minute. This rate and a count of the vehicles in the unit allow the time
lost to be calculated.

(f) It is possible zhat a unit will request the use of a
facility while Jt is already in use or while it is under construction and
other units are waiting for its completion. If this situation occurs, the
unit will be placed in a wait queue. If the unit has decided to force the
barrier and ato engineer activity has begun, it will be placed first in the
queue and be allowed to force immediately. Otherwise, the unit will be posi-
tioned in queue by priority and, within priority, on a first in, first out
basis.

(5) Advance to Ground Combat Engagement. If a move is ordered by a
DSL ADVANCE order, MOVESR coordinates the initiation of the designated battle.
A sample ADVANCE order string is:

ADVANCE TO 1162000 - 0910000.
ENGAGE IN BATTLE FOXTROT.

MOVESR continues to move the unit toward the objective point in 300-meter
move segments. Each segment is checked to determine if the unit will come
within 3000 meters of an opposing unit listed in the scenario of Battle FOX-
TROT. Upon reaching that point, the unit is automatically released from the
Movement Model and is turned over to the Ground Combat flodel by convertiAg
the order from ADVANCE to ENGAGE. If a unit listed ir a battle scenario is
given a DSL WITHDRAW order, it is also moved in 300-meLer segments and auLc-
matically released to the Ground Combat Model when the battle Is Initiated.
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,'. %oV1:I1meL kiate Dete rminaL ion Submode I (MOVI)DT) . Unit ncWvuinent rate.s
are established in the 3ubmodel M)VEDT. A macroflow of this submodel is

'1:tzsLrated in Figure 7-4, and a schematic of the rate selection process is
;,own in Figure 7-5. fhe rates availahle to the model are established in the
-.ýgane data preparation phase as illustrated in the lower left and right

".oriers of Figure 7-5. The unit's movement rate is established by identify-
ing the nature of the move from the travel mode mnemonic and by the prevail-
ing environmental conditions. Using these parameters the appropriate unit
movement rate tables and the mobility class short-term rate taules are ob-
tained. The unit is checked to ascertain its present composition in terms
of vehicular mjbility classes and is not allowed to exceed the maximum rate
at which its component vehicles can move. If a delay is encounttred on a
tactical move, the unit is allowed to exceed its standard movement rate in an
attempt to make up for lost time. The rate used is that of the unit's slowest
vehicle not in an excluded mobility class. Exclusion of mobility classes is
discussed in subparagraph (2)(c), below. Thus, a unit executing a tactical
move is able to draw fzom a reserve mobility capability, if it exists, along
each order segmeant when required to do so by dynamic events causing delays
for the unit.

(1) Environmental Parameters. The Movement Model uses selected
environmental parameters as listed below. (A detailed discussion of the
Environment Model used within DIVWAG is contained in Chapter 2.)

(a) Road Terrain Factors. The roughness and vegetation index
of the Terrain Model is used to specify two road terrain factors f, r each
terrain cell: terrat n I, flat, gently rolling to undulating (roughness and
vegetation index equals 1 to 5); and terrain II, undulating, broken to rough
(roughness and vegetation index equals 6 to 9).

(b) Day and Night. Times from Beginning of Morning Nautical
"Twilight (BMNT) to End of Evening Nautical Twilight (EENT) are considered
daylighc, and times from EENT to BMNT are considered night.

(c) Weather. The ueather factors considered in t'Oe model are
precipitation; none, light, or heavy; and fog. The model is designed to
require data for only typical summer or typical winter conditions during a
singie game. It is expacted that input daLa for sunmmer and winter would
differ significantly. The model assumes fog has the same effect as heavy pre-
cipitation upon unit movement.

(d) Cross Country Terrain Factors. Cross country Movement rates
may be specified for up to 20 terrain trafficability indices as described in
Chapter 2.

(2) Movement Rate Data. Three basic groups of data are used by the
Movemenc Rate Determination Submodel: unit mobility category movement rates,
equipment mobility class movement rates, and equipment mobility clasF
exclusion tables.

(a) Unit Mobility Category Movement Rates. In the pregame data
preparation process, type units are grouped together into unit mobility
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categories. A unit mobility category is a group of type units, all of which
will move at similar unit movement rates under similar conditions. For each
unit mobility category, a set of unit movement rates must be contained in the
data base. These are the rates at which units in the specified mobility cate-
gory will normally move in each type of movement to be defined by a mov2ment
mode mnemonic [see Paragraph 2b(l)(a)] under the set cf environmental condi-
tions treated by the model. Infantry and tank mobility categories must always
be defined, as the movement rates for these categories are defaulted to under
the conditions discussed in subparagraph (3)(d), below.

(L) Equipment Mobility Class Movement Rates. In pregame data
preparation, all ground mobility items to be played in a game are assigned to
mobility classes, which group together items assumed to have similar mobility
characteristics and, thus, similar movement rates. A maximum of 20 mobility
classes may be defined for each force, with the first class reserved for foot
movement. For each mobility class, a set of movement rates is required, which
is representative of maximum rates achievable for short-term movement (short-
term catch-up rates). These rates are required for road and cross country
movement under the set cf environmental conditions dealt with in the model.

(c) Mobility Class Exclusion Tables. To allow for situations
in which certain of the unit's mobility items should not be allowed to limit
the unit's rate of movement (e.g., reconnaissance movement in which organic
logistic vehicles would not normally be used), the mobility cl; 's exclusion
tables identify for given unit mobility categories and travel modes the equip-
ment mobility classes not allowed to limit unit movement. The foot class is
used only as a default rate and need not be excluded.

(3) Movement Rate Determination. The rate at which a unit moves is
determined by the travel mode mnemonic of the DSL order, environmental condi-
tions at the time of the move, and the movement rate data. Generally, the
travel mode mnemonic, the unit's mot-ility category, and environmental condi-
tions are used to determine the unit mobility category movement rate that
applies. Items organic to the unit at the time of the move are checked, via
the equipment mebility class movement rate data, to ensure that the unit rate
does not exceed equipment capability. The mobility class exclusion table may,
however, override this check.

(a) Administrative Ground Movement. All DSL orders that specify
administrative movement use the standard unit mobility category rates with the
mobility class constraints applied as described above. The unit's actual rate
of movement, RA, is always the minimum of the unit mobility category rate, RN,
and the limiting equipment mobility class rate, RVC; i.e.,

RA MINIMUM (RN, RMC) (7-1)
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(b) Tactical Ground Movement. When the DSL order identifies
the unit's movement type as tactical, the determination of the unit's actual
movement rates requires an additional check on the status of che unit's move-
ment along the entire DSL segment. The status is parameterized by the time
delays resulting in unit movement delays that have occurred during this DSL
segment. If the unit is not operating under a time delay, the movement rate,
RA, is established by Equation 7-1. If, however, the unit has been delayed,
it is allowed to move at thc limiting mobility class rate (assuming that rate
exceeds the unit mobility category rate). The time behind schedule or model
delay parameter, 6TL, is determined from three sources; i.e., the obstacle
delays in MOVESR, the mobility class limits of the MOVEDT Submodel, and move-
ment interruption caused by enemy fire.

1. If a unit encounters an enemy obstacle, MOVESR updates
the delay parameter by adding a representative delay time, 6Tdelay, to the
time behind schedule as:

6T (new) = 6TL(old) + 6T (7-2)L L delay

When che unit reaches Zhe endpoint of a DSL segment, 6TL is reset to zero,
thus providing a representation of the nonsustainability of the short-term
catch-up rates.

2. The delay parameter is also adjusted whenever a unit in
a tactical move effectively falls behind schedule because of litmiting mobility
class characteristics. The actual time delay is adjusted as:

oTL(new) = 6TI(old) + dss 1 - Q (7-3)

where:

dss = subsegment length of the current tactical movement by a cross
country route

dss = ((.1) x (subsegment length) if the route is a road type.

3. The delay caused by enemy fire is •et by the Suppression
Submodel.

(c) Road Planning Factor. In road movement for both tactical
and administrative moves the actual model movement rate along the model move
subsegment Is adjusted to represent the actual road route involved. The rate
tables specify the actual road rates, but since .e DSL segments are straight
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line segments, the model rates along these segments need to be adjusted to
represent aatual road movement. For road movement a 10 percent road planning
allowance factor is used to give an adjusted model rare, RM,

R I 1.1- (7-4)

and the de]ay parameter, STL, in Equation 7-3 as indicated. The road movement
logic requires the DSL gamer-ordered road movement to be planned with the 10
percent road allowance factor in mind to represent realistic road movement
rates.

(d) Default Rates. If the move combination specified in the
order has not been defined in the pregareorequirements table of travel mode
mnemonics versus mobility categories, a default to the dismounted Fersonnel
rate is used. If the DSL-ordered travel mode mnemonic is invalid, TCCD is
used. If the movement rate table required by a particular combination is
undefined, the movement rate of heavy tracked vehicles (tanks) is used.

(e) Move Event Time. The time, AT, to complete the move model
subsegment is computed in MOVEDT as:

AT -ds__s or d55s (7--5)RM RA

as appropriate and is used to set the move event time in MOVESR. This time
is the only parameter returned by the MOVEDT subroutine.

d. Movement Execution Submodel. The movement event scheduled in MOVESR
is actually performed in the submodel MOVE. This submodel updates the unit's
actual coordinate location to the endpoint of the model. move segment and ac-
counts for consumption of Class III or Class lilA and food. A macroflow of
the MOVE subroutine is illustrated in Figure 7-6.

(1) For moving units, the total POf. consumption is determined by:

M
CS i=l rcsi D N (7-6)

for equipment types having distance-dependent consumption rates, and by:
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N
=t 2 rct at ~ (7-7)

j=l tj *N

for equipment types having time-dependent consumption rdtes, where;

C5 = amount of fuel (gallons) consumed by distanc e-dependent vehicles

Ct - mount of fuel (gallons) consumed by tlme- dependent vehicles

M - number of distance-dependent vehicle types in unit

N -number of time-dependent vehicle'types in unit

rcsi = fuel consumption rate (gallonis/'meter/vehicle) for distancei-dependent
vehicle i

rct~ fuel consumption rate (gallons/meter /vehicl e) for time-depend ent
vehicle j

D = length (meters) of subsegment

at- time (minutes) increment

N E - n'anber of distinct items of equipment fot a given item" code.

(2) Fuel consumption for stationary units (e.g., 'idling engines,
generators) i.s determined in much the same manner except that all vehicles
have time-dependenr fuel consumption rates. The calculation is-as fcllo,4s:

II

MN
Ct =t r At 't N (7-8)

,- ci NEj

where:

Cs , = amou t and Ne are as previously defined, and

MN total number of vehicle types in the vnit.

(3) Consumption of food is recorded continuously for all simulated
activities within the DIVWAG system. The food available to a unit must be
carried within the unit's own supplies. The/rate of fousumprion-is specified
for a force in terms of pounds per man. pero ye but this value 'is converted
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LO pounds per man per minute at the time of execution. This -:onsumption value
is determined by:

Cf - (G + B) • rcf " at (7-9)

where:

Cf = amount (pounds) of food consumed

G - suppressed (combat ineffective) personnel in the dnit

B - present effective personnel in the unit

rcf - food consumption rate (pounds/man/minute)

at - time (minutes) increment of event.
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CHAPTER 8

ENGINEER MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. General. The Engineer Model represents combat engineer activities
in support of a division in combat.

b. Engineer Missions. The generalized missions of the division engineer
battalion are:

"To increase tLe combat effectiveness of the division
by meaus of engineer combat support.

"To carry enut an infantry combat mission when required.

The Engineer Model addresses only the first mission.

c. Engineer Functions. Functions performed by the division engineer
battalion to carry out the engineer combat supiort mission full into two
broad categories, which may be called hard support functions and soft support
functions.

(1) Hard Support Functions. These functions have the objective of
facilitating or enhapcing friendly force mobility and impeding or degrading
hostile force mobility; they include such activities as breaching of minefields
and bridging of gaps.

(2) Soft Support Functions. These functions influence combat power
only indirectly; they include such activities as supply of potable water,
provision of technical advice, and supply of locally available construction
materials.

d. Model Constraints and Capabilities. The Engineer Model is limited to
portrayal of those %ard eupport functions related to the mobility element of
combat power.

(1) The model is capable of simulating three types of functions or
activities:

Preceding page blank
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(a) BUILD. The FUILD function is defiaed as the congtruction
of a new barrier or faclitty. It also includes maintenence or improvement
of an exiscinag barrier or facility and repair or rebuilding of a breached
barrier or facility.

(b) BREACH. The TBREACH activity is defined as the disruption
of the functional mission of & barrier or facility. To BREACH a barrier is
to clear a passageway through or across the barrier. To BREACH a bridge is
to disrupt its function as a facility. (A bridge is a facility because it
provides a passageway across a stream or gap or other form of barrier.) To
BREACH implies functional disruption only and does nut imply total elimina-
tion; the latter is covered by the REMOVE activity.

(c) REMOVE. The REMOVE function is defined as the 100 percent
clearance or neutralization of a barrier or facility. Removal as played by
the model is only of a destructive nature. Destructive removal implies total
destruction rerdering the facility useless for reconstruction or reuse.

(2) Engineer tasks in the model are limited to, minefields, fords,
bridges, and rafts/ferries. The combinations of task activities and facilities
on which they may be performed are shown in Figure 8-4.

Task Function/Activity ......

Facility Build Breach Remove

Minefield X X X

Ford x X

Bridge X X X

Raft/Ferry X X

Figure 8-1. Engineer Task Activitiee

1. A barrier is defined as any feature, natural or man-made, which tends
to reduce the mobility of military forces. A facility is defined as any
feature, natural or man-made, which tends to reduce the effect of a barrier
(e.g., defiles or passes in a ridge line), or to neutralize or negate the
barrier (e.g., roads, bridges, and fords).
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2. MODEL DESIGN:

a. General. Tle Engineer Model simulates the s4heduling and execution
of engineer tasks and essesses delays incident to the tasks and the related
barriers and facilities. The model accepts engineer tasks, assigns priorities
to them, determines task feasibility, assigns resources according to task
priority, mobilizes task forces, executes the tasks, reports resultP, demobi-
lizes the task forces, and maintains current status information on barriers
and facilities.

(1) Task Basis. Engineer tasks are based upon pregame gamer-prepared
barrier plans and controller-prepared barrier guidance. Such plans and
guidance are updated as required at the beginning of each game period.

(2) Task Iuitiation:

(a) Euglneer tasks may be initiated by either of two methods:

1. Gamer DSL orders issued at the beginning of a game period.

2. Automatic orders generated during a geme period by the
Movement Model when a unit in movement encounters a barrier.

(b) Although it is not strictly an engineer task initiatiov,
the Engineer Model is also triggered automatically by the Nuclear Assessment
Model when a nuclear event results in the creation of a barrier or affects
the status of an exisving barrier or facility.

(3) Task Priority Assignment. The allocation and scheduling of
resources for engiueer tasks is based upon model assignment of a 3-digit task
priority indicator. One of the indicator digits is fixed and is based upon
pre-set game rules; the other two digits are variable and partially gamer-
controlled.

(4) Task Feasibility. Based upon assigned priority, each task
is checked for feasibility in two areas: resources and manpower. Resource
and manpower feasibility are determined from a comparison of resources/
manpower required (pre-established data base specifications) and resources/
manpower available.

(5) Resource Allocation. When a task has been passed for feasibility,
resources are allocated or committed, and expendable equipment and eupplies
are reordered.

(6) Task Force Mobilization. An available engineer rroop unit is
selected, required equipments and supplies are added to the unit, and the
unit is moved to the task site.
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(7) Task Execution. When sufficient resources are on site, engineer
task work is started 9nd delay times are calculated; when the task has beer
completed, work is stopped, barrier/facility files are updated, and, if other
models are directly concerned with task completion, those models are notified
of the completion results.

(8) Task Force Demobilization. Upon completion of the engineer
task, the engiieer troop unit, together with residual task equipment and
supplies, is returned to its parent unit, if possible; otherwise, it is placed
in a stay mode at a suitable location. If the unit is returned to its parent
unit, residual equipment is then returned to the source unit from which it
was originally extracted.

b. Design Philosophy. The Engineer Model has beca designed on the basis
of integrated perforr.ance of functions which can be described best in terms
of its six functional components:

(1) in executive routine (ENGR), which provides a means for
entering the Engineer Model, guides the action into the proper subelement of
the model, diverts engineer resources that arrive at the task site after task
termination, and handles miscellaneous tasks related to game period termination.

(2) A priority routine (EPRIOR), which assigns task priority to each
engineer task, maintains a dynamic ordered list of task priorities for each
force (Red and Blue), calculates the required starting time for each task,
calculates task execution (including delays) and the resultant task completion
time, passes task priorities to the feasibility and update routines, and
advises the release routine of reasons for termination of engineer tasks.

(3) A feasibility routine (EFEASI), which determines the feasibility
of performing en engineer task as a function of task priority, proximity to
the FEBA, and resources and time available; commits available resources to
feasible tasks in order of priority; and generates movement orders for troop
units allocated to the engineer tasks.

(4) An update routine (EUPDAT), which sets a task-in-process flag
when resources at the task site are sufficient for starting work, provides
resource update information for task units, updates manpower on a task site
and mobilizes more manpower if the current amount is inadequate for the task,
calculates task performance rates and the related portion of the task
completed each clock period, enters updated task information in the Barrier-
Facility File, advises the release routine of each task completion, and
triggers the release of engineer forces upon completion of each task.

(5) A release routine (ERELEA), which upon completion ot termination
of an engineer task effects the demobilization of engineer resources,
including the generation of movement orders; notifies the Movement Model
of completion or termination of tasks requested by that model; updates the
facility status in the Barrier-Facility File; and provides period status for
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end-of-period Barrier Report. This routine also precludes re-initiation of
a completed task.

(6) A nuclear routine (ENUCLE), which handles the engineer aspects
of radiological barriers created by nuclear events, and nuclear effects
damage to existing barriers/facilities.

c. Engineer Model Interfaces with Other Models. The Engineer Model
interfaces with the Movement Model and the Nuclear Assessment Model. It
also makes use of various elements of the general model and, in particular,
the environmental characteristics of the battle area.

(1) Interface with Movement Model:

(a) Genera]. Since the objective of barriers/facilities is to
influence the mobiliLy of troop units, an interface between the Engineer
Model and the Movemer.t Model is essential. Through this interface, the
Movement Model interrogates the Engineer Model to determine if a mobility
move segment intersects a barrier line. If it does, the Engineer Model
provides additional information about the barrier line to permit the Movement
Model to make one of the following choices:

1. To reroute the movement around the barrier segment if
feasible.

2. To reroute the movement ro an existing facility if
feasible.

3. To force the barrier if it is an active type.

4. Tc request the Engineer Model to neutralize the barrier
by building a facility or by breaching the barrier at the point of intersec-
tion.

(b) Interface Subroutine:

1. Whea a unit starts to move along an order segment, the
Movement Model requests the Engineer Model to check the segment for barriers
(segment lock-ahead procedure). Based on intelligence status information only
the Engineer Model exsmines the order segment starting from the near end and
continuing until a barrier is found or until the destination end is reached.
If a barrier is found, the examination is terminated and the Engineer Model
provides the necessary barrier information to the Movement Model. The Movement
Model then makes its decision, continues the unit movement along the new'route
or along the original route toward the barrier, and requests the Engineer
Model for an engineer task if appropriate. (In the case of rerouting, the
new routing is used for further checking purposes.) If no barrier is found,
the Movement Model continues the unit movement toward the destination end
of the order segment.
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2. Each time the moving unit enters a new terrain cell, the
Movement Model requests the Engineer Model to check tne cell for barriers
(cell look-ahead procedure). Based on physical statu3 information only, the
Engineer Model examines that cell portion of the move segment starting from
the entry point and continuing until a barrier is found or until the exit
point is reached. If a barrier is found, the procedure in the previous sub-
paragraph is followed. If no barrier is found, the Movement Mode! continues
the unit movement to the exit point of the terrain cell.

3. When a barrier is found and rerouting is not feasible,
the Movement Model continues the unit movement to the point of intersection
with the barrier. There, the unit either executes foruing action on the
barrier and continues movement, or it goes into a STAY mode until receipt of
further orders or advice from the Engineer Model that the engineer task is
completed. If the Engineer Model is unable to accomplish the task and the
unit lacks conditional orders, the unit will remain Ln a STAY mode until the
end of the game period.

(2) litterface with Nuclear Assessment Model:

(al General. Two major factors requiring interface between the
Engineer Model and the Nuclear Assessment Model are the foilowing:

1. The employment of nuclear weapons creates radiological
barriers; for economy in modeling, it is preferable that all barriers be
handled ia a single model (in tnis case, the Engineer Model).

2. Nuclear effects may easily damagc or otherwise modify
existing barri-rs/facilities. B rriers/facilities must be updated as required
to reflect their current status.

(b) Handling of Radiological Barriers:

1. When a nuclear event creates a radlological barrier, the
Ntclear Assessment Model advises the Engineer Model that. a nuclear event has
occurred, identifies the coordinates of ground zero, Fnd specifies the radius
of the effective circular radiological barrier. The Engineer Model then
establishes two barrier segmentq tangent to the circular barrier and perpendi-

cular to the initial slope of the battlefield. 2 Two other barrier segments
are then added connecting the-endpoints of the first two aLad forming a square
to encompass the barrier. Each barrier segment is centered n its point of
tangency and is of a length equal to twice the radius of the radiological
barrier.

3

2. Determined by a line connecting the center of mass of the Blue force
with the center of mass of the Red force (see Chapter 2).

3. 'This length was -elected as an arbitrary starting point. Future
operational sensitivity r!uts should be conducted to determine the proper
magnitude. 8-6



2. When the Movement Model encounters a barrier, it requests
information from the Engineer Model: if the barrier is a radiological barrier,
the Engineer Model so advises the Movement Model and indicates the extent of
the barrier encountered. The Movement Model then requests information from
the Nuclear Assessment Model and is advised of the radiation dose that will
be assessed if the tr3op unit is moved through the radiological barrier. The
Movement Model then decides either to go through and accept the assessment
or to bypass the barrier if conditions so permit.

3. At specified periodic intervals the Nuclear Assessment
Model advises the Engineer Model of the decay-reduced radius of the radiological
barrier, and the Engineer Model updates the location and extent of the barrier
segments. When the decayed radius of the radiological barrier is less than
50 meterp, the barrier will be considered of negligible effect and will be
removed.

(c) Handling of Nuclear Effects Damage to Existing Barriers/
Facilities:

1. When a nuclear event occurs, the Nuclear Assessment Model
advises the Engineer Model, identifies the coordinates of ground zero, and
3pecifies the maximum radius of effects pertinent to existing barriers/
facilities. The Engineer Model checks the location of exiszing barriers/
facilities with respect to the radius of effects and identifies those lying
partially or wholly within this radius. The Engineer Model then identifies
these existing barriers/facilities to the Nuclear Assessment Model, including
type and endpoint coordinates.

2. The Nuclear Assessment Model considers each reported
barrier/facility, assesses damage and advises the Engineer Model. as to the
revised status of each such barrier/facility. Tb. Engineer Model records
the damaged barriers/facilities and the revised status of each. At the end
of the game period, these data are output with barrier/facility records for
report purposes.

3. Gamers examine the damage list and update the status of
these barriers/facilities,.as follows. If the character identification of a
barrier has been changed; e.g., a forest changed to a forest fire or to tree
blowdown, the gamer replaces the original barrier identification with a new
mnemonic to indicate the new character of the barrier. If only a portion of

a barrier has changed character, the gamer divides the original barrier segment
into two or more segments to fit the new status and defines these new segments.

4. Fifty meters was selected as an arbitrary starting point. Future
operational sensitivity tests shou3d be conducted to determine the proper
"magnitude.
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(3) Interface wfth Environmental Characterieics. Do? Engineer
Model interfaces with the following characteristics of the environment.

(a) Terrain:

1. The Engineer Model uses the trafficablity indices to
determine rate 4'odifiers to be applied to engineer task performance rates to
acccunt for degradation due to variability of terrain at task sites.

2. The Engineer Model supplements the basic terrain model

by permitting identification of terrain features, forejtation, and man-made
facilities which significantly hinder or facilitate force mobility in the
context of barriers and facilities. The gamer can integrate natural featules
having appreciable effect on mobility (e.g., mountaius, dense forests, unford-

able streams) into barrier lines of significant extent. Barriers may be
breached by facilities through engineer tasks. For example, a river barrier

segment ma.y be breached by constructing a bridge, a raft/ferry, or possibly a
ford. Barrier scgments which are unsuitable for construction of facilities

are designated as unbreachable; e.g., cliffs and rivers through marshlands or
those with steep rocky banks.

(b) Light Condition. The Engineer Model considers light effects

and uses day/night conditions to determine a rate modifier to be applied to
engineer task performance rates to account for degradation due to night
conditions.

3. SUBMODEL SPECIFICATIONS:

a. General. This paragraph examines each of the major routines of the

Engineer Model and presents the related logical flow, generally at the first
level of detail, but at lower levels if required for clarity. Two general
files are created by the Engineer Model and used by various routines in
processing engineer task requests and tasks.

(1) Barrier-Facility File. The Barrier-Facility File provides
the data base for engineer operations as well as working iaformation for the
Engineer Model routines. In addition, it provides an information base for
other models and fcr reports required by the total model. A barrier or
facility is described in the file in terms oi its sequential location in the
barrier line (previous and following segments), coordinates of its two end-
points, a mnemonic identifying its type and its unique number within that
type, its size if not a minefield, its density if a minefield, whether or
not it Is radioactive o, hss been domaged aj the result of a nuclear event,
its taik-reliated requirements parameters, and tts task status parameters.

(2) Unit Equipment File. The Unit Equipriunt File serves as a

holding file for sources of equipments used on engineer tesks. It provides a
means for returning equipment to sources when a task is completed oa

terminnted.
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b. Engineer Driver Routine (ENGR)(Figure 8-2);

(1) ;!urpose. The driver routine serves ts access to the Engineer

Model; it performs tre following speci:ic functi')ns:

(a) Gulres the 'ction into the proper subelement of the model.

(b) Checks terminated tasks and intercepts and diverts troop
units which eve en route to the task site at the time the task is terminated.

(c) Handles misceilaneous tasks related to game period termination.

k2) Relation to Other Hajor Components. See *.igure 8-2.

(a) Inputs Received:

l. From gamers: DSL orders.

2. From Movement Model: Requests for engineer tasks.

3. Frem Nuclear Assessment Model: Barrier Information

related to nuclear events.

4. From EYEASI: Engineer operatitig instruction.

(b) Outpvts Produced:

L. ror EPRIOR: Unordered task and priority list.

1. Tor ENUCLE: indication of type action required.

(3) Accessories. The driver routine uses File 12 as a means for
breaking down DSL orders and other communications, both external and internal,
into elements that can be handled by the model.

c. Engineer Priority Routine (EPRIOR) (Figure 8-3):

(1) Purpose. The priority routine functions as the first stage of
the task filter by ccmputing the priority of all scheduled and unscheduled
tasks and integrating these into an ordered priority list. It performs the
following specific fuactions:

(a) Assigns L task priority to each engineer task.

(b) Maintains a dynamic list of task priorities for each force
(Blue and Rid).

(c) Calculates the required starting tim•e for each task.
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*(d) Calculates task execution time, including delays, and
calculates the resultant task completion time.

(e) Provides to other routines information on the current
relative priorities of tasks.

(f) Provides to the release routine information on task termina-
tions.

(2) Relation to Other Major Components. See Figure 8-3.

(a) Inputs Received. From ENGIR: Unordered task and priority
list.

(b) Outputs Produced:

1. For EFEASI: Current ordered task priority list.

2. For EUPDAT: Current task priority information.

3. For ERELEA: Indication of reason for task termination;
i.e., DSL STOP order or violation of FEBA constraint.

(3) Priority Determination. The allocation and scheduling of resources
fc.r engineer START tasks are bused upon model comparison of 3-digit task
priority indicators as shown in Figure 8-4. STOP tasks automatically receive
top priority as they release engineer resources for START tasks. Each of the
three indicator digits is considered individually.

(a) Structure and Function Indicator (A): This indicator is
preset and is model-contrilled during the game; its purpose is to provide
the gross priority basis for all engineer START tasks. The value of this
indicator is determined primarily by the urgency of tne task. If the task
is classified MANDATORY, this indicator is given a value of 1; if the task is
classified DESIRED, this indicator is given a value ranging from 2 to 5 as
shown in Figure 8-4, depending on three secondary conditions as follows:

1. The posture of the military force; i.e., offense or
defense.

2. The type of structure involved; i.e., barrier or facility.

3. The nature of the task function involved; i.e., BUILD,
BREACH, or REMOVE.

(b) Time Preference Indicator (B). This indicator is a variable
and is based on the amount of time remaining until the scheduled clock time
of the start of a task. Its purpose is to permit a Rhlfting upward of the
priority of a task as the need for the task becomes more imminent.
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Priority Indicator

Item A B* C

Structure
and Time Task 1

Function' Preference Preference

SCALE OF 1** 1
PRIORITIES 2 2 2

3 3 3
4 4 4
5

OFFENSE

Facility
Build 3
Breach 4
Remove 4

Barrier
Build 5
Breach 2
Remove 2

DEFENSE

Facility
Build 5
Breach 2
Remove 2

Barrier
Build 3 ,
Breach 4
Remove 4

* Gamer specified each game period.
** Reserved :for MANDATORY tasks.

Figure 8-4. Engineer Task Priority Indicators for START Tasks
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(c) Task Preference Lidicator (C). This indicator is designated
by the gamer. Its purpose is to function as tie-breaker and establish task
priority when the A and B priority indicators are identical; e.g., when two
or more barriers are to be constructed at or near the same time. The gamer
decides which task should have priority for resources.

(d) Priority Algorithm. The priority routine uses the following
algorithm to compute an overall task priority for ordering the task priority
listing:

PRTY = 16 * (FCNPRTY -1) + 4 * (TIMPRTY 1 1) + DSLPRTY (8-1)

where:

PRTY Indicates total or overall priority

FCNPRTY indicates the value of the structure and
ftuiction indicator from Column A, Figure 8-4

TIMM'iTY indicates the value of the time preference
indicator from Column B, Figure 8-4

DSLPRTY indicates the value of the task preference
indicator from Column C, Figure 8-4

This algorithm was designed to provide a basis for ordering of tasks in
consonance witn the general priority scheme.

(e) Man-hour Requirement Algorithm. The priority routine uses
the following algorithms to compute man-hour requirements for a task:

1. If the task type is a minefield:

MHR - TSKSIZ * TSKRAT (8-2)

where:

MHR - total man-hours required

TSKSIZ - Task size - length of minefield computed by using
the distance formula between the twu endpoints
of the minefield segment

TSKRAT - task rate taken from Engineer Task FLI.-
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2. If the task type is other than a minefield;

MHR - TSKSIZ * TSKRAT * PLATMEN * PLATNBR (8-3)

where:

TSKRAT - defined above

PLATMEN - staxdard number of men in a platoon (taken
in the model as 120 for troop type 5, and
30 for all other troop types)

PLATNBR - standard number of platoons required for this
task size, taken from Engineer Task File.

(f) Task Sterting Time. The priority routine uses the following
algorithms to establish task starting time:

1. If the task is generated by a DSL order which inclues the
modifier START BY DDTTTT:

TSTART - DDIYTTT (8-4)

where:

TSTART - task starting time

DDTTTT - date-time group indicating start time

2. If the task is generated by a DSL order which includes
the modifier COMPLETE BY DDTTTT:

TBASIC - (60 * MHR) f (PLATHEN * PLATNBR) (8-5)
if task type is a minefield, otherwise:

TBASIC - 60 * TSKSIZ * TSKRAT (8-6)

where:

TBASIC - basic time required for accomplishing task
under condtions applicable to standard rates

8-15
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TUELTA = TBASIC i (RATMODTER * RATADDNIT) (8-7)

where:

TDELTA - time required for accomplishing task under
actual conditions with degraded rates

TBASIC - defined above

RATMODTER - terrain rate modifier from Engineer Task File

RATMDDNIT - night rate modifier from Engineer ° 4 sk File;

equals 1.0 if night conditions are not involved.

TSTART - TCOMPL - TDELTA - TBUFtEl (8-8)

where:

TSTART = defined above

TCOMPL - DDTTTT - date-time group specifying
completion time

TDELTA = defined above

TBUFfER - arbitrary buffer time allocated to cover contingency
delays; equali 45 minutes if task is mandatory,
otherwise equals 30 minutes.

3. If the task is generated by the Movement Model:

TSTART - earliest time task is found to be feasible.

d. Engineer Feasibility Routine (EFEASI) (Figure 8-5):

(1) Purpose. The feasibility routine functions as the second stage
of the task filter and commits resources to feasible tasks in accordance with
the requirements of the task. It performs the following specific functions:

(a) Determi.nes the current feasibility of performing an engineer
task based on the current status of task priority.

(b) Commits available resources to specific feasible tasks itn
order of priority when the task commitment is triggered.

8-16
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(c) Generates movement orders for troop units committed to tasks.

(2) Relation to Other Major Components. See Figure 8-5.

(a) Inputs Received. From EPRIOR: Current ordered task priority

list.

(b) Outputs Produced:

1. For Unit Status File: Information on depletion of resources.

2. For ENGR: Engineer operating instruction.

3. For Movement Model: Movement orders for troop units
committed to tasks.

(3) Feasibility Determination. EioraSI takes each task from the

priority list by priorities from highest to lowest and, based upon task

information in the Barrier-Facility File, computes the resources required

for each particular task. It then compares resources required with resources

available; when the latter are adequate, feasibility is established.

(a) EFEASI determines the troop requirement by examining the

troop type number (from Barrier-Facility File) and the standard number

required (from Engineer Task File), and using the following algorithm:

TRREQ - (TRUNITA + TRUNITB) * SThNR (8-9)

where:

TRREQ - troops required for task

TRUNITA = troop unit A = one bridge platoon if troop type
number is 5, otherwise this is a null unit

TRUNITB - troop unit B - one combat engineer company if
troop type number is 5, otherwise on3 combat

engineer platoon

STDNR = standard number of units required for this task type.

(b) EFEASI determines the equipment and supply requirements by

examining the task size and the current physical status of the barrier or

facility and using the following algorithms:

EQPMULT = TSKSINR - PROPFAC (8-10)
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where:

EQPMULT - equipment vr supply multiplier, a multiplying
factor relating quantity of type equipment
or supply required for this size task to the
quantity required for a standard size task
(this is determined for each item code
involved)

TSKSINR = task size number determined by comparing task
size value with task sizes found on scale of
task sizes in Engineer Task File

PROPFAC - proportionality factor, a weighting factor used
for adjusting equipment and supplies to fit
variable task sizes; taken from Engineer
Task File.

EQPREQ - EQPSTD * EQPMULT * CONFAC * RESRAT * FACFRAC (8-11)

where:

EQPREQ = tota2 quantity of a line Item equipment or supply
required for this task

EQPSTD = standard quantity of this line item equipment or
supply required for basic size task

EQPMULT - defined above

CONFAC - contingercy factor to provide a cushion for losses
due to enemy action; taken as 1.05 in the model

RESRAT - task restart ratio - 1-(MHRCMPLTD/MHRREQ)

MHRCMPLTD - total man-hours completed on task

MHRREQ - total man-hours required for task

FACFRAC - fraction of total facil.ty or barrier comprising
task; following values are used:
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Task Facility Facility Facility
Function Dors Not Exist Exists Intact Exists Breached

BUILD 1.00 0.00 0.33

BR•ACH 0.00 1.00 0.00

REMOVE 0.00 1.00 0.67

(4) Resource Allocation:

(a) EFEASI selects and disperses the necessary resources for the
task, including troops, equipment and supplies. It locates the neareat
suitable troop units and generates the movement orders, The Movement Model
moves the units to the task site.

(b) If a task has been found to be infeapihie because resources
are inadequate to meet total requirements, but the resources are adequate
to meet minimum requirements for starting the task, EFEASI allocates available
resources; this task then has first priority over sirilar tasks for new
resources when they become available.

(c) If a task has been found to be infeasible because resources
are inadequate to meet minimum requirements for starting the task, EFEASI
sets an insufficiency flag which prohibits allocation of resources to any
other task of this type, except a task specified as MANDATORY, until the
requirements of this flagged task have been met.

e. Engineer Update Routine (EUPDAT) (Figure 8-6)t

(1) Purpose. This routine evaluates every engineer activity in
progress and updates the status. It performs the following specific functions:

(a) Sets task-in-process flag when resources on hand at a task
site are adequate for starting work.

(b) Provides resource update information for task units.

(c) Updates manpower on a task site and motilizes more manpower
if current manpower is inadequate for the task.

(d) Calcualtes task performance rates and rne related portion of
the task completed each clock period.

(e) Enters updated task information into the Barrier-Facility
File.

8-20
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(f) Advises the release foutine of each task t:o.apletioa and
ttiggers the release of engineer forces upon completi,.n of each tark.

(2) Relation to Other Major Components: See Figure 3-6.

(a) inputs Received. From EFEASI (indirectly through the Movement
Model): Resources allocated to a task.

(b) Outputs Produced:

1. For Unit Status File, Unit Equipment 2ile, and Earrier-

Facility Fi]c: Update information on task status.

2. For FRELEA: Task completi3n infornation and triggering
for demobilization of task units.

(3) Update Procedures:

(a) EUPDAT reevaluates the prioritie3 of all tasks the model

has requested except those with priority 5000, examines resources versus time
remaining to complete the task, and realloctites resources to tasks in progress
until they have their full quotas of resources.

(b) EUPDAT decrements in most cases the rroper item codes by

the amount expended since the last previous update, ane outputs updated
information to the Barrier-Facility File.

(4) Update Algorithms. The update routine .'ses the following
algorithms to compute man-hours expended for updating of the Barrier-Facility

File:

TSKBATAD = TSKRAT 4 (RATMODTER * RATMODNIT * RATMODEQP) (8-12)

where:

TSKRATAD = adjusted task rate

TSIRAT = task rate taken from Engineer Task File
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RATMODTER = terrain rate modifier from Engineer Task FWle

RATMODHIT = nitht rate modifier from Engineer Task File;

equals 1.0 if night conditions are not
involved

RATMODEQP = product of equipment rate modifiers for equipments

involved in task; individual modifiers are
taken from Engineer Task File.

TPROP - TELAP • TSTDPD (8-13)

where:

TPROP = time proportion; i.e., fraction of a standard time
period that has passed since last update

TELAP = elapsed time sinre last update

TSTDPD = standard time period; 15 minutes is taken
in Engineer Model.

TPROP * TSKSIZ * MENNBR
MHREXP = TSKRATAD * PLATNBR * PLATMEN * STDPDPHR (8-14)

where:

MHREXP -total man-hours expended since last update

TSKSIZ - task size (as computed for minefields, or
as taken from Barrier-Facility File for
other type tasks)

MENNBR = actual number of men in units assigned to
task site

TSKRATAD - defined above

PLATNBR - standard number of platoons required for this
task size, taken from Engineer Task File

PLATMEN - standard number of men in a platoon (taken in
the model as 120 for troop type 5, and 30
for all other troop types)
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STDPHPJP. = number of standard time periods per hour, taken
as 4 in the model.

f. Engiaeer Release Routine (ERELF.) (Figure 8-7).

(1) Purpose. This routine demobilizes missloa units and resources
whenever there is reason for stopping a task. it performs the following
specific functions:

(a) Teminates tasks when tasks are completed, when a DSL STOP
order is receivcd, or when a spec!.fied FEBA condition ex1its.

(b) Generates movement orders for demobilizati. _ of task troop
units when a task is completed or terminated.

(c) Notifies Movement Model of (impletion cr termination of
tasks requested by that model.

(d) Updates facility status in Barrier-FaciliL) 7ile on completion
or termination of task.

(e) Provides period status for end-of- eriod Barrier Report.

(f) Removes completed tasks from the task priority list.

(2) Relation to Other Major Components. See Figure 8-7.

,a) Inputs Received:

1. From EPRIU.. Indication of reason for cdsk termination;
i.e., DSL STOP order or violation of FEBA constraint.

2. From EUPDAT: Task completion infoimation and triggering
for demobilization of task unit

(b) *Outputs Produced:

!. For Barrier-Facility File: Facility status update, both
physical and intelligence.

2. For EPRIOR: Removal of completed task from task priority
list.

3. For Movement Model*

a. Movement order for task troop units requiring
demobilization.
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b. Task completion notice for tasks requested by the

Movement Model.

4. For end-of-period Barrier-Report: reriod status.

(3) Release Procedures:

(a) Two conditions are cause for releasL. a'ction: a task is
completed, or a DSL order is a STOP order. In either -f these cases,
immediate priori.ty is given to ERELEA along with the reason for terxination.

(b) ERELEA generates movernent orders for released units; Movement
Model returns these units to their parent units.

(c) ERELEA incorporates the task status information into the
Barrier-Facility File and, if the task was one requestei by the Movement
Model, advises that model of the task status.

g. Engineer Nuclear Routine (ENUCLE) (Figure 8-8):

(1) Purpose. This routine handles the Engineer Model aspectE of
radiological barriers created by nuclear events and mclear effects damage
to existing barciers/facilities. It performs the following specific functions:

(a) Establishes, updates, or removes radiologicaL barriers as
appropriate when furnished nuclear event information or update information.

(b) Notifies Nuclear Assessment Model of existing barriers lying
partially or wholly within the radius of effects of ruclear events.

(c) Records reported nuclear effects damage to existing barriers/
facilities and outputs this information for report pvrposes.

(2) Relation to Other Major Components. See Figure 8-8.

(a. Inputs Received:

1. From ENGR: Indication of type action required.

2. From Nuclear Assessment Model:

a. Notification of nuclear events aad their descriptions.

b. Update information for radiolcgical barriers.

c. Assessed nuclear effects damages to existing barriers/
facilities.
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(b) Outputs Prcduced:

1. For Nuclear Assessment Model: List of barriers/facilicies
lying partially or wholly within the radius of effects of a nuclear event.

2. For end-of-period Barrier Report: Status of barriers/
facilities damaged by nuclear effects.

(3) Procedures. Details of the procedures involved are covered in
the discussion of the interface betweeD the Engineer Model and the Nuclear
Assessment Model, subparagraph 2c(2) above.

8-28



CHAPTER 9

COMBAT SERVICE SUPPORT MODEL

1. MILITARY ACTIONS REPRESENTED:

a. General. Personnel, major end items, and combat essentisl materiel
must be replaced within a military unit when required. If the unit does not
have a ready source of personnel and materiel, the capability of the unit to
accomplish its mission is severely limited. The DIVWAG Combat Service
Support (CSS) Model simulates personnel replacement, resupply of critical
consumables and expendables, and resupply of major end items. Th• model does
not simulate resupply of repair parts. The resupply or replazement process
is treated in three essential areas; ordering, distributing, and receiving
supplies. These aspects of resupply are simulated differently for critical
consumables and expendables (Classes III aid V) and for personnel, Class I,
and major end items.

b. Resupply of Critical Consumables and Expendables:

(1) Ordering. The process of crdering supplies requires the
determination of the quantity to order, when to order, and the priority of
the order.

(a) The quantity to order is based on projected usage. Within
the model, a mean use rate is determined by combining the current usage rate
with past usage rates to develop a long term projected usage rate. The amount
of variance that this mean rate will have is estimated in order to place a
confidence limit on the forecasted rate. Weighting factors are used to retard
the transition from past usage history to present usage rate, thus smoothing
out random fluctuations in the rate. Inciuded in the calculation of the pro-
jected rate of usage is a safety level to provide protection against stock
outages. A safety level is that quantity of materiel (in addition to operating
stocks) required to permit continued operations in thp event of variations
above the projected usage rate or unanticipated delays in resupply. The
projected usage rate is the basis for calculating the quantity to order.

(b) The time at which supplies are ordered depends on projected
usage and a reorder cycle time. Within the model, an order is initiated to
allow supplies to reach the unit as required %o keep the unit near its author-
ized level of supplies. This determination is based on the projected usage
rate, including safety level, a nominal order and shipping time, and any
amount already on nrder.

(c) The priority of an order is dictated by the mission of the
using unit and the criticality of the supplies to that mission. Within the
model, highest priority is assigned to resupply of the front line maneuver
units. Second highest priority is assigned to all other maneuver units and
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all artillery units. The lowest priority is assigned to other units not
included in the first two priorities. Among the orders for supplies gener-
ated by each group of units, a second priority is applied. This priority
is based on the criticality of supplies to the unit.

(2) Distribution of Supplies. In treating supply distribution, the
distribution method or policy, routing, and treatment of materiel upon receipt
must be considered.

(a) Method of Distribution. The Army supply system utilizes two
methods of distribution; unit distribution and supply point distribution.
Unit distribution refers to the delivery of supplies from the supplying
activity to the consuming unit, and supply point distribution requires the
consuming unit to pick up supplies from the supplying activi.ty using its own
personnel and vehicles. Both methods of distribution are treated in the
Combat Service Support Model. If one method of distribution is impossible
because of lack of sufficient transportation means, the model automatically
attempts to effect the supply action using the other method of distribution.

1. In unit distribution all supplies requested are transported
to the requesting unit on vehicles provided by the supplying unit. If there
are not enough available supplies, the infilled portion of the order remains
due until they become available. The order and shippinj times for unit dis-
tribution include the times required to place and fill the order, load the
vehicles, transport the supplies, and unload them and make the supplies
available to the using unit.

2. In supply point distribution the unit needing supplies
must provide its vehicles and send them to the supply point. Order and
shipping times in supply point distribution include the times required to
move the vehicles to the supply point, pick up supplies, and return to the
unit.

3. The model will attempt to airlift supplies if sufficient
ground transportation is not available and the supplies are critical to the
receiving unit.

4. If a unit is involved in an airmobile operat an, it is
not resupplied until the airl.ft has been completed. If the unit is air-
lifted into hostile territory, resupply is only effected through airlift
operations; otherwise, resupply is handled in the same manner as described
above.

(b) Routing. Materiel may pass through a number of intermediate
holding or handling points as it progresses from an original source of supply
to the ultimate user. Within the model intermediate and initial supply
points are treated. Intermediate supply points function similarly to the
ultimate using unit insofar as the process of obtaining supplies is concerned;
an intermediate supply point has a point of supply identified from which it
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may obtain the required items by unit or supply point distribution, based
on a projected use rate. For such intermediate supply points, usage rate
is based not only oar the supply point's consumption but, more importantly, on
the amounts of materiel supplied to other units. An intermediate supply
point may temporarily run out of supplies if the demand exceeds its on-hand
stocks and resupply capability. In- tial supply points are treated within
the model as being unlimited sources of supply. The routing of supplies to
a using unit through intermediate supply points or directly from an initial
supply point is esthblished as part of the force's task organization through
gamer input.

(c) Treatment Upon Receipt. Upon receipt of supplies, the
using unit will generally hold the supplies in bulk until such time as it is
necessary or convenient to distribute them to the ultimate user. For example,
bulk ammunition may be held in the combat trains of a maneuver unit for some
period of time until its distribution among the weapons systems that will
fire the ammunition can be effected. Within the model, every unit which will
receive supplies is treated as having a holding point for bulk supplies,
nominally the unit combat trains. Supplies are delivered to the trains and
transferred from trains to the unit's using entities on a periodic basis.
As currently programmed this process is accomplished once every two hours.

(d) Materiel Flow. Figure 9-1 illustrates the basic flow of
materiel frcm an initial supplier, to the nominal trains of an intermediate
supplier, to the intermediate supplier's using (in this case shipping) enti-
ties in the using unit. Zero, one, or moz't than one intermediate suppliers
may be involved. The figure also illustrates the basic flow of personnel,
major end items, and Class I consumables in which all nominal trains are
bypassed.

c. Resupply of Personnel, Major End Items, and Class I:

(1) Resupply of Major End Items:

(a) To accomplish the resupply of major end items, the pregame
data load specifies by item code which items active in the gam,n. are to be
treated as major end items, the amount of each item available for replacement
during each 24-hour increment, and if separate transport is required, the
equipment item to transport each item to be replaced.

(b) To establish the quantity of items available, for resupply,
a multiple class supply point which controls receipt and issue of major
items is established within the model. This point contains a.'l items avail-
able for resupply where the amount available on a given day it the accumula-
tion of amounts specified by input for that and all previous days, less the
amount that has actually been sent to using units. The basic assumption is
that limited stocks are available in division maintenance floats and rear
service areas. Initial stocks and daily replenishment quantities can be
specified in the constant data input.
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Figure 9-1. Flow of Resupply Actions in Combat Service
Support Model
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(c) To determine units receiving major items, a type of daily
loss report which serves as a requisition is developed for each unit active
in the game. Units are resupplied within three groups with first priority
to front line maneuver units, second priority to other maneuver units and
artillery units, and third priority to all other units. If insufficient
items are available to meet all requirements within a priority group, avail-
able items are prorated accnrding to needs. For example, if unit A requires
10 items and unit B requires 20 items and only 15 are available, unit A will
receive 5 items and unit B will receive 10 items. An item will move from
the supply point to the receiving unit at the road movement rate of the
item, if self-transportable, or of the transporter, if not self-transportable.

(2) Resupply of Class I:

(a) Class I supplies are items consumed at a uniform and
predictable rate, irrespective of combat or terrain conditions, and require
no adaptation to individual requirements (FM 17-1). Within the model Class
I supplies consist of rations. In the division, a formal requisition for
Class I supplies is not required. The division supply and transport battal-
ion requests rations for the division, based on estimated strength figures
provided by the adjutant general, 72 hours before the time rations are to be
delivered. Upon receipt, rations are broken down into battalion and eeparate
unit lots based on personnel daily summaries submitted by each unit. In
rapidly changing sit-tations, it may be necessary for units to submit daily
informal requisitions for the number of rations required. These requisitions
compensate for cross attachments and casualties.

(b) In the model Class I is resupplied daily. It is assumed
that units submit daily informal requests for number of rations required.
Requisitions compensate for cross attachments and casualties. The resupply
level of a unit is based on the number of personnel attached to the unit at
the time resupply is to occur. This time is fixed within the model at 0400
hours. Once the number of personnel in a unit is determined, the resupply
quantity is calculated on a pounds per man per day basis. The Class I
consumables are delivered directly to the using units.

(c) The main purpose for modeling Class I resupply is to con-
strain the transportation available to resupply other commodities, primarily
ammunition and fuel. It is assumed that battalions and separate units tse
organic transportation to pick up rations at the division Class I distribution
point in the brigade trains area. If all food ordered cannot be delivered
at the firs. attempt, the unfilled orders remain due out. At each succeeding
hourly update attempts are again made to fill the remaining Class I orders.
No new Class I orders are generated for 24 hours, but the unfilled orders
are retained until filled. Unlike Class I, all other consumables that cannot
be delivered as scheduled have new backorders created at each update.
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(3) Personnel Replacement:

(a) All replacements received by the division are processed by
the replacement detachment, which is under the control and supervision of
the adjutant general. The normal capacity of the detachment is 300 replace-
ments at one time and can be increased if additional control personnel and
equipment are provided.

(b) Replacements are assigned to the division on ti- . basis of
daily replacement status reporte submitted to high,-r headquarters by the
division adjutant general. These reports are based upon TOE position vacan-
cies as shown in unit morning reports. Replacements are provided from per-
sonnel arriving from the zone of interior, hospital returnees, personnel
being rotated from other areas, and casualties being returned to duty from
various sources. Replacements, even in combat, are obtained through formal
requisitioning procedures. Replacement personnel are requisitioned to
replace actual losses in TOE positions only. Replacements cannot be
requisitioned for a unit in advance of its needs.

(c) Personnel requisitions are modeled as follows:

1. Company commanders do not requisition replacements;
however, they do submit morning reports or feeder morning reports, showing
company personnel losses, through battalion to division. The company
commanders receive, orient, and assign replacements upon arrival at the
company.

2. The battalion Si does not requisition replacements. He
monitors the morning reports or feeder morning reports of the subordinate
units to ascertain that the units have included known losses on the reports.

3. Upon notification that replacements are available, the
battalion Si coordinates directly with the S3 and appropriate special Stqff
Officers to determine battalion priorities and then informs the division
AG of the priority of assignment to the companies. The AG publishes division
special orders assigning the individual to his company directly from the
division replacement company.

(d) Within the model personnel replacement occurs once each day
at a predetermined hour. Tive of replacement is fixed in the model at 1000.
hours. The number of personnel replaced is based on two factorr which are
type of unit and current strength of a unit. Data are input to specify num-
ber of replacement personnel available during each 24 hours of game play.
If sufficient personnel are not available :o bring all units up to their
authorized levels, the priority of replacement is front line maneuver units,
artillery and other maneuver units, and all other units. Within priority
groups, available replacements are evenly prorated according to a unit's
losses. Personnel are resupplied directly to the using unit. Within the
model, no attempt is made to replace personnel by grade cr military occupation
specialty.
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(e) Replacement of personnel follows the logic developed for
resupply of principal iti.ms. Personnel are only requested once per day
based on combat losses.

2. MODEL DESIGN:

a. Model Logic. The basic logical flow of the Combat Service Support
Model is shown in Figure 9-2. The sequence of processing groups of units
shown in the figure Imposes a priority on the units to be serviced. In
resupplying critical consumables and expendables, tr.inspc:tation resources
available to both the supplying and receiving units are used in allocating
transport. Thus, by the time the second and third groups of units are pro-
cessed, transportation organic to the supply point may have already been
allocated to service higher priority units. In the case of personnel and
major end items only a l".mited number of replacements is available. Resources
are allocated with first priority to front line maneuver units, second pri-
ority to other maneuver units and artillery units, and third priority to all
remaining units. The dynamic data filas and the significant model steps
used in the model logic are identified below and discussed in detail in
Paragraph 3.

b. Dynamic Data Files. The Combat Service Support Model uses four
dynamic data files: the Unit Status File, the Supply Action File, the Supply
Status File, and the Backorder File.

(1) The Unit Status File is Aescribed in Chapter 2. This file
contains information on the current status of each unit involved in the game,
updated as a result of any simulated activity involving the unit. It con-
tains the quantities of equipment currently on hand in each unit and points
to the unit's recorde on the Supply Status File.

(2) The Supply Status File contains information pertaining to the
current supply status of a unit. For every resolution unit in the game, one
record is maintained on this file for each equipment item that may be supplied
to the unit. (See Chapter 2 for a discussion of resolution units.)

(3) The Supply Action File contains a record for every supply action
currently in process. A supply action is the movement of an equipment item
order quantity with its associated transportation resources from the supply
point to the unit or the movement of the transportation resources alone from
the unit to the supply point. These records are updated as the order quantity
and transporting vehicles progress between supply points and receiving units.

(4) The Backorder File maintains a record of each supply requirement
for which a supply action must be initiated.

c. Model Steps. As shown in Figure 9-2, the major Combat Service Support
Model steps are: (1) updating Supply Action File entries, (2) creating
resupply orders and assigniing transportation to fill the resupply orders for
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I. FOR CRITICAL CONSUMABLES AND EXPENDABLLSI
A. CREATE RESUPPLY ORDERS
8. ASS IAN TRANSPORTATION

2. DETERMINE LOSSES OF PERSONNEL AND MAJOR

END AL PTESNSDIFGUEN-3

FOR ARMTIERANALOTE MANEUVER UNITS

1. FOR CRITICAL CONSUMABLES AND EXPENDABLES
A. CREATE RESUPPLY ORDERS
B. ASSIGN TRANSPORTATION

2. DETERMINE LOSSES OF PERSONNEL AND MAJOR
ENDITEMS II (SEE FIGURE 9-3)

FOR ALL REMAINING UNITS
1. FOR CRITICAL CONSUMABLES AND EXPENDABLES

A. CREATE RESUPPLY ORDERS
B. ASSIGN TRANSPORTATION

2. DETERMINE LOSSES OF PERSONNEL AND MAJOR

END ITEMS

EOR CEMSI I (SEE FIGURE 9-3)
2. DTR PERSONNEL AND MAJOR END ITEMS CREATJ

REPLACEMENT ORDERS FOR THE THREE CATEGORIES (SEE FIGURE 9-4)

Figure 9-2. Combat Service Support Model
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critical consumables and expendables, (3) determining losses of personnel and
major end items, and (4) creating replacement orders for personnel and major
end items. The model is generally entered on a periodic basis (currently
once every two hours in the DIVWAG system), and all pending supply actions
are processed. Next, for each force Steps 2 and 3 are accomplished sequen-
tially for each of three groups of units; front line maneuver units, other
maneuver units and all artillery units, and all other units. This sequence
of unit groups imposes a first priority level on the assignment of trans-
portation. Finally, after Steps 2 and 3 are completed for all units, per-
sonnel and major end item replacement orders are created sequentially for
the three unit groups.

3. SUBMODEL SECIFICATIONS:

a. Processing of Critical Consumables and Expendables:

(1) General:

(a) Figure 9-3 shows the processing logic which occurs within
a group of units to resupply critical consumables and expendables. Since
major end items and personnel are resupplied only once a day, a check has
been incorporated to determine on which processing cycle their resupply is
to be initiated. At the appropriate time, losses of major end items and
personnel are accumulated for each unit. The actual requisitior-ing of major
end items and personnel does not occur on this first pass through the units
(see Paragraph 3b).

(b) Since Class I (food) is to be ordered only once a day, a
check has been entered to determine when that time occurs. Only at the
specified time is Class I ordered. The quantity ordered is based on the
personnel strengths of the units at the time the order is initiated.

(c) The flow, of logic illustrated in Figure 9-3 can be broken
into three logical processes: the determination of supply requirements, the
allocation of available transportation means to meet supply requirements, and
the supply actions involved in actually fulfilling supply requirements uti-
lizing the allocated transportation. Details of these processes are contained
in the following subparagraphs.

(2) Determination of Supply Requirements. The method used within
the Combat Service Support Model to determine supply requirements draws upon
basic logistic management techniques found in FM 38-22. A simplified varia-
tion of the Optimal Replenishment Inventory Model, modified for compatibility
with the DIVWAG system, is used.

(a) Inventory Model. Figure 9-4 illustrates the operation of the
inventory model used tc establish the supply requirement for a given item. The
model is based on a periodic review (once every two hours as now programmed) of
the status of every item to be resupplied within every resolution unit in the
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war game. At each review period, the projected i'sage rate, ?, and the mean

average deviation, s, of that usage rate are calculated based on the expo-
nential averaging technique of FM 38-22. These values are combined to
develop an accelerated usage rate, rq, which should not be exceeded in nine
cases out of Len, under the assumption that the usage rate of the items
involved follows a normal distribution. In the figure, !ý, for a given
review cycle is tht, negative slope of the current supply level line, and rq
is the negative slope of the projected supply lev~l line. Next, the delivery
lead time (DLT), or the amount of time in which this unit could expect deli-

very of supplies, is found; and the projected supply level at current time
plus DLT is calculated using the accelerated usage late and compensating for
any supplies already on order. if this projected level is negative, a supply
order is placed. The amount ordered is the diffe-zence between authorized

and projected levels (where this projected level ises the nonaccelerated
projection rate), compensating again for items already ordered. During this

process, stocks are transferred, within the unit, from a bulk loaded status

to a readily usable status; and a constraint factor, reflecting tile emergency
of the order, is calculated for later use in assigning a priority to the order.

(b) Calculation of Usage Rates:

1. In calculating usage rates, the model uses the amount of

the item currently in a readily usable stctus, erg curtently on hand but bulk

loaded, eta and the amounts authorized in these categories, ar and at. The

projected usage rate is calculated by Equation 9-1-

ri = A * ri-i + B ' r (9-1)

where:

ri = projected usage rate for this review period

ri-l = projected usage rate for the prevots period

A = .75 [1 - exp - (h/12)]

B 1- -A

r [(ar - er) + TRI / tr

h = number of hours into the game

tr = review period (120 minutes)

TR = amount shifted from et to er during the review
cycle in response to emergency reqdests.
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l'iiis; is a variaLion pf the hasic exponential smoothing eqLuatidn, in whi-h A
and B are constants. As originally designed, th6 values of A and B were .75
and .25, respectively. Tnese are arbitrarily chosen smoothing constants
intended to give a fairly gradual transition from past to current history.
They are subject to adjustment. The correction factor to A is used tc dampen
the effects of the start of game situation in which no ,prior usage, rate is
available. The value 3f r is used to represent the usage rate since the last
review cycle. After r has been computed, thcamoun; of items available for
use, er, is brought up to its authorized level, ar, or as close 'thereto as
stocks in bulk, et, permit. The equations used'are:

er = Cr + min H(ar -er) et] (9-2a)

et et - win ['(ar - er) ,et] (9-2b)

where the prime (') deaotes'the vai.:e after adjustment. These are the same
equations used to transfer items from a bulk to a readily available status in
an emergency call to the model. It should be noted that r is the true usage
rate or'* if er was at its authorized level at the beginning of the review
cycle. In other caees, it indicates a serious deficit which wull tend to
increase over time, thus inflating r and driving the model to a more immediate
supply ocder action.

2. The mean average deviation of the projected usage rate is
calculated using the same exponential smoothing weights:

Si = As_ 1 + B" r- iIu (9-3)

where:

si = mean average deviation ofri

siI = mean average deviation of ii-I

and other variables are previously defined.

3. The accelerated usage rate, rq, is calculated as:

rq Yi + (1. 3 • 1.25 • si) (9-4)

wlure the constant 1.3 is used, to give the approximate ninetieth percentile
of a normal distribution, and i.25-is the conversion factor frcia the tuean
.iverage deviation to the standard deviation as provided'in FM 38-22.
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(c) Projected Outage. The projected outage situation, using the
accelerated usage rate, is determined by Equation 9-5:

Q = er + et + eo - rq ' d (9-5)

where:

Q - outage indicator

eo = amount of the item currently oiu order and
in the process of being delivered

d = delivery lead time

e , e , rq = previously defined.

The amount currently in the process of being shipped is determined by a
:review of all pending Supply Action File records for which the unit involved

is the recipient. This file is described in more detail in Paragraph 3d.
The delivery delay time, d, is determined by rquation 9-6:

d = hd (ttran + t OH) (9-6)

where:

d delivery lead time

hd = 1 if the unit receives unit distribution of
the item

hd 2 if the unit receives the item by supply
point distribution

ttran = nominal transport time

toll overhead time.

Nominal transpore time for this item is determined considering the distance
between the ur~it and its sttoplier and the preferred transport vehicle. The
supplier is identified as part of the original game task organization input.
The preferred transport vehicle for this item and this distribution method is
part of the Combat Service Support Model data base, required as input prior
t6 game initiation. The model obtains (within Movement Model constant data)
the limiting road speeds of the preferred vehicle, urnder current weather and
light conditions; averages the speeds, which are giien for two terrain
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conditions; and applies this avurage speed to the distance between supplier
and supplied to develop a nominal transport time. Overhead time, also part
of the game data base, is intended to represent normal lumped overhead for
filling an order, loading and offloaditig vehicles, and any other actions,
exclusive of travel time, associated with a request for this item. If the
value of Q in Equation 9-5 is negative; i.e., projected usage within delivery
lead time exceeds stocke on hand and on order, a new order is generated. If
an outage Is nrojected, the amount ordered is calculated by Equation 9-7:

a° = ar + at - [er + et + eU - rid] (9-7)

where ao = amount of orJer, and the other variables are previously defined.
The quantity in brackets in Equation 9-7 is ideaitical to the calculation of
Q in Equation 9-5, with the projected usage rate substituted for the acceler-
ated rate. In both cases, this is the projected level of supply of the unit
just prior to receipt of supplies if ordered at this time under the appro-
priate use rates. The difference between these levels is the variable safety
level of the logistic model, a function of the mean average deviation of the
projected usage level and the delivery lead time:

SL = d(rq - ri) = d • 1.625 s (9-8)

SL = safety level.

(d) Constraint Factor. Once a supply order is generated, it
must compete with other orders for available transportation means. To allow
assignment of priorities among supply orders, a constraint factor is computed
for each item at each review period:

ci = ci_I • exp(l - Ei/m) (9-9)

where:

ci = constraint factor for current review cycle

ci_1 = constraint factor of last review cycle

ri = current projected usage rate of Equation 9-1

m = minimum rate (Equation 9-10).
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The constraint factor is allowed to operate on the scale .003 5 c -'1 with a
lower constraint indicating higher priority. In the calculation, ci is set
equal to 1 if Equation 9-9 exceeds one. To avoid zero a value of ci less
than .001 is see to .001. Zero would be continuously generated once achieved.
The minimum rate, m, is the usage rate that would allow on hand quantities to
equal zero when projected to the nominal delivery lead time:

m = (er + et + e0)/d (9-10)

Inspection of Equation 9-9 shows that the constrair.t factor gets small (high
priority) very rapidly as ri exceeds m and, conversely, the constraint
increases (lower priority) if ii is less than m.

(3) Assignment of Transportation. Once the supply status of all
units within a group of units has been reviewed and any necessary supply
orders generated, transportation is assigned to meet the supply requirements.
Each supply order generated by the group of units is processed based on the
priority of the order; i.e., Lhe order with the lowest constraint factor of
Equation 9-9 is processed first, then the order with the next lowest constraint
factor, and so on. Thus, within the group of units, no priority is assigned
to an individual unit. Rather, priority is based on the urgency of the supply
order as compared with all orders generated by the group of units. As cur-
rently designed, no attempt is made to allocate transportation from the total
force resources. Rather, for each supply order, only transportation organic
to the requesting unit and the designated point of supply is considered.

(a) Logical now. The logical flow of the transportation
assignment algorithm is shown in Figure 9-5. For each unit type and
each item to be resupplied, an SOP distribution method is defined in
the data base (unit or supply point distribution). E-it-f item also has
an associated supply class. Three preferred vehicles are designated for
each distribution method as well as for air transport. Upon entry to the
algorithm, the SOP distribution method is first attempted. The preferred
vehicles are taken in order and assigned to transport the quantity
ordered. If su'[ficient numbers of the first choice vehicle are available in
the requesting (supply point distribution) or supplying (unit distributior)
unit, processing is completed. If insufficient vehicles are available, all
available vehicles are assigned and the process is repeated for the remaining
order quantity using the second choice vehicle. If the order is still unfill-
ed, available third choice vehicles are assigned. Once all available vehicles
under the preferred distribution method have been assigned, the same process
m-y be repeated for the preferred vehicles available in the other unit, under
the remaining distribution method, always working on the unfilled portion of
the order. If the order remains unfilled under bcth ground distribution
methods, a third cycle may be tried, attempting to use air transport. The
dcc.lsJon to attempt the alternative ground transportation method and air
transportation is based on the constraint factor, Ci (priority), of the item.
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As currently programmed, the second ground distribution method is attempted
if ci- 0.8, and air transport is attempted if ci<-O. 5 . These values are
judgmentally set and should be subject to sensitivity testing.

(b) Essential Calculations:

1. General. The transpoitation algorithm 's essentially a
logical check and decision process with minimal calcuiation involved. The
nPcessary calculations are those used to determine the extent to which
available transportation can move the requested amount of supplies. This is
accomplished by comparing the weight and volume of the order to weight and
volume capacities of the available transport vehicles and either assigning
as much of the availablt .:pacity ;i is required to carry the full order or
assigning the total avallable transport capacity to carry as much of the order
as is possible, Within the process, a check is also made to verify that the
supply point under unit distribution has sufficient stocks to fill the order.
If not, all available stocks are used.

2. Weights and Volumes. The weight end volume of the order
quantity are calculated by multiplying the order quantity by unit bulk weights
and volumes contained in the constant da A base. Similarly, weight and
volume transport capacities are calculated by multiplying the number of
currently available (within the requerting unit for supply point distribution
or at the supply point for unit distribution) vehicles by the bulk weight
and volume cappdties per vehicle, also in the constant data base. If the
weight and volume capacities of available transport equal or exceed the weight
and volume of the order, the order can be transported, and a percentage of the
available transport vehicles ts assigned using Equation 9-11:

vt = Va " Pt - va . max (pwtv(9-11)

where:

vt = number of vehicles assigned to the order

va - number of vehicles available in the unit

Pt = max (PwtPvt), the percentage of trrnsport
capacity assigned for the order

Pwt = ratio of weight of the order to weight
transport capacity

Pvt - ratio of volume of the order to volume of the
transport capacity.
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If the weight or'volume t:ansport capacity is exceeded by the weight or
VOlumo of the order, all available vehicles are assigned. and a percentage
of the order Is filled as calculated by Etiuation 9-12:

c Co " Pp c * min (p Pvc) (9-12)

where:

cf = amount of the ordered item to be transported by
the assigned vehicles

c = amount of the order outstanding up to this
assignmnent of vehicles

S= min fpJc,Pvc), the percent of the order to be
filled

Pwc = ratio of available transport weight capacity tc
weight of outstanding amount of order

Pvc =ratio of available transport volume capacity to
volume of outstanding amount of order.

As an order, or part o. an order is filled, records on the Supply Action File
(discussed in Subparagraph (4) below) are generated, and the assigned vehicles
are removed from the Unit Status File of the unit providing them, thus becom-
ing unavailable for assignment until the supply action is completed. If unit
distribution is involved, the amount of materiel shipped is removed from the
status file of the suyply point. If this should exceed stocks on hand at the
supply point, only the amount on hand is shipped; and the amount of transport
involved in adjusted accordingly.

(4) Supply Actions. The Supply Action File is used to keep track of
the status of all supply a:tions. As transport capacity is assigned to an
order, two entries (records) are Initialized on this file; one to keep track
of the vehicles and ohxe to keep track of the materiel (or personnel) being
transported. Each record on the Supply Action File contains six essential
values:

t., game tivre that the record is due to be updated

ul, identification of the unit generating the order

u2 , identification of the unit filling the order

i, equipment itein code, identifying the item involved
in the action (vehicle or consumable)
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• ni, quantity of 'tem i involved in the action

s, status flag for the supply action.

At the beginning of each Combat Service Support Model review cycle, all
existing records on the file are updated. The actions taken in initiating
and updating these records depend upon whether unit distribution or supply
point distribution is involved and are explained below.

(a) Unit Distribution Supply Actions:

1. Initiation. To initiate a unit distribution supply action
record, the unit identifications uI and u2 ; equiptrent item code, i; and
quantity of item, ni; are set. The quantity involved is that established by
the transportation assignment algorithm discussed in Paragraph 3a(3). As
discussed in Paragraph 3a(3), these quantities are subtracted from the Unit
Status File of the providing unit. (For an initial supply point, the quantity
of materiel or personnel is actually added to the supply point Unit Status
File. Thus, no limits on flow of supplies into the force are simulated, and
this unit maintains a count of materiel and personnel entered into the force
simulated from external sources.) The time that the record is due to be
updated, te, is calculated by adding transit time for the vehicle involved to
the current game time. Transit time is calculated based on the distance
between units and the mobility characteristics of t'ie vehicle as described in
Paragraph 3a(2). Briefly, it assumes the average (over terrain types) limit-
ing vehicle speed under prevailing light and weather conditions and a straight
line route between units. The action status flag is set to 1, indicating the
update action to be taken at time, te, is that for arrival of unit distribution
at the receiving un."..

2. Arrival at Receiving Unit. When a time, te, less than or
equal to current game time is sensed during the update cycle and an action
status flag of 1 is found, the arrival at the receiving unit is treated. The
action file record containing materiel is closed afte;" che item quantity, ni,
is added to the un.t's amount of the item on hand in bilk. The action file
record containing vehicles is updated by adding trausit time and bulk overhead
time for unit distribution to te and setting the ac'ion status flag to 3,
indicating the time at which vehicles will be returned to the supply point
after offloaiinf, and the return trip.

3. Return to Supply Point. When b-'eduled action time, te,
is exceeded by current review time, and an action statu& flag of 3 is found,
the vehicles are returned to the status file of the supply point, becoming
available for reassignment; and the supply action record is removed.

9-20

L!•• •••m'



SW - V 111 -- -I=,

(b) Supply Point Distribution Actions:

1. Initiation. Supply point distribution action records
are initiated similarly to unit distribution records. For each action, two
records are initiated; one for the vehicles and one for the materiel (or per-
sonnel). The appropriate unit identifications, equipment item zode, equipment
quantity, and times axe set. In this case, no check is made of the amount of
materiel available at the supply point. The number of vehbcles is subtracted
from the Unit Status File of the providing unit, in this case the unit initi-
ating the requirement. The action status flag is set to 2, indicating the
arrival at the supply point as the next event.

2. Arrival at Supply Point. When te is exceeded by review
time and an action flag of 2 is found, actions upon arrival at the supply
point are treated by updating the supply action record. The transit time and
bulk overhead time fcr loading are added to te to obtain the new event time.
Both records are turned around by inserting the new event time and an action
flag of 4. Additionaliy, the quantity of materiel to be returned to the
requesting unit is lubtracted from the unit status file of the supply point.
If the supply point has insufficient stocks, all available stocks are taken,
and the quantity on the materiel action record is reduced accordingly. (As
discussed in Paragraph 3a(4)(a), there is no limit on initial supply points,
and quantities are added to Unit Status Files.)

3. Return to Requesting Unit. When te is exceeded by game
time, and the action statLs flag is 4, the return trip to the requesting unit
is complete. Quantities of vehicles are returned co the Unit Status File,
becoming available for reassignment; quantities of i. iteriel received are added
to Lhe units' on hand bulk quantities; and the supply action recirds are
removed.

b. Processing of Personnel and Major End Items:

(1) The processing which occurs in determining the quantities of
major end items and personnel to be supplied to the various units is displayed
in Figure 9-6. The flow can be broken into two logical processes: determination
of replacement quantities and creation of supply actions.

(2) As losses of personnel and major end items are calculatri for
each unit, they are accumulated for each unit group. The available r -sources
are first compared with the requirements of the front line maneuver units.
If available resources are sufficient to meet their requirements, then the
front line units are allot--"enough replacements to satisfy their needs. All
artillery units and any other maneuver units are then examined. If their
requirements can also be met, then all remaining units are examined.

(a) When sufficient quantities of a major end item or personnel
are not available to satisfy the total requirements of a unit group, the
qua* tity available is prorated to the units based on the units' losses. As
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an example, if 10 tanks are avwIlahle for resupply but a need exists for
20 (6 to one unit ano L4 to a second unit), then the first unit would receive
three and the second unit would receive seven. If after the front line maneu-
ver units' requirements are met, no resources are available, the remaining
unit groups are not allocated replenishment or replacements. Similarly, if
the second unit group's r~quirements cannot be met, then the third unit does
not receive replenishment or replacements.

(b) The number of personnel and quantity of major end items of
equipment that will be available to the division for resupply on each day of
combat are specified pregame for each major end item. Items not used on a
given day are added to the next day's available quantity.

(3) Supply Actions. The Supp. y Action File is used to maintain the
status of all supply actions. As persc mel and major end items are allocated,
an entry (record) is initialized on this file. Six essential values are con-
tained on the Supply Action File record. These values were delineated in
Paragraph 3b(4). The sta:us flag for this action is set equal to 5. The time
that the record is due t3 be updated is set equal to current time plus the
time required for the icem or its transporter to travel from the division rear
services area to the receiving unit. The rate of movement is the road move-
ment rate of the major end item if it is self-propelled; otherwise, the rate
is that of the transporter. When the replacements reach the receiving unit,
they are immediately added to the unit's status file.
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CHAPTER 10

AIRMOBILE MODEL

1. MILITARY ACTIVITIES REPRESENTED:

a. General:

(1) The Airmotile Model permits the simulation of a variety of
airmobile operations; however, the model is considered to be primarily an
execution model as distii.guished from a planning model. The model relies
upon the gaming staff fcr most of the general planning and decision-making
prior to the simulation of an airmobile operation, and these plans are
implemented through a set of gainer orders. The model may, however, be used
for limited planning purposes.

(2) The principal military activities represented by the Airmobile
Model include limited planning based oa gamer input, staging and loading
of the airmobile task force, air movement to and from the objective area,
attrition of the airmobile column in flight, suppression of enemy air defenses
by escort helicopters, refueling and rearming of aircraft, release of air-
craft upon completit. of nission, and the return of the aircraft to the bases
for reassignment. These activities are discussed in detail in this chapter.
Other activities inhcrent to airmobile operations which are not discussed
herein are simulated by other models. Examples of such related activities
are flight reconnaissance (simulated by the INC Model), delivery of preparatory
fires (simulated by the A-ea Fire and Air Ground Engagement Models), employ-
ment of the airmobile task force at the objective (simulated by the Ground
Combat Model), and resupply of the task force (simulated by t:he CSS Model).
The model will simulate execution of the gamer's plan as ordered by DSL but
will not make decisions changing that plan to reflect new information or
enemy reqponses. Conditionals keyed to other activities may be speeffied.
If resources to execute tie airmobile operation become inadequate through
either attrition or consunption during the operation, the model will halt the
simulation.

b. P]anning. Most of the planning, coordination, and preliminary
activities for an airmobile operation are performed by the gamers. Informa-
tion upon which to base this planning is available at the start of the game
from the Game Directive and the Game Plan. Additionally, the information
upon which to base this planning may be obtained prior to the start of a period
from the Force Status and the Intelligence Reports from the preceding game
period. With information available, the gamers execute the following activities
prior to simulation of the airmobile operation.

(1) Designate the Airmobile Task Force. The required composition
of the task force to be lifted is determined by the gamers. The task force
is composed of basic units defined in the TOE data load which do not contain
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equipment items incapable of being airlifted. The task force for a given
airmobile operation may be separated into smaller resolution forces to permit
the use of multiple landing zones, staging areas, pickup zones, flight
corridors, lift forces, or sequential arrival tim.es. Each resolution force
will be treated individually within the model.

(2) Select the Objectives and Designate the Landing Zone. The
objective (or objectives) of the airmobile operation is determined by the
gamers. Landing zones are designated by coordinates for each resolution
force. lnrermediate landing zones may be designated in addition to the final
landing zone if a series of lift operations is desired.

(3) Establish Airmobile Lift Timing. The time for each lift operation
is to be designated. Either the time to arrive at the landing zone or the
time to begin the move may be specified by the gamers. The other times are
calculated within the model.

(4) Select Staging Areas and Pickup Points. Staging areas or pickup
points are determined for each resolution force. These locations are de-
scribed by cocrdinates.

(5) Select Flight Corridor. The flight patn for each lift operation
is to be described by the coordinates of the starting and ending points
(.ickup and landing zones) and up to three intermedihte coordinate locations.
The model will route the resolution airmobile force fiom the starting coor-
inates over each intermediate point to the ending noordinates.

(6) Designate Forward Refueling and Rearming Areas. Adequate
facilities must be provided to refuel transport and escort aircraft and to
rearm escort aircraft within tne forward area. This is accomplished auto-
matically within the model if forward reucllng and rearming units are
defi.ned by the pregame data load and are positioned in the proper areas
during the game by gamer orders.

(7) Specify Transpoit and Escort Aircraft Mix. Up to 10 unique
umixes of transport and/or escort aircraft types, escort aircraft munition
loads, aircraft fuel loads, and aircraft crew can be defined for ezch force
(RedBlue)in the pregame data load. The optimal m'x for transporting each
resolution force within the airmobile task force ie determined by the gainers.

(8) Develop the Fire Support Plan. Preparatory fire support is
planned prior to the airmobile operation. Artillery, missiles, attack heli-
copter, and close air support may be utilized. The fire missions will be
ordered by the gamers and simulated by the Area Fire and Air Ground Engageme-ot
Models.

(9) Designate Lift Force. The preferred aviation units to provide
Lhe airlift and escort resources are designated. Those units are dlrectcd
by DSL orders to provide direct support to the airmcbile task force. The
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model will attempt first to allocate required resources from units in direct
support of the airmobile task force before selecting other units. The gamers
should ensure that adequate resources (aircraft, czews, munitions, and fuel)
are available witbin the force and, preferably, at the unit designated to
support the operation.

(10) Determine the Number of Aircraft or TrIps. The number of
transport aircraft of th! type specified by the selected mix is determined.
The number may be specif.ed explicitly by gamer orders or implicitly from
the desired number of trips which may alLernatively be stated in the gamer
orders. If the number of trips is specified, the model will calculate the
number of aircraft which would be required to transport the resolution force
utilizing the weight, volume, anu capacity data contained on the CSS data
file. The number of escort aircraft of the type specified by the selected
mix is determined by the gamers if escorts are required.

(11) Prepare Gamer Orders. The set of gamer (DSL) orders required
to implement the plan is then prepared. The orders are described in Volume
IV, DIVWAG Users Manual, and in subsequent sections of this chapter.

c. Staging. The three steps of the scaging phase are described below.

(1) Assembling the Task Force. The assembling and organizing of
the airmobile task foice is under gamer control, through the use of con-
ventional DSL orders. All elements of the force are ordered to one or more
staging areas or pickup points by means of MOVE orders. Elements of the
force may be combined or separated as desired by use of the JOIN and DETACH
orders. The elements must be composed of basic units defined in the task
organization and with a unit type designator (UTD) in the TOE load. Elements
are combined into a single task force unit or into individual resolution
airmobile task force units as desired. The task force should contain only
equipment which can be airlifted. The task force may not contain organic
aircraft. The executior of the JOIN and DETACH orders is performed external
to the Airmobile Model in the same manner as any other order of that type.

(2) Allocating Lift Resources:

(a) ACCF.PT TRANSPORT Order. To accomplish airlift of a ground
combat element one of two alternative forms of a DSL ACCEPT TRANSPORT order is
employed. The first alternative form is:

ACCEPT TRANSPORT MIX , NUMBER OF AIRCRAFT ,
NU1BER OF ESCORTS , AT TIME

The Lecond alternative form is:

ACCEPT TRANSPOir MIX -, NUMBER OF TRIPS
NLIBER OF ESCORTS , AT TIME

10-3
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1. The'number ,of aircraft in the first a1'ternative'refers to
transport aircraft. The transport mix refers' to thv- index number in the table
of up to 10 mixes per force provided in the constant data-load. Each mix
is defined in terms ot:

. Transport aircraft type
"* Fuel load per transpbrt aircraft,
"* Crew per transport aircraft
"* Es6ort aircraft type
* Fuel load per escort aircraft

G Cre per escort aircraft
* Up to three escort munition types,

with quantities per escort aircraft.

2. The AT TIME and NU14B.R OF' ESCORTS modifiers are
optional. If iio escorts at.e required, that modifier clause is omitted. If
the indicated mix itciudes escort aircraft descriptions, but escorts are not
requekted in the ACCEPT TRANSPORT order, the escort aircraft portion of the
mix description is disregarded. rne AT TIME modifier causes the aircraft co
arrive and land at the pickup zone at the time spe-Afied~if the aircraft are
capable of flying from their bases to that point in the allocated time. It
no time is specified or the specified tme cannot be met, the aircraft will
arrive at the pickup zone as soon ae they ýre capable of flying that distance.

3. If the second alternative is uned, specifying the number of.
trtps instead of the number of aircraft, the model calculates the required
number of aircraft, based on the lift capacity of the transport aircraft and
the weight and volume of the personhel and all equipment in the unit to be:
lifted, at the time the ACCEPT TRANSPORT order is initiated, using Combat
Service Support Model constant data input. The model doe3 not attempt to
allow for attrition when calculating the required Lumber of aircraft.'

(b) Order Execution;

1. The model executes the order byfirst selecting the
optimal source of both transport and escort aircraft. It initially attempts
to locate an airbase which can satisfy the requireTaepts for boih transport
and escort aircraft with their associated resQurces. Aircraft arelobtained
from the nearest friendly airbase contatning needed resources, according to
the designated support relationship of the airbase to the unit to be lifted.
Support categories are chosen in the following order of preference:

". Direct support to the airnrobile task f6ice
or any superior unit

"* General support

"* Direct support to "ther mnits.

10-4

F I

V



2. Jf n singkc base cannot supnly all resources, then the
mocdl. sear, Ihs I•or an oplt imal sIurceC ol eaci typc separately (i.c,., tr.nspu rL

, pardte from csvort). :n� airIbase will not be selected as a source of escorts,

transports, or both unless it can provide the full quantity of aircraft, fuel,
crew, and munitions. If the model is unable to allocate the required resources,
the period is terminated. If the escort aircraft are from a different base
than the transports, the model simulates the flight of the escort aircraft
directly to the selected transport base where the two aircraft units are
consolidated. The aircrdft unit flies from the transport airbase directly
to the location of the uuit receiving the ACCEPT TRANSPORT order. Fuel is
consumed by the aircraft while flying from the bases to the pickup zone.

(c) Peneteatnon Flights. If the consolidated air unit must
penetrate enemy airspace to reach the pickup zone, the flight iz routed first
to a safe point as defined by the Air Ground Engagement Model (Chapter 6).
It is then passed to the in-flight attrition segment which simulates the
flight from safe point to the pickup zone while being attrited by air defense
fire. A penetration flight is defined as one in which the pickup zone lies
across a line perpendicular to the battlefield slope and passing along the
forward edge of the most forward enemy front line maneuver battalion.

(3) Forming Airmobile Task Force dnd Lift Resources. The model
automatically joins the aircraft unit into the unit receiving the ACCEPT
TRANSPORT order. The z.ircraft, crews, fuel, and munitions remain with that
unit until released by gamer orders. They are attrited by area fire and air
attacks along with the remainder of the unit. A unit cannot have more than
one ACCEPT TRANSPORT order active at any time. It must release previously
assigned transport before accepting any additional transport resources.

d. Loading and Air Movement. Loadirg and air movement of the airmobile
task force or of each resolution airmobile force (if smaller units are
assembled) is conducted According to the air movement plan, as expressed by
gamet prepared DSL orders of the form:

AIRMOBILE ASSAULT TO Xl - YI, X2 -Y2

X3 - Y3 , X4 - 14, AT TIME

The AT TIME ILdifier is optional. The airmobile element to be lifted must

have been previously allocated aircraft, by an ACCEPT TRANSPORT order as
described in the preceding paragraph. This DSL order causes the transport
aircraft to be loaded to their maximum capacitie:; and with the escorts, if
any, to fly from the current location of the element receiving the order
to the last coordinate listed in the order, traveling over each listed
intermediate coordinate. Up to three intermediate coordinate points may be
specified in additicn to the landing zone coordinates. The time, if specified,
is the intended landing time of the first element. If additional lift trips
are needed, the aircrift return ae a unit along the same flight path for
additional trips. Aircraft are subject to possible attrition by the in-flight
attrition segment on each flight leg. If aircraft are lost en route, priority
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cargoes (pregame input) are loaded first, and additional trips are scheduled
in subsequent fltght legs. Aircraft units are sent for refueling and rearm-
ing between trips if the remaining fuel is insufficient for one more round
trip plus 30 minutes to spare, or if the quantity of air munitions of any
type is less Lhan 50 percent of initial load. On landing, the lifted element
is unloaded. £f more than one lift is involved for any element, between
unloading of the first and last lifts, the unloaded pcrtion of the force can
execute any DSL order except JOIN, DETACH, AIRMOBILE ASSAULT, or RELEASE
TRANSPORT. When the entire element is unloaded and assembled, this restric-
tion ceases. Air movement is assumed to occur at nap-of-the-earth altitude.
Flight speed is established as the cruise speed of the slowest aircraft in
the flight.

e. Release of Aircraft. Upon completion of the airlifting of any
airmobile element, the aircraft assigned to that tasK, including escorts, if
any, may be released to return to their respective airbases for maintenance,
repairs, and reassignment. If not released, the aircraft remain on the ground
with the lifted unit and can be used for subsequent air movement. The release
of air transport may be accomplished by a gamer DSL oraer of the form:

RELEASE TRANSPORT.

This order must be provided to a unit which previously received an ACCEPT
TRANSPORT order. This order will cause the model to remove previously
accepted aircraft with their crews, fuel, and munitions from the unit. A
new unit is formed containing those elements. The model then simulates the
flight of that unit back to the airbase or airbases from which the aircraft
came. If the unit is in enemy airspace, as defined in Paragraph c(2)(c)
above, the firat leg of the returning flight path is flown from the starting
point to the safe point as described in the Air Ground Engagement Modal
(Chapter 6, Volume III). Upon reaching the safe point, a check is made to
see if sufficient fuel is on board to return to the airbase of the transport
aircraft. If fuel is needed, the unit is passed to the control of the forward
area refuel and rearm segment for refueling prior to returning to the base.
Otherwise, the flight returns directly to the transport base. If the escort
aircraft came from a different base, they continue Lo their base of origin.
Aircraft are restored into the resources of their airbase after appropriate
time delays, including times for repairs according te damage categories.
Those delay times and their application are described in Chapter 6.

f. Refueliug and Rearming. When refueling or rearming of a unit of
aircraft is required, the refueling and rearming segment takes over control
of the unit. it selects the nearest forward area refuel and rearm (FARR)
area in the bighest support category which is neither moving nor under attack.
The support categories are those listed in Paragraph c(2)(b) above. The model
simulates the flight of the aircraft as a unit to the Felected point. The
unit may then be held in a queue until service capacity is available. Servict!
is on a first-come first-served basis. When capac4Ey is available, the unit
lands at the FARR area. Time for refueling and rearming then depends on tlmc
requirements of the aircraft and the available capacIty of the facility.
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'ihe aircraft within the unit are serviced individually, first refueled and
then rearmed if necessary. If the capacity is being fully Ltilized, the
individual aircraft will remain in a refueling queue and then a rearming queue
until their appropriate turns to be servied. The number of refuel and rearm
points at each FARR area is predetermined by the TOE constant data load.
Each FARR area must be a resolution unit composed of TOE defined basic units.
The support relationslbips are declared in the task organization but may be
altered by DSL orders. The service rates of the rearming points are specified in
the constant data load. After all aircraft have been serviced the aircraft
unit is flown to a location designated by the segment processing the unit's
current order, and the unit is then returned to the control of that segment.

g. In-flight Attrition. Whenever an ainrobile flight enters hostile
air space, the flight is subject to'possible attrition by er.•my air defense
weapons. This attrition is simulated within the model by considering the
flight path in relatively short segments. Only currently undestroyed and
unsuppressed air defense weapons within range and havring line of sight to
a flight segment are able to cause attrition oa that flight segment. Line
of sight is determineo from flight altitude arnd terrain masking at the weapon,
as calculated from tcrrain elevation input data. Flight altitude varies
linearly from a nap-of-the-earth elevation over the terrain at the ends of
the flight leg. Mren the flight first enters range and line of sight of the
first enemy air-defense-capable unit (ADCU), a delay is imposed for probable
time for the ADCU to detect the flight, lays are also imposed for weapon
reaction, and for the time of flight of •,A• projectiles that are fired at the
flight. Detailed weapon characteristics are used to determire whether the
AD gun or missile can fire and how many projectiles will be fired. For pro-
jectiles to intercept the flight, the flight must remain in range and line of
sight throughout that timz. Only the effects of projectiles that can inter-
cept the flight are censidered for attrition. Aiming error and round-to-round
dispersion are based or. slant range to the midpoint of the flight segment and
are used to determine hit probability on presented area of the aircraft at the
aspect angle to the midpoint. Kill probabilities are determined by considering
the aircraft vulnerable area, at the midpoint aspect angle, for the velocity
of 'he AD projectile impacting. Good communications are assumed to exist
between all air defense weapons within a given ADCU, so that time delays are
not reimposed unrealistically. Communications are also assumed between
different ADCUs, again to prevent unrealistic reimposition of detection times.
U.hen the flight enters range or line of sight of a second ADCU while a first
ADCU is still firing no detection delay is assessed, although other delays
may be assessed as descrIhed in Paragraph 3e. Weapons within an ADCU are
considered to be located near the perimenter of the unit for range determina-
tions. No changes ir the flight path are automatically made to evade air
defense fires.

h. Air Defense Weapon Suppression. The employment of escort aircraft
to suppress ADCUs which attempt to engage the airmobile column is simulated
by the in-flight attrition submodel. Additionally, air defense weapons are
suppressed by artillery, TACAIR, and other attack helicopterF resulting from
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the effects of the Area Fire and Air Ground Engagement Models. The in-flight
attrition sutmodel, in connection with the activity suppression submodel,
simulates the suppressive effects of such fires. The suppressive effects
against an ADCU are reflected in the ability of that ADCU to attrite the
airmobile column and are simulated by means of a suppression duration time
applied for each attack of an ADCU. The suppresion duration delay times are
specified in the contant data input for the activity suppression submodel.
Escorts are assumed to remain close to the transpcrt aircraft they are
escc:ting. Escorts are not permitted to divert more than a fixed distance
from the flight path centerline in order to attack an ADCU. That distance
is specified irn the Airmobile Model constant data input. If the ADCU is
destroyed or suppressed, it is assumed not to be firing and is not subject to
further attack by escort aircraft. If the airmobile flight being escorted
has passed beyond the point on its flight path nearest to the center of the
ADCU, the ADCU is not engaged by escorts. The model accounts for the escorts
engaging ADCUs at all times. If all escorts to an element are currently
engaging targets, any additional ADCUs cannot be attacked by escorts. If
escorts are available and the ADCU is within the designated escort divert
limit of the flight path, escorts are dispatched ir pairs at the time the
ADCU begins to fire on the airmobile element being escorted. If an ADCU
located beyond escort divert limit fires on the element, a request is sent
for quick-responee suppressive fires from TACAIR or ground-based artillery.
While such fires may not be delivered in time to benefit this flight, they
may benefit any following flights.

2. DESIGN OF THE AIRMOBILE MODEL:

a. Approach. A major objective in design of the Airmobile Model is to
keep the model as general as possible, conforming to basic airmobile doctrine
and current practice rather than to specific situatioTal or type concepts.
This objective precludes the application of automatic decision logic or other
modeling sophistications that might be considered. Instead, heavy reliance
is placed upon gaming personnel to specifically plan and describe each air-
mobile operation through the use of DSL orders. Reliance on gamer control
is necessary, not only to achieve generality of the model, but also because
doctrine is either incomplete or highly flexible in many specific situations.
Furthermore, in a single game, only a limited number of airmobile operations
is likely to be performed, and their anticipated impact on game results
justifies a high degree of gamer control. Another objective of the design is
to restrict modeling to those aspects considered essential to realistic
gaming of airmobile operations, on the grounds that cther features may be
added at a later time, if found necessary.

b. Constituent Submodels. The Airmobile Model consists of five sthmodels.
These submodels, each of which constitutes an independent program segment,
are:
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• Accept Transport
* Airmobdle Assault
* Release Trarsport
* Refuel and Rearm
* In-flight Attiition

c. Macroflow. The flow between submodels is sequential, as shown in
Figure 10-1.

d. Connection with Other DIVWAG Models. Simulation of an airmobile
operation requires utilization of a large portion of the overall DIVWAG
Model. The only major DIVWAG component connected directly to the Airmobile
Model is the Intelligence and Control Model. The Intelligence and Control
Model, in turn, interacts with the Area Fire and Air Ground Ungagement Models,
causing fire support tc be automatically applied as required. Other impor-
tant parts of the DIVWAG system necessary to simulation of an airmobile
operation are brought into play by indirect connections, primarily represented
by coordinated DSL oroers.

(1) Intelligence and Control Model. Calls to the Intelligence and
Control Model are made by the Airmobile Model in two circumstances. One
circumstance is at the beginning of each air movement flight leg. The pur-
pose of this call is to subject the flight to possible acquisition by enemy
air defense radars. The second circumstance is when an ADCU fires at an
airmobile element from a location beyond the escort aircraft divert limit.
Tn this case, this call is a request for quick-response fire support against
this ADCU. If resources are available, the result is response from either
the Air Ground Engagement Model (TACAIR or attack helicopters) or the Area
Fire Model (ground-baeed artillery).

(2) Indirect Connections. Coordinated DSL orders are likely to be
employed to activate the Intelligence and Control Model for preparatory re-
connaissance flights, the Area Fire and Air Ground Engagement Models for
preparatory fires, ard the Ground Combat Model for task force employment at
the objective. Data placed in the Unit Status File of an ADCV by the
activity suppression submodel (see Chapter 5) are used to determine whether
the ADCU is suppress'ad by TACAIR or ground-based artillery. Line of sight
determination for in-flight attrition is made by the environment submodel.
The Combat Service Support Model resupplies the airbases, airmo&ile forn's,
and the ADCUs. It replaces destroyed aircraft, lost personnel, and expended
fuel and ammunition.

3. SUBMODEL SPECIFICATIONS:

a. Accept Transport (Segment 1):

(1) Purpose. The accept transport segment is executed in response
to a DSL order of the form:
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ACCEPT TRANSPORT MIX NUMBER OF
AIRCRAFT NUMBER OF ESCORTS
AT TIME

or:

ACCEPT TRANSFORT MIX_- NUMBER OF
TRIPS NUMBER OF ESCORTS
AT TIME

Such an order is given to an airmobile task force or to each oi a group of
smaller resolution airmobile forces at some time prior to its AIRMOBILE
ASSAULT order. This segment locates available aircraft of the indicated
types; loads them with the appropriate munition mix, fuel and crew; and
moves them to the pickup zone at the indicated time. The aircraft remain
with that task force until explicitly released by a RELEASE TRANSPORT order.
The aircraft may be ured for a series of airmobile operations.

(2) Operation. The macroflow of this segment is shown in Figure

10-2. The following steps are performed:

(a) The DSL order is converted to an automatic event by
Subroutine AIRCNTRL. The event is passed to the Airmobile Model, where it is
channeled to Subroutine ACCEPTI. The unit receiving the ACCEPT TRANSPORT
order has thus simulated a request- for air transport support, and the unit
then proceeds to execute its next DSL order in the normal fashion.

(b) SubroutJne ACCEPT1 processes the request and schedules
the departure of the air units and their flights to the requesting unit in
the following sequence of operations.

1. The mix type specified in the DSL order is an index
to the mix table on the airmobile data file. That table is examined to
determine the types ct aircraft (escort and transport) and munitions, and
the quantities of fuel, munitions, and personnel per aircraft.

2. It the number of transport aircraft was not specified
in the DSL order it is computed by totaling the weight and volume of all
personnel in the requestiag unit and all equipment excluding aircraft,
Class IliA (fuel), and ai:'craft munitions. The weights and volumes are
obtained from the CSS Model data file. The capacity of the transport air-
craft is also obtainee from that file. The number of transport aircraft is
calculated using the following formula:

MAX Wu Vu

Number of Transport Aircraft - a a (10-1)
NT
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where:

Wu is the weight of the unit's equipment and personnel

Wa is the weight capacity of thQ transport aircraft type

Vu is the volume of the unit's equipment and personnel

Va is the volume capacity of the transport aircraft type

NT is the number of trips requested

The number of transport aircraft is rounded up to the next highest integral
value.

3. The list of friendly airbases is assembled and sorted
into three categories: direct support to the requesting unit; general support;
direct support to another unit. The list is further sorted within each
category in order of proximity to the requesting unit.

4. The list is searched once to select the airbase which
can supply all escorts, transports, fuel, munitions, and personnel ranking
highest on the sorted list. If no airbase satisfies the requirement, the
list is searched again to select two bases which can supply all escort and
all transport resources, respectively. If all resources cannot be found,
a message is printed; and the game period is terminated.

5. Mission units are created at the base or bases. These
units are temporary resolution units which are loaded with the aircraft,
crews, fuel, and munitions provided from each base. The mission units have
locations, unit identifications, and unit type designations and are handled
within the model as any other resolution unit with two exceptions: (1)
they cannot receive DSL orders, and (2) they occupy no physical area.

6. Subroutine PENTRATE is called to determine if the flight
is to penetrate enemy airspace. A penetration will occur if the requesting
unit is located across a line perpendicular to the battlefield slope and
passing along the forward edge of the most forward enemy maneuver battalion.
If a penetration is to occur, this subroutine also returns the coordinates of
the point along that line which is nearest to the requesting unit. The flight
path will be adjusted to fly over that point. The point is called the safe
point.

7. The flight speeds and fuel consumption rates of the air-
craft are obtain*d from the Air Ground Engagement Model and Movement Model
data files, respectively.

8. The total time required to combine the two mission units
(if two bases have been selected) and fly to the requesting unit is calculated
based upon the flight path distances and the flights speeds. This time is
compared to the arrival time designated in the DSL order to determine the
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time that the mission units will depart the airbases. If a time is not
specified in the order, the departure is scheduled to begin immediately.

9. An event is scheduled in the automatic event table to
simulate the flight of the escort mission unit to the transport aircraft
base if two bases were selected. That event will be processed by Subroutine
ACCEPT2. The escort mission unit is assumed to fly along a straight line
from its base to the transport base.

10. The event to simulate the flight of the combined
mission unit to the safe point is scheduled at this time if a penetration
is to occur. The control will at that time be passed to the in-flight
attrition segment which will simulate the flight from the safe point to the
requesting unit and then return Control to Subroutine ACCEPT3.

11. If no penetration is to occur, the event to fly the
mission unit to the requesting unit is sci~eduled at this time. Control
goes to Subroutine ACCEPT3 at the appropriate game time.

12. The flight speed of the combined unit is equal to the
speed of the transport aircraft. The speeds are obtained from the Air
Ground Engagement Model data file for the current weather and light condi-
tions.

(c) Subroutine ACCEPT2 is executed in response to an automatic
event scheduled by Subroutine ACCEPT1. The time of this event was established
in ACCEPT1 as the time at which the transport mission unit and escort mission
unit are to be consolidated into a single mission unit for the flight to
the requesting unit. The following sequence of steps occurs.

1. The location of the escort mission unit is updated to
that of the transport airbase. The f'iel consumption for that leg was
assessed in ACCEPT1. The objective point of the next flight leg is set to
the coordinates of the requesting unit.

2. All fuel r.ircraft, and personnel in the transport
mission unit are added to the escort mission unit. The transport mission
unit is then eliminated.

3. Subroutine PENTRATE is called to determine if a penetra-
tion will occur while flying from the transport base to the requesting unit.
If a penetration will occur, the flight is rerouted over the safe point and
an event is scheduled for the arrival of the flight at that point. Control
will then go to the in-flight attrition segment to simulate the flight from
the safe point to the requesting unit, after which control will go to Sub-
routine ACCEPT3.
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4. If no penetration is to occur, an event to process the
arrival of the mission unit at this requesting unit by Subroutine ACCEPT3 is
scheduled in the automatic event table.

5. Fuel consumption for the next flight leg is assessed
using the consumption rates listed in the Movement Model constant data file.

Wd) Subroutine ACCEPT3 processes the consolidation of the mission
unit into the requesting unit. 'It is executed in response to an event
scheduled by (1) the in-flight attrition segment, if the flight involved
a penetration; (2) Subroutine ACCEPTi, if there was no penetration and all
aircraft came from the same base; or (3) Subroutine ACCEPT2, if there was
no penetration and the aircraft came from two different bases. The following
sequence of operations is performed.

1. All equipment and personnel in the mission unit are
transferred to the requesting unit.

2. An array is established on the requesting unit's status
file indicating the types of aircraft and munitions which it has received
and the identifications of the airbase or bases from which the resources
were supplied. This array is used by the release segment to allow the re-
sources to be returned to the proper bases.

3. The mission unit is dissolved and its identity is

available for reuse.

b. Airmobile Assault (Segment 2):

(1) Purpose. The airmobile assault segment is executed in response
to a DSL order of the form:

AIRMOBILE ASSAULT TO -

- - - AT TIME

Such an order is given to an airmobile task force to cause it to be airlifted
over the coordinate points listed in the order and landed at the last coor-
dinate point in the list. The first element is to arrive at the designated
time. Up to four coordinate points caD be included. This order must have
been preceded at some time during the game by an ACCEPT TRANSPORT order for
that task force unit. The task force unit may be any combination of basic
units which have been assembled into a single unit by JOIN orders.

(2) Operation. The macroflow of this segment is shown in Figure
10-3. The following steps are performed:

(a) The DSL order is converted to an automatic event by
Subroutine AIRCNTRL. The event is passed to the Airmobile Model where it is
channeled to Subroutine ASSAULT1. The unit is taken out of the event cycle
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and will not perform its next DSL order until the initial element has reached
the designated landing zone.

(b) Subroutine ASSAULTI builds the initial File 12 event
description record and obtains necessary data from the appropriate data files,
which are saved on the File 12 record. It also schedules the initial depar-
ture event. The following sequence of operations is performed.

1. The flight path coordinates contained in the DSL order
are read in using the DSL interface routines, and the coordinates are stored
on the File 12 event record.

2. The types of escort and transport aircraft which the
unit has previously accepted by an ACCEPT TRANSPORT order are stcred on the
File 12 record.

3. The fuel consumption rates, flight speeds, &,'i laeding
times are obtained from the Air Ground Engagement Model data file --r each
type of aircraft and are stored on the File 12 record. The flight speed is
that designated for the weather and light conditions existing when the
ASSAULT order is initiated.

4. The total flight time from the unit's current location,
over the designated intermediate points, to the landing zone at the speed
of the slowest aircraft is added to the landing time contained on the Air
Ground Engagement Model data file.

5. The total time calculated in Paragraph 4 above is compared
to the desited arrival time contained in the DSL order and the time of de-
parture is scheauled. If no arrival time was specified, or the aesired time
cannot be accomplished due to the flight time, the depature event is scheduled

.mmediately.

6. The departure event is scheduled by passing a File 12
record to Subroutine ASSAULT2 using the automatic event sequencing system.

(0) Subroutine ASSAULT2 processes the loading of the transport
aircraft and the ceparture of the air unit. It perform5 the following
sequence of operations.

1. The total cargo capacity (weight and volume) of the unit
is calculated by multiplying th iumber of transport aircraf;- by the x•eight
and volume capacities of that aircraft type which is contained on the -'SS
Model constant data file.

2. The amount to move is calculated by totaling both the
weight and volume of all personnel an-i equipment contained in the unit
excluding aircralt, Class liA, and a:.r munitions. The weights and volumes
of the items are obtained from the CSS Model constant data file.

10-17



1W1

3. The weight ahd volume of all equipment listed on the
secondary priority equipment list are totaled in the same manner.

4. If either the weight or the volume to be moved exLeeds
the capacity of the transports, additional trips will be required.

5. If additional trips are not required, all equipment and
personnel are loaded on the aircraft and an event is'scheduled to pass
control to Subroutine ASSAULT3 which, controls the movemenc of the flight.
The following steps are not performed when additional trips are not required.

6. A mission unit r'ust be created and left at the pickup
zone with aY. personnel and equipment which cannot be moved. If this is not
the first trip, such a unit already exists. This mission unit has the same
geometry and location as the unit being transported before the assualt began.
It can be assessed by air and artillery fire as any otner unit. It cannot
execute DSL orders. 'I

7. The aircraft are loaded with Class lilA, munition, and
crews. The fraction of the remaining first priority items to be moved on
this trip is calculated by the following formula:

WA. 'VA
FA -7 ''--

Al Wul Bi - Vul

(10-2)

F1 MIN (FAl ,FBI)

where:

F1 is the fraction of the first priority equipment
to be moved this trip

Wul is the weight of all first priority equipment
and pnrsonnel in the unit

Wk is the weight Lapacity of all transport aircraft

Vul is the volume of all first priority equipment
and personnel in the unit

VA Is the volume capacity of all transport aircraft.
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The quantity of all such first priority items loaded on the aircraft is
prorated by fraction, Fl, where F, does not exceed 1.0.

8. If fraction, F1 , exceeds 1.0, there P3 additional
capacity remaining to move some of the second priority equipment. The amount
loaded is prorated by fraction, F2 , where:

FA2 = - , FB2 -----

Wu2 Vu2
(10 ,3)

F2  = MIN (FA2, FB2)

where:

F2 is the fracticn of second priority items to be
moved on the trip

W.2 is the weight of all second priority equipment in the unit

WA; is the remaining weight capacity of all transport
=ircraft after loading first priority items

Vu2 is the volume of all second priority equipment
Sn the unit

VA, is the remaining volume capacity of all transport
aircraft after loading first priority items.

9. An event is scheduled to pass control of the flight to
Subroutine ASSAULT3 which controls the movement of the flight.

(d) Subroutine ASSAULT3 controls the movement of all airmobile
assault units. It updates status, assesses fuel consumption, and schedules
the following event. The functions performed are described below.

1, If this is not the initiation of a new flight, the fuel
consuraption is calculated for the previous leg using the rates specified
on the File 12 record created by ASSAULT1. The fuel is subtracted from the
unit status record of the unit being moved. The coordinates of the unit are
updated to the completion of the previous flight leg.

2. The flight leg counter on the File 12 record is incremented
to point to the coordinates of the end point of the next flight leg, and
those coordinates are placed on the unit's status record for use by the
in-flight attrition segment.
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3. If the unit has not yet arrived at either the landing
zone or the pickup zone (for subsequent trip loads), an automatic event is
scheduled for the in-flight attrition segment. That segment will control
the wovement within a flight leg and pass control back to ASSAULT3 when the
flight leg has been completed.

4. If the unit has arrived at the landing zone, an event iE
scheduled which passes control to Subroutine ASSAULT4. That subroutine
controls the recomposition of the unit at the landing zone.

5. If the unit is at the pickup zone and the landing zone
is in enemy territory, the subroutine determines if refueling or rearming is
required. If sufficient fuel is not remaining to make another complete
round trip with 30 minutes reserve, or if less than one half of the initial
munition load remains, refueling and rearming is performed. The subroutine
passes control to the refuel and rearm segment. After accomplishing Litat
operation, the refueled and rearmed aircrafc will be returned to the pickup
zone, and control will reýturn to Subroutine ASSAULT3.

6. If refueling or rearming is not required, an event is
scheduled for control to go to Subroutine ASSAULT2, which loads the aircraft
for the next trip.

7. If the unit is departing from a landing zone in friendly
territory and returning for another trip load, the refuel/rearm decision
process is made at that point.

8. The landing delay time placed on the File 12 record by
ASSAULT1 is applied to all flights landing at both the pickup and landing
zones.

(e) Subroutine ASSAULT4 controls the recomposition of the unit
at the landing zone. It responds to events scheduled by ASSAULT3. This
subroutine performs the following sequence of operations.

.. If this is not the first trip, all personnel and equipment
are transferred from the arriving unit into the element of the unit which had
previously been unloaded.

2. If this is the first trip, the unit being lifted is
updated to the location of the landing zone and contains all equipment and
personnel contained in the first trip.

3. The subroutine determines if the landing zone is in
enemy territory by comparing the location of the center of the landing zone
with the straight line FEBA approximation described in Chapter 2. If the
landing zone lies across that line, the airmobile flag on the assaulting
unit status record is set. This flag serves two purposes; (1) the unit will
only be resupplied by aircraft within the CSS Model, and (2) the unit will
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not be used for future battlefield geometry calculations. 'T'he flag may be
cleared during the periodic battlefield geometry update if the FEBA has
moved beyond the location of the center of the unit such that it is no longer
on the enemy side of the line.

4. If additional trips are required to moqe elements of the
unit remaining at the pickup zone, a mission unit is formed containing the
aLrcraft, crews, Class lilA, and air munitions remaining with the unit.
That mission unit is returned to the pickup zone along the same flight path
flown to the landing zone. An event is scheduled to pass control back to
Subroutine ASSAULT3, which will control the flight of the mission unit.

5. After the last trip has been completed, all mission
units are dissolved and the entire reconstituted unit remains in the vicinity
of the landing zone with attached aircraft and associated resources.

6. When the first trip arrives at the landing zone, the
resolution task force unit's identity arrives with it. The task for,:e unit's
location is updated, and it begins performing its subsequent DSL ordcrs.
The width and depth of the unit will be those appropriate for its new activity.

c. Release Transport (3egment 3):

(1) Purpose. The release transport segment is executed in response
to a DSL order of he form:

RELEASE TRANSPORT.

Such an order is given only to a unit which had previously been given an
ACCEPT TRANSPORT order and provided with transport support. This order
allows the supporting aircraft to return to their respective bases for
refueling, rearming, and reassignment.

(2) Operation. The macroflow of this segment is shown in Figure
10-4 The following steps are performed.

(a) Subroutine AIRCNTRL processe5 the DSL order. It creates
a File 12 event record and passes it to the Airmobile Model where it is
channeled to Subroutine RELEASEI. The unit receiving the order then proceeds
to "acute the next order in its DSL order scenario. The execution of this
ord. does not consume any game time from the unit's planned scenario. It
seyves only to initiate the process described in the following paragraphs.

(b) Subroutine RELEASEl is executed in response to the File 12
event scheduled by Subroutine AIRCNTRL lift. Its purpose is to extract the
airmobile lift resources from the unit, create a mission unit, and schedule
the events to return the aircraft with associated personnel and equipment
to the safe point. The following operations are performed.
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1. The flight speeds of the transport and escort aircraft

types are obtained from the Air Ground EDgagement Model data file, The
speeda pertaining to the current weather and light conditions are selected
and saved on the File 12 event record.

2. The fuel consumption rates for both air.raft types are
obtained from the Moveu.e..t Model constant data file. Those rates are also
saved on the File 12 event record.

3. Subroutine PENTRATE is called to determine if the return
flight will require penetration of enemy air space. A penetration flight
is defined, and one in which the aircraft are being released from a unit
across the penetration line is described, in Paragraph 3a(2)(b) above. If
a penetration flight is to occur, this subroutine also returns the coordinates
of th point along that line nearest the releasing unit. That point is
called the safe point, and the returning flight path will be adjusted to
fly directly to that point before returning to the base.

4. If a penetration flight is to occur, or if the transport
and escort aircraft are from the same airbase, a single mission unit is
created. All transport and escort aircraft with their associated crews,
Class Ili., and munitions are extracted from the releasing unit and joined
into the mission unit.

5. If the two aircraft types are from different bases, and
a penetration flight is not required, two mission units are created. In
this case, the escort aircraft and their associated crews, fuel, and munitions
are joined into one mission unit while the transport aircraft ith their
associated crews and fuel are joined into the other.

6. The coordinates of the objective point of the first
flight leg are set for each mission unit. If it is a penetration flight,
these are the coordinates of the safe point; otherwise, they are the coor-
dinates of the escort and transport aircraft parent bases.

7. Penetration flights are then passed to the in-flight
attrition segment which controls the movement of the flight from the releas-
ing unit to the safe point. Upon arriving at the safe point, the mission
unit will be passed back to Subroutine RELEASE2. The following steps are
not performed for penetration flights.

8. The distance from the releasing unit to the objective
is calculated and the time of flight is determined using the flight speeds
of the aircraft.

9. The events corresponding to arrival at the bases-is
scheduled on the File 12 automatic event table. That event will be processed
by Subroutine RELEASE3 at the appropriate time.
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(c) Subroutine RELEASE2 is executed in response to an event
scheduled by the in-flight attrition segment which indicates that a released
mission unit has arrived at the safe point. This subroutine schedules the
return of the mission units to the appropriate airbases. The following
procedure is performed.

1. The distance from the safe point to the transport air-
base is calculated and the time to fly co the base is determined using the
transport aircraft flight speed saved by Subroutine RELEASEl. The amount
of fuel required for the return flight is then determined using the transport
aircraft fuel consumption rate saved by Subroutine RELEASEI.

2. If the aircraft are to be returned to different bases,
a mission unit is created. The transport aircraft with their associated
crews and fuel are joined into that mission unit.

3. If the origina] mission unit did not have enough for
the transport aircraft to return to their base, the unit is passed to the
forward area refuel and rearm segment for refueling, after which it will
return to the control of Subroutine RELEASE3.

4. The remaining equipment in the original mission unit is
associated with the escort aircraft. If there is not enough fuel left for
the escorts to return to their base, that unit is then passed to the forward
area refuel and rearm segment, after which it will be returned to the control
of Subroutine RELEASE3.

5. The mission units not requiring refueling are returned
directly to their bases. Events are scheduled on the File 12 automatic
event table for the arrival of the aircraft back at their bases. Those
events will be processed by Subroutine RELEASE3.

(d) Subroutine RELEASE3 is executed in response to events
scheduled by Subroutines RELEASEl and RELEASE2. It upJates the mission units
for the flight to the base and schedules the restoration of the aircraft
for reassignment. The following operations are performed.

1. The fuel, personnel, and munition present in the arriving
mission unit are transferred directly to the unit status record of the air-
base after subtracting fuel consumed on the return flight.

2. The landing times for the transport and escort aircraft
types are obtained from the Air Ground Engagement Model data file.

3. The number of aircraft receiving B-kills is determined
from the mission unit's status file. The time required to return an aircraft
with a B-kill to service is obtained from the Air Cround Engagement Model
data file. The landing time is added to that time, and an event to return
B-killed aircraft to service is scheduled on the File i2 automatic event table.
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4. The preceding step is repeated for aircraft with C- and
D-kills. (A, B, C, and D kills are defined in Chapter 6 and in the descrip-
tion of the in-flight attrition segment contained below).

5. An event to return undamaged aircraft to service after
the landing time plus the aircraft availability time is scheduled on the
File 12 automatic event table. The availability time is obtained from the
Air Ground Engagement Model data file.

6. Mission units are dissolved, and their identities may
be used for other missions.

(e) Subroutine RELEASE4 is executed in response to an event
scheduled by Subroutine RELEASE3. This subroutine is called at the appropriate
time to restore aircraft into service after completion of a mission and to
record landing and availability times. It increments the quantity of air-
craft on hand contained on the airbase unit status record.

d. Refuel and Rearm (Segment 4):

(1) Purpose. The Forward Area Refuel and Rearm (FARR) submodel is
designed to Aimulate the refueling and rearming ý.f US Army aircraft performing
airmobile assault operati.'ns. The model is designed to simulate the opera-
tions of mobile FARR areas during mid-intensity conflicts where there would
exist a continuing and frequent iquirement for rapid displacement oz the
FARR area. This mobility is required to ensure continuous aircraft refueling/
rearming operations and to avoid destruction from enemy fire. The FARR
submodel is based primarily on the results of a US Army Supply Agency study
and selected FMs. ,3

(2) LOperation:

(a) Only the refueling and rearming operations are discussed in
this paragraph. Resupply of fuel and ammunition to the FARR area is discussed
in Chapter 9, CSS Model. When the FARR area is in hostile territory, it is
always resupplied by unit distribution through an airlift operation.

1. USACDC Supply Agency, Aircraft Refueling and Rearming in Forward
Areas (ACN 17073), September 1971.

2. FM 1-15, Aviation Battalion, Group, and Brigade; FM 6-102, Field
Artillery Battalion, Aerial Field Artillery; FM 17-37, Air Cavalry Squadron;
FM 57-35, Airmobile Operations.

3. US Army Aviation School, ST 1-100-1, Reference Data for Army
Aviation in The Field Army, January 1970.
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(b) During airmobile operations, a flight of troop ships and
their escorts may be required to make several trips between the pickup zone
and the landing zone. A flight, arriving at the pickup zone, is sent to
refuel if either of two conditions occur. The first ccndition is that the
escort aircraft (if there are any) have expended 50 percent of any type of
ammunition. The second condition is that the aircraft do not have enough
fuel to make one more round trip to the landing zone with 30 minutes reserve.
All aircraft sent to the FARR area are refueled and, if appropriate, rearmed.

(c) Once a determination has been made to send the flight to
a FARR area, a FARR area is chosen. If the flight has a FARR area in direct
support, it is sent there. Otherwise, it is sent to the nearest general
support FARR area. If no general support areas are available, the flight is
sent to the nearest FARR area which is in direct support of another unit.
In the case where the selected FARR area is moving, under attack, or
does not have sufficient fuel, an alternative FARR area is chosen.

(d) Figure 10-5 shows a schematic of the refueling and rearming
process which is simulated. As shown, refueling and rearming tasks are
accomplished separately, and both a refuel queue and a rearm queue are
simulated. If no rearming is required, the flight leaves the FARR area as
soon as all aircraft in the flight have been refueled.

(e) Once the flight arrives at the FARR area, it is put into
a refuel queue. No flights are given priority service. A "first in, first
served" rule is observed at both the refueling and rearming areas to facil-
itate the queuing process. A particular flight does not land at the FARR
area until service capabilities are available. If they are not available,
the aircraft are diverted to a holding area to await their turn in the re-
fueling queue.

(f) All aircraft arriving at the FARR area are refueled. Since
the Airmobile Model does not simulate fire by transport aircraft, only escort
aircraft are considered for rearming. Individual aircraft are refueled and
then, if necessary, rearmed, in that sequence. Within a flight, aircraft
which require rearming are refueled before aircraft which do not. All air-
craft are assumed to accept fuel at 50 gallons per minute at each fuel inlet.

(g) lotal refuel service time for a set of aircraft, RFTPS, at
a refuel area is calculated using Equation 10-4:

RFTPS = RFT + RFMT (10-4)

where:

RFT = refuel time per aircraft set (minutes)

RFMT = refuel maneuver time (minutes)
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(h) The refuel time per aircraft set is found by first determin-
ing the average amount of fuel required per aircraft inlet. The average
fuel amount is then divided by the intake rate of an aircraft fuel inlet.
This calculation is expressed by Equation 10-5:

RFT (min) = TRF (gal) (10-5)
NI*RATE (gal/min)

where:

TFR = total fuel required by all aircraft in a
flight (gallons)

NI = total number of aircraft fuel inlets

RATE = assumed rate at which aircraft can accept
fuel at an inlet (currently 50 gallons/minutes).

The number of inlets is used rather than the nimber of aircraft in order to
simulate a FARR area with different type refuel devices, each with a different
number of nozzles refueling different tyn- aircraft with varying numbers of
fuel inlets. A refuel point is defined ýL containing one nozzle, allowing
the number of fuel inlets in the flight to be matched with the refuel points.

(i) A refueling maneuver time is input to account for delays
other than the actual refuel time. This includes the time required to
maneuver a single aircraft into position for refueling from a position
approximately 200 yards from the refuel point, time to insert nozzle(s) and
commence (but not conduct) fueling, time to remove noz.:les and to maneuver
the aircraft clear of the refuel point.

(j) As soon as aircraft are refueled, those which require
rearming are maneuvered to a rearm area where they are put in a rearm queue.
Aircraft not requiring rearming are put in a holding area.

(k) All aircraft which require any ammunition are rearmed.
Rearm time per aircraft set is a function of aircraft and munition type but
is considered to be independent of munitions consumed. Rearm time per set
of aircraft is input as constant data. The number of rearm points at each
FARR area is also constant data and is input as a function of unit type
designation (UTD). The number of points will be degraded if the FARR sus-
tains loss of personnel.

(1) A second maneuver time is input to account for the delay
created in rearming. This time includes the time for an aircraft to move
from the rearm oueue area to a rearm point plus the time required for prepar-
ing for takeoff. Total service time for a set of aircraft at a rearm area
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is rearm maneuver time plus rearm time per set of aircraft. Although all
aircraft in a flight remain at the FARR area until the whcle flight has been
processed, the aircraft leave the service point immediately on completion
of servicing.

(m) Each type FARR area must be defined as a basic unit with
a unique unit type designation (UTD). The number and type of FARR areas
which are to be played are defined by the task organization. The amount
and type equipment at eac FARR area is described in TOE Load. An example
of what would be at a typical FARR area located in friendly territory is
shown below:

6 Refueling systems
20 500 gallon tanks

i Fuel truck
1 Ammunition truck
4 Rearm points

(n) Since each refueling system has two nozzles, the FARR
area has 12 outlets for fuel. Lethal areas are input for the 500 gallon
tanks and for the trucksý The amount of fuel in each should be listed as
secondary equipment for that item so that fuel may be attrited when the fuel
tanks and trucks are bit by artillery fire. Lethal areas of aircraft are
also input so that they can be attrited by artillery fire while in the refuel
and rearm areas. In determining the number of FARR areas required, the
tradeoff between system utilization and waiting time must be considered. A
FARR area should have enough service points, personnel, and equipment so
that a long waiting line does not develop. On the other hand, the more
refueling and rearming points at a forward area, the greater the system's
idle time will become. Furthermore, the greater the number of service points,
the larger the area to support the refueling/rearming activities must be,
causing problems in clearing and securing.

(o) In order to more clearly explain how the model simulates
the rearming and refueling activities a, a FARR area, an illustrative example
is developed below. The situation is shown in Figure 10-6.

Number Refuel Rearm

Aircraft Service Service Number Number
Aircraft in To Be Time Per Time Per Refuel Rearm

nlight Flight Rearmed Acft Set (min) Acft Set (mirn) Points Points

1 13 3 2 20
2 4 4 3 15 10 5
3 2 0 4 0
4 17 4 2 14

Figure 10-6. Illustrative Example of Refuel/Rearm Situation
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Four flights simultaneously arrive at a FARR area at time t equal zero. The
FARR area has 10 refuel points and five rearm points available. There is a
different number of aircraft in each flight. Note tnat the refuel and rearm
service times per aircraft may be different for differ'ent flights. These
times depend on the type aircraft and their munitior loads. In flight I,
only three of a total of 15 aircraft require rearming. The assumption is
that this flight consists of three escort aircraft and 12 transport aircraft.
The number of escort aircraft in the other three flights are 4, 0, and 4,
respectively. Figure 10-7 shows the sequence and times at which the four
flights would be refueled and rearmed as simulated in the FARR model.

(p) Since the rearming of flight 4 could not begin until time
t = 22 minutes, the Llight does not land at the FARR acea until time t = 20
m~nutes, at which time it immediately starts refueliug. This 2-minute time
difference allows the first ten aircraft of flight 4 to complete refueling
at the time rearm points in the rearm queue become available. In order to

minimize the number of aircraft on the ground at the FARR area at any one
time, a flight does not land at the FARR area until it can start refueling.
Thus, the aircraft are vulnerable to artillery fire for a shorter time
period.

(q) Since three of the 15 aircraft of flight 1 require rearming,
flight 1 departs the FARR area at t = 22 minutes. Flight 3 does not require
cýny rearming; hence, it is refueled as soun as any refueling capability
becomes available (t = 4 minutes) and departs immediately after refueling
(t 8 minutes). Note that flight 4 does not leave the FARR area until
t 49 minutes, even though refueling of all aircraft was completed at t = 24
minutes, and only four aircraft in the flight required rearming.

(r) As is illustrated in Figure 10-7, each flight arrives at
and departs from the FARR area as a complete flight, although some aircraft
may be refueling while others are rearming. Only those aircraft which
require rearming are sent to the rearm queue. Thus, if no aircraft in a
flight require rearming, the entire flight departs the area as soon as refuel-
ing is completed.

e. In-flight Attrition:

(1) General:

(a) Purpose. The In-flight Attrition Submodel is designed to
simulate the ground-to-air attrition incurred by any aircraft which flies
through hostile airspace. This submodel is intended to represent the principal
determinants of attrition in sufficient detail to permit realistic simulation
of airmobile and other air operations within the DIVWAG system. Rather thian
depend upon the results of any external high-resolution models, this submude]

is designed to use, as input, available basic data on air defense weapons

and aircraft.
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(b) Capabilities. The In-fllght Attrition Submodel can accommodate
for each force (Red and Blue), nine types of aireraft and 15 types of ground-
based air defense weapons, including both guns and missiles. Any resolution
unit which currently contains any of the specifiea typea of air defense weapons,

is considered by this submodel to be an air defense capable unit (ADCU).
The submodel considers the air defense capability, size, and location of
each such ADCU versus the position and speed of thi air unit on its current
flight leg. Attrition by ground-based air defense weapons is restricted
to aircraft and their contents. Provision exists for addition of an air
to-ground attrition routine at a later date. Suppression of air defense
weapons is simu]ated in terms of input air defense suppression duration
times applied for each a'tack by escort aircraft, TACAIR, or ground-based
artillery. This submodL.L dispatches a pair of escorts, if available, to
attack any firing ADCU which is within a limited distance from the air unit.
The submodel requests quick-reaction fire support by TACAIR or ground-based
artillery against any firing ADCU which is beyond a specified distante from
the flight path. Aircraft attrition calculations for guns employ airLraft
presented area, weapon accuracy, and aircraft vulnerable areas to each air
defense weapon type, based on the average engagemez.t geometry of relatively
short segments of the flight path. For missiles, accuracy and probability
of kill versus miss distance are used. Only unsuppressed ADCUs are permitted
to fire. Terrain masking; weapon limitations of range, altitude, slew rate,
and/or launch envelope; and delays for acquisition, reaction, and projectile
flight are :onsidered in determining whether projectiles can intercept the
flight on a particular segment. The number of projectiles which can inter-
cept on the segment is further determined by number of unsuppressed weapons
currently on hand, ammunition on hand, and rate-of-firc characteristics of
each weapon type. Degradation for weather and visibility conditions, elec-
tronic countermeasures (ECM), weapon system reliability, and evasive flight
is included. Aircraft losses are recorded in four kili categories; quick
kills (Category A), forced landings (Category B), mission aborts (Category C),
and other damage (Category D). Cargo and troop losses are proportioned to
total aircraft kills.

(c) Approach. The In-flight Attrition Submodel utilizes
extensively the DIVWAG event sequencing system. The basic approach used is
to considek the future flight path a leg at a time; to start with a limited
number of essential criteria; and to use them to identify and isolate, a
short distance in advance of the actual air unit, portions of the flight leg
where air defense engagement will be possible. Progressively detailed an~ly-
sis is then applied to narrow the scope of consideration and refine the
level of information about anticipated interactiona until segments of the
flight leg are defined on which unique sets of air defense weapons will
intercept the air unit. When the air unit has reacaed the end of each such
segment, final filtering makes use of up-to-date information, and a set of
attrition calculations is employed to assess fractional aircraft losses over
the entire segment.

4. Two types in any one flight.
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(2) Submodel Operation. The submodel is composed of three basic
sections. Section 1 idenetifies segments of the flight leg where aircraft
attrition is possible. Section 2 breaks these flight leg segments into sub-
segments, termed constant fire subsegments (CFS) within which the air unit
is expected to be sul.ject to attrition by a unique and constant set of air
defense weapons. Section 3 calculates and assesses to the air unit all
losses incurred on a CFS.

(a) Callers. Each of three different DIVWAG models may call
the In-flight Attrition Submodel in order to initiate assessment of aircraft
losses on a specific flight leg of an overall flight path. These models,
termed primary callers, include the Airmobile Model, the Reconnaissance
Submodel of the Intelligence and Control Model, and the Air "around Engagement
Model. Also, the DIVWAG event scheduling system may call the In-flight
Attrition Submodel as a result of events set during the course of assessment
of aircraft losses on a specific flight leg. The latter type of call is
termed a secondary cell. All primary and some secondar: calls go to Section
I. Primary calls caery identification of caller, a specification of the
flight leg to be assessed, whether It is the first or subsequent leg of
flight, and the identify of the air unit which may incur losses. Secondary
calls carry this information plus a key to an additional storage file which
can conLain details of the assessment in process.

(b) Section 1. This section identifies segments of a flight
leg where attrition may occur. In keeping with the event sequefncing design
of DIVWAG, such segmcnts are identified prior to the time at which the air
unit is to actually traverse the flight leg. A logical flow diagram of
Section 1 is found ac Figure 10-8.

1. A determination is made as to whether the location of the
air unit is updated to the end of the flight leg. A second cneck determines
whether the air unit has actually reached the end of the current flight leg.
If so, control is returned to the primary caller, so that the next flight leg
(if any) on the flight path may be presented for assessment. If the air unit
has not reached the end of its current flight leg, the current position of
the air unit is taken as the initial point of reference from which to conduct
a search for ADCUs which may have an effect upon the air unit.

2. In order to identify those segments of the flight leg
where aircraft attrit,.on is possible, all ADCUs of the opposing force are
examined against two basic criteria, from a point which progresses in short
steps (500 meter increments) from the beginning'to the end of the flight leg,
in advance of the actual air unit. One criterion is whether line of sight
exists from the center of the AT)CU to the point. The other criterion is
whether the point is within maximum effective weapon range of at least
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some5 of the longest -ange weapons in the ADCU. If both criteria are met
for any ADCU from a given point, that point is then considered co be within
a flight leg segment cver which the air unit is subject to possible attrition.
If two adjacent pointo meet both criteria, the step interval between points
ie presumed also to be within a flight leg segment on which attrition is
possible. The first point which fails to meet both crit.ria marks the end
of the possible attrition segment, while conversely the first point which
meets both criteria marks the beginning.

3. If the point reaches the end of the flight leg with no
possible engagement segments being found, the coordinates of the air unit are
updated to the end of the flight leg and an event is set for the time at which
the air unit, at its assigned flight speed, should reach the end of the
flight leg. This evert calls Section 1. After this move event is executed,
control returns to Setion 1, so that the primary caller may be notified and
any subsequent flight legs may be presented for assessment.

4. Section 1 also keeps track of which ADCUs are involved
in meeting both of the above criteria as a basis for determining the end of
a segment. Whenever an ADCU is added or dropped from the roster of those
that meet both criteria, a segment is considered to end. Whenever the end
of such a segment is found by this section of the submodel, an event is set
to enter the second secti3n of the submodel at the time the flight is antic-
ipated to arrive at the start of this segment, so that more detailed geometric,
timing, and related aLalysis can be performed.

(c) Sectioa 2. Section 2 is called in resronse to the events
set in Section 1 just described. Associated with each such event are data
specifying the flight leg and the air unit, and also details from Section 1
describing the segment of the flight leg on which engagement was anticipated
to be possible including the Identity of the ADCU(s) expected to engage. A
logical flow diagram of Section 2 is shown at figure 10-9.

1. The first step in Section 2 is to update the position of
the air unit to the location of the start of this aegment of the flight leg.

2. To perform its primary task, Section 2 must examine the
current status and air defense capability of each air defense weapon system
in each ADCU expected by Section 1 to be able to participate on this segment
of the flight leg. This detailed examination by weapon type reveals which,
if any, weapons are expected to be capable of delivering projectiles which
will intercept the air unit on this segment of the flight leg. Since the
ADCU has line of sight on this segment, all contained weapons are temporarily

5. For purposes of the In-flight Attrition Submodel, all air defense
weapons in a given ADCU are assumed to be evenly distributed on the circum-
ference of a circle whoie center is that of the ADCU and whose radius is one-
half of the width or depth of the ADCU, whichever is smaller.
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assumed, for this examination, also to have line of sight. The range of each
weapon type, however, is critical in this examination. Other factors such
as ammurition supply and 3pecific weapon capability limits are also considered
here. This examiniation also determines when the projectiles fired by each
capable weapon are expected to begin intercept and cease intercept of the
air unit. This determination of timing requires consideration of the imme-
diately preceding act.vity of the pertinent weapons, or the time when the
air unit will enter range of a given weapon type, as wel l as any delay times
which may be appropriate to the specific circumstances. Delay times which
may be appropriate include acquisition delay, reaction time, and projectile
time of flight. For example, if the prior activity of a weapon were, for a
sufficient period, firing at this air unit, then no delay would apply to
intercept by its projectiles on this segment of the flight leg. If, however,
a weapon had not yet acquired the flight, then acquisition delay, reaction
time, and projectile time of flight would all be applicable. In the latter
case, it might be determined that the weapon could not intercept on this
segment of the flight leg. In this manner, Section 2 analyzes the capability
and timing of all the air defense weapons in the pertinent ADCU(s) and then
sorts out the results by weapon type according to anticipated start and end
of projectile intercept with the air unit on this segment of the flight leg.
These sorted results reveal the flight subsegments within eac- of which the
air unit is expected to be subject to attrition. by a unique and constant set
of air defense weapons. These flight subsegments will henceforth be referred
to as Constant Fire Subsegments (CFS).

3. For each CFS established, Section 2 sets an event to call
Section 3 at the end time of the CFS, for the final attrition calculations.
Finally, Section 2 sets an event to call Section 1 at the end of the last
CFS defined. If no CFS was defined, this event is set for the end of this
segment of the flight leg.

(d) Section 3. Section 3 is called in response to the attrition
event scheduled in Section 2. Based on the data on the CFS generated in
Section 2, adjustments for status changes are made and weapons capabilities
are now elaborated upon to approximate average capability over the CFS,
suppressive fire and effects on AD weapons are accounted for, and the aircraft
attrition is calculated. A logical flow diagram of Section 3 is shown at
Figure 10-10.

1. To prepare for attrition calculations, Section 3 references
the current status of the various air defense weapon types which were anti-
cipated (by Section 2) to be participants in the attrition inflicted on the
flight during this CFS. Current time (and therefore status) is for the end
of the CFS. The attrition calculations must exclude weapons which are
destroyed and weapons which are -suppressed. The current number of weapons

10-37



S3CVIOU 3 It CALLED SI.
INTR- DIVWAG EVEIT S7S1THZ

Sar| N 3 WITH I.vMP? SIT SYs
fKCTION 2

EXCLUDE DAEMD3M.W
DESTROYED & - DATA SAVD rN 530T1CR 2

SUF?EESSgZ, L A M IO
L LAD WEAPONS-

ADCU W11CH
F! RES ON FRN

UNIT 02S WhS Cn

"LO o WOULD YSz

T3 TACAIR OR

*lUTzS No SN J

ESCORT i .REQUEST 13
AVAILAWILITY INC M).aI

EFFECRTS

ADOU?

CALCULATE
AIRCRAFT --- wITh1 EDW 0F Vet*SD DATA

ATTRlTION By FROM ASO ,.
RD ON THIS Cr1

RZcoanALS CARGO MtI 7.40055,AIRCRAFT l . IN PROPOKI•gO TOLOssES TMAnsmr "assts.

MOVE AIR UWL'-T

Figure 10-10. Macrcflk.. of In-Flight At-:rition
Submodel (Section 3)

10-38



on hand is accepted 6 as adequately reflecting weapons destroyed.

2. Becauie of the potential impact of suppression on results,
a Jcok back is made to' CFS start time to evaluate suppressive effects from
all sources at all points during the CFS. Air defense sippressive effects
are represented by air Jefense suppression time durations, given in input,
applied by Section 3 to the last time at which an ADCU was attacked. The
entire ADCU is assumed to be affected uniformly. If a suppression time
duration for a given ADCU is not found to overlap any part of the CFS, the
ADCU is considered to be firing at CFS start time. In this case, a decision
is made by Section 3 as to whether a pair of escorts, if available, would
have been dispatched to suppress the ADCU. If the decision is po)sitive, the
suppressive effect of the escort action is superimposed, and the overlap of
suppression duration with CFS is recalculated. In any case, the fraction of
the CFS which is o%,erlapped by the foregoing suppression evaluations, for a
given ADCU, is used ir the attrition calculation to degrade the amount of
fire that any weapons in that ADCU can place on the air unit during this
CFS. If escorts are unavailable to attack a firing ADCU, or if the firing
ADCU is beyond the li-,iits of attack escorts (to the s.des of the flight path),
a request for quick-reaction TACAIR or ground-based artillery fire support is
made to the Intelligence and Control Model. The suppressive effect of any
such external fire support rendered, however, is considered only on subsequen.
CFS.

3. Preparatory to attrition calculations, Section 3
establishes the X, Y, and Z coordinates of the midpoint of the CFS. The
midpoint is later used to calculate the aspect angle of the air unit and
its slant range from the center of each ADCU participating.

4. If more than one ADCU was determined by Section 2 to be
a participant cn the 1,FS currently being processed for attrition, the ADCUs
are considered separately; and within an ADCU, those weapon types determined
to be participants are also considered individually. For each such weapon
type, a series of calculation steps is performed, employing slant range and
related geometry of the midpoint of the CFS and reflecting the current number
of weapons and their capability after adjustment for air defense suppressive
effects, weather-visibili':y, and other current conditicns. Different calcula-
tion procedures are used for missiles, as distinguished irom guns. The result
of these calculations is a set of probabilities of kill, by weapon type, by
aircraft type in the uait, and by each of four kill-type categories. Each
missile is assumed to be targeted against a single airctaft, of the largest
type in the air unit; therefore, resultant missile probabilities of kill are

6. Ideally, an adjustment should be made to reflect average number
on hand over the length of the CFS. Provision is made to adi such an
adjustment later. As long as the segment is relatively snort, however, little
distortion should result.
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considered equivalent to fractional losses. Rounds fired from guns are
assumed to be equally distributed over all aircraft in the flight at the
start of the CFS. Gun probabilities of kill are, theiefore, per aircraft.

5. Probabilities of kill for all gun weapon types in all
ADCUs participating are then combined by forming the product of the respective
probabilities of survival, for each kill type and aircraft type. The aggre-
gate probability °of kill for all gun weapons, by kill type and aircraft
type, is then ove minus the respective compound probability of survival
(l-Ps). Miasile losses are subtracted first, from aircraft in the air unit.
The aggregate gun probability of kill is multiplied by the remaining air-
craft of respective type to generate aggregate losses to guns.

6. Finally, losses to aircraft are recorded, and the

position of the air unit is updated to that of the end of this CFS.

(3) Section 1 Operating Details:

(a) General. This subparagraph is a supplement to the preceding
discussion of Seztion 1 of the In-flight Attrition Submodel. The general
structure, concept, and macroflow of Section 1 was described above. This
subparagraph, in contr.st, describes how Section 1 performs its principal
functions. Description focuses on the key algorithms and logical processes
of Section 1.

(b) Incoming Data. Four essential data items arc included in
the data which accompany a call to Section 1. The first of these items is
an operation code which causes the call to be routed to Section 1. The
second item is the identity (IUID) of the air unit, The third item is a
flight continuity code (JPASS) which denotes whether this is the initial or
a subsequent pass through the In-flight Attrition Submodel on this flight
path. The fourth item is a code which can be used to return to the primary
caller when necessary. Section 1 then obtains additional data as needed.
The first such items obtained include the beginning end ending X and Y coor-
dinates of the current flight leg, obtained from the Unit Status File of the
air unit.

(c) Flight Leg:

1. Establishment of Z Coordinates. Since the flight leg

is defined so far only in the X, Y plane, the beginring and ending Z coor-
dinates must be established by Section 1. The elevation of the ground at the
beginning and encing X, Y coordinates is obtained and the height of the flight
above terrain, obtained from the flight altitude variable on the Unit Status
File of the air unit, is added to yield the Z coordinates of the beginning
and end of the flight leg, in meters.
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2. Orientation of the Flight Leg. The orientation of the
flight is established in angular terms, so that coordinates of various points
along the flight leg can be readily established. Orientation in the X, Y
plane is represented by angle B, in radians. Angle B is calzulated by the
.xpresclon:

-l

B = tan (y/x) (10-6)

where:

x = difference between beginning and ending
X-coordinares

y = difference between beginning and ending
Y-coordinates

Orientation of the flight leg in the vertical plane is represented by angle
R, which is calculated by the expression:

R = tan (Z2 - Zl)/d) (10-7)

where:

Z2 = ending Z coordinate

Z1 = begining Z ccordinate

d = ý 7x2 +y2 (10-8)

The flight leg is assimed to be a straight line for purposes of establishing
position of the air ui.it. Certain trigonometric functions of these angles
are calculated at this time for later use in updating positions.

3. Air Unit Initial Position. The position of the air
unit, at the time of primary call to Section 1, is at the beginning of the
flight leg. At the time of secundary call, air unit position may have been
updated appropriately to some point along the flight leg.

(d) End-of-FlLght-Leg Check for Air Unit. In case the air unit
position has been updated, through steps taken in other parts of the in-flight
attrition process, to the end of the current flight leg, a check is made.
If the unit is at the Bnd of the flight leg, Lontrol is returned to the primary
caller to permit presentation of the next flight leg, if any.

10-41



(e) Initial Position of Reference Point P. On the first pass
through Section 1, signified by the zero value of the pass code (third item
of incoming data), the position of the reference point, P, is set to the
location of the air un.':, which is at the beginning of the flight leg. On
all subsequent passes through Section 1, signified by the value 1 of the pass
code, poiiLt P is set to the position it held at the end of the last pass, as
obtained from the stored X and Y coordinates. The Z coordinate is obtained
by use of the utility routine, ELEVATE.

(f) Search for Enemy Units. From the look point, the utility
routine, SEARCH, is used to generate a list (list 1) of all enemy units
within a specified radius. The radius is limited, to reduce unnecessary
computation, depending on the altitude of the flight above the terrain and
foliage. If altitude is within 100 feet, the look radius is set to 4000
meters. If altitude is between 100 and 1000 feet, the radius is set to 6000
meters. If altitude is between 1000 ana 3000 feet, radLus is 10,000 meters,
while for over 3000 feet, radius is 20,000 meters.

(g) Developing List of AD Weapon Types Ranked in Order of
Decreasing Range. In order to screen the list of enemy units, just obtained,
for ADCUs in range, a list of all AD weapon types ranked in decreasing order
of maximum effective weapon range is formed. The weapon types specified to
have AD capability are obtained, together with their maximum effective ranges,
from the input data file.

(h) Screening for ADCUs in Range. The list of enemy units within
search radius is screened next for ADCUs whose longest range AD weapon can
reach the reference point, P. Each enemy unit is examined to see if it con-
tains any weapons of any AD type, starting with the longest range type,
according to the ranked list of types. If any AD weapors are found, the
distance, d, between point P and the ADCU is calculated by the expression:

d = (Xp _ Xu) 2 + (Yp - Yu) 2 - 1/2 the minimum of (10-9)

D or W

where:

Xp = X coordinate of point P

Yp = Y coordinate of point P
Xu = X coordinate of ADCU center

Yu = Y coordinate of ADCU center
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D - depth of ADCU, tn meters

W - width of ADCU, in meters

The distance, d, is then compared with the maximum effective range of the
weapon type to determine if the ADCU is within range.

(i) Screening for Line of Sight. If the ADCU is within range,
it is also tested for line of sight, The line of sight function, LOS, is
used. The operation c1f this function is described in Chapter 2. Function
LOS is given the X, Y, and Z coordinates of the imaginary reference point,
P, plus a flag indicating where to find the X, Y, and Z coordinates of the
ADCU. A yes or no answer is returned for existence of line of sight between
these two points. While this screening proceeds, the earliest time that line
of sight is gained by any ADCU in range is recorded for use in Section 2.

(J) Incrementing Location of Reference Point P. If no ADCU is
found within range of, and with line of sight to, the air unit at the start
of the flight leg, the reference point, P, is stepped ahead along the flight
path by an incremental distance, and the search and screening process is
repeated. The incremental distance is a fixed value which is a product of
a variable time increment and the flight speed of the air unit. The time
increment ti, is calculated by the reverse process:

ti = di/s (10-10)

where:

di = incremental distance

s = flight speed of the air unit

The incremental distance is hard-wired and is chosen to compromise adequately
between need for accuracy of results and need to minimize computer running
time. The value currently used is 500 meters. The new coordinates of point
P are calculated, using trigonometric functions of the angular orientation of
the flight leg, as described above. The new coordinates are:

X M X0 + D cos B (10-11)

Y = 1o + D sin B (10-12)

Z - Zo + D sin R (10-13)

where:

Xo= initial or previous X coordinate of point P
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Yo M initial or previous Y coordinate of point P

Zo = initial or previous Z coordinate of point P

D = the cumulative distance uf all incrementation
to date on this flight leg

B and R are angles defined in Paragraph 3p(3)(c)2, above.

The cumulative distance, D, of all incrementation to date on this flight
leg is obtained by the expression:

D = s • t (10-14)

where:

s = flight speed of the air unit

t = the cumulation of all time increments
so far on this flight leg.

If the incrementation should push the new coordinates beyond the end of the
flight leg, this condition is detected, and the coordinates are reset to
those of flight leg end.

(k) End-of-Flight-Leg-Check for Reference Point P. The check to
determine whether point P has reached the end of the flight l1; is made on
each pass through the ..oint P incrementation loop'.

(1) Flying Air Unit to End of Flight Leg. If point P was found
to have reached tl' end of the flight leg, no further preparatory proc~ssing
of this flight leg will occur. Accordingly, the location of the air unit is
updated to the end of the flight leg. This is done by resetting air unit
coordinates to coordinates of flight leg end. An event is then set to call
Section 1 at the time the air unit, flying at its given speed, will reach the
end of the flight leg. The time of the event, t, is found by the expression:

t - to + dr/s (10-15)

where:

to = current time

dr = distance between air unit current location
and end of flight leg
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s = flight speed

The distance, dr, is calculated by the equation:

dr = '(X 2 - X1)2 + (02 - Yl)2 (10-16)

where:

X1 = current X coordinate of air unit

Y, - current Y coordinate of air unit

X2 - flight leg end X coordinate

"Y2 = flight leg end Y coordinate

When Section 1 is called at this event time, it senses that the air unit
is at the end of the flight leg and therefore returns to the primary caller
so that any following flight leg may be presented for in-flight attrition.

(m) Establishment of Posaible Engagement Segments:

1. Finding First Start. If, for the first time on this
flight leg, after the screening steps deýscribed above, one or more ADCUs
remain with range and line of sight to the reference point, P, then the start
of the first possible -'ngagement segment on this flight leg has been found.
The coordinates of tPe start of this possible engagement segment are equated
to those of point P. The identity of each ADCU which could possibly engage
at this point is placed on a list (list A) which will assist in finding the
end of the first engagement segment.

2. Finding First End. The end of the first possible
engagement segment on this flight leg is sought as soon as the start has
been found. To find the end, the location of reference point P is stepped
ahead one increment. From the new point P, a new search for enemy units is
conducted, and all units found are screened for AD %capon range and line of
sight. The identity of each ADCU which passes the screening is placed on
a list (list B). The ccntents of list B is now compared with the contents
of list A. If the same ADCUs are on both lists, the lcation of point P
is again incremented, and the search and screening steps are repeated to
generate a new list B. As soon as the contents of lists A and B disagree,
then the end of the first possible engagemeat segment has been found. The
end coordinates of this segment are equated to those of point P.
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3. Finding Subsequent Start and End. The start and end of
subsequent possible engagement segments of the flight leg are found in the
same manner as described in the preceding two paragraphs, while the reference
point, P, continues to progress along the flight lcg. The end of a previous
segment will be the sta:t of a subsequent segment only if one or more ADCUs
remain able to engage. Otherwise, a portion of the flight path will intervene
on which no engagement is possible.

(n) Setting Event to Call Section 2. Whenever the end of a
possible engagemeat segment cf the flight leg is found, an event is set to
call Section 2, so that more detailed analysis of engagement possibilities
can be performed. The time at which Section 2 will be called is set to the
time at which the air unit should arrive at the start of the possible engage-
ment segment. This time is directly available, since it has been maintained
and updated by all time increments used in moving point P since the first
call to Section 1.

(o) Data Stored. Whenever an event to call Section 2 is set,
data are stored for later use. The items include the total number and identity
of each ADCU on list A for the particular segment of the flight leg, the
beginning and ending X and Y coordinates of the segment, the start time of
the segment, and the time at which line of sight is first gained (air unit
mask time), if at all, on this segment.

(4) Section 2 Operating Details:

(a) Incoming Data. The same four essential items which are
incoming to Section 1 also accompany a call to Section 2. These are the call
routing code, the identity (IUID) of the air unit, the flight continuity code
(JPASS), and the code used by Section 1 to return to the primary caller.
Section 2 then obtains additional data, including the data stored by Section
1 (see Paragraph 3e(3)(o), above, AD weapon characteristics) and the unit
status file of the air unit, containing the X, Y coordinates of the flight
leg.

(b) Update of Air Unit Location. An initial step taken by
Section 2 is to move the air unit to the X, Y coordinates of the start of the
possible engagement segment. These coordinates are included in the data
stored by Section 1.

(c) Length of Possible Engagement Segment. The length, L, of
the possible engagement segment is calculated by the expression:

L -4(-Xe - Xb) 2 + (Ye - Yb) 2  (10-17)

where:
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Xe = X coordinate of-end

Xe = X coordinate of end

Ye = Y coordinate of end

Xb = X coordinate of beginning

Yb=Y coordinate of beginning

(d) Setting Fiight Continuity Flag. If this is the first time
that Section 2 has been called for this air unit's current flight through
hostile air space, the flight continuity flag, JPASS, an essential incoming
item of data, will enter with a value of 0, which was set by the primary caller.
Section 2 checks on the value of JPASS, and if it is found to be 0, resets it
to a value of 1. The value I remains for all subsequent flight legs and
signifies to the various parts of the In-flight Attrition Submodel that any
caJl with this value Is a continuation of a flight already in progress, rather
than the start of a new flight.

(e) Determining Initial Value of Last Event Time. The time of
the end of the last Constant Fire Subsegment (CFS) defined for this air unit
flight path is an important reference value throughout Section 2. If this
is the first time that Section 2 is called for a given air unit flight path,
no prior CFS can have been defined. In this case, Section 2 sets the last
event time variable, LASTET, equal to the start time of this possible engage-
ment segment of the flight leg, as stored in Section 1. If, however, this is
not the last call to Section 2 for the given air unit flight path, last event
time is found from the stored records of CFS found on a previous pass through
Section 2. In case no record yet exists, the value generated on the first
pass is used.

(f) Processing ADCUs Which Can Possibly Engage. Each ADCU
designated by Section 1 as possibly being able to engage the air unit on
this segment of the flight leg is put through a series of processing steps.

I. Finding Air Unit Crossover Point Versus this ADCU.
The crossover point is "he point on the line through the ends of this possible
engagement segment which is nearest to the ADCU. The position of the cross-
over point is returned in terms of a variable which reflects the fractional
position of the point between the begin and end of the segment. or, if the
point is beyond an end, thefractional degree of excess, with a sign to indi-
cate the end exceeded.

2. Screening Weapon Type Capability in This Situation.
Within a given ADCU, the capabilities of each AD weapon type are first grossly
screened to eliminate from further consideration weapon types which cannot
engage in this particular situation. A series of screening checks is employed 4
based on the current status of the ADCU.
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a. Weapon Defense Responsibility Radius. If the air
unit is outside the input-specified radius of defense responsibility of a
given AD weapon type, that type is dropped from further consideration. Dis-
tance, d, between air unit and AD weapon, for this check, is obtained by the
equation:

d = V(Xb - Xu) 2 + (Yb - Yu) 2 + 1/2 the minimum of (10-18)

D or W

where:

Xb = X coordinate of beginning of possible engagement
subportion

Yb = Y coordinate of beginning of possible engagement
subportion

Xu = X coordinate of ADCb center

Yu = Y coordinate of ADCU center

D = depth of ADCU, in meters

W = width of ADCU, in meters

b. AD Weapons on Hand. If any AD weapons of this type
remain on hand (i.e., remain undestroyed), this type is considered further.
Otherwise it is dropped.

.. Ammunition on Hand. This weapon type must have some
of the proper type of ammunition on hand for the weapon type to be considered
further.

d. Weather-Visibility Condition. The current weather-
visibility condition is obtained by use of the utility routine WEATHR, which
tells whether it is day or night and good or poor weather. Input data for
the weapon type specifies whether the weapon is capable of firing effectively
in either nighttime or poor weather conditions. If a condition prevails in
which the weapon cannot fire effectively, it is not considered further.

e. Aircraft Altitude. Maximum and minimum aircraft
altitude capability of the AD weapon type, from input data, is compared with
aircraft altitude. If the aircraft altitude is within weapon capability
limits, the weapon continues in consideration.

f. Aircraft Speed. Input data also contain maximum and
minimum aircraft speed capability of the weapon type. If the aircraft is
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within weapon capability limits, the weapon type continues to be considered.

1. XR Lock-On Boundary. Input data provide a simplified
boundary representation for the capability of infrared-seeking missiles to
achieve lock-on. The input is a set of boundary distances as a function of
seven horizontal aspect angles of the aircraft trajectory. For comparison
with the input data, the horizontal aspect angle of this air unit and its
distance from the weapon is calculated. Boundary distance is interpolated
linearly, between the nearest two of the seven input aspect angles. Air
unit distance from the weapon is the same distance, d, as calculated for com-
parison with defense responsibility radius, above. Horizontal aspect angle
of the air unit trajectory is calculated with the assistance of the utility
routine DISTPL. This routine is given the begin and end X, Y coordinates of
the possible engagement segment and the X, Y coordinates of the ADCU, and
returns a perpendicular distance, b, from che ADCU to the line passing
through the begin and end coordinates (see Figure 10-11). The third side,
a, of the right triangle of sides a, b, d i. calculated by the expression:

a = 1#4d2 + b (10-19)

The horizontal aspecL angle is defined here as the angle A, between the sides
representing the perpendicular distance, b, and the ADCU-to-begin distance,
d. The tangent of this aspect angle equals a/b. This aspect angle, A, is
therefore calculated by:

A - tan 1 (a/b) (10-20)

If the interpolated boundary distance exceeds distance d, the weapon continues
to be considered.

h. Slew Rate. The angular rate of the aircraft with
respect to the ADCU is calculated and compared with the maximum slew or
tracking rate capability of the AD weapon, from input data. Weapon capability
must exceed aircraft angular rate for the weapon to be considered further.
Aircraft angular rate, 1, is calculated by the expression:

6 - cosine A , 8/d (10-21)

where:
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A - horizontal aspect angle, as d2fined " preceding
paragraph

s = speed of air unit

d = distance between ADCU and air unit as used
in preceding paragraph.

3. Range of AD Weapons. For use in detvmining the portions
of the flight path that each weapon type can reach, the position of weapons
in the ADCU must be considered. The AD weapons are assumed to be uniformly
distributed on the circumference of a circle whose diameter is the minimum of
the depth and width of the ADCU. Thus one-half the diameter of that circle
is added to the maximum effective weapon range of each weapon type when
considering range intercept points on the flight path.

4. Determining Range Intercept Points on Flight Path. To
determine where on the flight path the range of any weapon type, in a given
ADCU, can begin to intercept and will cease intercepting, the adjusted weapon
range as defined in the preceding paragraph is used. These two points of
intercept are determined by using the utility routine CHORD. This routine
is given the X, Y coordinates of the ADCU, the X, Y beginning and ending

coordinates of the possible engagement segment, and the adIjusted AD weapon
range. This routine returns the X coordinates of the two points where a line
extended through the possible engagement segment is intercepted by the range.
The X coordinate corresponding to the start of range intercept is identified
and so labeled (Xl), as is the X coordinate corresponding to the end of range
intercept (X2). This identification is accomplished by reference to the order
of the X values of the beginning and ending of the pos. ible engagement segment
together with those of the two points. The corresponding Y coordinate for
each of these two, intercept limits is obtained from the line of the possible
engagement segment by the expression:

Yp = (Ye-Yb) " (Xp-Xb) / (Xe-Xb) + Yb (10-22)

where:

Xb - X coord.nate of beginning of possible engagement segment

Yb = Y coordinate of beginning of possible engagement segment

Xe = X coordinate of ending of possible engagement segment

Ye- Y coordinate of ending of possible engagement segment

Xp =X coordinate of a range intercept point

Y = Y coordinate of a range intercept point
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5. Excluding Irrelevant Range Intercept Points. Range
intercept points may be generated, by the foregoing process, whicn are irrel-
evant to this possible engagement segment of the flight leg. Surh point pairs
must be excluded from consideration on this segment, since they are considered
on either prior or subsequent segments. To identify and exclude such point
pairs, it is determined whether the intercept points lie on the engagement
segment or on extensions thereof. If both points lILe outside the same end of
the possible engagement segment they are clearly excludable, since they are
properly considered in another segment. If the points straddle this possible
engagement segment they cannot be excluded.

6. Calculating Times of Start and End of Range Intercept.
If both range intercept points fall within the possible engagement segment,
their times can be calculated directly. If, however, one poiut is within and
the other point is outside, or if the points straddle the segment, an adjust-
ment is necessary.

a. Both Intercept Points Within Segment. If both range
intercept points lie within the possible engagement segment, the time for
each, t, is calculated by the expression:

t = b , f * d/s (10-23)

where:

b = time of beginning of this possible engagement segment

f = the fraction of distance, between beginning and end of
the segment, at which the point lies

d = the length of the segment (see Faragraph e(4)(c), above)

s = speed of the air unit.

b. One Point Within Segment. If only one of the two
points lies within the possible engagement segment, time for the inside
point is calculated as in the preceding paragraph. Time for the outlying
point, however, is set equal to the time of the end of the segment on whicn
tne point lies outside.

c. Points Straddling Segment. If the two range intercet

points straddle the possible engagement segmnrt, the time of each point is

set equal to the time of that end of the segment outside which the point lies.

7. Calculating Time Delays to Start of Projectile Intercept.
Depending upon the specific circumstances, a delay may occur which affects
the time at which projectiles from the given weapon type intercept the air

unit. Up to three types of time delay may be included in the total delay
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imposed. These types are deLection delay, fire/launch delay, and time of
projectile flight to target. Means used to calculate these delays are de-
scribed in this paragraph. The determination of the applicability of and
method of applying any or all of these delays is d.scussed in a later para-
graph, 3e(4)(f)8, below.

a. Detection Delay. In those circumstances where
detection delay is appliable, it is calculated from data provided in input
taoles. The input tables conLain data on probability of detection of air-
craft by one AD weapon, within some cutoff time, and corresponding data on
median time delay, from entry of the target into line of sight until detec-
tion of the target. Some of the data can be obtained from CDCEC test results.
Data are provided for three basically different types of engagement situation
which the model may be called upon to simulate. Means of detection used and
other conditions are assumed to be inherent to each of the three types of
engagement situation. These types are:

AD guns and short range missiles against average type
helicopters at nap-of-the-earth altitude, with average
background clutter/contrast for the territory being
gamed.

• AD gzuns and short range missiles against average type
fixed-wine, -tircraft, under average conditions,

• Medium and long range AD missiles against average type
fixed-wing aircraft, under average conditions.

Data are provided for groups of two, five, and ten aircraft, each at four
slant ranges. For a specific situation, the model interpolates linearly
between the input data points to obtain the specific input median delay
value for one AD weapon. Since an ADCU may contain a number of AD weapons
which are in a position to detect, the model must adjust the input delay for
this number. Also, since the field test data are often subject to a cutoff
time and theretore incomplete, adjustment must be made for the missing data
reflected by a probability of detection, within cutoff time, of less than
1.0. These adjustments, and the selection of a specific delay value, assume
that detection delays ate, in reality, lognormally distributed. Also, it
is assumed that the standard deviation (in the log domain) of the distribu-
tion can be satisfactirily estimated by the relationship:

S 7" in(t) (10-24)

where:

s = estimated standard deviation (in log domain)

t = median detection delay
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V = a constant for the type of data situation being
considered. This constant can be derived from
field test data. Examinatio- of data from the
CDEC 43.6 test yields a value of aboat 0.25.

The adjustment for incomplete field test data is then made by the equation:

tla = tl * e -SI " fl (Pd/2) (10-25)

where:

tla adjusted median detection delay for one AD weapon

t= input median detection delay for one AD weapon

S1 = estimated standard deviation for the field
test data (in log domain)

Pd =probability of detection by one AD weapon,
within the cutoff time of the field test data.

7
f= a function which returns an approximaticu of

the cumulative area beneath the normal curve
corresponding to a position along the curve,
in standard deviations, represented by the value
in the parentheses. Utility function DNORM
is used.

The adjustment for the actual number of observing AD weapons is then made
by a method of successive approximations, using the fllowing formula for
the cumulative lognormal probability distribution:

f x 
_ x2C10)e . dx (10-26)

7. Adapted from Hastings, Approximations for Digital Computers,
Princeton University Press, 1955, p. 187.
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where: - ý

SI

tn = median detection delay for n AD weapons

tia adjusted median delay for one AD weapon

S1 = estimated standard deviation for the test data

A trial value of tn (actually tla/n) is inserted in this equation. The
formula is evaluated, and the resulting value of O(x), representing the
probability of detection by one weapon within time t, is then transformed
to an estimate of the probability for n weapons, Pdn, by the formula:

Pdn 1 1. _ (1. _ P(X))n (10-27)

where:

n = the total number of AD weapons in this ADCU

The value of Pdn is then compared with the desired value of 0.5, representing
the probability corrcsponding to the desired median time delay. By adjusting
t; in the proper way, several reiterations yield a value of ct(x) acceptably
close to (within t.01) the desired 0.5. The latest tn value is then used
as thb median detection delay for n AD weapons. The detection delay value
usei to establish the start of the CFS is now selected from the lognormal
distribution of delays, based on the median value just derived for n AD
weapons. This selection of delay is made by the equation:

Sn . U

Delay = tn • e (10-28)

where:

t n median detection delay for n AD weapons

Sn = estimated standard deviation for n AD weapons

= Y in (tn) (Y - constant, see above)
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U = a random normal deviate

= f (a random number from a uniform distributionbetween 0.0 and 1.0)

and where:

f2 = a function which returns an approximation8 of the
number of standard deviations corresponding to
the cumulative fraction of area beneath the normal
curve,, as represented by the random number.
Utility function FNORM is used.

b. Firing/Launch Delay. Firing/launch delay, when
applicable, is obtained from the weapon input data and is a constant for
each AD weapon type.

c. Time of Projectile Flight to Target. When applicable,
time of projectile flight to target is approximated by a two-step reiteration
process. The first step uses the current location of the air unit from which
to calculate slant range to the ADCU center. Using this slant range, time
of flight to initial target location ib :alculated or interpolated for the
weapon. The target is then moved, accorling to its flight speed and direc-
tion, to the position it would have re-ched after projectile time of flight
to the initial target location. For the second step, time of flight is re-
calculated or reinterpolated to the new target location. The second time of
flight is then used as an approximation for delay applications. Slant range
is calculated from the X, Y, Z coordinates of the air unit and the ADCU.
Distance in the X, Y plane is calculated first. Difference in Z coordinates
is then used to calculate slant range. Both calculations use the Pythagorean
theorem. Given the slant range, time of flight foc a missile is interpolaced
from the input data table of time of flight versus slant range for the weapon
type. For guns, time of flight is calculated by the formula:

r (10-29)

v-r'c

where:

r = slant range

v = muzzle velocity of the weapon type

c = projectile drag coefficient of the weapon type.

8. Adapted from Hastings, Approximations for Digital Computers, p. 192.
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8. Application of Time Delays. Trle applicability of any
of the three types of time delay to projectile intercept, as well as the
method of application, depends upon the current natur; and history of the
engagement situation between the air unit and air defense weapons.

a. Detection Delay. Detection delay is applied whenever
this ADCU must acquire the air unit. This ADCU must acquire the air unit
when it has been eitner out of range or masked to all ADCUs immediately prior
to the current possible engagement segment of the flight leg. Considered
from the reverse standpoint, if another ADCU is currently engaging the air
unit, or has recently acquired it and is about to engage it, the model does
not apply detection delay to the ADCU currently being processed. Good com-
munication is thus assumed between nearby ADCUs. If this ADCU must acquire
the air unit, detection delay is applied directly to only the first CFS on
this possible engagement segment. This delay may indirectly affect other
CFS, however, since by definition they must follow the first CFS. Detection
delay, when applicable, is applied to the time that the air unit enters
line of sight of this ADCU. This time was calculated in Srtion 1 and stored
for use here. The determination of whether this ADCU must acquire is made
by checking on whether the last possible engagement segment of the flight
path is contiguous with the possible engagement segment currently being
processed. If they are contiguous, no detection delay is applied. If they
are not contiguous, detection delay is applied as just described.

b. Firing/Launch Delay. A firing/launch delay is
applied (added) whenever a detection delay is applied. In addition, firing/
launch delay is applied if the air unit enters range of this ADCU before
line of sight to this ADCU, when other ADCUs are already participating. In
the latter case, it is assumed that this ADCU has been continually informed
by the other participants as to the course and position of the air unit;
therefore, this ADCU knows where to look, but cannot fire until the flight
enters line of sight. In this case, it is assumed that detection time is
negligible, but that reaction, tracking, or launch time must be applied, as
represented by the input firing/launch delay. When applied independent of
detection calay, firing/launch delay is added to the time of entry into line
of sight, and only on the first CFS, similarly to detection delay.

c. Time of Projectile Flight to Target. Time of
projectile flight delay is applied (added) only when firing/launch delay is
applied, and similarly is applied only to the first CFS.

d, Total Delay. The total delay applied is the sum of
the applicable delays -s described above. Three total-delay cases result.
Total delay in the first case is the sum of detection delay, firing/launch
delay, and projectile time of flight. In the second case, the toLal is the
sum of firing/launch delay and projectile time of flight. In the third case,
the total is zero delay.
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9. Screening for Intercept Duration. If any delay time is
directly applied to a particular weapon type in a g4 ven ADCU, the duration
of time over whicl. projectiles from this weapon type can intercept the air
unit may be affected. Other weapon types may also be indirectly affected.
Since total delay is always added to time of entry into line of sight, and
since line of sight time in some cases will precede the start of this possible
engagement segment the start of projectile intercept time, ts, is established
for this weapon type as follows:

ts = Max of (tim or (tlos + d)) (i0-29)

where:

tm = start time of this poGsible engagement segment

tlos = time of entry into line of sight

d = total delay applied.

This time of projectile intercept starc now supersedes t•e range intercept
start time calculated earlier (Paragraph 3e(4)(f)6). Next, the time of
projectile intercept start is compared with the time of range intercept pnd,
calculated earlier. If there is no positive irbjectile inqercept duratiozi,
this weapon type is dropped from further consideration on this possible
engagement segment. The time of detection by this weapon is saved, however.
for use in considering other weapon types in this ADCU. This time of detec-
tion is the base point for determing if any other weapons can, because of
possible lower fire/launch and projectile flight times, intercept the target.

10. Storing Intercept Events. As each weapon type in each.
ADCU which can possibly engage on this subportion of the flight leg is pro-
cessed, the results are temporarily stored for further processing. For each
weapon type that passes the foregoing screening, four Items of data are stored
for each of the two intercept events, the start of projectile interceptIand
the end of projectile intercept. The four items stored are the identity of
the ADCU, the identity of the weapon type, the event time, and a flag indicat-
ing whether the event is a start or an end event.

(g) Processing Intercept Events. When all ADCUs expected to
participate on this possible engagement segment of the flight have been pro-
cessed, the accumulation of resulting intercept events is sorted and ar',lyzed
to establish CFS. Within each CFS a unique set of AbCU-weapon type comoina-
tions are anticipated to have projectiles intercepting the vicinity of the
air unit.
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1. Ranking Intrcept Events by Increasing Evert Time. The
accumulated intercept events ate first ranked in order of increasing event
time.

2. Finding CFS and Setting Event for Each to Call Section 3.
The ranked intercept events, temporarily stored on a list called TEIMPI, are
considered one at a time, starting with the earliest event time. The first
step is to compare the time of this event with the time of the last event.
(Initially, before any CFS is established for this flight path, last event
time is set to start of the possible engagement segment. Subsequently, last
event time is stored with CFS.) If the time of this event is the same as
that of the last event., and If this event is a start event, the identity of
the ADCU and the identity of the weapon type are entered on a second list,
called TEMP2, and the next event on TEMPI is considered. The entry in TEMP2
signifies that the identified ADCU-weapon type combination is cutrently
intercepting. If the second event on TEMPI has a time larger than last event
time, and if it also is a start event, a check is made to see if any ADCU-
weapon combination is currently intercepting (is currently or. TEMP2). If
there is, a CFS record is built and stored and an event is set in the DIVWAG
event scheduling system to call Section 3 of the In-flight Attrition Submodel
at the time of this event from TEMPI, which is the end of the CFS. A key is
sent with the call so that Section 3 can find the stored CFS record. This
record contains four items of data. The items are last event time, event
time, iaentity of ADCU, and identity of the AD weapon type. The ADCU and AD
weapon data are copied from TEMP2, to include as many ADCU-weapon type com-
binations as are currently intercepting. After setting the DIVWAG event, the
value of the last event time is updated to that of the event still being
processed and, if this event from TEMPI is a begin event, it is added to TEMP2.
If, however, this were an end event, and if its saue ADCU-weapon type combina-
tion were on TEMP2, then the counterpart on TEMP2, would be removed, signifying
that that ADCU-weapon type combination is no longer intercepting. The next
eveat from TEMPI is then considered. If any event from TEMPI has an event
time which is not larger than the last event time, it is simply added to TEMP2
in the manner already described. Thus, all ADCU-weapon type combinations
currently intercepting are kept listed on TEMP2. Whenever an event with a
different time from TEMPI is encountered, then the resulting CFS record con-
tains all the ADCU-weapon type combinations intercepting on that CFS. This
pro-ess is continued until all events on TEMPI are exhausted, and all CFS
aru Thus established, for this possible engagement segment of the flight path.
In case no CFS is found, last event time is set to the end of this possible
engagement segment.

(h) Setting Event to Call Section 1 at Last Event Time. When
all events on TEMPI are processed, an event is set in the DIVWAG event schedul-
ing system to call Section I at the time of the last TEMPI event. This event
will trigger generation of the next possible engagement segment of the flight
leg. This pass through Section 2 is now completed.
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(5) Section 3 Operating Details. Section 3 of the In-flight Attrition
Submodel is the last section. It calculates aircraft losses incurred on a
single Constant Fire Subsegmen't (CFS), which was established at an earlier
time in Section 2. The CFS is a relatively short segment of the flight over
which projectiles from a unique set of ADCU-weapon type combinations were
anticipated to be intercepting the air unit. Section 3 is called by the
DIVWAG event-scheduling system at the end time of the CFS.

(a) Incoming Data. Data accompanying the call to Section 3
are the same as for Sections 1 and 2, with one exception. The call to Section
3 carries an additional item, which specifies where to find the stored identi-
ties of the ADCIT-weapon type combinations anticipated to be participants on
the CFS. Section 3 then obtains the additional information it needs. This
information includes the Unit Status File of the air unit, all data stored
earlier by Sections 1 and 2, a list of all AD weapon types, the Unit Status
File of each ADCU involved on this CFS, suppression time durations, AD
weapon characteristics, and aircraft data.

(b) Establishing Coordinates of CFS. Coordinates of the begin-
ning and ending of this CFS are established by Section 3, using from stored
data the coordinates of the possible engagement segment, the start time of
the possible engagement segment, the speed of the aircraft, and the start and
end times of this CFS. First, the length, d, of the possible engagement
segment is calculated by the Pythagorean theorem. NeVt, the ending time,
tme, of the possible engagement segment is calculated by the equation:

tme ' tmb + d/s (10-30)

where:

tmb = beginning time of the possible engagement segment

d = length of the possible engagement segment

s - speed of the air unit

Then, the fraction, fl, of the possible engagement segment between its
beginning and the beginning of the CFS is computed by the formula:

fl = (tib - trb) / (tre - tmb) (10-31)

where:

tib beginning time of the CFS

tmb = beginninig time of -he possible engagement segment

tm_ = ending time of the possible engagement segment
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The fraction, f 2 , of the possible engagement segment between its beginning
and the end of the CFS is calculated by substituting the time of the ending
in place of time of beginning of the CFS in the foregoing formula. Using
these fractions, the coordinates of the CFS ends are calculated by the
equations:

Xib = Xb + fl (Xe - Xb) (10-32)

Yib = Yb + fl (Ye - Yb) (10-33)

Xie = Xb + f 2  (Xe - Xb) (10-34)

Yie = Yb + f2 (Ye - Yb) (10-35)

where:

Xb = beginning X coordinate of the possible engagement
segment

Yb = beginning Y coordinate of the possible engagement
segment

Xe = ending X coordinate of the possible engagement
segment

Ye = ending Y coordinate of the possible engagement
segment

flI = fraction of possible engagement segment to start
of CFS

f2 - fraction of possible engagement segment to end

of CFS

Xib = beginning X coordinate of tne CFS

Yib - beginning Y coordinate of the CFS

Xie ' ending X coordinate of the CFS

Yie a ending Y coordinate of the CFS
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(c) Processing Each Participating ADCU. More than one ADCU may
have been anticipated to be a participant on this CFS. If so, the ADCUs
are processed one at a time. This processing considers first those factors
common to all AD weapon types within an ADCU. These factors include AD sup-
pression conditions, the dispatching of escort aircraft to suppress this
ADCU, and the geometry of the CFS as viewed from this ADCU. Next, each
weapon-type anticipated to be a participant, from this ADCU, is processed to
determine its effects against the air unit.

1. AD Suppression Check. To determine whether the AD weapons
in this ADCU were suppressed during any part of this CFS, two sources of
suppression are considered. One source considered is escort aircraft. The
other source considered is TACAIR or ground-based artillery. The most recent
interval during which all AD weapons in the ADCU are assumed to be suppressed
is calculated for each of these two sources. The two intervals are compared
with the CFS to see if overlap occurs. If overlap does occur, the fraction
of the CFS overlapped is calculated for later use. If the CFS is totally
overlapped, the ADCU is considered not to be firing.

a. AD Suppression by TACAIR or Ground Artillery. To
establish the most recent interval for AD suppression by TACAIR or ground-
based artillery, the time of last assessment by the Area Fire Model is
obtained from the Unit Status File of the ADCU. This time is considered to
be the start of the suppression interval. Next, an input ADCU suppression
time duration is obtained from the suppression time tables (see Volume VI,
Chapter 12), for each of TACAIR and artillery, according _o the unit type
(UTD), of the ADCU. These two input values are averaged and added to the
start of the suppression interval to yield the end of the suppression inter-
val for TACAIR or ground-based artillery.

b. AD Suppression by Escorts. Each time an escort pair
is dispatched, as described below, to suppress an ADCU, an input ADCU sup-
pression time duration is applied. This time duration is obtained from the
same suppression time tables referenced in the preceding subparagraph. In
the case of escorts, however, this suppression time duraticn is applied at
the time of escort dispatch, to generate a ti.ae at which escort suppression
of the ADCU will lapse, te, by the expression:

te = tb + ts + m (10-36)

where:

tb = time at which s-?pression will begin

ts = suppression time duration - input (suppression tables)

tm = suppression mission duration - input for Yn-Flight Attrition
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The timd at which suppression will begin, tb, is further defined as:

LI)= td + tr

where:

td = time of of escort pair dispatch to suppress ADCU

tr = response time of escorts to reach and attack
ADCU - input for In-flight Attrition

The times at which escort suppression will lapse, te, and start, tb, are
stored on the Unit Status File of the ADCU; therefore, when Section 3
seeks to check the most recent interval for escort suppression, these two
values are obtained fzom the ADCU Unit Status File.

c. Joint Suppression. The combined suppression for
escorts and for TACAIR or ground-based artillery is formed through several
logic steps. The simplest case is where the suppression interval for TACAIR
or ground-based artillery overlaps the suppression interval for escorts.
In this case, a joint suppression interval can be formed, consisting of the
earliest of the two interval starts and the latest of the tuc i..terval ends.
This joint interval is then rectified (truncated, if necessary) so that only
that portion which overlaps the CFS is considered further. The fraction, f,
of the CFS overlapped by the joint suppression interval is then calculated
by the expression:

f = (tse - tsb) / (tie - tib) (10-37)

where:

tse = rectified ending time of joint suppression interval

tsb = rectified beginning time of joint suppression interval

tie = ending time of CFS

tib = beginning time of CFS

If, however, the suppression interval for TACAIR or ground-based artillery
does not overlap the suppression interval for escorts,further logic steps
are necessary. Each interval is compared with the CFS to see if any overlap
occurs. If neither interval has dny overlap, the fraction, f, is set to
zero. If one interval has overlap, but the other does not, the former
interval is rectified and used in the same way as in the simplest case to
calculate the overlap fraction, f. If both intervals have some overlap,
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each interval is independently rectified and its overlap fraction calculated
as described above. The two fractions are then sumoed to yield the joint
overlap fraction. The joint overlap fraction is used in the suppression
check, next paragraph, and also later in calculating the number of weapons
able to fire.

d. Suppression Check. If the joint suppression overlap
fraction is 1.0. no AD weapons in this ADCU are considered to fire during
this CFS; therefore, since the ADCU is not firing AD weapons, escorts will
not he dispatched to suppress it, and the ADCU is not processed further on
this CFS.

2. Decision to Dispatch Escorts. If the ADCU is firing,
several checks are made to determine whether a pair of escort aircraft should
be dispatched to suppress the ADCU.

a. Has Air Unit Passed Beyond No Request Point? If
at the beginning of the CFS the air unit has passed beyond the "no request
point," escorts are not dispatched. Whether the air unit ha5 passed beyond
the "no request point" is determined with the help of utility routine POINTLIN.
This routine is given the X, Y coordinates of the beginning and ending of
this possible engagement segment of the flight path and the X, Y coordinates
of the ADCU. POINTLIN returns a value, Tl, which represents the position of
the ADCU along the flight path relative to the beginning and rnding of the
segment. The value of T1 returned is negative if the ADCU is off the begin-
ning. Between the beginning and ending of the segment, the value of T1
varies from zero to 1.0, representing the fractional position of the ADCU
along the segment. Beyond the ending, the value of TI increases in the posi-
tive direction. The "no request point," meanwhile, is based on the beginning
of CFS. For comparison with TI, a value, T2 , representing the position of
the "no request point" is generated by the expression:

T2 = (tib - tmb - t) / (d/s) (10-38)

where:

tib = beginning time of the CFS

tmb = beginning time of the possible engagement segment

t = the length of time after passing the ADCU beyond
which escorts would not be sent back to suppress
it, from input data

d the length of the possible engagement segment

s = speed of the air unit
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The two values are now compared, and if T2 >Tl, the air unit is considered
beyond the "no request point," and escorts are not dispatched.

b. Is ADCU Too Far Away From Flight Path? If the ADCU
is located at a distance from the flight path which exceeds the maximum dis-
tance which escorts are permitted to direct to attack plus any standoff dis-
tance of the escort munition to be employed, escorts are not dispatched to
suppress this ADCU. The distance from the ADCU perpendicular to the flight
path is another value returned by utility routine POINTLIN, just employed
as described in the preceding paragraph. The distance which escorts are
permitted to direct plus their munition standoff distance are combined in
a single input value, used in thiL comparison.

c. Are Escorts Available? If a pair of escorts does
not remain on hand, according to the Unit Status File of the air unit, escorts
are not dispatched. If escorts are dispatched, no adjustment is currently
made to the number available.

d. Dispatch of Escorts. If the three preceding questions
are all answered posi:ively, a pair of escorts is considered dispatched to
suppress the firing ADCU. The suppressive effect of this attack by escorts
is recorded on the Unit Status File of the ADCU, as described in paragraph
3e(5)(c)l b, above.

3. Geometry to Midpoint of CFS:

a. Midpoint of the CFS. The midpoint of the CFS is
established using the coordinates of the beginning and ending of the CFS
as calculated at the beginning of Section 3. The X and Y coordinates of the
midpoint are each calculated as one-half the sum of the corresponding begin
and end coordinate of the CFS. The Z coordinate of the midpoint is then
obtained for the X, Y coordinate by use of the utility routine ELEVATE.

b. Aspect Angles and Slant Range. Both the horizontal
and vertical angles from the ADCU to the air unit are calculated. The
horizontal aspect angle has its apex at the ADCU and is measured between
the point on the flight path nearest the ADCU (the crossover point) and the
air unit. The vertical aspect angle similarly has its apex at the ADCU and
is measured between the air unit and the X, Y plane containing the ADCU.
To calculate the horizontal aspect angle, the ground track (in the X, Y plane
of the ADCU) of the flight path is used. The horizontal distance, dm, from
the ADCU to the midpoint of the CFS is computed by the expression:

dm f (Xim - Xa) 2 + (Yim - Ya) 2  (10-39)
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where:

Xi. = X coordinate of midpoint of CFS

Yim = Y coordinate of midpoint of CFS

Xa = X coordinate of ADCU center

Ya = Y coordinate of ADCU center

The horizontal distance, dc, from the ADCU to the crossover point is obtained
by use of the utility routine DISTPL, which is given the beginning and ending
X, Y coordinates of the CFS and the X, Y coordinates of the ADCU. The
horizontal aspect angle, H, is then:

H = sin-I (dc/dm) (10-40)

where:

dc = horizontal distance from ADCU to crossover
point, defined above

dm = horizontal distance from ADCU to air unit
point, defined above

To calculate the vertical angle, V, the Z coordinate of the ADCU is obtained,
through the utility routine ELEVATE, given the X,Y coordinates of the ADCU.
For use here and also in later steps, the slant range, rs, from the ADCU to
the midpoint of the CFS is calculated by the expression:

r. = cm + h (10-41)

where:

dm = as defined above

h = difference in Z coordinates of ADCU a-id
midpoint of CFS

The vertical aspect angle, V, is then:

-i

V = sin (h/rs) (10-42)

where:

h = as defined above

"s = slant range, as defined above
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c. Angular Rates of Air Unit. The rates of change in
the horizontal and vertical angles from the ADCU to the air unit are
calculated for comparison with the slew rale or tracking rate capability of
AD weapons. The horizontal angular rate, Hr , is calculated by the expression:

Hr = s'cosine (H)/dm (10-43)

where:

s = speed of the air unit

dm - horizonta.. distance from ADCU to midpoint of CFS
cocino(H) = 4 -i~ei

The vertical angular rate, Vr , is computed by the similar equation:

Vr s.sine(V)/rs (10-44)

where:

s = speed of air~ unit

r. = slant range

sine(v) = as defined above

d. Aircraft Direction. Also relative to the midpoint
of the CFS, a determination is made as to whether the aircraft are approaching
or leaving the ADCU. This determination is made with the help of routine
POINTLIN, which is given the X, Y coordinates of the midpoint and the ending
of the CFS and the X, Y coordinates of the ADCU. If the value of the variablez
returned which relates the position of the ADCU to this line segment is
negative, the aircraft are leaving. Otherwise they are approaching.

e. Presented Area of Each Aircraft Type. For each type
of aircraft in the air unit, the area of one aircraft, as presented to the
ADCU, is calculated for the midpoint of the CFS. Input data provides the
face-perpendicular areas of the front or rear, side, and bottom of each air-
craft type. The area, A,, presented to the ADCU, from the midpoint, for a
given aircraft type, is calculated by the equation:

AP= A1 • cosine(V) * sine(H) + A2 • cosine(V)

cosine(H) + A3 • sine(V) (10-45)
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where:

A1 = area of front or rear

A2 = area of side

A3 = area of bottom
sines and cosines of angles are as defined above

or derived therefrom

f. Fraction of ADCU in Line of Sight. To determine the
fraction of the ADCI (and its contained AD weapons) which have line of sight
to the air unit on this CFS, a method is used which should provide approximate
answers of the right magnitude. This method was developed for this model,
without benefit of empirical data, and should be considered an interim method.
To apply this method, the terrain cell containing the ADCU is identified,
and the corresponding values of the terrain indices, roughness-vegetation,
and forestation, are obtained, The utility routine IOTERN is given the X,
Y coordinates of the ADCU to provide these values. Next, the vertical angle
from the ADCU to the air unit, defined above, is calculated in degrees by
the expression:

Vd = tan- 1 (sine(V)/cosine(V)) 57.3 (10-46)

If the vertical angle, Vd, is greater than 45 degrees, the fraction, flos,
of the ADCU in line of sight is calculated by the fcrmula:

f = 1.05 - 0.05 • RV (10-47)

where:

RV = roughness-vegetation index, with values ranging from
1-9 (see Chapter 2)

If the vertical angle is less than or equal to 45 degrees, the fraction in
line of sight is computed by the formula:

flos '0 0.55 + 0.05(1. + Vd/5.) - 0.05- RV (10-48)

where:

RV = as defined above

Vd 1as defined above6
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Finally, in either case, if the terrain cell is forested (i.e., if the
forestation index value is greater than zero), one-half of the fraction
calculated above is taken for the fraction of the ADCU in line of sight to
the air unit.

(d) Processing Each Participating Weapon Type in the ADCU.
Within each ADCU which passes the foregoing tests, each AD weapon type anti-
cipated to be a participant on this CFS is processed to determine its possible
effects against the air unit. This processing includes reLkecking for weapons
on hand, checking the air unit angular rate against weapon slew rate, and
determining the fraction of the ADCU in range of the air unit, with subsequent
separate processing of missile weapons, as distinguished from gun weapons.

1. Check for Weapons on Hand. The number of weapons on
hand of this type is obtained from the current Unit Status File of the ADCU.
If no weapons remain, this weapon tyre is not considered further, and the
next weapon type is considered.

2. Slew Rates Check. If weapons art on hand, the angular
rates of the air unit are compared wit'- the maximum slew rates of the weapon
type, irom the input data. If the rat- of change of either the horizontal
or vertical angle from the ADCU to the air nit, as calculated earlier,
exceeds the respective maximum slew rate o- che Ppapon, this weapon type is
not considered further.

3. Fraction of ADCU in Degraded Range. To determi"e the
fraction of the ADCU weapons of this type which are within range ot the
midpoint of the CFS, the maximum effective range of the weapon, from Input,
is adjusted for any degrad.tion which may be cause( h'; current weather-
visibility cotiditions, as expressed by the DIVWAG visibility index, whose
value varies from I to 9 (see Chapter 2). Input data for the weapon provides
capability degradation percentages for five categories of weather-visibility
index, WV. These categories are defined as Very Poor (WV = 1-2), Poor
(WV - 3-4), Intermediate (WV = 5-6), Fair (WV = 7-8), and Good (WV = 9). The
respective degradation percentage, d , is applied to the maximum effective
range, rm, of the weapon to obtain aRjusted effective range, ra, by the
expression:

ra = rm • (l.-dP) (10-49)

The Z coordinate of the ADCU is obtained by function ELEVATE, which is given
the X, Y coordinates. The radius of the circle ort whose circumference the
AD weapons are assumed to be uniformly distributed is calculated as one-half
the lesser of ADCU width or depth. The X,Y,Z coordinates of the ADCU and
the radius of weapon location in the ADCU is given to utility function CIRCLE,
together with the X, Y, Z coordinates of the midpoint of the CFS and the
adjusted effective range of the weapon. CIRCLE returns the fraction of the
weapon location circle which lies within a slant distance, ra, of the midpoint
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of the CFS. If this fraction is zero, this weapon type is not considered
further.

4. Net Number of Weapons Intercepting. This processing
step combines a number of factors generated in prior steps with system
reliability and ECM degradation factors to yield the net number of weapons
intercepting on this CFS. This processing is based upon the gross number
of weapons of this type on hand in this ADCU at the time of the last inventory.
The model currently takes the last inventory at the end of the CFS, although
ideally the inventory should be taken at the beginning of the CFS and losses
during the segment prorated.. The various factors are applied to this gross
number to yield the net number, according to the equation:

Wn = Wg • xl-fd) * (l-fs)-flos'fr'R'(l-fe) (10-50)

where:

Wn = net number of weapons intercepting

Wg = gross number of weapons on hand at last inventory

fd = fraction of weapons destroyed since last
inventory (currently set=O)

fs = fraction of weapons suppressed during the CFS
as defined in paragraph 3e(5)(c)lc, above

flos = fraction of weapons in line of sight, as
defined in paragraph 3e(5)(c)3f, above

fr = fraction of weapons in degraded range, as

defined in paragraph 3e(5)(d)3, above

R = system reliability facto--, from input

fe = ECM degradation percentage, from input

If the net number of weapons intercepting is less than 0.5, this weapon
type is not considered further.

(e) Further Processing of Missile Weapons. If a missile weapon
type passes the foregoing tests, the probability of kill values, for a
single missile, are linearly interpolated from an input table for t'lis
missile type, according to a calculated missile miss distance against a
single aircraft. The four categories of kill, as defined above, are con-
sidered. Each of the net number of weapon systems, as defined in the pre-
ceding paragraph, is assumed to fire one missile. Refinement of this
assumption, through consideration of rate of fire limitations, may be added
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at a later date. The number of missiles fired is then multiplied by the
probability of kill values to yield losses. The assumption is made that
each missile Is directed at a single aircraft, and that a relatively few
missiles are fired from this ADCU on this CFS. Missiles fired are subtracted
from the Unit Status File of the ADCU.

1. Calculation of Miss Distance. The model. currently uses
as input an average missile guidance error for this weapon type. It is
assumed that errors in both dimensions are equal and independent; therefore,
the standard deviation of the error, for a Rayleigh distribution, is given
by the formula:

a
S s F=-- (10-51)

where:

s = one standard deviation

a = average error

A distance is then selected from a normal distribution by the expression:

d = S * F(R n/ (10-52)

where:

S = as defined above

Rn = a random number between 0 and 1.

F = a function which returns the position on
the normal curve, in standard deviations,
correspondtng to the cumulative area
represented by the random number (utility
function FNORM).

The distance selected is then adjusted to miss distance by subtracting a
radius extracted from the presented area of the aircraft fired upon.

2. Aircraft Losses. Based on the calculated miss distance,
probability of kill values for one missile against one aircr&ft are linearly
interpolated from input for the type of aircraft attacked. The type attacked
is assumed to be the type having the largest presented area in the air unit.
Losses for each of the four kill type categories are, tentatively, the
product of interpolated probability of kill and number of missiles fired, as
defined above. Later integration of these values with gun effects limits
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these loss values to ýhe number of aircraft on hand of that type.

(f) Further Processing of Gun Weapons. if a gun weApon type
passes the tests up to this point, it is processed further to yield probability
of kill values and to combine these values with the Values of other gun systems
in the form of cumulative or compound probabilities of survival of a single
aircraft to gun systems. This processing includes calculation of the number bf
rounds intercepting the air unit, the number of rounds per aircraft, the vul-
nerable areas of the aircraft at the aspect angles and projectile striking
velocity of the midpoint of the CFS, estimation of gun weapon errors and prob-
able hits, and finally the determination of probabilities of kill and compound
probabilities of survival for each of the four kill categories.

1. Number of Rounds Intercepting Air Unit. The number of
rounds from this weapon type, in this ADCU, that will intercept the air unit
is based on the net number of weapons, defined above, andthe rate of fire and
possible reload delays that may occur on this CFS. First, an average rate• of
fire, without reload delay, is calculated by thd formula:

R =b-f b (10 -53)
R Vbr + bdJ

where:

R = average rate of fire, without reload delay, for one weapon

bn = number of rounds per burst, from input for this weapon type

br = burst rate of fire, rounds per unit time, from input

bd = interburst delay time, from input.

Next, the time required to exhaust magazine capacity at the above rate is
calculated by the expression:

t ag = C/R (10-54)

where:

tmag = time to exhaust magazine capacity at rete R

C = capacity of magazine, in roundý, from input

R = rate, as defined above.

The number of reloads required, Nre, is calculated by the equation:

Nre tis/( mag + tre) (10-55)
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where:

tis - time length of the CFS

tmag = time to exhaust magazine capacity, as defined above

tre= reload de]ay, from input

Firing time at average rate without reloads, tfa, is calculated by the
expression:

tfa ' tis - Nre'tre (10-56)

where:

tis = as defined above
Nre - number of reloads required, as defined above

The number of rounds, N, ir.Lercepting the air unit is then calculated by the

equation:

N = R'tfa'Wn (10-57)

where:

R = average rate of fire without reload, as defined above

tfa = firing time at average rate without reload, as defined above

Wn = net number of weapons intercepting

The number of rounds, N, is then limited to the number of rcunds of ammunition
on hand of this type in this ADCU, as obtained from the ADCU Unit Status File.
This same number of rounds is also subtracted from the Unit Status File to
represent ammunition expenditures.

2. Number of Rounds Per Aircraft. For guns, it is assumed
that the rounds intercepting are equally distributed over the number of air-
craft of all types in the air unit at the start of the CFS. The number of
rounds intercepting pe. aircraft, Na, is then:

Na = N/A (10-58)

where:

N - number of rounds intercepting air unit, as defined above

A = number of aircraft of all types in the air unit.
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3. Vulnerable Areas of Aircraft. Aircraft vulnerable area
data are basic input for calculation of gun weapon type probabilities of kill.
Cutrently, Section 3 uses as input the same average vulnerable area data as
used by the ENRATA portion of the Air Ground Engagement Model. These data
comprise a single vulnerable area value for each of four kill categories,
within each weapon type-aircraft type combination. Since the values for the
four kill categories are embedded one within another in a cumulative fashioni,
the individual values must be extracted before use in Section 3. These data
are averages, assuming an average aspect angle and an average slant range.
Section 3 is designed, however, to utilize, at some later date, detailed
vulnerable area data tables. Such tables contain dara for seven striking
velocities and for each of the faces of the aircraft (front, rear, top, bottom,
and side). To interpolate vulnerable area data from &uch tables, at some later
date, striking velocity against a stationary target. Vst, is calculated by the
formula:

vst , vm/(l.+fd.tf)2 (10-59)

where:

Vm = muzzle velocity of the weapon, from input

fd - ballistic drag coefficient, from input

tf = time of flight of projectile, calculated a& described tn Section 2

Striking velocity against the moving target, Vmt, is then derived from the
stationary situation by the folmula:

Vmt = Vst + f.sine(H).consine(V).s (10-60)

where:

Vst = as defined above

f = either minus 1 or plus 1, depending on air:raft direction

H = horizontal aspect angle, as defined abcve

V = vertical aspect angle, as defined above

At some later date, interpolated vulnerable areas of each face can be con-
solidated into one area, using the expression:

A = Avf'cosine(V)'sine(H)+Avr'cOsine(V)'s'Lne(H) (10-61)

+Avs.cosine(V)-cosine(H)+Avb. sine(V)
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where:

Avf = front vulnerable area (zero if aircraft leaving)

Avr = rear vulnerable area (zero if aircraft approaching)

Avs = side vulnerable area

Avb = bottom vulnerable area

4. Weapon Error. Four separate sets of equations, from the
AMHI study, are used to approximate the weapon error associated with four types
of gun system. These four types of system Are, (1) visually sighted 12.7mm
or .50 cal mg, (2) optically directed 14 .5mm, 23mm, and 57mm systems, (3)
range-only radar systems, and (4) full-solution radar systems. These equations
account for aiming errors and ballistic dispersion errors. Parameters used by
these equations include slant range, as defined above, aircraft speed, target
angular rate, and projectile time of flight, as defined abov Target angular
rate is taken here to ae the maximum of the horizontal or vertical rates, as
defined above. An item in the weapon input data designates which equation set
is used. The result of these equations is a standard deviation in square
meters. On an experimental basis another equation, from the ADAFSS study, is
used to approximate target maneuver error. This equation uses aircraft speed,
projectile time of flight, and a data input representing an average evasive
maneuver turn acceleration rate. This eauation also yields e standard devia-
tion in square meters. Total error standard deviation used for hit calcula-
tions, is then the square root of the sum of the squares of the components in
square meters. The AMHi equations used can be found on pages F-19, F-20, F-21,
and F-46, Annex F, of the USACDC study, Airmobilityin the Mid/High-Intensity
Envirorment (AMHI)(U), January 1971. The ADAFSS equation can be found on
page 4, and addendum, to Attachment IV of an ICAS(CDC) compilation (ICAS301-71)
titled Documents Relaced to Army Direct Aerial Fire Support System (ADAFSS).

5. Probability of Hit. The probability of hit by one round
from the gun weapor type is calculated by the equation:

Phl =l.-e Ap//(27r.E2) (10-62)

where:

Phl = the probability or hit by one round against this .rcraft type

Ap = presented area of this aircraft type, as defined above

E - total weapon error, in square meters

The probability of hit is calc.!ated against each type of aircraft in the
air unit.
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6. Probability of Kill. Probability of kill by one round
from the weapon type is calculated by the expression:

kl h \ (10-63)

where:

Pkl = probability of kill, this kill category, this aircraft type, by
one round

Phl = probability of hit, as defined above.

Av = vulnerable area of this aircraft type to this weapon, as defined
above

Ap = presented area of this aircraft type, as defined above.

The probability of kill by the number of rounds per aircraft is evaluated
by the expression:

Pkna = l'-(l'-Pkl)Na (10-64)

wbere:

Pkna = probability of kill, this kill category, this aircraft type, by

number of rounds per aircraft

Pkl = probability of kill by one round, as defined abovj

Na = number of rounds per aircraft, as defined above

7. Compound Probability of Survival. The probabilities of
survival are compounded, fcr each gun weapon type intercepting, as each gun
weapon type is processed. These compound probabilities of survival, for each
kill category and each aircraft type in the air unit, are for use in the final
loss calculations. The compound probabilities of survival, starting with a
value of 1.0, are calculated by the expression:

Psp = Psp" ( 1 '-Pkna) (10-65)

where:

Psr = compound probability of survival, this aircraft type, this kill
category, to date

Pkna = probability of kill, as defined above.

(g) Final Loss Calculations. Final loss calculations combinemissile effects and gun effects. Aircraft losses to missiles, as described
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in Paragraph 3e(5)(e)2 above, and limited to the number of aircraft on hand
of the type attacked, are subtracted from the aircraft on hand in the air
unit, before gun losses are calculated. Losses to guns are then computed by
applying the probabilities of survival, compounded over all intercepting gun
weapon types, to the remaining aircraft of each type. Gun losses are computed
by the equation:

L = A'(l.-Psp) (10-66)

where:

A = number of aircraft remaining on hand of this type, after prior
kill subtraction

Psp = compound probability of survival, this aircraft type, this kill
category, as defined above

Troop and cargo losses are subtracted from the air unit in proportion to

A and B kills.
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CHAPTER 11

NUCLEAR ASSESSMENT MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. The Nuclear Assessment Model assesses the effe:ts of tactical nuclear
weapons against personnel, materiel, and barriers and facilities. The magni-
tude of the energy released in a nuclear explosion exceeds enormously the
energy released in a nonnuclear explosion. Transfer of energy from the weapon
to the surrounding media begins with the actual nuclear explosion and is
exhibited as three distinct effects:

(1) Blast. Mechnical shock effects are pzoduced by a high-pressure
impulse or wave as it travels outward from the burst.

(2) Thermal Radiation. Heating effects result as objects in the
surrounding area absorb thermal energy released by the burst.

(3) Nuclear Radiation. Ionizing effects are produced when nuclear
radiation eaitted by the burst is absorbed.

b. Two specific types of information pertaining to the military use of
nuclear weapons have been developed through weapon tests.

(1) The thermal, blast, or nuclear radiation levels required to
cause a particular degree of damage to a materiel or a personnel target
element.

(2) The distance to which the required levels will extend from a
given weapon.

c. Although the Nuclear Assessment Model does not explicitly consider
the discrete weapon effects, the use of test data provides for a reliable
assessment of the combined effects of thermal, blast, and nuclear radiation
within the validity factors associated with the data.

d. The actual delivery of tactical nuclear weapons requires targeting,
scheduling, and laydown of weapons that cannot be simulated by the current
DIVWAG Model as an automatic feature in the same manner _,aat nonnuclear fires
are simulated. In tactical nuclear warfare, a potential nuclear target is
analyzed for its composition; a desired level of damage is derived; a yield,
height of burst, and ground zero for the nuclear weapon to produce the desired
level of damage is determined; a delivery system 13 selected; troop safety
limits are checked; and the wespon is scheduled and fired. Once the weapon is
fired, the actual ground zero, yield, and height of 1burst are calculated, and
the effects of the weapons on military targets arc assessed. The Nuclear 4
Assessment Model simulates only the latter activities.

11-1

• . . n • • • = I mmI



-ý w 1WV

e. In the play of a war game simulating high intensity conflict and
utilizing the DIVWAG Model, the military gamer must array forces on the
battlefield according to appropriate doctrine for tactical nuclear warfare
and must perform the necessary nuclear weapon targeting. Nuclear fires may
then be integrated with the conventional war simulation to achieve the objec-
tives of the game. In order to ensure optimum efficiency in using the DIVWAG
Model fot play of tactical nuclear games, the game periods should be short
compared to periods simulating the employment of conventional munitions.
Without such relatively short periods, a simulation of the less dense, more
porous, and highly mobile tactical nuclear battlefield may produce distorted
and non-cred 4 ble results.

2. MODEL DESIGN:

a. Model Structqre. The Nuclear Assessment Model. processes a nuclear
fire event by independently considering the weapon effect against units,
obstacles, facilities, and sensors within appropriate distances from ground
zero. The assessment methodology is resolved into the following five phases:
location of ground zero, assessment of units (personnel and equipment,
including sensors), assessment of barriers and facilities, creation of an
induced radiation hazard area, and scheduling of radiation assessment. The
flow through the Nuclear Assessment Model is depicted in Figure 11-1.

(1) Location of Ground Zero:

(a) Requirements for a nuclear fire event include the specifi-
cation of the x and y coordinates of the desired ground zero, the location of
the fire unit, the delivery system to be employed, the desired warhead, the
type of fuze desired, and the desired height of burst.

(b) Associated with each delivery system and fuze type is a
taile of expected delivery errors as a function of weapon-target range. From
che range and deflection standard deviations the range and deflection errors
are calculated using two normally distributed random numbers. The probable
error in height of burst is used to determine the actual height of burst,
again making use of a random number from a normal distribution. The round
velocity is then used to make a further adjustmen+- in the range error of the
round. Range and deflection errors are resolved into x and y components to
determine the actual ground coordinates under the burst. If a round impacts
(actual height of burst goes to zero or negative) and the fuze does not pro-
vide for a detonation upon impact, the round is considered a dud.

(2) Assessment of Units:

(a) Combined effects damage radii corresponding to the actual
height of burst are determined by interpolating among input height of burst
values. The largest radius, centered at ground zero, determines the area of
search for units to be assessed. if any portion of a unit is witnin this
area it is assessed based upon the force composition. The following target
categories are assessed using appropriate damage radii.
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1. Exposed personnel, prompt casualties.

2. Personnel in open fcholes, prompt casualties.

3. Personnel in earth .helters, prompt casualties.

4. Personnel in APCs, prompt casualties.

5. Personnel in tanks, prompt casualties.

6. Aircraft in flight (up to four types).

7. Equipment on the ground (up to lix types).

(b) Equipment of each type to be assessed has its item code
linked to one of the damage radii. For each equipment type the appropriate
damage circle is centered at ground zero and the overlap area of the circle
with each band of the unit being assessed is determined. All equipment of
each type linked to the damage radius which is contained in the area of over-
lap between the uniformly distributed band and the circle is considered
damaged. Personnel losses are accumulated by considering the casualties
per equipment item summed over all equipment loss=. jf each type.

(c) Personnel protected by tanks, APCs, and other equipment
items affording similar protection are assessed for prompt radiation when the
equipment items are located outside the blast damage circle but inside the
radiation damage circle for protected personnel (tanks and APCs). Prompt
radiation damage circles, centered at actual ground zero, are overlayed on
the unit being assessed; and casualties per equipment item are assessed for
those equipment items located in the areas described. These casualties are
added to the blast casualty total. This technique of assessment may leave
some items of equipment unmanned. These items are identified as unmanned in
a printout and are treated as equipment losses.

(d) Casualties are next assessed to unit personnel not protected
by equipment. This category obviously includes all remaining personnel in
the unit, which are assumed to be distributed among vulnerability postures
based upon unit activity and a warned or unwarned condition. For the STAY
activity the distribution of personnel among postures is additionally assumed
to be a function of the time spent in that activity. The following postures
are considered by the model.

" Exposed - personnel in the open
" Protected - personnel in open foxholes
" Protected - personnel in covered earth shelters.

Personnel in each posture are assessed by overlaying the appropriate damage
circle on each band of the unit. Casualties within each overlap area are
added to the previous personnel casualty total.
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(3) Assessment of Barriers and Facilities:

(a) As many as ten different damage radii are available for
barrier/facility assessment, where the barrier/facility mnemonic identifies
the appropriate radius to be used. Damage radii are determined by consider-
ing the actual height of burst and interpolating among input values. The
largest of these radii defines the barrier/facility circle of search. Each
barrier/facility withitn the circle of search, centered at ground zero, is
included in the assessment.

(b) Each bridge within the barrier/facility circie of search
is assessed by determining the fraction of the bridge within the appropriate
damage circle centered at ground zero. If more than one half the bridge is
contained in the circle it.is considered damaged; otherwise, the bridge is
considered not damaged. The barrier file is updated to reflect the assessment
when damage occurs.

(c) Jungles, forests, undergrowth, towns, and minefields, when
assessed, result in new types of barriers/facilities. If more than one half
a jungle, forest,or undergrowth is contained in the damage circle correspond-
ing to forest fires or tree blowdown it is changed to a forest fire or tree
blowdown, respectively. If it is contained in both circles of damage, tnat
circle which contains more than the other dominates in the assessment. If
both circles contain the same portion, a random number determines the result.

(d) In general, a fixed percentage of mines is detonated in that
portion of a minefield covered by the appropriate circle of damage. Assess-
ment of a minefield results in a new minefield with a reduced mine density.

(e) Towns may be reduced to rubble or burned, but the Nuclear
Assessment Model does not distinguish between these outcomes. If more than
one half the town is contained in the single damage circle corresponding to
towns, it is considered damaged. Casualties are not accounted for by the
model as a function of damage to the town.

(4) Creation of an Induced Radiation Hazard Area:

(a) As a function of the soil type, an induced radiation hazard
area is defined as being centered at ground zero and extending to a distance
at which the radiation 1 hour after burst is 2 rad/hr. This barrier is
placed on the barrier/facility file with other information required in a
decision to breach.

(b) The radiation barrier record indicates the ground zero
coordinates, the radius corresponding to the 2 rad/hr radiation rate, the
time of the blast, and two inner radii corresponding to moderate and emergency
radiation levels which are expected to exist I hour after the blast. The
criteria used in defining the inner radii are the following:
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1. The moderate risk radiu3 is the radius at which the dose
rate expected 1 hour after burst is 20 rad/hr.

2. The emergency :isk radius is the radius at which the

dose rate expected I hour after burst is 50 rad/hr,

(5) Radiation Assessment Scheduling:

(a) Radiation assessment scheduling is a continuous process for
those units receiving a radiation dose which is initialized with their first
exposure. The first exposure may be one of two types:

1. If any portion of a unit is contained in any of the
circles of damage corresponding to delayed personnel casualties, that unit is
scheduled for a future assessment due to the delayed effects of incident
radiation. The number of personnel to be assessed is determined for each
posture as is done in the unit assessment, and the assessment time is deter-
mined by a uniform random number between 1 and 4 hours from the time of blast.
The following damage radii are considered:

a. Exposed personnel, delayed casualties.

b. Personnel in open foxholes, delayed casualties.

c. Personnel in earth shelter.3, delayed casualties.

d. Personnel in APCs, delayed casualties.

e. Personnel in tanks, delayed casualties.

2. If any portion of a unit lies within the circle defined
by the 2 rad/hr radius of induced radiation, that unit is scheduled for a
future assessment due to the effects of induced radiation. Such units may be
within the circle due to their movement into the region or due to their
failure to move out of the region following the blast. The assessment is
scheduled for the time the unit is to leave the area or for 1 hour from the
time of the last assessment, whichever occurs first.

(b) At the appropriate time the unit is assessed in one of two
ways:

1. Personnel casualties and suppressions calculated at the
time of blast are subtracted from the Unit Status File. A subsequent event
for each unit is scheduled in order to return suppressed personnel to active
status. The time of the subsequent event is determined by selecting a uniform
random number between limiting times outlined in FM 101-31-1 (Reference 1).
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2. Units in induced radiation areas are allowed to
accumulate radiation doses. Every hour, or when the unit leaves the area,
the three radiation circles defined on the barrier file are overlayed on the
unit to determine the percentage of personnel receiving each of the dose
levels. As soon as any portion of a unit accumulates a total dose in excess
of 50 rads, that unit is scheduled a future assessment, at which time the
appropriate number of personnel will be suppressed or subtracted from the
Unit Status File. Numbers of suppressions, casualties, and the assessment
time are again determined by selecting random numbers between limiting values
outlined in FM 101-31-1.

b. DIVWAG Model Interface:

(1) DSL:

(a) A nuclear fire event is initiated with a DSL FIRE order
of the following forms:

STAY UNTIL 010530.
FIRE ON 0139000-0242000
IMPACT RADIUS 200 MUNITTnN TYPE NZK3
NUMBER OF ROUNDS 1
HEIGHT OF BURST 3.

or:

STAY UNTIL 010530.
FIRE ON 01390C)-0242000
IMPACT RADIUS 10 MUNITION TYPE DXY2
NUMBER OF ROUNDS 1.

(b) The first DSL FIRE order is interpreted as follows:

1. At the time of the FIRE order (e.g., 010530) the round
is in State of Readiness I (i.e., maximum readiness). The model will add
appropriate delay time and flight time to determine when the round actually
reaches ground zero.

2. The coordinates of desired ground zero (DGZ) arc
specified after FIRE ON (e.g., 0139000-0242000).

3. The desired height of burst for only those weapons which
allow such a specification is entered in meters after IMPACT RADIUS (e.g., 200).
If the weapon's fuze allows only preset height of burst options, the IMPACT
RADIUS entry is ignored.
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4. Following MUNITION TYPE are four characters:

a. The first character must I'e N, which identifies the
munition type as nuclear.

b. The second character identifies the munition-weapon
system to be employed.

c. The third character specifies the fuze option.

d. The fourth character specifies the yield option.

5. The NUMBER OF VOLLEYS modifier is not allowed in a
nuclear FIRE order. The number following NUMBER OF ROUNDS must be 1.

6. HEIGHT OF BURST is an optional modifier which must be
included in a FIRE order when the munition fuze allows only preset height
of burst options. The modifier is not required when the fuze allows specifi-
cation of the desired height of burst following IMPACT RADIUS. The number
following HEIGHT OF BURST must be exactly as defined for the specific
munition type in the data preparation.

(c) The second DSL FIRE order is used for atomic demolition
munitions (ADM). It is interpreted as follows:

1. At the time of the FIRE order (e.g., 010530) the round
is in State of Readiness I. The model will add the appropriate delay time.

2. The coordinates of actual ground zero (AGZ) are specified
after FIRE ON (e.g., 0139000-0242000).

3. The actual depth of burst is entered as a positive
number after IMPACT RADIUS (e.g., 10, indicating that the weapon is buried
at a depth of 10 meters).

4. Following MUNITION TYPE are four characters:

a. The character D identifies the munition type as ADM.

b. The second character identifies the munition to be
employed.

c. The third character specifies the fuze option.

d. The fourth character specifies the yield option.

5. The number following NUMBER OF ROUNDS must be 1.

6. The optional HEIGHT OF BURST modifier car.not be used.
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(2) Engineer Model:

(a) A part of the execution of the nuclear FIRE order is to
request a search of the appropriate area for a list of obstacles/facilities
to be assessed. The Engineer Model returns an array of storage locations
of such obstacle/facility records.

(b) Each record is examined individually to determine if the
corresponding obstacle/facility is affected by the nuclear weapon's effects.
If the obstacle/facility is destroyed the appropriate word in the record is
changed to reflect the destruction, and the record is replaced. If the
obstacle/facility is changed (e.g., tree blowdown) the appropriate word in
the record Is changed to reflect the destruction of the original obstacle/
facility and a new record is created to establish the exi,,rence of a new
obstacle. If aul obstacle is created (e.g., induced radiation area) a new
record is created to establish its existence and provided to the obstacle/
facility file.

(3) Ground Combat Model. A nuclear fire event is scheauled such
that ground combat is interrupted. The weapon is fired as scheduled, cas-
ualties are assessed, and ground combat continues.

(4) Intelligence and Control Model. During the search for units
to assess, a search Is also made for sensor locations. Each sensor is
assessed by using the equipment damage radius associated with the item code
index.

(5) Movement Model:

(a) If during a MOVE event a unit encounters an induced
radiation barrier a decision must be made as to whether the unit should
attempt to cross. Parameters available to aid in such a determination are
the following:

1. Actual ground zero.

2. Time of last barri,,r decay update.

3. Three dosage rate radii which will exist 1 hour following
the last barrier decay update:

a. 2 rad/hr.

b. 20 rad/hr.

c. 50 rad/hr.
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4. Unit radiation history record.

5. Unit safety level.

(b) The unit safety level is a new parameter to be carried on
the Unit Status File. There are three allowable levels of troop safety.

1. Negligible. Personnel in a unit with a negligible risk
level should not attempt to enter a radiation hazard area if the duration
of their activities in the area will result in a total dose greater than
50 rads. Such troops are completely safe from militarily significant effects.
Negligible risk should not be exceeded unless significant advantage will be
gained.

2. Moderate. A moderate risk from exposure to nuclear
radiation occurs either when an individual or a unit has a significant
radiation exposure history, but has not yet shown signs of radiation sickness,
or when a contemplated single dose is sufficiently high that exposure, in
conjunction with previous exposures, would constitute a significant radiation
exposure history. Personnel in a unit with a moderate risk level should not
attempt to enter a radiation hazard area if the duration of their activities
in the area will result in a total dose greater than 200 rads- A moderate
risk should not be exceeded if troops are expected to operate at full
efficiency after exposure.

3. Emergency. For emergency risk cond.tions the anticipated
effect on troops may be a few casualties; however, casualties shculd never
be extensive enough to neutralize a unit. An emergency risk from exposure
to nuclear radiation occurs when a planned single dose, in conjunction with
previous exposures, would exceed or approach the threshold for combat ineffec-
tiveness. Personnel in a unit with an emergency risk level should not attempt
to enter a radiation hazard area if the duration of their activities in the
area will result in a total dose greater than 500 rads. An emergency risk
should be accepted only when absolutely necessary.

(c) A decision as to action to occur as a result of the encounter
is simulated in the Movement Model.

3. SUBMODEL SPECIFICATIONS:

a. General. The five phases of the assessment methodology discussed
in Model Design are treated by four major submodels within the Nuclear
Assessment Model. Barrier/facility assessment and creation of induced radi-
ation hazard areas are combined into a single submodel. Each of the other
phases is treated by a distinct submodel.
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b. Location of Ground Zero:

(1) General. In conventional artillery fires, weapon effects are
obtained by firing mar.y rounds and allowin3 the inherent delivery errors to
place the rounds randomly throughout the target area. In nuclear fires,
weapon effects are dependent on tne delivery errors of a single round.
Figure 11-2 illustrates the importance in nuclear fires of considering
elliptical dispersion patterns as well as the fire unit's location relative
to the target unit in assessing damage to a rectangular area. Depicted in
this figure is the damage resulting from a detonation at the extreme edge of
the dispersion pattern for identical weapcn systems attacking a target from
different directions. In (a) the fire unit is located such that the largest
component of the weapon system's aiming error is parallel to the smallest
dimension ot the target unit. In (b) the fire unit is located such that the
largest component of the weapon system's aiming error is parallel to the
largest dimension of the target unit. The resulting damage differs for these
cases by a factor of about 4.

(2) Horizontal Dispersion. Assuming an elliptical dispersion
pattern, a conditional actual grouad zero is calculated using the range and
deflection standard deviations, the coordinates of desired ground zero, and
the weapon and target locations.

(a) The range and deflection errors are determined by generating
a normal deviate from a , .iform deviate usin:3 the Hasting's approximation
of Equation 11-1:

a 2.15517 + 0,8028531 + 0.0103282 (1-1)

+ 1.432788Y + 0.18926972 + 0.001308,3]

where:

X is the normal deviate and v is given by Equation 11-2:

V - Iln (1 / (0.5 - q) 2 ) (11-2)

In Equation 11-2 q is a uniform random number between zero and one. The
variable a in Equation 11-1 takes on the sign of (0.5 - q).

(b) Two uniform random numbers are used to generate two normal
deviates, Xr and Xd, corresponding to range and deflection. The errors in
range and deflection, Ar and Ad, are found from Equation 11-3:
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Figure 11-2. Effect of Ell-ptical Dispersion Pattern on Damage Assessment
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Ar ar Xr (11-3a)

Ad O d Xd (ll-3b)

where Or and Ud are the range and deflection standard deviations associated
with the weapon system.

(3) Vertical Dispersion. Using the desired height of burst, Ho,
and the height of burst standard deviation, aH, the actual height of burst
H is calculated using Equation 11-4:

H - Ho +OHXH (11-4)

where XH is another solution of Equation 11-1 using a new random number.

(4) Range Error Modification, The horizontal delivery errors of
EquatioL 11-3 are conditional on the error associated with the height of
burst. Figure 11-3 depicts this dependence, which is limited to range. In
this figure R' represents the detonation range, which includes the error
Ar of Equation ll-3a. Ho and H represent the desired and actual heights of
burst, and 0 is the angle of the incoming round. R is the actual detonation
range and is related to R' by Equation 11-5%

R R' + 8r R H - Ho(11-5)tan 0

(5) Determination of Actual Ground Zero. The total range error,
AR, is found by summing Ar from Equation 11-3a and 8r defined by Equation
11-5. Actual ground zero is resolved into x and y coordinates using Equation

11-6:

AR(xo - x) - Ad(yo - y')

o D (11-6a)

+AR(Yo - y') +ad(xo - x)
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where xo, Yo, and x', yI are the coordinates of desired ground zero and
the fire unit, respectively, and D is the horizontal distance from the fire
unit to desired ground zero. Ad is defined in Equation 11-3b. and x, y are
the cedrdinates of actual ground zero.

(6) Damage hadiu:s Determination. After the actual height of burst,
H, is determined by Evuation 11-4 the damage radii are calculdted before
initiating the assessment process. Damage radii are input in t:e form of a
radius of damage againsc each equiment type, each personnel posrure, and each
barrier/facility type for each desired yield at each of four heights of
burst. The Nuclear Assessment Model assumes the nuclear weapon will function
at the rated yield. The actual height of burst is then compared with the
four input heights of burst ier the specified yield for each damage category.
If the actual height of burst falls within the range of input values a
simple linear interpolation is usei to determine the damage radius against
each target category. If the actual height of burst falls outside the
range of input values a linear extrapolation is used to determine the damage
radius against each target category. If the actual height of burst is less
than or equal to zero a check is made to see if the fuze specification allows
for an impact detonation. If it does not the round is considered a dud, and
there is no assessment.

c. Assessment of Units:

(1) General. The configuration of units and distributicn of
equipment and personnel within the unit bands, the distribution of protected
and unprotected personnel, and the distribution of unprotected personnel
among various postures are discussed in Chapter 5. The concept of all dis-
tribu'ions presented therein applies to the Nuclear Assessment Model, although
the numerical distribtuions may be different. The warned conditiUn within
the Nuclear Assessment Model implies receipt of a nuclear strike warning
(STRIKWARN) message. The three postures for unprotected personnel are slightly
different for the Nuclear Assessment Model as discussed in Paragraph 2, and
data are required for both a nuclear environment and a nonnuclear environment.
The nuclear environment is assumed to commence immediately following the
initial employment of nuclear weapons.

(2) Determination of Area in Common between a Circle and Each Unit
Band. The calculation of area in common between rectangular unit bands and
circular damage areas is fundamental to the calculation of number of losses.
The general methodology outlined here is applied for each unit-oriented damage
radius against each band of every friendly and enemy unit, which is covered
entirely or partially Ly the largest such damage pattern. The coordinates
of the four corners of a band of a unit as presented in Equations 5-13, the
coordinates of actual ground zero, and the radius of damage are required for
a solution, which can be divided into five major cases with various subcases.
Each of the possible cases will be shown in general figures. Figure 11-4
shows the various parts of a circle used in the following discussion. For
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cnnvenience a segment is denoted by the notation usually reserved for the
minor arc which bounds it; i.e., the segment shown in Figure 11-4 would be
denoted bX U. Notice that the sector CDE can be decomposed into two areas,
CDE and DE. ibis allows the area of the segment to be calculated as 'area
of segment, CD = jarea of sector CDEI- jarea of triangle CDEJ. In the
following equations A(*) is used to mean area of ').

SEGMENT

A ,

E

SECTOR

Figure 11-4. 'Various Parts of a Circle

(a) Case I. One of the rectangle's vertices inside the circle*.
Figure 11-5 shows the two subcases of Case I.

1. Case Ia, area in common is given by the formula:

AREACOM A(AVIB) + A(AB).

2. Case Ib, area in common is given by the formula:

AREACOM A(VIV2 V3 V4 ) + A(A) +, A(CD) -, A(AV B) - A(CDVV
V44 C V

V1 vI V2 V1V2

Case Ia Case Ib
Figure 11-5. Geometry of Subcases la and lb
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(b) Cases I. ITwo of thi- rectangle's vert iC,'S ii::;iWl 11tc
'ir\ I.. ~Figure il-b shows the two subeases of Case 11.

1. Case Ila. The area in common is calculated by the

AREACOM = A(VIV 2 V3 V4 ) + A(AB) + A(CD) - A(AV4 B) - A(CV 3 D).

2. Case Ilb. The area in common is calculated by the

AREACOM = A(V 1 V2 V3 V4 ) + A(AB) - A(ABV2 V3 )

V4 •VV3 %3

A 3 C 
%V1 V2 Va

0 V2

Case Ha Case Ilb

Figure 11-6. Geometry of Subcases IIa and IIb

(c) Case III. Three of the rectangle's vertices inside the
Ic.. Figure 11-7 shows the geometry of Case ilM. The area in common is

A,,I .ated by the formula:

AREACOM = A(VIV 2 V3 V4 ) + A(AB) - A(AV4 B).

V4 V3

A

V1 V2

Figure 11-7. Geometry of Case III
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(d) Case IV. All four of the rectangle's vertices inside the
c.ircle. ligur, 11-8 shows the g' ometry ot Case IV. The area in common is
given by the formula:

AREACOM = A(V 1 V2 V3 V4 )

V4 V3

V1 V2

Figure 11-8. Geometry of Case IV

(e) Case V. None of the rectangle's vertices inside the circle..
Figure 11-9 shows the geometry of the various subcases of Case V.

1. Case Va. The area in common is calculated by the formula:

AREACOM = A(AB)

2. Case Vb. The area in common is calculated by the formula:

AREACOM = A(circie) -- A(AB)

3. Case Vc. The area in common is calculated by the formula:

AREACOM = A(circle) - A(AB) - A(CD)

4. Case Vd. The area in common is calculated by the formula:

AREACOM = A(AB) - A(CD)
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Case Va ICase ye
VI V2

Case Vb

VI V2

Case Vd Case Ve

V4 V3

V4 v3

VI 
0

Case Vf Case Vg V

Figure 11-9. Geometry of Casr. V
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5. Case Ve. The area in common is calculated by the formula:

AREACOM = A(circle) - A(AB) - A(5) - A(EF)

6. Case Vf. The area in common is calculated by the formula:

AREACOM = A(circle) - A(AB) - A(CD) - A(EF) - A(GH)

7. Case Vg. The area in common is calculated by the formula:

AREACOM = A(circle)

(3) Determination of Equipment Losses. Each equipment type item
code which is to be included in the assessment is linked to one of the six
available damage radii provided for assessment of primary equipment. items.
Each Red and Blue unit found to be in the damage ares oerresponding to the
largest damage radius is assessed. The assessment involves determining the
area in common between each damage radius and each band of the unit.

(a) Initial Primary Equipment. For each of the six damage
radii (four damage radii, if the unit is in flight) a check is made to see
if the unit has at least one equipment item which is to be assessed using
the radius. Only those radii which qualify are considered. Primary
equipment losses are then calculated using Equation 11-7:

CAS(I Ni f AREACOMij/Aj

where:

CAS(I) = equipment losses of type I
i

Ni = equipment on hand of type i

A. = percent of equipment type i in band j

AREACOMij = area in common between the damage radius against
equipment type i and band j

Aj . area of the jth band.

The sum in Equa._on 11-7 is over all bands in the unit.
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(b) Additional Primary Eq, ipment. Each equipment item identified
as a tank or an APC or as an item which provides similar protection may also
be included in an additional assessment. If the damage radius corresponding
to prompt casualties for personnel in the equipment item is larger than the
damage radius against the equipment item itself an additional assessment is
made. The number of primary equipment items left unmanned as a result of
the nuclear fire is calculated by Equation 11-8:

CAS(A) N fij AREACOMi /A (11-8)

i j Ni ARA0MjA

where:
CAS(A) = equipment of type i left unmanned

i

AREACOMij = area in common between the damage radius against
personnel in equipment type i and band J.

(c) Total Primary Equipment. The equipment losses calculated
by Equation 11-8 differ from those calculated by Equation 11-7 in that the
equipment is not actually destroyed. Such equipment, however, has been
subjected to intense radiation and cannot be considered usable for an extended
period of time; therefore, it is considered an equipment casualty. The Nuclear
Assessment Model defines the total equipment losses of type i, CASi, as all
equipment of type i which is destroyed or not usable by Equation 11-9:

CAS(I) CAS(A) (11-9)

CASi = Ai C

The value of CAS(i)as well as the location of such equipment is provided
in the Period Processor output with future retrieval left to gamer discretion.

(d) Secondary Equipment. Once the primary items have been
assessed, the secondary losses are computed from the secondary equipment
tables using Equation 11-10:

CASk = CAS 1 dik Ek/Nk (11-10)

where:

CASk = losses of secondary equipment item k

CASi = losses of primary equipmnent item i
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dlk = ntunber of secondary items k authorized to primary
item i

Ek secondary item k on hand in unit

Nk = secondary item k authorized in unit.

(4) Determination of Prompt Personnel Losses. Personnel casualties
are determined by a two-step process involving different categories of pro-
tection. Included in the assessment are personnel protected by equipment
items which are destroyed, personnel protected by equipment items which are
not destroyed but offer insufficient protection against the incident
radiation, and personnel which are not protected by equipment items.

(a) Personnel Protected by Equipment. The number of personnel
lost when the equipment providing protection is lost or l!ft unmanited is
calculated by Equation 11-11:

C = n CASCp i

where:

C = number of protected personnel casualties
p

ni = casualties per equipment item type i.

(b) Personnel Not Protected by Equipment. The number of
unprotected personnel in the unit is calculated using Equation 11-12:

Nu = N- Ei mi (11-12)

where:

Nu = number of unprotected personnel

Ei = equipment type i on hand in unit

mi = personnel protected per equipment type i

N = present strength of the unit.

1
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If Nu is greater than zero the number of unprotected personnel casualties
is determined by Equation 11-13:

Cu h I Nu fjPh AREACOMhj/Aj (11-13)

where:

Cu = number of unprotected personnel casualties

fj - percent of personnel in band j

Ph = percent of personnel in posture h

AREACOMh4  area in common between damage radius against
personnel in posture h and band j

(c) Total Casualties. The total personnel casualties, C, is
calculated by Equation 11-14:

C = C p + Cu (11-14)

d. Assessment of Barriers/Facilities. The barrier/facility assessment
is a two-step process involving the destruction of existing barriers/
facilities and the creation of an induced radiatior barrier.

(1) Assessment of Existing Barriers/Facilities. The largest
damage radius applicable to barriers/facilities is used to perform a search
for candidates for assessment. The assessment methodology is based on the
concept of the damage circle covering more than half the barrier/facility.
Within the DIVWAG Model barriers and facilities are maintained as line
segments. Determination of the 50 percent containment is accomplished by
artificially giving the line segment a width of I meter to make it compatible
with the existing circle/rectangle methodology. The fraction of the line
segment contained in the circle can then be expressed by Equation 11-15:

F = AREACOM/L (11-15)

where:

F the fraction of the line segment within the circle
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AREACOM = area in common between the 1-meter-wide rectangle
and the circle

L = the length of the line segment (L carries the units
of an area: L = (Lm) x (1m) = Lm2 )

(a) Bridges. If F is greater than one half, the bridge is

destroyed.

(b) Towns. If F is greater than one half, the town in destroyed.

(c) Jungles, Forests, Undergrowth. Separate values are
calculated for fires, Ff, and blowdown, Fb, if such radii are provided.

I. If Ff is greater than one half and Fb is less than one
half, the forest is burned.

2. If Ff is less than one half and Fb is greater than one
half, the forest is blown down.

3. if both are greater than one half and Ff is greater than
Fb, the forý'st is burned.

4. If both are greater than one half and Ff is less than Fb,
the forest is blown down.

5. If both are greater than one half and Ff is equal to Fb,
a random number decides the resulting damage. If the number is greater than
one half, the forest is burned; otherwise, it is blown down.

(d) Minefields. If F is greater than one half, the minefield
density is reduced one level. Minefield density levels are discussed in
Chapter 8.

(2) Creation of Induced Radiation Barriers. An area of induced
radiation remains centered at ground zero following a nuclear detonation.
Information regarding the area is placed on the barrier file to prevent troop
movement through the area. The Nuclear Assessment Model provides three radii
corresponding to negligible, moderate, and emergency nuclear radiation risk
levels to trocps. The radiation rates corresponding to these levels are
2 rad/hr, 20 rad/hr, and 50 rad/ht, respectively. Also provided is the future
time at which these radiation rates are projected to exist. Data from
TM 23-200 (Reference 3) indicate that the radiation rate 1 hour after blast
can be approximately related to the slant range by Equation 11-16:

Rate • a e-br (11-16)
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where:

Rate = radiation rate (rad/hr) I hour after blast

r = slant range

a,b - parameters dependent on soil type and yield.

(a) Equation 11-16 can be solved for r for each of the three
desired rates using Equation 11-17:

ri - - 1nRatei) (11-17)

where:

Rate 1  = 2 rad/hr

Rate 2 = 20 rad/hr

Rate3 = 50 rad/hr.

(b) The ground ranges, Ri, corresponding to the slant ranges,
ri, of Equation 11-17 are fouiLd using Equation 11-18:

Ri H(1113

where H was defined in Equation 11-4.

e. Radiation Assessment and Scheduling:

(1) General. The Nuclear Assessment Model provides for three phases
of radiation assessment and scheduling. Included in the assessment are those
delayed casualties and/or suppressions resulting from the incident radiation,
cajualties and/or suppressions resulting from a unit's movement through an
induced radiation barrier, and continuous updating of the radiation barrier
size as it decays.

(2) Delayed Casualties. From FM 101-31-1 (Reference 1) the existing
damage radii for delayed personnel casualties are based on a dose of 650 rad.
The biological response to such a dose aa well as other doses is provided in
Figure 11-10. All radiation assessment methodology is based on data in this
table.
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Figure ll--10. Biological Response to Nuclear Radiation (Reference 1)
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(a) At the time of the fire event the percent of personnel

within the unit which will become casualties and/or be suppressed is deter-
mined using EquatLon 11-19:

C 1 (11" f h (AREACOM~ AREACOM. ) /A)Cd =N h Nu f Ph Mji J

+ N f (AREACOMi - AREACOMi 4 )/A (1i-19)

iij (1119

where:

Cd = percent of unit which will become casualties
and/or be suppressed

N = present strength of unit

Nu = number of unprotected personnel (Equation 11-12)

f = percent of personnel in band j

Ph = percent of personnel in posture h

AREACOMhj = area in common between damage circle for delayed
casualties to personnel in posturn h and band j

AREACOMhj = area in common between damage circle for prompt
casualties to personnel in posture h and
band j

Aj = area of band j

Ni = equipment type i on hand

fij = percent of equipment type i in band j

AREACOMij = area in common between damage circle for delayedcasualties to personnel in equipment type i

and band j

AREACOMij = area in common between damage circle for prompt
casualties to personnel in equipment type i
and band j
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(b) From Figure 11-10 the onset of symptoms due to a 650 rad
dose is expected to occur from 1 to 4 hours after exposure. A uniform ran-
dom number between 60 and 240 is used to determine the number of minutes
after the blast at ;6hich casualties are expected to occur. For this dose
the table indicates approximately 50 percent deaths, with more thaii a
24-hour period of incapacitation. An assessment record is maintained carry-
ing this information, and a future assessment event is scheduled.

(c) At the time of the future assessment, Cd from Equation 11-19
is applied to the pr.jsent strength of the unit. Fifty percent of the result-
ing number of personnel are considered casualties, remaining personnel being
suppressed. Another event is scheduled for 24 hours from the current time.

(d) At the time of the last assessment 0.5 Cd is applied to the
present strength to determine the number of suppressed personnel returning
to active status.

(3) Radiation Barrier Assessment. Whenever a unit encounters a
radiation barrier the Nuclear Assessment Model calculates the dose received
by that unit and schedules an assessment event if appropriate. Stationary
units are given accumulated doses every hour for as long as they remain in
the area. Moving units are given a dose corresponding to the time to cross
the barrier. Unit radiation dose histories are maintained for every unit
which encounters a radiation area.

(a) Dose rates are determined by overlaying the three barrier
radii discussed above on the unit. Personnel in each band which are in the
area in common between the band and the 2 rad/hr radius and not in the area
in common with the 20 rad/hr radius are given a dose rate of 10 rad/hr.
Personnel in each band in the area in common with the 20 rad/hr radius and
not in the area in common with the 50 rad/hr radius are given a dose rate of
35 rad/hr. Personnel in each band in the area in common with the 50 rad/hr
radius are given a dose rate given by Equation 11-20:

Rate - 1 (50 + a e-bH) (11-20)

where the second term in parentheses is Equation 11-16 evaluated at ground
zero.

(b) Total hourly doses for stationary units are determined by
giving the fraction of personnel in the unit receiving each of the three
dose rates a dose corresponding to each rate multiplied by 1 hour. The per-
centage of personnel in the unit receiving each of the three doses is main-
tained in a history recore. for possible future Accumulation of additional
doses.
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(c) Total doses for moving units are determined by calculating
the areas in common at the time when ground zero is colinear with the unit's
leading edge as depicted in Figure 11-11. In this figure dl, d 2 , d3 are the
chords to the 2 rad/hr, 20 rad/hr, and 50 rad/hr circles midway between the
circle's radius and the radius of the next smaller circle (or the unit's
edge). Dose rates of 10 rad/hr, 35 rad/hr, and the rate given by Equation
11-20 are given to those personnel in the areas labeled A1 0 , A3 5 and A50+.
The time to cross through each of the areas is determined by Equation 11-21:

ti- di/v (11-21)

where v is the unit velocity. The percentage of personnel in the unit
receiving each of the three doses is maintained as for stationary units.

(d) Doses are accumulated for all units using Equations 11-22:

dI - dli + dlc (11-22a)

d2 = d21 + d2c (11-22b)

d3 - d 3 i + d3 c (11-22g)

P1 W Pkc) +Plc (1 -k Pki)

+ Pli Plc + P21 k- P kc)

+ p (i - p )
2c k ki

+ 1/2 (Pli P2c + Plc P21 (11-22d)

P2 " 1/2 (pli P2c +Plc P21

+ P3i ( - • pk) + P3 (i k

+ P2i P2c + Pli P3c + Plc P3i

+ 1/2 (P2i P3c + P2c P3i) (11-22e)
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P3 = 1/2 (P2i P3c + P2 c P31)

+ P31 P3c (11-22f)

where:

dl,d 2 ,d 3 = new dose levels (d 3  d2 . dl)

percent of the unit in each new dose level

dli,d 2 1,d 3d = previous unit dose levels (d31-. d21--. d i)

PliP2iP3i = percent of the unit in each previous dose level

dlc,d2.,dd = dose levels from current assessment (d 3c-d2c: d )

P1cP2c'P3c percent of the unit in each current dose level

(e) Equatic-s 11-22 are intended to distribute the personnel
having received a dose among the new dose levels such that the following
conditions are satisfied:

1. Personnel having received no dose as the result of
several assessments of the unit are not included in any of the dose levels.

2. Personnel having received an accumulated dose less than
1/2(dI + d2 ) are included in level 1 (the lowest total dose).

3. Personnel having received an accumulated dose greater
than 1/2(dI + d2 ) but less than 1/2(d 2 + d3 ) are included in level 2 (the
interh1ediate total dose).

4. Personnel having received an accumulated dose greater
than 1/2(d 2 + d3 ) are included in level 3 (the highest total dose).

(f) For a unit with no previous radiation history the following

is used in lieu of Equations 11-22:

. P i , P ic

. P2 ' P2c

. P3 ' P3c
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d 1 -d 1C*dI = dl

d2 d 2c

d3  d 3c

(g) As soon as some percentage of a unit's personnel accumulate
a dose in excess of 50 rads an assessment event is scheduled. These assess-
ments are processed the same as delayed casualties with all event times
determined by random numbers between the limiting times set forth in
Figure 11-10.

(4) Radiation Barrier Update. Whenever a barrier is used in an
assessment, or once an hour, whichever comes first, the barrier radii are
reduced to reflect the decay. The time rate of decay of the radiation rate
can be expressed by Equation 11-23:

Rate(t) = Rate (t=O)t-1" 2  (11-23)

Equation 11-23 is equated with Equation 11-16 to find the new slant ranges
corresponding to the three dose rates. The result is similar to Equation
11-17 and is presented in Equation 11-24:

r. - -ln ( - 1 2  (11-24)
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