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DIVWAG TECHNICAL MANUAL

CHAPTER 1

INTRODUCTION

1. PURPOSE. The purpose of this volume of the WAGCAP documentatior. series
is to describe the DIVWAG system models that simulate the activities of
military units and the interaction of these units with other units, the
environment, and the situations represented in the system.

2. BACKGROUND, The DIV\’AG system was developed in the course of execution
of two consecutive study efforts. The first of these study efforts, entitled:
Development of a Division War Game Model (D1VWAG), resulted in a war game model
which was capable of simulating the interaction of division forces in modern
land combat but which required improvements in order to be used acceptably

as a force planning tool., The second effort, entitled: Improvement of the
War Gaming Capability (WAGCAP), undertook the improvements desired, trained
government personnel in the operation of the model, and conducted a gaming
test of the improved mvdel, Tasking established for the DIVWAG study project
and carried forward into the WAGCAP project required the development of a
computer-assisted war game model capable of:

a. Evaluating forces composed of maneuver units and their associated J
combat support and combat service support.

b. Producing detailed quantitative data for use in comparing the J
effectiveness of the forces.

c. Examining at least 14 continuous days of combat, if required. {

d. Producing the evaluation data required for analysis 60 days after the
evaluation of the force commences.

e, Addressing high and mid intensity conflict (nuclear and conventional
war),

f. Addressing the surveillance and tazget acquisition functions and
providing quantitative data that will permit evaluation of the contribution
that varying sensor mixes provide to force =ffectiveness.

g, Addressing firepower to provide quantitative data that will permit

evaluation of varying mixes of firepower meaus and demonstrate their con-
tribution to total force effectiveness,

Preceding page hiank
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h. Providing a means for evaluating the effects of varying degrees of
aerial, ground, and firepower mobility; and assessing the effect of mixes i
of mobility means on total force effectiveness. ‘

i. Analyzing the command, control, and communications functions. This
may be accomplished subjectively if the state-of-the-art or the additional
model ccmplexity precludes meeting the responsiveness requirements (24 above).
If practical, decision and ccommunication delay times may be inserted by a
control element outside of the computer.

j. Producing loss, expenditure, and coasumption data for use in
evaluating the capabilities of supply and transportation systems using varying
supply rates as constraints on consumption or expenditure.

3. SCOPE:

a. This technical manual contains the documentation of major models
within the DIVWAG system., In addition to introductory material, Chapter 1
contains a general description of the DIVWAG system design, emphasizing the
logical sequencing of events within that portion of the system that actually
conducts the game simulaticn, the Period Processor. Successive chapters
deal with the modeling of various functional areas within the Period Processor,

b. Chapter 2 documents a set of basic system models which have a general
impact throughout the DIVWAG simulation. These include models to represent
the natural environment (terrain and weather), to describe obstacles and
faciiities, and to represent military units within the DIVWAG system., Para-
metric representation of weather is accomplished through the use of weather Y
zones overlayed on the terrain of interest, each zone being described in
terms of atmospheric conditions which are updated hourly., The representation
of elementary terrain characteristics is accomplished through the establishment
of 2-kilometer square grid cells of the area of operation. Each grid cell is
coded for terrain roughness and vegetation, forestation, and soil trafficability; %
and the geographical area of interest is further overlayed with a dominant
masking function., The impact of tercain on military actions has been signif-
icantly improved within the DIVWAG system by the incorpuration of terrain
elevation and by the use of terrain elevation and the dominant masking function ,

to establish line of sight conditions, The DIVWAG Model treats man-made
obstacles and facilities as well as significant terrain features within the
context of a larger barrier line or zone. This treatment permits a reasonable
consideration of the effects of such factors on military movement. The
representation of units within the DIVWAG system has been significantly
jimproved in that the gamer has a great deal of flexibility . representing
the units being considered, both in terms of the positioning of assets within
the area occupied by a unit and in the composition of units through a task
organization structure that is under gamer control. Chapter 2 also discusses
the DIVWAG system approach to approximating unit boundaries, areas of
responsibility, and the trace of the forward edge of the battle area (FEBA).

1-2
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c. Chapter 3 presents the Intelligence and Control Model of the DIVWAG
system. The model treats the target acquisition and information gathering
process, exchange of information between units and echelons, and elementary
decision-making based on this information within an integrated intelligence
and control model. 3ignificant features include the ability to play a broad
range of target sensing devices and an interconnection with selected fire-

power models, permitting fires to be automatically brought to bear on acquired
targets.

d. Chapters 4, 5, 6, and 11 contain documentation of the major modeis
within the DIVWAG system used to simulate the application of firepower., The
DIVWAG Ground Combat Model simulates the interactions between opposing ground
maneuver units, The Ground Combat Model, discussed in Chapter 4, has been
totally revised with the intention of improving such basic aspects as target
acquisition, weapon representation, and casualty assessment. The delivery
and assessment of effects of nonnuclear area fires is simulated by the Area
Fire/TACFIRE Model, documented in Chapter 5. A cavability for automated
scheduling of nonnuclear fires is also discussed in Chapter 5. The delivery,
assessment of immediate effects, and assessment of residual or delayed effects
of nuclear weapons is treated within the Nuclear Assessment Model, documented
in Chapter 11. The Air Ground Engagement Model, documented at Chapter 6,
treats the attack of ground targets by aircraft either in response to direct
gamer orders or in response to targets generated by the Intelligence and
Control Model. All acticns from the receipt of strike order through the
return of aircraft to their home base are simulated within the model.

e, Chapters 7, 8, and 10 treat various aspects of mobility within the
DIVWAG system., The Movement Model, documented at Chapter 7, treats the
ground movement of units except when such movement is under control of the
Ground Combat or Combat Service Support Models, The Movement Model will
frequently interact with the Engineer Model, documented at Chapter 8. In
its current stage of development, the Engineer Model simulates the construc-
tion of obstacles as part of a gamer prescribed barrier plan and the breaching
or removal of barriers and construction of movement facilities (bridges, fords)
in response either to gamer orders or to requns: g generated by the Movement
Model. The Movement Model also treats simple air movement; i.e., movements
not associated with an airmobile operation. A.rmobile operations are treated
within the Airmobile Mcdel, discussed in Cha, :er 10. This model treats an
entire airmobile movement, from the allocation and routing of aircraft to a
pickup point through loading of the airmobile force; movement to a landing
zone with associated in-flight attrition and suppression of air defense
weapons by escort aircraft, where appropriate; offloading; and release of
the aircraft for further assignment. Simulation of forward area refuel and
rearm points is also accomplished within the Airmobile Model.

f. Chapter 9 documents the Combat Service Support Model. This model

simulates the replacement of personnel and major items as well as the resupply
of consumables (Classes I, III, IV, and V).

1-3
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4, DIVWAG SYSTEM DESIGN:

a. Processors. The total DIVWAG system contains five closely interrelated
but distinctly separate computerized processors, tach of which plays a unique
part in the game cycle., The five processors are:

. Constant Data Input Processor
. Orders Input Processor
. Period Processor
. Period Output Processor
. Analysis Output Processor
The function of each processor is discussed briefly telow.

(1) Constant Data Input Processor. The Constant Data Input Processor
is composed of a group of special purpose data load programs that read source
data from cards, convert the data to the form required by the Period Processor,
and load the processed data outo each of the appropriate DIVWAG data filies.
There are 55 such data files maintained on one or, if needed, two magnetic
disks. Record and backup copies of the contents of the disk are maintained
on magnetic tape., Each load program fills one or more data files with the
conatant data required for a specific submodel or group of submodels. 4
complete description of the Constant Data Input Processor, the individual \
load programs, and constant data requirements is contained in Volume VI,
DIVWAG Data Requirements Definition.

(2) Orders Input Processor: !

(a) The Ovrders Input Processor provides the communication link
from the gaming group to the Period Processor and the DIVWAG submodels
within that processor. The Orders Input Processor accepts 'gamer orders
prepared in DIVWAG Source Language (DSL). All units within DIVWAG are
classified as either resolution or nonresolution units. Resolution units are
those units that can be given specific orders. Nonresolution units are *
constituent elements of resolution units and higher echelon units that are
not discretely addressed. The use of nonresolution units permits explicit
recording of the status of all force elements of interest. Gamer orders are
translated into machine executable instructions that provide the basis for
guiding the secuence of events within a game period.

(b) A set of machine executable instructions, derived from the
gamer orders, is created for each resolution unit given orders during the
period. Additional flexibility is provided by a branching capability, which




enables alternative order sequences to be executed as a result of gémer-
prescribed conditions. The lack of a program for a resolution unit causes
an implied stay order for the entire period.

(c) Similar jnstructions are also creat:d for each ground combat
engagement. These programs specify the units to be: engaged; the conditions
upon which the engagemen. is to terminate; and, based upon the outcome, the
orders to be pecformed by each engaged unit after.the engagement has terminated.

(d) This processor reads source cards, compiles the DSL, orders:
and places the instructions on a disk file., A copy of this file is retained
on magnetic tape for record and backup. A more comprehensive discussion of

the use and operation of this processor is contained in Volume 1V, DIVWAG
Users Manual.

(3) Period Processor:

(a) The central element of the DIVWAG system is the Period
Processor. This processor contains the mathematical models, data maintenance
routines, and event schaduling and execution logic required to simulate the
military activities portrayed in DIVWAG. The Period Processor is the principal
subject of this volume., Faragraph 5 of this chapter provides an pvoriview of

the processor, and the rer- ining chapters discuss each of the major submodels :
within the processor. . J

(b) The Pcriod Processor accepts as input data files from the
Constant Data Input Processor and the instructions from the Orders Input '
Processor. It then executes the prescribed sequence of events for each
resolution unit for the duration of the game perinrd. It checks the stated
branching conditionals and alters the sequence accordingly. Each of the sub-~
wodels is executed as required to process':

. l . .
. Intelligence, control, and communication events, including
air reconnaissance flights

. Fire mission assignment events

+ Artillery and missile area fire events

. Grnund combat events

. Attack helicopter and close air support events

+ Movement events including ground mo'cment, simple air
flights, and complex airmobile operations




. Engineering required to implement a barrier plan or
l to clear barriers

) . Resupply of consumables and replacement of personnel
{ and major items.

Tn addition to those major events specified by DSL orders, numerous automatic
events are generated within the Period Processor to effect the routine orvrders
W not required to be explicitly prescribed by the gamers.
Y
! (4) Period Output Processor. Upon completion of the game period,
a set of post-period reports 1s produced to be used as guidance in preparing
the orders for the following period. These reports include:

. . Intelligence Reports

X . Force Status, Activity, and Loss Reports

. Barrier Reports,

' ; (5) Analysis Output Processor. The Analysis Output Processor is

composed of two sets of computer programs, Information Retrieval and Display
System (RADS) and Statistical Tabulations (STATAB).

. (a) iRADS. The function of the IRADS programs is to extract J
data from the history tapes produced by the Period Prccessor and to array the
data in proper form for the STATAB programs. additionally, the IRADS programs

: have the capability of printing a formatted copy of all or selected records
) from the history tapes.

{b) STATAB. The purpose of the STATAB program is to perform
the numerical operations of the nonparametric statistical analysis of the
game output. The details of the statistical analysis techniques are described
in Volume 'II, Analytical Methodologies. The STATAB program embraces all
statistical problems in a multiple rank ordering process. Game data are
organized by functional area, and effectiveness indicators are defined to
support the measures of effectiveness that pertain to each functional area.

A one-way analysis of variance (ANOVA) is applied to game data arrayed by
unit or system type for each effectiveness indicator. This ANOVA utilizes
the Kruskal-Wallis one-way ANOVA and the Mann-Whitney U-Test (one-way) to
acquire rank ordering of performance by unit type and system type. After
acquiring unit/system ranks for each effectiveness indicator, effectiveness

i = indicators applicable to each function of land combat are assembled into
sets; and their attendant ranks within sets are gathered into an array, which
is subjected to the Friedman two-way ANOVA and the Mann-Whitney two-way test.
‘This sequential application of one-way ANOVA for all indicators followed by
a two-way ANOVA results in a final rank ordering of units and systems for
each functional area of combat.
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b. Integrated DIVWAG System:

(1) Figure 1-1 illustrates the flow of information through the
DIVWAG system from processor to processor and to and from the war game staff.
Figure 1-2 depicts the data communication links emong processors from a
physical (hardwzre) standpoint.

(2) The data preparation group assembles and prepares the raw data
to be used by the Constant Data Input Processor. The data are entered on
spacially designed coding sheets from ADP cards keypunched and verified. The
Constant Data Input Processor reads the data cards, accomplishes any necessary
calculations, and loads the input data onto the required data files for the
start of the first period. After a set of data files is loaded, the contents
of all DIVWAG data files loaded up to that point in time can be written onto
a dump tape using a special purpose dump program. The dump tapes thus
generzted serve as backup for the disk files and'enable an earlier set of ‘
files to be consulted, if necessary, by loading the contents of a dump tape
back onto the digk using & special purpose load program.

(3) The game pericd cycle is initiated when the gaming staff prepares
the set of orders for the first game period. The orders written in DSL are
keypunched and verified. These cards serve as the input for the Orders Input
Processor which creates the absolutized orders programs and loads them an
the orders file where they can be executed b, the Period Processor. After
the orders file has been loaded, che dump program is again used to produce a

dump tape. From this stage on, dump tapes contain both the up~to-date DIVWAG
data file and the current orders file,

(4) The data files and the DSL order programs for the period having
baen loaded, the Period Processor is executed to simulate the period of battle.
Output tapes are creatnd for use in the analysis phase, and the dynamic data
files are continually updated.

(5) At the completion of each period, the Period Output Processor
generates postperiod reports which are used by the gamers to initiate succeed=~
ing periods of olay. At least one dump tape is created to retain a record
of the files at that point in the game and to enable the files to be reloaded
if necessary. Tiis cycle continues until the game is completed.

(6) The Analysis Output Processor IRADS pr~erams read the history
tapes, print formatted listing of history tape records at the user's option,
extract, aud properly array data for the STATAB programs., The STATAB programs
accomplish the required statistical calculations.
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5. PERICD PROCESSOR:

2. General. Thils paragraph presents an overview of the Period Processor
describing the basic flow and processing sequence reuuired within one period
of game activity. An appreciation of this flow, and especially of the logic
of event sequencing used throughout the system, is prerequisite to an under-

standing of the descriptions of the individual system models containea in
the following chapters.

b, Period Initialization:

(1) Initial Operatiun, The initial operation of each period is
generally the loading of the period orders file and the DIVWAG data files
using the load program. This step may be omitted if the disk storage device
is known to contain the desired data and orders programs. Next, the linkages
between the orders file and the Period Processor are initialized. This
initialization loads the unit and battle directory tables into core, enabling
the Period Processor to locate, upon the orders file, the appropriate order
program for any desired unit or named battle. The Initialization also sets
the period starting time, sets the length of period, and identifies the period
as a start of game or as a subsequent period. Following orders initialization,
several frequently accessed constant data arrays are constructed in Chapter 2
common and rolled out to a scratch file from which they can be reloaded as
required, The remaining initialization process is different for the first
period than for subsequent periods.

(2) First Period. The weather zone poundaries and intelligence and
control tables are taken from the appropriate data fiie and placed into core.
The unit jidentification location and unit type designator tables are con-
structed in Chapter 2 common. The event time table is initialized. Several
dynamic data files are created. Terrain masking parameters are established

for all resolution units. The first events for all resolution units are
initi :ed.

(3) Subsequent Periods. Both Chapter 1 and Chapter 2 common are
reloaded with their former contents, carried on the data file between periods.
If this is a midperiod restart due to an unanticipated interruption, the
output tapes are repositioned to the appropriate resumption point.

(4) Every Period. Finally, the approximare battlefield orieantatioen,
FEBA trace, and brigade and division boundaries and areas of responsibility
are determined., These calculations are updated automatically throughout the
period at a frequency dependent upon the amount of activity simulated.

c. The Event Cycle:
(1) Basic Event Sequencing Logic. The DIVWAG Period Processor
operates with a basic event sequencing logic. Within this logic, there are
two parts to most of the models of military activity, a delta time computation
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for the activity and an activity assessment computation, As illustrated in {
Figure 1-3, an activ.ity is thus dealt with in two distinct steps within the
flow of gamed activity. 1In the first step, the delta time computation portion
of the activity model is exercised to determine the time at which the activity
is to be assessed. In the second step, the actual assessment of the results
of the activity is accomplished., Since accomplishment of an activity will
generally take some finite amount of time, there is generally a period of
simulated time between the point (time T) at which the activity initiates and
the point in time (time T + AT) at which assessment of the results of the
activity is scheduled., During this intervening period of time, other activity
assessments and delta time computations for the same or other units will
generally be accomplished.

(2) Event Sequencing within the Period Processor:

(a) Control of Event Sequencing., The principal executive routine {
within the Period Processor controls the logical flow of event sequencing,
using the event time table and the game time clock as its basic sources of
information., Each entry in the event time tables contains the scheduled game
time of an event and an indication of the type of event scheduled. The event
time table is composed of two segments., The first segment contains event
scheduling informaticn for the pending DSL-ordered event for each resolution
unit, The second segmen. of the event time table contains event scheduling
information for up to 3000 automatic~lly scheduled events. A cycle through
the executive routine is made for every event, once the event time table has J
been initialized. The cycle begins with a search of the entire event time
table to determine which pending event is scheduled to be processed ai the
earliest game time. Once the next scheduled event has been identified, the
game time clock is incremented to the stheduled time, the event type is
determined, and the appropriate routine for assessment of the results of the %
event is called. Upon completion of the assessment of results of an event,
the next ordered event for the involved unit is scheduled if the event just
assessed was a DSL-ordered event, The cycle repeats with a search of the
event time table for the rext event after assessment of an automatically
scheduled event or scheduling of the next ordered event. The basic flow of
this process is shown in Figure 1-4,

(b) Event Scheduling:

1. DSL Ordered Events. The life cycle of an event resulting
from a DSL order begins with a call to a routine, which locates the next
order on the orders file for the specified unit and places that order in the
unit's Unit Status File record. The appropriate length of time required to
perform the event is computed and stored in the Event Time Table. No further
processing or updating for that event is performed until it is due to be
completed. During the time interval between event scheduling and completion,
numerous events will undoubtedly be completed and processed for other units.
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2. Automatic Esents. One inherent constraint of the DSL
order system described above is the restriction that every resclurion unit }
have one and only one pending event and order at all times. Tou alleviate l
this constraint and to reduce the burden of preparing routine orders from
the gaming group, an automatic event system was lmclemented. This sistem
automatically generates, schedules, and processes routine events vithin tue
Period Processor, thus leaving DSL for the higher level, command type orders.
Such automatic events are generated by the Combac Service Support, Hovement,
and Intelligence and Control Models and pass through the TACFIRE, Air Ground
Engagement, Engineer, and Airmobile Models. 1In general, automatic events are
of the following types:

. Sensing reports
. Fire support requests

. Information flow

. Intelligence processing

. Communications

. Requests for close air and direct aerial fire support

. Artillery mission assignment and scheduling
. Air mission assignment and scheduling

. Alrmobile operation scheduling

« Resuppliy and replscement actions

. Engineer task assignment and scheduiing.

The automaticz events are scheduled in response to key situations arising

dynanically during the assessment of results of these and other appropriate
events.,

d. End of Period. Upon normal termination of a period, the event time
table is adjusted so that the internal clock can be r2set to zero at the
heginning of the following pericd. The contents of Crapter 1 and Chapter 2
common are stored on disk, and two copies of the dump tape are made. Any
ground engagements that have not ended are terminated. The Period Output
Processor is then called to produce the post-period reports,

e, Restart. An additional insurance feature of the Pericd Processor is

its restart capability. At perlodic intervals during the game per.od; a
restart dump is made by saving the conteits of common, writing an end of file
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mark on the output tape, and dumping the data files and the DSL order file
to a tape. In the event of a machine falilure between restart dumps, it is
only nccessary to back up to the time of the last restart dump, load the

files, and resume processing. The restart dump interval is specified on a

data card with each Period Processvr run., In addition, a special restart
dump can be initiated by entering the appropriate instructionz via the
computer console.
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CHAPTER 2

BASIC SYSTEM MODELS

1. INTRODUCTION:

a. General. In addition to the various military activity models
(discussed in later chapters of this volume), the DIVWAG system contains a
group of basic system mcaels each having a distinctive effect on some of
the activity models. This chapter discusses the basic system models.

b. Physical Environment. A simulation of military activities must
consider the prevalent environmental conditions at the place and time of
the activity. For each activity to be simulated, the DIVWAG system uses
a4 parametric approach to model the general characteristics of the terrain
and significant natural znd mzn-made features upon the terrain, as discussed
in Paragraph 2. Paragraph 3 contains a discussion of the parametric descrip-
tion of weather conditions at the time of simulated activity as used within
the DIVWAG system.

¢, Military Unit Representation. The means used to represent a unit
within a simulation can have a profound impact upon the validity and pessible
level of resolution of the simulation. Generally, some compromise is reached
between the possible extremes of actempting to individually depict every per-
son and item of equipment within the force and consolidating the entire force
into one parametrically described entity. Paragraph 4 discusses the repre-
sentation of a military unit within the DIVWAG system. Paragras 5 contains
a discussion of the means available within the system for organizing groups

of units into task organizations to meet varying military requirements within
the game.

d., Battlefield Orientation. The military commarider wiil typically use
a wide range of control :easures to maintain unity of effort within his force.
The DIVWAG system approximates several orf the elementary control measures
available to the commander. These include selected unit boundaries, areas of
responsibility, and the trace of the forward edge of the battle area (FEBA).
These approximations are discussed in Paragraph 6.

e. Terrain Masking. The effects of terrain masking on the target
acquisition and information collection funciions are simulated within the
model. A terrain elevation data file describing an elevation grid is used
te calculate the dominant mask function for each unit gamed. The inter-~
visibility between a unit and a point s determined from the mask function.

The procedure for calculating and using the mask function is described in
Paragraph 7.

Preceding page blank




Sy

T

2. TERRAIN REPRESENTATION:
a. Basic Terrain Characteristics:

(1) 7the geographic area in which the war game is to be conducted
is described by a rectangle, which may be as large as 8,388,000 meters on a
side. Within this area, any point can be described to the nearest meter by
the use of l4-digit Cartesian coordinates of the form xxxxxxx-yyvyyyy. All
locations in the model are definad in terms of a continuous metric grid with
the x-axis oriented east-west, the y-axis oriented north-south, and the origin
(0000000-0000000) being the extreme southwest corner.

(2) The overall area to be gamed is divided into square subareas or
cells (limited to 30,000). Cells of any integer numter of meters on a side
can be selected, but all cells must be the same size. Terrain characteristics
are assumed to be homogeneous for a given cell; therefore, it is advantageous
to establish a terrain cell size small enough to apprcach true homogeneity.

On the other hand, larger cell sizes for the same overall area to be gamed
enable easier preparation of input data and faster model execution. The over-
riding consideration to be applied in the selection of a terrain cell size is
the requirement for effectively addressing the game objectives. Each terrain
cell is described in terms of cover and concealment characteristics and
trafficability. This description is provided by three indices for each cell:
a roughness and vegetation index; a forest type index; and a trafficability
index.

(a) Roughness and Vegetation Index. The roughness and vegetation
(RV) index describes a combination of terrain slope variation and non-forest
vegetation. The RV indices range from 1 through 9 (unity indicates the best
conditions for line of sight and lack of concealment, and 9 indicates the
worst conditions). The nine roughness and vegetation categories describe
cover and concealment. The categories can be modified to suit the character-
istics of a particular area of operations. Examples of the nine roughness
and vegetation categories and corresponding values of the RV index are as
follows:

1. Flat to gently rolling terrain cultivated with low-
growing crops, naturally covered with short grasses, or barren of vegetation.
RV index is 1.

2. Flat to gently rolling terrain covered with cultivated
tall-growing crops, natural scrub growth, or tall grasses. RV index is 2.

3. Gently rolling to undulating terrain barren of vegetation.
RV index is 3.

4. Gently rolling to undulating terrain covered with either
cultivated low-growing crops or higher, sparse natural vegetation. RV index
is 4,
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3. Gently rolling to undulating terrain covered with

cultivated tall-growing crcps, natural grasses, or scrub growth. RV index
is 5.

6. Undulating to broken terrain cultivated with low-growing

crops, naturallj_éovered with short grasses, or barren of vegetation. RV
index is 6.

7. Undulating to broken terrain covered with cultivated
tall-growing crops, natural scrub growth, or tall grasses. RV index is 7.

8. Broken to rough terrain with moderate to dense scrub
growth. RV index is 8.

9. Rough terrain with moderate to dense scrub growth. RV
index is 9.

(b) Forest Type Index. This general descriptor of forest cover
can be changed to fit the specific terrain for a given game; however, any
change must consider the tables utilizing the forest type index. One of four
forest indices is assigned to each terrain cell in the gaming area. The
indices range from O for the least cover to 3 for the greatest cover. In
areas of deciduous tree growth, the seasonal crown cover should be considered

in assigning indices. A sample list of forest types and associated indices
is as follows:

1. No extensive stand of trees. Forest (F) type index is 0.

2. Planted stand of trees, such as orchards, or well-
maintained coniferous forests of the European type with sparse crown cover.
F type index is 1.

3. Naturally-established deciduous or coniferous forests

growing under less than ideal conditions with moderate crown cover. F type
index is 2.

4. Natural forest of broad leaf trees and heavy undergrowth
growing in near ideal conditions with tall trees and dense crown cover. F
type index is 3. Currently, DIVWAG differentiates only between unforested
(F is 0) and forested (F is 1, 2, and 3) conditions.

(c) Trafficability Index. The trafficability index describes
the terrain mobility characteristic of each terrain cell. The system is
designed to accommodate a total of 20 trafficability indices. It is not man-
datory that all 20 potential indices be used in a given game. In assigning
the trafficability index, the user must consider three factors affecting

mobility: slope of the terrain, 1its soil bearing characteristics, and the
forest condition.




v 1. Five basic terrain types have been identified as being
representative, although they may be modified as desired for any given game: °

1
. Flat to gently rolling

. Gently rolling to undulating
b . Undulating to broken . v

E . Broken to rough

. Rough, mountainous, cut by ravines; flat swamps and marshes; or

) flooded agricultural areas. )
Within each basic type, varying slope gradients may be identified. For
; example, if gently rolling to undulating terrain is defined as that which

varies in elevation from 100 to 200 meters per 1000 meters distan:e, these
‘ variances may be translated into slope or degrees of slope.

2. The soil bearing characteristics of the terrain may
vary from good to poor, and this factor must be considered in assigning the
index. A relationship between soil and slope should also be recognized,
since the poorer the soil bearing characteristics, generally, the greatef the
effect that slope has on trafficability. .For definitions of the current
slope and soil trafficability indices, see Figure 2-1.'

H

3. The forest (F) type index assigned to the terrain cell
} (see Paragraph 2a(b)) also has a direct effect on trafficability and must
be considered in assigning the trafficability index.

b. Elevation Grid. The elevation of the terrain is described‘by the
height above sea level (in meters) of each point on the elevation grid. The
origin of the grid coincides with the basic terrain origin and extends in the
D x and y directions a distance that includes the total gaming area. The grid

spacing 1s the same in both the x and y direction. The spacing of the eleva-
} tion grid is independent of the terrain cell size and should be selected to
provide sufficient elevation resolution without excessive data requirements.

c. Use of Terrain Characteristics. Figure 2-2 contains a.summarization
of the use of terrain characteristics by the major DIVWAG models. The terrain
roughness and vegetation and forestation indices are used in combination by
the Intelligence and Control Model, the Ground Combat Model and the Air

the level of concealment or the masking effect within a terrain cell. The
Area Fire/TACFIRE Modzl uses the forest type index to establish a level of
cover from the effects of area fire weapons afforded by local forestation.

The Engineer Model uses the trafficability indices to determine rate modifiers
to be applied to engineer task performance rates to account for degradation
due to terrain characteristics at task sites. The Movement Model uses the
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Ground Engagement Model. 1In all three cases the indices are used to establish.
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Index

05

Type Slope
Flat to gently rolling

Flat to gently rolling

Flat to gently rolling

Flat to gently rolling

Gently rolling to
undulating

Gently rolling to
undulating

Gently rolling to
undulating

Gently rolling to
undulating

Undulating to broken

Undulating to broken

Undulating to broken

Figure 2-1.

v . 4 B otialh
Type Soil Forest

Coarse-grained, poorly Forested
graded sand and silt
with clay layer
Coarse~grained, poorly Not
graded sand and silt Forested
with clay layer
Silt over clayey sand Forested
and sandy clay
8ilt over clayey sand Not
and sandy clay Forested
Coarse-grained, poorly Forested
graded sand and silt
with clay layer
Coarse~grained, poorly Not
graded sand and silt Forested
with clay layer
Silt over clayey sand Forested
and sandy clay
Silt over clayey sand Not
and sandy clay Forested
Coarse-grained, poorly Forested
graded sand and silt
with clay layer
Coarse~-grained, poorly Not
graded sand and silt Forested
with clay layer
Silt over clayey sand Forested

and sandy clay

Trafficability Index (continued next page)
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Index Type Slope

12 Undulating to broken

13 Broken to rough

14 Broken to rough

15 Broken to rough

16 Broken to rough

17 Rough terrain

18 Rough terrain

19 Rough terrain

20 Rough terrain

ey TP S S 1

- 2 20ad —w
Type Soil Forest

Silt over clayey sand Not

and sandy clay Forested

Coarse-grained, poorly Forested

graded sand and silt

with clay layer

Coarse-grained, poorly ot

graded sand and silt Forested

with clay layer

Silt over clayey sand Forested

and sandy clay

Silt over clayey sand Not

and sandy clay Forested

Coarse~grained, poorly Forested

graded sand and silt

with clay layer

Coarse-grained, poorly Not

graded sand and silt Forested

with clay layer

Silt over clayey sand Forested

and sandy clay

Silt over clayey sand ot

and sandy clay Forested

Figure 2-1, Trafficabili.y Index (concluded)
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Terrain
Model Characteristic Utilization
Intelligence levation Used to determine line of sight
and Control
Ground Roughness/Vegetation Used to calculate line of sight
Combat and probability and ! .ackground
Forestation reflectance
Area Fire/ Forestation Used to establish vulnerability
TACFIRE of personnel
Air Ground Roughness/Vegetaticn Used to compute degradation of
Engagement anu air defense weapon effective-
Forestation ness
Engineer Trafficability Used to compute degradation of
engineer task performaunce
rates
Roughness/Vegetation Used to establish average speed
of units moving on road
Movement
Trafficability Used to establish average speed
of units moving cross country
Combat Service Roughness/Vegetation Used to establish average speed
Support of resupply convoys
Airmobile Elevation Used to determine line of sight

to air defense weapons

Figure 2-~2.
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Use of Terrain Description with DIVWAG System




roughness and vegetation and the trafficability indices as parameters for
determining the movement rates for units and vehicles, using the RV index
for road movement and the trafficability for cross country movement. The
Combat Service Support Model also uses the roughness and vegetation index tn
determine vehicle road movement rates. The elevation grid is used to calcu- 1
late dominant mask functions which are used by the Intelligence and Control
Model to determine the existence of line of sight between sensors and unit

and by the Airmobile Model to determine the existence of line of sight between
aircraft and air defense weapons. Details of these applications are found

in the chapters dealing with the appropriate DIVWAG military activity models.

d. Terrain-Barrier Relations. The relations of terrain features,
forestation, and man-made facilities which affect significantly (hinder or
facilitate) force mobility are considered in the Engineer Model in the
context of barriers and facilities.

(1) In a division-level war game with battalions a:. maneuver units,
individual obstacles of a local nature, unless they are an iategral part of
a larger barrier line/uone, or are in rough, mountainous terrain, generally
have negligible delaying effect on mobility and are of a nuisance value only.

(2) Natural and man-made features having appreciable effect on
mobility (e.g., mountains, dense forests, unfordable streams, minefields,
and bridges) are integrated into barrier lines of significant extent. Any
feature which tends to reduce mobility is treated as a barrier, and any
feature which tends to enhance mobility is treated as a facility.

(3) Barrier lines are repsesented by a sequence of connected line
segments. Each segment is considered homogeneous and is identified by a A
six~-character mnemonic. The first three characters are alphabetic and iden-
tify the type of segment; i.e., forest, river, antirank minefield, and fixed
bridge. The other three characters are numeric and are unique within that 1
type segment.

(4) Facilities are assigned unique segments ir the barrier line.
These segments are given finite lengtbs to facilitate their intersection by
the movement paths of the Movement rivdel.

(5) 1In general, barriers may be breached by facilities, through ‘
engineer tasks. For example, a river barrier segment may be breached by
constructing a bridge, a raft/ferry, or in some cases a ford.

(f) Some barrier segments which are unsuitable for facilities are
designated as unbreachable; for example, cliffs and rivers through marshlands
or with steep rocky banks.

(7) Gamers define barrier lines during pregame activities as part
of their barrier and facility planning. Lines may be modified between game
periods.
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(8) Barrier segment definitions include endpoint coordinates. The
Engineer Model computes task magnitudes which are dependent on barrier
lengths. The model also computes task rates and total task times, the
latter are used for assessing mobility delays.

3. WEATHER:
a. Representation of Weather Conditions:

(1) The geographical area subdivided into terrain cells is also
subdivided into weather zones to reflect weather conditions. A maximum of
nine rectangular weather zones may be defined by specifying the coordinates
of each corner of the zone. The zones should be established so that each
zone has distinct weather parameters. Homogeneity of weather across the
zone is desired, since the model assumes consistency of weather parameters
within a wcather zone.

(2) Within each weather zone, weather is described for each hour of
game time in terms of the following parameters:

(a) Temperature (degrees, Fahrenheit).

(b) Precipitation (none, light, or heavy).
(c) Fog (yes or no).

(d) Cloud cover (percent).

(e) Wind speed (knots).

(f) Wind direction (azimuth in degrees).

(g) Relative humidity (percent).

(h) Visibility index (1-9; 1 worst, 9 best).

(3) The first seven of the eight parameters above are established
in the pregame phase with parameters Aescribing moon conditions (quarter,
moonrise, and moonset) a,d sun conditions (time for beginning morning nautical
twilight (BMNT), end evening nautical twilight (EENT), sunrise and sunset).
In the pregame phase, the user has the option of entering actual or assumed
weather condition parameters for a given time period. (See Volume VI, DIVWAG
Data Requirements Definition.)

(4) The visibility index, which is used extersively in the Air Ground
Engagement, Intelligence and Control, and Ground Combat Models, is determined
from the cloud cover, precipitation and fog parameters, and the times of sun-
set, sunrise, moonrise, and moonset. The visibilitly index is determined by
a table searching procedure by the weather-generating model, if the user
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chooses the probabilistic approach. The entire precedure is described in
detail in Volume VI, DIVWAG Dzta Requirements Definition. The visibility
index table used in the system is shown in Figure 2-3.

b. Use of Weather Parameters. Weather parameters are used in the
Ground Combat, Air Ground Engagement, Movement, Intelligence and Control,
and Engineer Models. The parameters are generally used in representing the
impact of weather conditions atfecting local visibility or mobility. Details
of these applications are found in the chapters documenting the apriup.iate
DIVWAG military activity models.

4. UMIT REPRESENTATION:

a. General. The DIVWAG system allows a great deal of flexibility in
representing military units and groupings of units by allowir.g the gamer to
vary the level of resolution of a unit or group of units during the course
of a game. Keys to this flexibility are the DIVWAG Unit Status File, the
conc.pt of resolution and nonresolution units, and the set of DSL TRANSFER-
type orders with their associated TRANSFER-implementing models.

b. Unit Status File. The Unit Status File 1s a dynamic game data file
that contains the current (in game time) status description of all units in
the game. The file contains space for 1000 records, permitting the play of
up to 1000 military units. As each activity-simulating model within the
DIVWAG system is executed, the Unit Status File records of uniis involved in
the activity are updated to show current unit =status. Most data entries on
the Unit Status File can be grouped into five categorics:

(1) Unit identification entri«s used within the system. The most
important item in this category is the LID. This is the name of the unit
used by the gamer in issuing orders to the unit. Data within each file
record used t. keep track of organizational structure also fall into this
category.

(2) Unit strength entries. These entries contain the current
personnel strength and amounts on hand of equipment and materiel for the
unit.

(3) Unit geometry entries. These entries are used to locate a unit
on the battlefield, define the area physically occupied by the unit, and
establish the unit's distribution of personnel and materiel within that area.

(4) Unit activity entries. These entries are used to indicate the
unit's current activity and, in many cases, the objective of that activity.
They are resec each time the unit receives a new order.

(5) System linkages. These entries on the unit status file are
used to maintain linkages to several other system files that may contain
records pertinent to a specific unit.
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¢. Resolution and Nonresolution Units:

(1) To achieve an ability to change military organizational structures
and the level of unit resolution within the course of a game, the DIVWAG system
uses a concept of resolution and nonresolution units. The war game is actually
conducted only with the resolution units. Only resolution units are treated
by the various system models of military activity; only resolution units are
treated as physically occupying some space within the battle area; orders
can be given directly only to resolution units; events can be scheduled only
for resolution units; attrition, consumption, losses, resupply, and replace-
ments are directly computed only for resolution units. Nonresolution units
are used for bookkeeping purposes. The flexibility in this system is achieved
by allowing the gamer to combine several resolution units into one larger unit,
thus lowering the degree of unit resolution; or to decompose a resolution unit
into smaller subunits, thus raising the degree of unit resolution, at any
point in the course of the game,

(2) Figure 2-4 illustrates the use of resolution and nonresolution
units in the context of a military organizational structure. In this figure,
a brigade corganization is depicted at the battalion level of resolution.
While the brigade is thus resolved, the gamer actually plays the three bat-
talions and the brigade headquarters company. Thus, although the 17 units
depicted all have records on the Unit Status File, only the four resolution
units are directly available to the gamer orders or to the activity-simulating
models of the system., The figure alse illustrates one of the various ways in
which the gamer could reorganize the nine compornent mar.euver companies of
two armor battalions and one mechanized infantry battalion during the course
of a game.

(3) By issuing the proper sequence of orders, the gamer could combine
the three battalions and the brigade headquarters company depicted in Figure
2-4 into the brigade unit. At that point, his organization would be at the
brigade level of resolution; orders could be issued only to the brigade as a
whole; and the brigade as a whole would be treated by the system models. By
1ssuing another sequence of orders, any one or all cf the battalions could be
further decomposed into its component companies. If, for example, the third
battalion were thus decomposed, the battalion would de at the company level
of resolution; the gamer would issue his orders to each company; each company
would be simulated within the system's models; and the battalion itself would
be a nonresolutiorn unit,

(4) At the current stage of model development, the ability to vary
unit resolution must be used with some care. Although it is possible to vary
the resolution level of units at will, excessively large units may invalidate
the results of certaiit of the military activity modeis. Thus, it is not rec-
ommended that units that are expected to be involved ir an exchange of fire-
power during the course of a game period be placed at any lower detail than
battalion level resolution during that period.
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d. Representaticn of Resolution Units:

(1) General. As previously stated, only resolution units are
represented within the DIVWAG modeis of military activity. Each resolution
unit is represented by a rectangle cartered around the unit's location as
illustrated in Figure 2-5. Associated with the unit rectangle is a size, an
orientation, and a distribution of perscnnel and equipment within the rec-
tangle. Size and orientation are adjusted at the beginning of each yamer-
ordered event. Distribution of equipment and personnel is updated when
required for Area Fire/TACFIRE Model assessments or for the Ground Combat
Model.

(2) Unit Size. The width and deptn of the rectangle representing
a resolution unit are functions of the type unit and its current activity.
These sizes are specified by the gaming staff as part of the game data base
(see Volume VI, DIVWAG Data Requirements Definitioi) for each of the
following activities:

. Staying (inactive)

. Moving (cross country)

. Firing (artillery units)

. Attacking (in the Ground Combat Model and while advancing to
the attack)

. Defending (in the Ground Combat Model and in a defensive
position)

. Withdrawing (in the Ground Combat Model aud when disengaged)

. Performing engineer activities.
Units moving on roads are assigned a fixed width of 25 meters and a depth, or
column length, of 110 meters per vehicle. Units attacking, defending, or

withdrawing can be ordered to assume nonstandard dimensions by appropriate
DSL orders.

(3) Unit Orientation. The front of a moving unit faces the objective
of the move. The front of a stationary unit is oriented toward the enemy in
that the front edge of a stationary unit is parallel to a line approximating
the FEBA. (Calculation of this line is dorumented in Paragraph 6.) Within
the model, orientation is entered in the unit's Unit Status File record as
measured counterclockwise from the positive x axis of the terrair coordinate
system.
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(4) Distribution of Personnel and Equipment. The DIVWAG Model
assumes a uniform distribution within frem one to four bands of equal size
within the unit for area fire assessment and ground combat calculations. The ‘
number of bands and distributions within bands are determined by the type f
unit and its current activity, the same factors used to determine unit size. ‘
A unit's size is not altered by a loss of equipment or personnel. These data
must be specified within the game data base (see Volume VI, DIVWAG Data
Requirements Definition).

5. TASK ORGANIZATION:

a. General. Within the DIVWAG system, changes to the task organization

) of a force and the level of resolution of the units within a force are accom-
plished by the set of Transfer routines. The Transfer routines generally
operate upon the records of the Unit Status File and the Authorized Strength
File. The Authorized Strength File contains the numbers of personnel and
items of equipment authorized for each unit having a record on the Unit

Statns File. The erntries of a Unit Status Fiie generally used by the Transfer
routines are unit identification entries, unit strength entries, and the

) unit's location.

b. Basic Units. Prior to the initiation of gaming, the game constant
data base is loaded with Tables of Organization and Equipment (TOE) to be
used in the course of a game. Within the TOE are defined basic units. These

basic units are the building blocks with which the force is structured. All
+ units within the game are composed of groupings of these basic units. The
essential limitations imposed on the gamer are that the force must always
[ contain the exact number of basic units specified within the TOE and that the A
basic unit is the greatest level of unit resolution possible; that is, the
basic unit caunot be decomposed into component subunits.

c. Subordinate List. Every Unit Status Fi.e record has space allocated
for a list of up to ten subordinate or component units. On the sample organi- ' #
zation of Figure 2-4, the subordinate list of the brigade unit contains the
brigade headquarters company and the three battalioms. The subcordinate list
of each battalion unit contains the battalion headquarters company and the
maneuver companies, with the first battalion having five, the second br%tal-
ion having four, and the third battalion having three subordinate or cumponent
units listed. The subordinate lists of the brigade and battalion headquarters ﬂ
and maneuver companies would be empty in this example. Each Unit Status File
record also has a superior pointer. In the example, the battalion headquarters
company and maneuver companies would have the appropriate battalions indicated
as their superior unit; the brigade headquarters company and battalions would i
have the brigade unit identified as their superior; and the brigade, in this :
abbreviated example, would have no superior unit indicated. (Within an actual
game, the brigade would probably be contained within the subordinate list of
a division and would show the division as its superior.)
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d. Unit Status File for Resolution Units. The DIVWAG system uses the
unit location entries of a Unit Status File record to discriminate between
resolution and nonresolution units. The x and y map coordinates of all non-
resolution units are set to zero. Thus, resolution units are those with non-
zero coordinates. Unit geometry entries in the Unit Status File record of
resolution units are set based on the type unit and current activity, as
described in Paragraph 4d. Unit activity entries of the Unit Status File
generally are used only for resolution units, since activity is actually
simulated only for the resolution unit. The unit strength entries cf a
resoluticn unit's Unit Status File record contain the current number of
personnel and items of equipment within the unit.

e. Unit Status File for Nonresolution Units. The x and y map coordinates
of a nonresolution unit's Unit Status File record are set to zero. Other
unit geometry and unit activity entries of a nonresolution unit's Unit Status
File record are not generally used. The unit strength entries on the Unit
Status File record are used only for those nonresolution units that are sub- J
ordinates or components of resolution units. 1In this case, the component
Unit Status File record contains the percentage of personnel or of each item
of equipment contained within the superior unit actually associated with the
component. A basic result of this approach is that casualties assessed
against a resolution unit are indirectly assessed against component units

in proportion to the percentage of the superior unit's strength that was
drawn from the component.

f. Authorized Strxength File. The authorized Strength File contains a
record for each unit appearing within the Unit Status File. Contents of the
Authorized Strength File are the numbers of personnel and items of equipment
authorized for that unit. A unit's authorized strength file record generally
contains the sum of the records of the unit's subordinates. If the unit has
been specified as a basic unit, its Avthorized Strength File record contains
the strength authorized for that type basic unit plus strengths of subordi-
nates, if any. While the situation would not be expected to occur during the
normal course of a game, a unit that is not a basic type unit and that has no
subordinates would have 1ts Authorized Strength File zeroed within the system.

g. Basic Transfer Routines:

(1) Subordinate and Authorization Changes. The Unit Status File
list of subordinates, superior pointer, and the Authorized Streagth File
are changed in response to the DSL order ASSUME CONTROL OF. When a resolu-
tion unit, Uj, receives the order to assume control of a second resolution
unit, U, the following basic steps are accomplished by the DIVWAG system:

(a) The subordinate list of unit U; is checked. If U, is
already on the list, the order is ignored. 1If Uj; already has 10 sugordinates,
a diagnostic message is printed, and the order is rejected.




»

. i
(b) Unit Uy is removed from the subordinate list of the unit
currently specified as its superior, unit Uj.
(c) Contents of the Authorized Strength File record for unit
U, are subtracted from the Authorized Strength record of unif, U3, from the

Authorized Strength record of unit U3(s superior, and so on up the chain
of all superior units.

(d) Unit Uy is added to the subordinate list of unit Ul‘ and '
unit Ul is specified as the superior unit of unit Uq.

(e) The contents of the Authorized Strength File for unit Uy
are added to the authorized strength of unit Uj;, to ithe authorized strength
of unit Ul s superior, and so on up the new chain of superior units. :

(2) 1Increasing Detail of Unit Resclution. The level of detail of . '
unit resolution is increased in response to the DSL order DETACH. The order '
DETACH does not break command relationships but merely creates a resolution
unit. When a resolution unit, Uj, receives an order to detach unit Uj, the .
following basic steps are accomplished by the DIVWAG system. : ’

(a) A check is made to determine if U, is currently subordinate
to U;. If not, the order is rejected and an informative message vrinted.

(b) A check is made to determine if unit U, is already &
resolution unit. If it is, the order is ignored.

(c¢) Unit U; is made a resolution unit. It is given the!same
coordinates as unit U; and its current number of personnel and of each item
of equipment i3 set by multiplying the percentages contained in the Unit' ' ‘

Status File record of U2 by the actual strengths in the Unit Status File
record of unit Ul

i

(d) Unit strength entries of unit U; are reduced by the amounts ’
put into the unit strength entries of unit Uy,. | ' !

(e) If Uy was the last nonresolution subordinate of Uy, and if
Uy was not specified as a basic unit, then unit U1 has become a nonresolution
unit, and its location is set to zero. \ ! !

(£) 1If unit U; has other nonresolution subordinates, unit . _
strength entries of these suhordinates are adjusted.to reflect their current .
percentage of unit U;. The adjustment is accomplished by Equation 2-1.

]
]

/ (1 - fOUT) . ' (2-1) . \ o

£
NEW OLD




Y

where:
fNEw = adjusted percentage of superior unit's holdings
fOLD = previous percentage of superior unit's holdings
, fOUT = percentage of superior unit's holdings taken out
with unit UZ’

1

(g) An indicztor is set so that on return to the main system
executive routine the orders file will be queried for orders for unit UZ'

(3) Decreasing Detail of Unit Resolution. The level of detail of
unit resolution is decreased in response to the DSL order JOIN. Whan a

. resolution unit, Uy, receives an order to join its superior unit, U, the

following basic steps are accomplished within the DIVWAG system.

(a) Unit U, is made a nonresolution unit. Its locatlon is set
to zero, and its unit strength entries are added to those of unit U,. (If
U; was a nonresolution unit, its location is inherited from Uj; and its unit
strength entries are set from U2 rather than added to.)

(b) Unit strength entries for unit U are set to the percentage
of unit strength entries of U; just contributed by Uj.

(c) 1If unit Uj has other nonresolution component units, unit
strength entries of these units are adjusted to reflect their percentage of
the holdings of unit Ul by the equation:

fvew = fowp - @ - fr) (2-2)
where:
| fNEW = adjusted percentage of superior urit's holdings
= 'fOLD = previous percentage of superior unit's holdings
fIN = percentage of superior unit's holdings contributed
by unit UZ'

(d) If the superior unit were a nonresolution unit prior to
this action, it becomes a resolution unit; and an indicator is set so that
on return to the main system executive routine the orders file will be

queried fer orders for unit Ul'




(4) Changing Unit Activity Entries. One subset of the unit activity
entries in the Unit Status File can be changed by the Transfer routines.
This subset of entries is designed to permit the player to specify supporting
mission assignments for units. As currently implemented, these entries are
used to specify, for use by the Area Fire/TACFIRE Mcdel, supporting assign-
ments for artillery unite (direct support, reinforcing, general support, or
general support/reinforcing). 1In response to the DSL crder ASSIGNMENT IS,
followed by appropriate modifiers, given to a resolution unit, the old

supporting mission entries will be replaced with those specified in the
order.

(5) Interrelations of Transfer Routines. Certain of the Transfer
) routines generate automatic ~alls to each other as follows:

(a) If a unit Ul is given an order to assume control of unit
Uy, and unit Uz is not a resolution unit, an order will be generated to the

current superior of Uy (assuming it is not U;) to detach the unit U) before
the ASSUME CONTROL OF order is carried out.

(b) 1If an order is given to unit Uy to join unit Uj, and U, is
not subordinate to Uj, then an order will automatically he gruerated for Uy
to assume control cf unit Uy before the JOIN order is carried out. Note that
3 this ASSUME CONTROL OF order will not generate an antomatic DETACH order

because unit U, must have been a resolution unit to receive the original
JOIN order.

h. Task Organization at Start of Game. The Unit Status File and
Authorized Strength File are initially established at the start of the first
game period in response to a set of spccialized Task Organization .nput data,
submitted with the DSL orders for the first game period. With this input the
b gamer establishes the names he will use to refer to each unit during the
course of the game, the organizational structure he will use to start the
game, specification of resolution levels, and initial locations of the resolu-
tion units. The initial organization processor verifies that the force uses
all basic units authorized and treats an attempt to load more or fewer basic
units than specified within the force TOE as a destructive error, preventing
any game play until this criterion is satisfied.

6. BATTLEFIELD ORIENTATION:

a. “Slope of the Battlefield. The slope of the battlefield is a geometric
descriptor, of the relative positions and general orientations of forces used
for numerous calculations withinthe Intelligence and {ontrol and Air Ground
Engagement Models. It is deveioped by considering a gecmetric center of each
force, which is determined by averaging the coordinates of all resolution
units of the force. These center points are illustrated in Figure 2-6 as the
points (AVGBX, AVGBY) and (AVGRX, AVGRY). The slope of the line connecting
these points is defined as the slope of the battlefield.
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b. FEBA Approximation. A straight line approximating the FEBA is
derived in the following manner. The intersection points of the x axis with
two lines perpendicular to the battlefield slope and passing through the
center of the foremost unit of each force identify the approximate front
line of the Blue and Red forces respectively. The midpoint between those
two intersection polnts is the x intercopt of the FEBA (FCEF™). Within
DIVWAG, the FEBA is approximated by a line perpendicular to the battlefield
slope and passing through the point (FCEPT, 0). That line is described by
Equation 2-3.

x = FCEPT - y (SLOPE) (2-3)

This approximation is used for the decision process in the Intelligence and |
Control Model in cases when greater accuracy is not recuired.

¢. Front Line Units: |

(1) A table of front line maneuver battalions, brigades, and regiments
is maintained. The table contains a list of all Blue maneuver battalions
with center coordinates within D meters of the center coordinates of a Red
maneuver battalion where D is the proximity cutoff distance. Similarly, it
contains a lict of Red maneuver battalions within D meters of a Blue maneuver
battalion (center to center). The distance D is automatically adjusted so that no
more than 12 maneuver battalions on either force (or a total of 24) qualify
as front line battalions and at least six battalions on at least one side
qualify as front line battalions. The list is ordered from west to east along
the FEBA. The brigades and regiments that are superior tc the battalions on
the front line lists are inserted on the lists of front line brigades and
regiments. These lists are also ordered from west to east along the FEBA.

(2) This table is used by the Intelligence and Control Model to g
regulate communication and dissemination of intelligence, by the Area Fire/
TACFIRE and Air Ground Engagement Models to locate targets relative to front
line units, and by the Combat Service Support Model to assign supply priorities.

d. Unit Boundaries and Areas of Responsibility. The boundaries and
areas of responsibility are perlodically updated and stored on each unit's {
status record. All boundary lines are assumed to be paraliel to the battle-
field slope and are defined by their intersection points with the y axis.

(1) Front Line Battalions. Boundaries are calculated for each
battalion on the front line maneuver battalion list described in Paragraph
6c above. The boundaries are described by lines parallel to the battlefield
slope and midway between the closest points of each pair of adjacent battal-
jons as illustrated in Figure 2-7. The outermost boundary lines for the end
battalion (BN; and BNg) are placed at a distance outside the outermost edge
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equal to the distance the inner boundary is from the innermost edge. The
boundary lines for the front line battalions shown in Figure 2-~7 are defined
by the following YCEPT wvalues:

Bat.talion Lower Boundary Upper Boundary
BNl YCEPT2 YCEPTl
BN2 YCEPT3 YCEPT2
BNg YCEPT, YCEPT]
BN6 YCEPTS YCEPT4

(2) Front Line Brigades and Regiments. The boundary lines for each
brigade and regiment on the front line lists are set co coincide with the
outermost boundary lines of all subordinate maneuver battalions on the front
line battalion lists. In the example in Figure 2-7, the brigade superior to
battalions BNl and BN2 would be bounded by YCEPT3 ard YCEPTl.

(3) Direct Support Artillery Units and Reserve Battaions. The areas
of responsibility for battalions in reserve and artillery in direct support
of front line brigades and regiments are set to coincide with extensions of
the boundaries of the brigade or regiment supported. [In Figure 2-7, if BN,
is an artillery unit in direct support of a brigade corsisting of BN;, BNjp,
and BNj3, the area of responsibility of BN3 and BN, is defined by YCEPTy and
YCEPT;.

(4) Division. The division boundary is defined by the outermost
boundaries of all subordinate front line brigades or regiments. In Figure
2-7, the division boundary is defined by YCEPTg and YCEPT,.

(5) Use. The boundary lines are projected into enemy terrain and
are used throughout the Intelligence and Control Model to define the areas
of responsibility of all maneuver units. The Area Fire/TACFIRE Model uses
the division boundaries to assign targets to the appropriate division artil-
lery. These boundaries also provide the groundowrk for the automatic internal
control of englineer activity.

e. Update Cycle. The battlefield orientation and unit boundaries are
calculated at the beginning of each game period and updated after every 50
movement events (move segments and Ground Combat Model increments.)

7. TERRAIN MASKING:
a. Mask Function:

(1) The mask function is calculatad at the start of game for all
resolution units and is updated for moving units at the completion of each
model move segment. A unit's mask function consists of a 24 by 2 array
contained on its Unit Status File. The array holds the range (R) and vertical
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angle (a) to the dominant mask feature for every 15° horizontal interval
! around the center of the unit. Figure 2-8 illustrates the values of R and
« for a single 15° interval,

(2) The dominant mask feature is defined as that point at least 1000
and not more than 15000 meters along a radial line from the center of the !
unit for which the angle, « , is the greatest. The trial range is decreased
in 1000 meter steps, beginning at 15000 meters. The dominant mask selection
! process is performed for all values of the horizontal angle, g, where 5=0°,
15°, 30°, 45°, ...., 345° measured counterclockwise from the positive x axis.
The graphic representation of a mask function is depicted in Figure 2-9,

b. Line gf Sight. The determination of line of sight between a unit
ard a point 8 1s determined from the unit's mask function and the range

and vertical and horizontal angles from the center of the unit to the point
in the following manner.

~—————

(1) The horizontal radial angle from the center of the unit to the
point, B' is measurea counterclockwise from the positive x axis, This angle
lies between f3 and Bi+1 of the unit's mask function. The range, R', and
vertical angle, a' , to tne dominant mask feature along a radial angle ﬂ are {

! determined by interpolating between R; and Ry4) and between U and @41 respectively.

(2) Line of sight is assumed to exist between the unit and the point
if RP44 R' or e, = a', where is the range and a, is the vertical angle
) from the center of the unlt to the point. Thus, a point is in line of sight
if it is within the unit's dominant mask (closer to the unit than the mask)
or, regardless of range, above the unit's dominant mask.

——




Figure 2-8. Dominant Mask Feature
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® Denotes location of dominant mask feature on each
radial line.

Figure 2-9. Dominant Masking Function




CHAPTER 3 :
INTELLIGENCE AND CONTROL MODEL ‘

1. MILITARY ACTIVITIE3 REPRESENTED. The military activities simulated by
the Intelligence and Control Model are summarized in Figure 3-1 within the
area bounded by the Jashed lines. These activities include:

. sensing and reporting of target elements

. time delays for collection, analysis, routing, and decision

. development of targets for fire missions
. intelligence analysis and maintenance of intelligence files
. decisions on information/intelligence flow and requests for fire support

. flow of information/intelligence between analysis points

. contents of periodic division intelligence summary.
These subjects are described in the following subparagraphs.

a. Sensing and Report. The term ''sensing and reporting" is used here to
denote the general area of detection and collection of information or intel-
ligence on units of the opposing force and the summarizing of such information
into sensing reports, which enter the intelligence chain. This area includes
both information suitable for fire missions and information that may not meet
the definition of an acquired target (Reference 1) but may contribute to the
development of useful intelligence or acquired targets.

(1) Surveillance and Target Acquisition Functions. The surveillunce
and target acquisition functions (References 2, 3, 4) simulated by the Intel-
ligence and Control Model are restricted to certain types of sensors or '"col-
lection systems" that may be organic to or attached to the respective opposing
force and the firing artillery of the opposing force.

(2) Collection Systems. Individual sensor types or groups of sensor
types constitute a collection system. Various such collection systems whose
functions and output can be simulated by the Intelligence and Control Model are:

(a) Airborne observers in light observation helicopters (LOH) or
fixed wing army light observation aircraft.

(b) Reconnaissance aircraft with MTI radar and re2l iime data
readout either onboard the aircraft or at a ground seusor terminal (GST) (typ-
ical of the Mohawk OV-1D aircraft).

(¢} Alr Force high performance reconnaissance aircraft equipped
with visual cbservers and aerial camera systems.

Preceding page blank
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(d) Ground observation posts with moving target indicator (MIT)
radars.

(e) Air defense radar sites.

(f) Unattended ground sensor (UGS) fields with associated
monitoring posts.

(g) Countermortar and counterbattery radar sites.

(h) Ground combat forward observers with visual unaided and
aided detection capabilities (internal to the Ground Combat Model).

(3) Ta..2t Detection Process. The process of detection, recognition,
identification, and location of a target or other object by a component sensor
of a collection system deponds on many parameters; some dynamically changing
and others relatively stationary during the time spa:n of the interaction be-

tween the sensor and target. Some of the primary factors impacting on the
target detection process are:

. relative locstion of target and sensor

. target characteristics (e.g., motion and r~amouflage)

sensor characteristics (e.g., range, field of view, scan J
rates, and reliability)

environmental features (e.g., maintenance of line of sight, Y
terrain masking, cover, vegetation, weather, and light
conditions)

operator performance (e.g., orientation of sensor, scanning
patterns, prior knowledge of potential target areas, and
false target signatures identification.

In the Intelligence and Control Model, various degrees and combinations of
these fzctors are simulated by the submodels representing the detection or
collection function performed by collection systems. The specific factors
considered are discussed in detail within the d2scriptions of each submodel,
together with the logic used to simulate the recognition, identification, and

reporting of discrete target elements within resolution units of the DIVWAG
Model.

(4) Reporting of Detections. When infurmation believed to be of
interest is obtained by a sensor or collection system, this information is
entered into the intelligence and/or fire support information channels in the
form of a sensing report. The model simulates this activity by introducing
delay times depending upon sensor type and target size to represent the time
necessary to monitor the target; recognize its significance; estimate its size;
and collect, prepare, and report the information in a standard format. The
sencing report information produced by the submodels includes the following
principal items:
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(a) Number of personnel and equipment items recognized and
identified. (Up to 15 categories or target types are available for use with-
in some of the submodels)

(b) Time at which the sensing was made.
(c) Estimated location of the target unit.
(d) Activity of the target unit.

(e) Direction of movement and speed of unit if the target is
moving.

(f) Identification of the collection system and/or sensor type
responsible for the detection.

b. Time Delays for Collection, Analysis, Routing, and Decision. Time
consumed during intelligence collection, intelligence analysis, routing, and
the use of the information in decisions concerning fire support and informa-
tion flow has a critical bearing on the usefulness of this information. The
Intelligenc2 and Control Model provides for the introduction of time delays
covering each of these elements in the intelligence chain. Time delay for
collection was described above. Delay for the processing and analysis of a
sensing report and the drawing of inferences or conclusions depends in the
model upon the echelon receiving the report, as does the time required to
reach a decision on further routing of the newly processed intelligence and
whether a request fcr fire support is justified. Time for the handling of
message traffic is included in the other functional delays described above,
without provision for queueing delays. All delay values used in the model
are fixed values from input data tables.

c. Development of Targets for Fire Mission. Effective fire support hy
ground based artillery, attack helicopters, or CAS requires target acquisi-
tion and target intelligence functions (Refererces 4, 9, 10) that can differ
substantialiy from the intelligence functions that best yield other types of
intelligence, such as order of battle, assessment of enemy capabilities, and
evaluation of possible future courses of enemy action. While intelligence
analysis of the latter type can often contribute very valuable targets, which
would otherwise go unrecognlzed, a large part of fire suppert activity tends
to depend on close linkage between sensors and fire support means, with a
minimum of time delay between target detection and fire response. FEffective
use of non-nuclear munitions generally requires that targets be located with-
in 200 meters (References 7, 11-13), and this in turn means that relatively
small targets (say, through company size) will most often be identified for
fire missions and that their location will be recent enough t» minimize the
likelihood of target departure. The Intelligence and Control Model provides
separate channels for routing of target intelligence without the regular time
delays and the proceus of analysis, updating, rerouting, and re-analysis of
the information. The target intelligence channels send the original sensing
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report directly tc the Area Fire/TACFIRE and Air Ground Engagement Models
after preliminary screering and inalysis steps apd decisiohs are performed.
These steps establish type and size of target and filtetr out reports that are
redundant with fire support requests filed earlier. Decisions involve whether
the target qualifies for fire support, and if so, the type of fire support tc
be requested. .
d. Intelligence Analysis and File Maintenance." A central element in the
process known as intelligence analysis is the comparison of a new report or
element of information with information already in the intelliggnce files.
Following preliminary screening and classification of a new report, ¢areful
comparison with existing files permits inferences to be made concerning the
possible uniqueness or redundancy of the new report. If a report is essen-.
tially unique, it becomes a nucleus in the file for subsequent comparisons of
other new reports and will often be rerouted to other appropriate intelligence
centers for further scrutiny. Also, any report may engender redirection of
collection efforts or possibly be cause.for tactical decisions. If a report
is essentially redeundant with existing file data, the new report serves to
reconfirm the exis.ence of the previously detected enemy unit and possibly
to add details to the existing file, in which case the updated file or focts
may often be routed to other analysis centers for information or further ex~
amination. In some cases the existence of éntirely new units in the area of
interest can be deduced from several individual reports compared in a proper,
framework. The ability to make such comparisons is limited by the informa-
tion in the existing file and the ability to 'readily retrieveithe pertinent
information, as well as by the imagination of the analyst in choosing items
to compare and in recognizing simllaritiea and differences of significance.
To facilitate retrieval, files must be of limited size; and they must be
pruned of irrelevant and outdated information. |

(1) While any of the items in a sensing report can occasionally be
important to this comparison process, certain informational elements can be
of frequent importance, such as sensing time; location; estimated size of
unit; estimated type of unit; and estimated activity,,including direction
and speed, if moving. The identification of certain types of materiel can
be an important clue to the type and identity of ynit (Reference 3).

(2) The Intelligencé and Control Model simulates the intelligence
analysis and file maintenance functions just described, using the informa-
tion in each new sensing report and comparing it with 24 information items
maintained in each report record in an intelligence file unique to each in-
telligence analysis center. Intelligence centérs are simuldted at maneuver
bat.talion, brigade or regimeut, and division levels.. A battalion intelli-
gence file in the model can store up to 10 reports; d brigade/regiment file,
20 repnrts; and a division, 100 reports.

]
¢. Decisions on Information/Intelligence Flow and Requests for F}re
Support: to




(1) The routing of information or intelligzence among intelligence
analysis centers and command elements at the several echelons, both verti-
cally between echelons and laterally between units at a given echelon, can
vary considerably in reality. Policies and practices reflect the tactical
situation and the preferences of cognizant personnel (Reference 4). 1In a
given situation; with the same personnel, however, basic routing rules tend
to be appllied (Reference 4). Criteria for rerouting a report to friendly
units at the same or superior or subordinate echelons tend to involve the
type and 'size (threat) of the enemy unit reported, the location ¢ f the enemy
unit, and the areas of interest of the varicus friendly units or elements.
Not infrequently, it may be standing policy that, on receipt, new sensing re-
ports are simultaneously routed to several echelons and intelligence analysis
centers (Reference 4). The Intelligeuce and Coutrol Model simulates the se-
quential routing structure, in which each report is considered against a set
of input tabies (one each for Red and Blue) of routing criteria before it is
transmitted to any further intelligence analysis center.

: (2) Requesting of fire support to be provided by ground-based
artillery, attack helicopters, and TACAIR will depend in reality on tha needs
of the tactical situation and the availability of fire support resources.

The nature and location of the potential target are important considerations
in this process. Generally, certain basic rules will tend to be applied.

The Intelligence and Control Model uses such a set of rules in the form of a
decision criteria matrix. This matrix (one each for Blue and Red) involves
type and size of target and preferred and alternate fire support means to be
employed for several different tactical conditions. When the Intelligence
and Control Model 1issues a request for TACAIR or attack helicopters, and if
resources are unavailable or if visibility is inadequate, the request returns
and is rerouted to an alternate means.

f. Flow of Information/Intelligence Between Analysis Centers. The
results of analysis zt any iutelligence center are generally communicated to
associated centers at higher and lower echelons, either on a niecemeal basis
or a'periodic summary report basis, or by both methods. New inferences or
facts are thus made a part of the background material that the receiving
center uses in its analysis so that the product of the whole intelligence
chain is greater than would be the product of individual isolated analysis
centers. .The Intelligence and Control Model simulates this flow on a piece-
meal. basis only. 1In the model, new or modified sensing reports are rcuted
to all other centers that qualify for receipt according to an input criteria
table, provided that the identical version of the report has not already been
sent to the otherwise qualifying center. A substantial flow of modified or
updated information (sensing reports) thus occurs among the intelligence anal-
ysis centers in the model.

g. Contents of Periodic Division Intelligence Summary. Periodic summaries
of current status and recent developments in the intelligence picture are gen-
erally prepared by the intelligence analysis staffs at various echelons (Ref-
erence 4). The Intelligence and Control Model provides such a vrepcrt, printed
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at the end of each period of play, to assist gamers in period turnaround.

This report is, in effect, a cumulative status report for the division as a
whole, reflecting the end-of-period contents cf the intelligence file of the
division intelligence analysis center. For each sensing record that reached
the division file, was not deemed redundant with a record already in the file,
and was not discarded from the file in favor of a more recent or more perti-
nent record, this report lists the followiang:

(1) Estimated x-y coordinates of the enemy unit.

(2) Estimated size (echelon) of the enemy unit.

(3) Estimated activity of the enemy unit.

(4) Estimated type of the enemy unit.

(5) Direction of movement if the unit was detected moving.

2. DESIGN OF THE INTELLIGENCE AND CONTROL MODEL:

a. Constituent Submodels. The Intelligence and Control Model consists
of four basic submodels: Collection System Control, Collection, Creative
Processing, and Decision. Each of these submodels covers a broad functional
area and either contains, is a part of, or supports several programs or sub-
routines. This paragraph contains a brief description of the four submodels
and their interrelation. Details are given in subsequent paragraphs.

(1) Collection System Control Submodel. This submodel is comprised
of the logic within the various collection and decision routines which either
transforms DSL input orders into control parameters for the various collection
systems or automatically initiates control of sensor movement during the
course of the dynamic game period. Por ground-based sensors, this activity
is represented in the movement of collection system sites in response to
changes in the deployment of forces and is performed in the Subroutine MOVSEN.
For airborne collection systems, logic tc respond to DSL orders, initiali:ze
air reconnaissance missjon units, generate flight legs, activate onboard sen-
sors, and compiete flight missione is contained in the air reconnaissance rou-
tines RECONDT, MOVREC, RECHOM, and RECEND and to some extent in the detection
soutines RECON1l, RECON2, and RECON3.

(2) Collection Submodel. The primary task of the Collection Submodel
is to simulate the sensing and reporting functions of the individual collec-
tion systems considered. In general, each collection system is represented

" by a separate program or subroutine that contains the detection, identifica-

tion, report preparation, and report transmission logic characteristic of the
sensor(s) and personnel jinvolved in the process at this site or platform.

The description of the Ccllection Submodel (Paragraph 4, below) separates the
discussion of the representation of a force's reccanaissance/surveillance and
target zcquisition capability into airborne collection systems and ground~-
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based collection systems. The air reconnaissance and surveillance routines
are controlled within one logic framework of the Intelligence and Control
Model, and the ground-based sensor systems are treated in another section.

(a) Airborne Collection Systems. Airborre collection system
logic is developed around an event sequencing structure in which each collec-
tion system has the status of a DIVWAG resolution unit. The detection trials
constitute successive collection events for the unit, and thus the model logic
is entered at each subsequent trial as predicted by logic within the Collec-
tion Submodel itself. Thus, the representation is self-triggering and allows
the dynamic development of detection trials in response to the motion of the
aircraft mission unit involved. This approach also facilitates use of inter~
nal control logic to alter missilon unit cbjectives.

(b) Ground-Based Collection Systems. The event sequencing logic
used for the ground-based sensor is different from that used for the airborne
collection systems. Primarily, this is due to ground-based sensor sites not
naving unit status within the game. Since the ground-based collection sys-
tems (excluding the ground combat forward observers) currently have a detec~
tion capability against moving units only, the event sequencing is passive or
externally triggered, and the detection trial logic is entered only when a
pvtential target unit initiates a model move segment. Likewise, the detec- ‘
tion trial for acquisition of firing artillery is triggered by the fire event
that occurs for each volley of every fire mission.

(c) Target Acquisition and Pire Support Response. The sensing
reports generated within each collection submodel form the basis from which
all intelligence information is produced within the Intelligence and Control
Model. Likewise, every DIVWAG model-generated TACAIR mission, DAFS mission,
and artillery fire mission is based on a sensing report or combination of

sensing reports originating in one or more of the component collection \
submodels.

(3) Creative Processing Submodel. This submodel simulates the 1
intelligence analysis process, including preliminary screening and classifi-
cation, comparison with the contents of the intelligence file, and file main-
tenance, on receipt of a sensing report by battalion, brigade/regiment, or
division. The output of the Creative Processing Submodel is routed to the
Decision Submodel, with time delays.

(4) Decision Submodel. This submodel determines the dissemination
of inteliigence from one echelon or unit to another and decides when and what «
type of fire support tc request for target intelligence.

b. Macroflow of Intelligence and Control Model. The macroflow of the
Incelligence and Control Model, with emphasis on the interaction of the con- ’
stituent submodels, is shown in Figure 3-2. Principal subroutines involved
are also identified in this figure.
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3. TINTELLIGENCE AND CONTROL MODEL INTERACTION WITH OTHER DIVWAG MODELS:

a. Genera' Dependencies. The Iantelligence and Control Model interacts
directly or indirectly with most of the combat activity submodels of the

% D. JWAG system. Of primary importance are the interactions with the Environ-
ment, Ground Combat, Area Fire/TACFIRE, Air Ground Engagement, and Movement

[ Models. Output of the Intelligence and Control Model provides fire missions
for Ares Fire/TACFIRE and Air Ground Engagement Models, while inputs to the

Intelligence and Control Model are provided by all of the above models. The

nature of the various dependencies is described below.

~———————

b. Environmental and Movement Interactions. These models provide many
of the paramci.ers used by the collection submodels to simulate detection ac-
tivities. As such they represent primary control parameters of the Intelli-
gence and Control Model and determine to a large exteat . .e performance
limitations of the individual collection systems.

(1) Movement Interactions. The movement scheduling portion of the
Movement Model provides the trigger for detection of air and ground moving
targets by air defense radar sites and MTI ground radar sites or UGS field
monitoring posts, respectively. Whenever a moving ground (air) unit begins
a DSL move segment (flight interval), and ulso when a ground unit crosses a
b terrain cell boundary (model move segment start point), the Intelligence and
Control Model's conditional collection of moving targets (CCOLLM) routine

identifies the potential ground-based collection systems for which the moving
' unit may become a potential target.

»

3 (2) Environmental Interactions. The envirormental model provides
each collection submodel with environmental conditions required to simulate
the performance of the respective collection systems. For airborne visual 1
] observers, airborne radars, and aerial camera systems, this includes visible 4
ranges or lignht levels, terrain background visual reflectances, terrain radar
re{lectances, precipitation levels, and line of sight terrain parameters for
the terrain and forest type in which the target is located. For ground units
and nonvisual sensors in air reconnaissance aircraft, the line of sight model
provides the range to mask and mask angles of the target units involved.

¢. Firepower Moriel Interactions. A significant porction of the
Intelligence and Control Model's interaction with the DIVWAG system exists
in form of direct interactions with the Ground Combat Model, the Area Fire/
TACFIRE Model, and the Air Ground Engagement Model. Tt is through these
interfaces that the DIVWAG automatic firepower events are scheduled, executed,
and responded to during the dynamic period of the game. These interfaces are ;
described for each of the firepower models in the following subparagraphs. :

(1) Ground Combat Model Interactions. The acquisition of targets !
and intelligence information by forward observers of maneuver units engaged In
ground combat is simulated within the Ground Combat Model. The sensing re-
ports produced are sent to the Intelligence and Control Model for fire support
consideration and intelligence analysis.
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(2) Arca Fire/TACFIRE Model Interactions. The TACFIRE portion of
the Area Fire/TACFIRE Model responds to fire mission requests generated by
the Intelligence and Contcol Model. The fire missions requested are produced
by the Intelligence and Control collection system submodels and considered
for artillery fire support in the DECIDE portion of the Intelligence and Con-
trol Model. The assessment portion of the Area Fire/TACFIRE Model serves as
4 trigger to initiate ¢ screening of opposing ¢ ntermortar/counterbattery
radar sites to determine if the volley being assessed was tracked and the
fire unit located. If the fire unit is located, the collection system sub-
model (CCOLLF) enters a sensing report of the fire uniz into the Intelligence
and Control Model.

(3) Air Ground Engagement Model Interactions. Target acquisitions
in the Intelligence and Control Model collection submodels may also be con-
sidered for fire support by attack helicopters or TACAIR. If the target
qualifies, and the request is accepted by the Air Ground Engagement Model,
the mission is automatically executed. An interaction also exists between
the enemy air defense and reconnaissance missions flown by the Intelligence
and Control Model, wherein each ailr reconnaissance mission uait 1is vulnerable
to enemy air defenses. The air attrition is discussed briefly in the Collec-

tion Submodel paragraph [4c(4)] and in detail in the Air Ground Engagoment
Model (Chapter 5).

4. COLLECTION SUBMODEL:

a. General:

(1) Scope. The Collection Submodel of the Intelligence aad Control
Model simulates the sensing and collection functions of various airborne and
ground-based sensor collection systems. The collection systems simulated in
detail within the submodel are Light Observation Helicopter (LOH) or fixed
wing aircraft with visual observers, Mohawk OV-1D with moving target indica-
tor (MTI) radar and ground sensor terminal (GST) for real time data readout,
Air Force high performance reconnaissance aircraft with visual observers and
aerial cameras, observation posts with MTI radars, air defense radar sites,
unattended ground sensor (UGS) fields, and countermortar/counterbattery radar
sites. Tn addition to these collection systems, the collection of informa-
tion attributable to maneuver units engaged in ground combat is simulated by
the Ground Combat Model. These collection systems with their associated com-
ponent sensors generate the input information used within the Intelligence and
Control Model and thus represent the basis from which all intelligence infor-
mation within the model is ultimately derived. To allow the individual col-
lection systems to generate discrete sensing reports, a stochastic approach
is used in most of the collection system submodels. The number of targets
reported is based on expected value calculations as are all of the environ-
mental parameters. This combination of stochastic techniques for event se-
quencing purposes and the expected value calculations for operations of high
volume permits economy of computer usage as well as reasonable assurance that
the game results will not be driven by random chance.
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(2) Descriprion of the Submodel. The Collection Submodel is described
in three sections. The first section treats the submodel's representation of
target units, line of sight, sensing report information, and other details
pertinent to all the collection systems in general. The second section de-
scribes airborne collection systems, and the third section describes ground-

based collection systems. Figure 3-3 illustrates a macroflow of the Collec-
tion Submodel routines.

b. Specific Collection Submodel Design Considerations:

(1) Collection Systems. The term collection system in the model is
used to describe the aggregate of sensor(s), operator(s), and auxiliary equip-
ment whose combined activity may result in the detection, recognition, identi-
fication, and subsequent reporting of a target to appropriate fire support
and/or intelligence channels. Each of the collection systems represents a
means of acquiring intelligence or target information through the employment
of component sensors from either a ground-based location or a moving airborne
placform. Each is described by a submodel that controls the ccllection pro-
cess of the component sensors within this particular system and produces sens-
ing reports from detections of enemy targets and activiiy and the subsequent
recognition and identification of the targets by the operator or operators.
Each collection system contains at least one sensor type and in some instances
more (e.g., the LOH may have both unaided visual and binocular aided observers

¢ board). The various component sensors currently considered by the model
are listed below:

. MTI, long range

. MTI, medium range

. MTI, short range

. UGS (individual types)

. Air defense radar

. Countermortar/counterbattery dual beam type radar
. Countermortar/counterbattery continuous tracking type radar
. Airborne SLAR MTI radar with GST

. Airborne unaided visual observer

. Airborne binocular aided observer

. Aerial camera, panoramic

. Aerial camera, vertical

. Aerial camera (right, left, and front oblique®

. Forward observer (within Ground Combat Model).

(2) Target Unit Representation;

(a) Target Subunits. To facilitate modeling the detection
capabilities of various collection systems in reasonable detail against large
battalion-sized units composed of bands containing many discrete targct ele-
ment types, the unit is subdivided into subunits for purposes of performing
the collection trial. The number of subunits is depeundent upon the unit's
width, depth, number of bands, and the sensing characteristics of the sensor
type involved. Figure 3-4 illustrates a battalion~sized maneuver unit
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subdivided into subunits. The subunits form the aggregate against which the
collection system's detection capabilities will be examined. Thus, for ex-
ample, a visual observer may have line of sight on only a single subunit of
the target unit and be masked from viewing the rest of the unit. Target sub-
units are thus artificfal divisions of units in"o smaller groups of targets
against which the performance of sensors can be nore adequately simulated.

(b) Target Element Types. To represent the interaction between
component sensors and targets, the following target elements have been se-
lected as representative of the target unit or subunit:

. Personnel

. Wheeled vehicles

. Tanks

. APCs and APC~like vehicles
. Artillery tubes

. Artillery missiles

. Air defense guns

. Air defense missiles

. Aircraft.

Only personnel who are dismounted and therefore susceptible to detection as
individuals are considered as personnel target element types.

(3) Line of Sight Representations. Two distinct line of sight
representations are used within the Intelligence and Control Collection Sub-~
model. One of these involves the use of a dominant mask function as described
in Chapter 2, and the other involves an RBAR parameterization scheme similar
to the RBAR equation used in the Ground Combat Model.

(a) Dominant Mask Function (DMF). The LOS considerations for
the ground-based MTI radars, a2ir defense radars, Mohawk OV~1D SLAR MTI, and
aerial camera sensors are representated by the DMF LOS calculation. This
representation is basically a long range LOS calculatien and thus is used in
characteristic sensor-target interactions where large range separations exist
(i.e., greater than 2 to 3 kilometers). The decision as to line of sight is
a simple yes or nc as returr.:d from the 10S function routine for the particu-

tar combination in question. It is a point to point LOS function derived from
a 500-meter elevation grid.

(b) RBAR Parameterization. Following the approach taken in the
Ground Combat Model in usage of the RBAR LOS representation, the air recon-
naissance submodels of the Intelligence and Control Model use an altitude
parameterization of the KBAR equation to establish probability of line of
sight for an airborne visual observer. The equation has the following form:
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Pf s = (1 + —Pt) e e 43 (3-1)

where r ¢ is the ground separation between the observer (o) and the target (t),
and Tij is given by:

— -1
rij = roj (1 + 0.006h) (3-2)

where h is the altitude of the observer above the taxget, and ?3313 the RBAR
parameter for forest conditions index i and terrain conditions index j. Two
forest types and three terrain types as illustrated in Figure 3-5 are con-
sidered within the model. Equation 3~1 is an approximate parameterization
of data used in Reference 25 and represents the general trends of line of
sight probabilities versus altitude discussed in Reference 30. 7The equation
represents a variation in the LOS function as the observer is elevated above
the target. Figure 3-6 illustrates the line of sight curves resulting from
Equation 3-1.

Forest Roughness and RBAR
Index Vegetation Index (Meters)
0 1-3 2600
0 4-6 1600
0 7-9 900
1 1-3 2100
1 4-6 =200
1 7-9 600

Figure 3-5. Intelligence and Control Model Line of Sight RBAT Parameters
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Figure 3-6. Typical Intelligence and Control Model Line of Sight Curves

c. Air Reconnaissance and Surveillance Collection Submodel (CCOLRS):

(1) General Submodel Descriptions. A significant amount of
intelligence information is expected to result frum a force's air reconnais-
sance and surveillance capability; therefore, considerable effort is devoted
to the development of a representative set of routines to simulate the per-
fcimance of these coflection systems.

(a) Air Reconnaissance Macroflow. Figure 3-7 illustrates the
routines in the submodels that initiate ind perform air reconnaissance mis~
sions. The logic in these routines is discussed in detail in the following
subparagraphs in terms of the initiation of the reconnaissance mission, the
collection or sensing logic used for sensors onboard each collection system,

the reporting of sightings, and the interpretation of processed film obtained
during the mission.

(b) Air Reconnaissance Mission Types. Three distinct types of
air reconnaissance alrcraft are represented. These are (1) light observation
helicopter (LOH) mission or fixed wing Army aviation, RECON1l; (2) Army Mohawk
OV-1D reconnaissance aircraft, RECON2; and (3) Air Force high performance air-

craft, RECON3. FEach of these routines contains the collection logic of the
respective collection system.

(2) Gamer Initiation of Reconnaissance Missions. The DSIL RECONNOITER
and FLY orders provide the necessary control information to initiate the re-
connaissance mission, identify the sensor types carried onboard, develop the
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flight path for the mission, ard control sensing equipment onboard the a1rcraft.
The DSL orders for the three reconnaissance mission typea consudered in the
submodels contain the {ollowing data:

4-chara~ter .reconnaissance mission control code
' ]

flight interval endpoint coordinates for route reconnaissance
or boundaries of area reconnaissance missions

altitude at which mission.is to be flown

flight speed of aircraft. !

(a) Reconnaissance Mission Unit. In order to initiate an LOH
type reconnaissance mission the gamer must give the airbase or unit (described
in the DIVWAG system with a specific unit type identifier) a DSL order request-
ing the mission. The rejuest is made to the airbase or to the unit from which
the mission is to be flown and will result in a mission' urit of a single air-
craft being extracted from the unit or 'airbase and assigned the reconnaissance
mission.

(b) Reconnaissance Mission for Nonmission Unit. The request for
a Mohawk or Air Force reconnaissance mission is made directly to the unit the
gamer wishes to send. Thus, single reconnaissance aircraft must be given unit
status in the initialization of the game. Since a relatively small number of
Mohawk or Air Force reconnaissance sorties are expected to.be available to a

division, this restriction to individual unit identity should not be cumbersome.
. H .

)
(3) Flight initiation Routines. The routines used in the model to
perform the reconnaissance flight initiulization and return to base bookkeep-
ing functions are RECUNDT, MOVREC RECOM, and RECEND. .
(a) RECONDYT. This routine establlshes the mission vnit if
necessary and determines the time required to fly the unit to the sensor
activation point in the mission.

1 Al

(b) MOVREC. The unit is moved to the sensor activat.ioh poiut
by this routine, the location updated, and fuel consumption accounted for.

(c) RECHOM. Once the recbnnaissance mission is completed, ‘this
routine sets up and determines the time to fly the missfon unit from the
reconnaissance endpoint back to its home airbase.

,

(d) RECEND. This routine returns the status of .the mission bnit
to ready for another reconnaissanca mission after appropriate delays (e.g.,
to refuel and change film). , ‘

(4) Air Attrition Effects. The attrition of air reconnaissance .
aircraft is simulated by the routines of the air'Attrition Submodel. After
the simulated detection logic has been completed in the collection routines
of CCOLRS for each projected flight leg, the Air Attrition Submodel simulates
the actual exposure to enemy air defense weapons and the actual 1 .vément of
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the mission along the flight leg. If an engagement by air defense sites
occurred during the flight leg the expected probability of loss of the mission
unit is returned to the reconnaissance routines for counsideration before sub-
sequent flight segments are initiated. To establish aircraft losses, a ran- !
dom number between zero and one is compared to the expected probability of
aircraft loss: If this random number is less than the loss probability the
aircraft is considered to have been lost on the previous flight leg. If the
unit has onboard camera systems with exposed film, the potential sensing re-
ports previously <tored for this mission are eliminated from the delayed re-
port file and thus are lost to the intelligence files,

(5) LOH/Fixed Wing Army Aviation Observation Aircraft (RECON1). The
submodel RECON1 simulates the performance of visual observers onboard light
jobservation aircraft. The DSL mission order, flight patterns, sensing logic,
and reporting procedure are discussed in the following subparagraphs.

(a) DSL Control Code for RECONl. The first character of the
control code is an H or F and represents the type of observation alrcraft,
helicopter ov fixed wing. The second character specifies the mission type as
R if it is to be a route reconnaissance. If an area reconnaissance is desired,
the second character is an integer specifying the length of the mission in 15-

minute increments. The third character specifies the route deviation limit
" in kilometers (corridor width) which the aircraft will not exceed during the
flight. For example, in the control code of HR26, the integer 2 in the third
position specifies that the LOH will reconnoiter along the DSL route with a
corridor width of 2 kilometers and consequently will never exceed the 1-
kilometer route deviation limit to either side of the center route line seg-
ment. Por an area recornaissance mission, the third character is used in the
.same manner and effectively creates a density of reconnaissance coverage (i.e.,
successive passes over the assigned area will be separated by approximately
the corridor width). The fourth character specifies the sensor combination
load onboard the observation aircraft.,

(b) Mission Unit Flight Intervals. The model allows for two
distinct reconnaissance and surveillance mission types to be flown. These
are the route reconnaissance and the area reconnaissance missions, Illustrated
in Figure 3-8. As discussed above, the route interval endpoints specified in
the DSL order form the center of the actual route flown by the aircraft. In
the case of the area reconnaissance request, the coordinates specified are
the four corners of the area over which the reconnaissance mission is to be
fiown. The order of the points appearing in the DSL order is such that Pj,
Py, P3, and P4 {shown in Figure 3-8, part B, Area Reconnaissance) are in
counterclockwise order around the enclcsed area. Also P)P; is always the
rear boundary from which the coverage of the area will be iritiated by the
model. Using this area, the rear and forward bcundaries, and the corridor
width, a set of flight intervals is autcmatically computed by the model to
allow complete coverage of the assigned reconnaissance area.
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Figure 3-8. RECONl1 Route and Area Reconnaissance.
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(c) Mission Unit Flight Legs. The actual flight path flown by
the mission mmit is also illustrated in Figure 3-8, The flight leg length is
currently fixed at 1500 meters. The leg is long enough to permit relatively
efficient computer running time, yet short enough to allow adequate calcula-
tions of such parameters as range to be made from the midpoint of the flight
leg. The successive flight legs aloag a route interval are established by
randcmly choosing an angle between ~7/2 and +7/2 radians centered in the di-
rection of the current route interval and then computing the endpoint of a
projected 1500-meter flight leg in this direction. 1If the endpoint falls out-
side the route corridor, another random angle is chosen and the calculation
repeated. This process is iterated until a flight leg which lies inside the
corridor is obtained.

(d) Collection Trial Geometry. Figure 3-9 illustrates the
geometry of the search sectors used to produce collection trials for an LOH
or fized wing observation aircraft. Successive look sectors are overlapped
with the rear sector boundary perpendicular to the flight leg and at the start
point of the actual flight segment on which the collection trial is to be per-
formed. An expanded look sector is also shown in Figure 3-9.

(e) Event Sequencing of Collection Trials. The basic unit of
time simulated in RECON1 is the length of cime requires for the mission unit
to complete the 2200-meter flight leg. During this t period the geometry
of a search sector is used to establisn the location ot the potential target
subunits, compute line of sight probubilities, determine terrain cell loca-
tions of subunits, and compute values for all range-dependent quantities.

The point from which all range calculations are made is the midpoint of the
flight leg. Tnis is equivalent to using the averages of the ranges from the
startpoint of the flight leg and the endpecint of the flight leg. The routine,
RECON1, is entered at current game time with the mission unit located at the
startpoinc of the flight leg. At this time the model predicts if a detection
will be made along the upcoming flight leg. If a detection will occur a sens-
ing report is created. This report's entry into the Intelligence and Control
Model's fire support and intelligence channels will be delayed until the ac-
tual time at which the sighting and reporting is determined to have occurred.

(f) Identification of Potential Target Subunits. Following the
procedure of subdividing battalion-sized units into subunits, the initial pro-
cess in the coliection trial consists of forming a matrix containing all tar-
get subunits that are within the boundaries cf the search sector.

1. Search Sector Radius. The ground radius of the search
sector, Rg, is set as follows:

Rg = MAXIMUM|5000 meters, (VR2 - h2)1/2 (3-3)
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Figure 3-9.

Search Sector Geometry for RECONI.




where VR is the visible range (meters) and h is the aititude (meters) above
ground. Using this search radius centered at the midpoint of the flight leg,
all units whose centers lie within this circlz2 are located and identified by
the search routine. The resulting list identifies rhe units which may be
vulnerable to detection by the mission unit in this collection trial.

2. Subunit Screening. Once a list of units is obtained,
each unit is subdivided into its component subunits and screened for location
within the search sector and line of sight as follows:

a. Number of Subunits. Each unit is divided into subunits
according to the following rules. Rule 1: The number of subunits is equal to

the number of bands, Np, times the number of subunits per band, Ny, where Ny
is given by:

W,
Ny = MINIMUM[3, 505+ NB] (3-4)

where WN is the width of the unit in meters. Rule 2: If the unit 1is moving
on a road, Ny is set equal to 1.

b. Subunit Locations. Subunit locations expressed in
game coordinates are:

XIBIW = x'cosa - y'sina + xy (3-5)
and
Yigly = y'cosa + x'sine + y, (3-6)
where x' and y' are given by:
Voo Dy
x' = ~-dg(2Ig - 1) + 3 3-7
and
'o= -wg(2Ip - 1) + Py
y S z (3-8)

The parameters, dg and wg, are the dimensions shown in the figure. 1Ig and Iy
are the subunit's band and lateral indices, and D, is the depth of the unit.
The angle « is the orientation of the unit and the coordinates, and xy,yy are
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the location of the centz2r of the unit., The location of a subunit must be
within the search sector for further screening to continue. These locations
are computed in the subroutine XYSUB.

¢. Subunit Target Llements. The targev elements in each
subunit are established as the number of elements within the subunit's band
divided by the number of subunits per band. Subroutine NUMIGTS returns the
number of target elements in a particular subuunit.

d. LOS Screening. Once the number oi rargets, my, of
each target type i has been established the probability of line of sight on
at least one target is computed as:

T
Pios = 1 - ril(l - o)™ (3-9)

where Pyog is given by Equation 3-1 where the terrain and forestation indices
correspond to the values for the terrain cell in which_the subunit is currently
located. A decision as to LOS is made by comparing P1pg with a random number
between zercv and one. If the subunit passes this LOS screen it is subjected

to a fine LOS screen such that if the expected number of targets of type i in
L0S, (mi>, is not greater than one for at least one target type, where (mi'>

is given by:

mi'> = myProg (3-10)

then the subunit is dropped from further consideration. Each subunit which
meets both of the LOS criteria is retained in the potential target matrix and
will be considered in the detection trial.

(g) Subunit Detection Trial. After the potential target matrix
has been created for this collection trial, the subunit targets ate screened
fcr possible detection. The initial step is to compute the single target de-
tection probabilities for each target type; e.g., tank, personnel, APC, artil-
lery gun. These probabilities are computed on the basis of a single glimpse
lasting a time, tp, and include effects of apparent target contrast, number of
resolvable target subelements, and effective glimpse rate., These effects enter
into the detection calculation as described in the following subparagraphs.

1. Single Target Element Detection Probability. The single
target element detection probability per single glimpse given that the ob-
server is looking at the target elements 1is expressed as:
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where <p%) is defined as the effective number of resolved target subelements,
n% is the number of resolvable target subelements under optimum contrast con-
ditions, ng is the number of resolvable target elements required for a 50 per-
cent recognition level, and o is the variance of the recogniﬁion level about
the 50 percent level. Currently, the values being used for no and oy are
parameters which fit the detection curves presented in Reference 25.

a. Number of Resolvable Target Subelements. The number
of resolvable target elements is computed as the ratio of the solid angle
subtended by the target, dQj, to the minimum resolvable solid angle of the
observer, didy, i.e.,

2 in

Mj —‘TQM (3-13)

where the minimum solid angle resolvable by an unaided observer is a constant
value,

dy = 4,09 x 108 Steradians (3-14)

and My is the magnification of the aided observer (e.g., binocular aided)
The solid angle subtended by the target is computed as:

i
d; = at[1/3 cos Oy + sin @y]l -1—2 (3-15)
S
R

or:
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1|Rg + 3n| X+
aQ; = at[—ggé"— sz{ (3-16)

where O is the angle of depression shown in Figure 3-9, al 1s the average
presented target area for the ith type target, and Rg, Sgp, and h are the
ground range, slant range, and altitude, respectively. The factor of 3 in
Equation 3-16 results from the assumption that the target height is roughly
two thirds of ils mean lateral dimensions.

b. Target Contrast Effects. The effects of target and
background contrast are handled in the same manner as in the Ground Combat
Model, with a slight modification to account for the optical slant range.
The probability of derecting a single resolvable target subelement with
reflectance P% against a background of reflectance fp is computed as:

&(u) = e T-dv (3-17)
—
where:
50 ¢t - 1.0
= —.a ' (3-18)
0.482
and the apparent contrast, Ci, is expressed as:
ct = ¢f T (3-19)
t 1+ L(efr' -1)
8
The intrinsic contrast, C%, in the above equation is given by:
i
Pl _ p
C% = ‘L—tjrb—l)l (3-20)

and the optical slant range, r', is related to the altitude, h, and ground
range, Ry, by Equation 3-21 (Reference 29).

p——
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The optical slant range, r', is used in Equation 3-19 to account for the
change in air density as a function of -.1titude., This means that the quantity
and distribution of air along the slant range giving rise te lighct scattering
and absorption is not the same as for a horizontal separation. The differ-
ence is accounted for using Equation 3-21. Physically, r' is the horizontal

distance which would contain as much air as does the siant range, (h? + Rﬁ)l/z.

The effective attenuation coefficient, B, representing light scattering and
absorption is defined from the visible range, VR, as:

(3~22)

c. Effective Number of Resolvable Subelements. The
effective number of resolvable target elements used to determipe the probabil-
ity of recognition or identification as expressed in Equation 3-12 is derived
from the assumption that contrast reduction results in a net decrease in the
number of resolvable subelements. In equation form this relation 1s expressed
as:

(n{:) = n%{l - - cb(u)ﬁ} (3-23)

Thus, 1f only one target subelement is resolvable, the expected probability
of detecting this element is glven by:

aly = ale (3-24)

¢ (u) (3-25)

and the corresponding recognition probability is given by Equation 3-12. As
the apparent target size increases, the number of resolved elements is in-
creased according to Equation 3-23.

2. Subunit Detection Probability. After the probabilities
of recognizing the distinct target types Iin a subunit have been determined,
the next step is to compute the probability of detecting and recognizing at
least one target within the entire kth gubunit given that one is looking
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within the subunit area. This expression involves the total number of targets
in LOS and the probability of looking at a single target within the subunit.

It is expressed as:
t
(Q\i{>.(‘“i>
ko _ 1 if & -
¢ = 1- 71 - pp (3-26)

where Qé is the field of the target elements type 1 in line of sight; i.e.,

i

o} MINIMUM[@]> o dog, o] (3-27)

The solid angle subtended by the subunit is given by:

K h
Qe = (3-28
K = 88 R )
where aX is the ground area occupied by the kth subunit. The probability of

looking at a particular target type i is the ratio of Q& to Q.

3. Single Observer Detection Probability. To obtain the
total probability that the jth observer will detect and recognize a target
located in one of the cubunits, the subunit probabilities, PD", are combined

with the probabilities that the observer's field of view includes the subunit
to obtain, PDJ; i.e.,

ppi = 1 - {{[1 - pikpnk] (3-29)

The probability of looking is approximated as:

k
pik - in—f (3-30)
T

where Q% is the field of the jth observer (steradians) and ij is given by:

ok = mINIMUM (n%, 32'-+ @K) (3-31)
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where 0y is the depression angle to the subunit from the observer.

4. Expected Time to Detection. Once the single observer
probability of recognizing a target in a single glimpse has been calculated
(Equation 3~29)the expected time to detect is obtained by assuming a Poisson
distributicon as representative of the detection process (refer to Ground Com-
bat Model) and computing the mean time to detect, Aty. as:

i - _ts _
AtM D) (3-132)

where t, is the effective gliwpse time. Using this tean time, Atg, and a
random number, RN, between zero and one, the actual time at which a detection
occurs is simulated as:

e = atd 1n(-—l——) (3-33)

This time represents the time at which the jth observer fixates on a particular
target. It is measured from the beginning of flight leg, or from the last
fixation time simulated during the current flight leg.

5. Datection Decision. The above prccedure of computing a
time of detection is completed for each observer onboard the aircraft. The
minimum simulated detection time for all observers is then selected and com-
pared to the time remaining in the flight leg. If the time remaining in the
fiight leg exceeds the simulated time to detection, the detection is made.
I1f the detection occurs in the flight leg, the collection trial continues.
The assumption is that this time represents the time at which an observer
detects something on the ground. The next step in the detection logic is to
determine in which subunit the detection is expected to havc occurred.

6. Subunit Selection. Using the PDk values computed fur the
observer detecting the target, the following sum is formed:

N pp¥ A
s = 3 T<mf - 3 PD (3-34)
k=1 - k=1

Individual terms in the summation are proportional to the probability that
the observer detects only this kth subunit. Thus, a scale is formed vetween
zero and S with N intervals related to detection probabilities. Randomly
choosing a number between zero and S and locating the kth sybunit such thas
the condition:
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T PDXK =< RN = 5 PDK (3-35)
k=1 k=1

is satisfied, identifies the kdth subunit as the subunit in which the target
has been detected.

7. Identification of Targets in the Subunit. Once an
observer has made the initial detection, it is assumed that all the observers
onboard will focus their attention on the subunit and search the area for
other unmasked targets. This process is modeled by estimating the number of
targets detected, recognized, and identified as:

"> = emg'> waxmom [prid=l, prid=2, | | ] (3-36)

where (mi"> is the expected number of ith type target identified and p1il is
the identification probability. It is computed as:

2
(DE> _l .]_-__ 1 ( u )]
pril = / 1_1 2["1 o

U oy du (3-37)

where the parameters are as defined on page 3-26. (Note that the parameters
n,Il and -9 ¢ now represent identification rather than recognition thresholds.
Values currently in use in the model are taken from Reference 25. The de-
tection curves represented by Equations 3-37 and 3-12 are illustrated in
Figure 3-10. Along the horizontal axes of the two upper graphs is the num-
ber of resolvable target elements. This quantity is in effect a measure of
the closeness of the target object to the observer. PFor example, a repre-
sentative tank target of approximately 12 square meters presented area con-
tains about 30 resolvable elements when at a range of 3100 meters and about
80 resolvable elements when viewed at a range of 1800 meters. Thus, if the
relative target contrast against the background is large enough to ensure a
high probability of detection versus contrast level, then the probability of
identifying this object as a tank (not a truck or an APC) at 3100 meters
range is about 0.08, while the probability of recognizing the object as a
target is much higher, about 0.90, according to the curves in the figure.
The last curve in the figure is a plot of the signal-to-noise level required
to expect various detection probabilities from MTI radars. For example, a
signal-to-noise ratio of about 10 produces a 40 percent chance that the tar-
get signatures will be detected by the operator or image interpreter on the
processed film.
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8. Invalid Detection Trial. The number of targets identified
in Equation 3-36 is always rounded to integer values at'the; 0.5 level. If
in this rounding process, zero entries should result for all target types,
the detection trial is declared to be an invalid sighting. This subunit is
dropped from the potential target 1ist, the time required for the detection
is subtracted from the cime remaining in the flight leg, and the detection
trial is repeated for subunits remaining in the' potential target matrix. The
iteration procedure continues until ‘either ,a valid sighting is made or the
flight leg flight time is exhausted.| . o '
9. Pocitive Target Identification Trial. If tergets have
been identified, they are tallied and a sensing report is prepared. !This, -
report contains the number and target types identified, estimated activity
of the subunit, direction of movement, estimated time of detection, and
estimated location. . .

a. Estimated Time of Detection. An estimation pf’the
time of detection is obcained by adding to the simulated detection .time an
estimate of the time required to identify the targets reported Aty. This
time is computed in the following manner:

' . 1 \

!
]

At = tg 3 <my">+ tg[l +.1n Gﬂm1"> + 3)] . (3-38)
i i=2 ' .

i
For each nonpersonnel target identified, a time to identify of ty is added;
for personnel targets a time of'tg plus tg Inmy'"™ + 3) ig added. .The
logarithm of <mi"> + 3 is used to account for the fact that if a ldrge number
of personnel are present, discrete ‘identification of each person is not made.
Rather, the detection process would count much larger groups. Thus, the ap-
proximation merely reflects the fact that for numbers much greater than 20,
the time to identify is not.increasing linearly with<my'>. The time of de-
tection entered in the sensing report is given by: ;

!

1
i

. :
tR = Aty + Aty ! (3~39)
} T

b. Estimated Subunit ‘Location. The LOH miseion unit
estimates the target location using a simulated error approximatipn as fol-
lows. Using the subroutine ENORM a random normal deviate is computed and
multiplied by the input data value of oggp for the LOH collection system.
The location error is enzered as a CEP error defined as the location error
in meters expected 50 pcrcent of the time. This data entry is gonverted to
a normal distribution with variance.OCEP using ‘the relation: 1

! \

. oy = —CEP__ o (-
. CEP (21n2)172 . . (3-40)
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} : Using a randon angle, ép, between zero and 2Il, the estimated coordinates of
the subunit are computed as:

o]
4

est Xgy + ENORM (ocgp) cos/¢p) (3~41)
‘ and l |

Yygu + ENORM (ocgp) sin(ép) (3-42)

~g
1{)
[
(nd
!

(h) Reporting the Detection. The sighting is reported using the
standard sensing report format described previously. Two sensing report copies
are sent ,Into the Intelligence and Control Model. One represents the report-
ing to the fire subport channel and the other 1s the reporting representing
entry of the sighting information into intelligence channels. The time delays
} , representing the elapsed time until the reports arrive at their respective

destinations are part of the constant data input.

—————

(1) Sensing Report History. To facilitate overlapping of look
sectors, each airborne mission unit maintains a current file of sensing re-
ports previously sent in during the flight. This report history is used to
Screen the potential subunit target of subunits that have been reported in
previous flight legs.

———

‘ ' (6) Mohawk OV-1D Reconnaissance Mission (RECON2):
R ' . (a) General. The reconnaissanca mission portrayed in RECON2 is
representative of the Mohawk OV-1D type aircraft equipped with a side looking \

. airborne radar (SLAR) with a moving target indicator (MTI) detection capabil-
ity. The logic is adequate to simulate the capability of the system with on-
board film processing and imagery interpretation or with a real time data
. link to a ground sensor terminal (GST) and image interpretation facility. In -
X either case the sensor onboard which is of primary concern is the SLAR MTI
radar. The following discussion deals with the DSL order, flight path, range
gate control, and detection logic.

sneniiemetufion,

\ ' (b) Flight Geometry: i

, : 1. DSL Flight Path. Th~ flight patk flown by the Mohawk unit
is specified in the DSL order by a set of endpoints. The flight intervals are
‘ divided into flight legs to establish collection trial events. These flight
leg lengths are fixed at approximately 90 seconds’ flyving time in the current
mcdeil operation. The exact length is not critical but is related to computer
running time and level of resolution of units being detected.

2. DSL Control Code Data. To establish the area on the
; ground that is covered by the radar beam the range and delay settings are in-
put through the DSL order Control Code Data. The first character of the Con-
trol Code is an M and identifies the mission type. The second character is
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used to set the range and delay of the SLAR MTI sensor package during the
RECONNOITER order. The allowable set of range and delay parameters is illus-~
trated in Figure 3-11 in the included tabie where the values of RANGEL,
RANGE2, RANGE3, and DELAY are constant data inputs. The third character is
either an R, L, or B and indicates the direction in which the radar is point-
ing (i.e., either to the right (R), to the left (L), or to both (B) sides of
the current flight leg).

(c) Unit Search Geometry:

1. Nominal Screening Box. The geometry used to screen
potential units for pcssible location within the coverage area of the radar
is also shown jn Figure 3-11. The rominal search radius is computed from the
range setting, R, and the flignt leg length Rp, as:

1/2
S 2
This is the radius used in the SEARCH routine to identify enemy units in the
circular region. These units are further screened to eliminate any unit that

is not within a coarse- screening box whose sides are 4000 meters outside of
the boundaries of the actual coverage box.

(3-43)
+ 4000 meters

2. Line of Sight Screening. Each unit inside cf the 4-
kilometer box is checked for line of sight conditions using the Dominant Mask
Function Model's LOS routine. The decision is a yes or no critecion and is
applied to all the targets in the unit. Only those units deemed in line of
sight are retained for the detection trial.

3. Moviig Unit Screen. To be vulnerable to MTI radar the
unit must be moving. S+ationary units are dropped from further consideration.

(d) Detection Trial Logic. The radar model used in this routine
is an adaptation of the radar equation of References 25 and 31. The signal-
to-noise ratio (S/N) at the MTI radar receiver is computed for each target
type and is translated to an expected detection and recognition probability
as a function of (S/N)j. The radar equation parameters, signal-to-noise cal-
culation, and target type identification logic are discussed in the following
subparagraphs.

1. Signnl-to-Noise Calculation.

a. Radar Equation. The (S/N)j ratio for the 1th type
target is computed using the radar equation from References 25 and 31:
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where the variables are defined as follows:

P = pulse power transmitter (watts)
AR = radar wavelength (meters)
PRF = pulse repetition frequency
Pyr = nrolse power of receiver (watts)
Dy = effective linear azimuthal resolution of synthetic antenna (meters)
Vg = flight speed (meters per second)
Gae = antemna gain
ra = rain loss factor
Tsf = signal filter loss factor
Trf = signal filter loss factor with rain
SR = slant range (meters), perpendicular to flight leg
ol o target radar cross section of ith target (meters?).

The antenna gain factor i1s computed as:

. 2
. cosl/23  cos"Bm g 23025 g

Gae * cos2f  cosl/egy (3-43)
where:
Go = antenna gain in db
B = depression angle of target
By = depression angle of antenna.
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The rain loss factor r., is computea as:

T

.- 0-0023025(A5 + Ay) " (25R)

ra = (3-46)

where:
Ay = rcuin absorption coefficient (db/km) for weather precipitation
(fog, light rain, or heavy rain)
Ay = atmospheric absorption coefficient (db/kn).

The rain signal filter loss factor, Trf>» 1s given by:

o ~2:3025 Lpg

Trf (3-47)

where Lrf is the signal loss in db due to rain filtering. The clutter and
normal signal filtering loss factor, rsf, is given by:

o —2.3025 Lgg

"sf (3-48)

Combining all of the losses above, a total loss factor, r', is obtained:

-0.23025[0.002Sg (A3 + Ar) + Lgg + Lyg]

r' = e (3-49)

b. (8/N) for Target Type. For a fixed set of conditions
in a detection trial the (S/N) ratio for the it type moving target is given
by:

(8/N)§ = Czy * ol (3-50)
where u% . the target radar cross section, is given by:

Ry + 3h
e.i = 1, d. ati(n%s§f——) (3~51)

and 'yl is the ith target type's radar reflectance and atl is the mean
presented area as discussed in the RECON1 logic.
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2. Tezrget Detection Probability. Using the (S/N) ratio for

each target type-the detection probability, PDI, is arrived at using the

relation:
ppi =
where:
M
(S/N),
7 SNo

1 d _%[_1_1 __u__] ]
o]

fraction of unmasked detectable targets missed by image
interpreter

]

signal-to-noise ratio required for 50 percent detection
and identification threshold

[

measure of variance of (S/N)j level about (S/N), for 50
percent detection level in log domain.

3. Subunift Detection Logic. Once the individual detection

probabilities for the ith target types are known, the total probability of
detection for at least cne target within the kth subunit is computed as:

L
Zmad
pok = 1 -T(1 - ppd) mi (3-53)

To establish a detection decision, the value of PDX is compared with a random
number between zero and one; and if the random number is less than PDk, a de-

tection is made.

The estimate of the number of targets detected is derived

from the expected values as:

<'mi"> = my - ppi (3-54)

and is rounded to integer values with a 0.5 roundoff factor.

unit was recorded is determined by the projection of the subunit's perpendic—~

4, Time of Detection for Subunit. The time at which the

ular distance onto the flight leg. The intersection point is used tov estab-
lisu the time of overflight, tgf. Using this time and adding a film proces-
sing delay, Atfp, and a detection delay, At4q, the time of detection, td, is

given by:

ek k
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All subunits are processed in this manner and stored in a potential target
matrix until the last subunit in the unit has been accounted for.

{e) Subunit Preprocessing. Upon completion of the individual 1
collection trials on the subunit of a unit, the subunits detected are aggre-
gated to represent the combined sensing of the entire unit. The actual time
of estimated detection and estimated coordinate locations are determined in
the following manner:

1. Unit Detection Time. The simulated time of detection for
the unit is established by selecting the subunit that was last to be detected
and using this subunit time as representative of the earliest time at which
all the subunits (i.e., combined unit) were detectabl=z.

2. Unit Coordinate Locations. The coordinate location
computed for the combined subunits is obtained by determining a weighted
average of the subunlt location. The weighting factors are the number of
targets dete-ted in the individual suburats. In egquation form, the unit's
coordinates are expressed as:

k
i Nk Ni 1"
k=1 i=1 (3-56)
Xu =
Ne N,
s % <mg>
k=1 i=1
k
Nk N
k i "
x Y€ gt myd
k=1 i=1 (3~-57)
Yu
N M "
k
3 by <mik/‘
k=1 i=1
where:
Xgk, YK = 1location of the kth subunit
<miz> = number of targets of type i detected in the kth subunit
Ny = number of subunits detected
Ii = number of target types in the subunit.
3-40
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3. Unit Estimated Location. The target location errors in
the collection system are introduced into the unit location (Xy, Yy) computed

above in the same manner as was done for subunits in the logic of RECONL;
i.e.:

Xe3t = Xy + ENORM (ocgp) cos(dg) (3-58)

Yest = Yy + ENORM (ocpp) sin(ég) (3-39)

where ¢g is defined as before and ocgp is now the location error of the Mohawk
SLAR MTI sensor system.

(f) Reporting Detection. The detection process described above
is iterated until all units in the coverage sector have been checked. To
simulate the identification of and reporting of sightings, a time delay is
added to each sensing report produced representative of the elapsed time un-
til the reports arrive at their respective destinations. In addition to the
delays representing filw processing, identification time, and report prepara-
tion and tiansmittal, a processing and reporting queulng delay is also simu-
lated. As successive targets are overflown and recorded on film the poten-
tial for exceeding the imagery interpretation and reporting capacity exists
if reports are not queued. The target units to be reported are selected in
their order of detection during the overflight time. The first sensing re-
port is sent in with a delayed event time of:

asl=l = té;] + Atgg + AtRpT (3-60)
where:
tog = time of overflight
Atgr = time to process film and identify targets
Atgpr = time for report to be entered into respective fire supvort or

intelligence channel.

Subsequent targets identified in this search region are sent in at even time
delays given by:

At
- . SR
Atl = MAY:'?UM[(téf + ACSR + AtRPT), (Atl ! +A"RPT+ ni )] (3-61)
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where ni is the number of image interpreters available to process the film.
Thus, no two reports from sightings in this collectior trial will reach the
same communications node with time separations of l2ss than AtRpT + Atgr + nj-.

(7) Air Force Reconnaissance Mission (RECON3):

(a) General, RECON3 simulates the performance of Air Force
reconnaissance and surveillance missions. The sensor types currently por-
trayed in the model are the visual observer and the various camera types.
Informatior obtained in these reconnaissance missions is made available to
each division level intelligunce center after appropriate delays for film
processing and handling, image interpretation, report processing, and trans-
mittal activities. The following discussion is coacerned with the flight
control, sensor load, and detection logic simulated within the submodel.

(b) Flight Geometry. The flight geometrsy of RECON3 is similar
to that described in RECON2., One difference is the determination of the
flight leg length. In RECON3, the flight leg is set as:

Fipe = MINIMUM [5000, 5h] meters (3-62)

to ensure adequate coverage of the area by the onboard cameras.

(c) Sensor Load Combination., The particular sensor load onboard
is specified in the DSL order by the load combinatior index in the fourth
character of the Control Code. The various load combiaations are established
in the pregam2 data preparation phase.

{d) Target Unit Search Geometry:

1. Visual Observers. The sensitive look sector for each
flight leg is identical to that used in the LOh, with the exception of the
center being projected forward at a 60° depression angle from the aircraft.

2. Camera System Search Geometry. All camera systems use a
search box with a dimension in the flight diraction equal to the flight leg
and a lateral dimension set by the field of view of the camera system. The
centers of the respective search boxes for the collection trial are set based
on the camera's depression angle and direction of camzra (i.e., forward oblique,
vertical, left side oblique, or right side oblique). The screening logic
used to identify potential targets is identical to that performed by the Mohawk
except that the stationary units are included as potential targets for cameras.

(e) Detection Trial Logic. The detection trial logic used to
simulate the detection, identification, and reporting of visual sightings is
ident ical with the lcgic used in RECONl. For camera systems, the generation
of sensing reports is similar to the logic of the Mohawi routine, RECON2, with
exceptions for the sensor type differences and the delay times required for
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film processiny and image interpretation following completion of the missiun.
The following discuss.on refers to cameras only.

1. Subunit Targets. The individual detection decisions are
again based on subunit size targets. Whereas the line of sight screen is
applied to the unit as a whole, the target detection calculations are applied
to the separate subunits within the unit. Once these detection decisions on
the subunits have been made, the subunit within the units that have been iden-
tified are aggregated or preprocessed to represent the actual photo interpre-
tation identifications of targets. The simulation is patterned after the
camera model of Refereuce 23,

a. Camera Resoiution at Target Contrast Level. The
simulated ground ..soiution of the camera as given by Reference 25 is:

1
3 r , Lad

R. = R |o.8 +0.2(1 - SOMa)] (3-63)
C 1ax a

4
where R ., is the operatinual camera resolution and "., the apparent contrast
modulation, is expressed in terms of the apparent contrast, C;, Equation 3-19,
as:

e Sl (3-64)

, i, , .
This resolution factor R. is computed for each target type in the subunit.

. b. Camera Scale Factor. To convert the camera resolution
on film, Rg, to the equiialent ground resolvable distance, Dﬁ, in the present
mission, the camera scalz factor, S, is determined for each camera type as
follows:

Vertical Frame

Sc = B (3-65)

where f is the camera focal length,

Side Oblique Frame

S¢ = %. sinép + g# cos@p (3-66)
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where:

ground track range to the target

i

®D depression angle of camera.

Front Oblique Frame

h
fsin@n (3-67)

Se

Panoramic Frame

21 1/2
h (Rgsin%) ]
S¢ = fsin@D[1+\ /. (3-68)

c. Gronnd Resolved Distance. Using the camera

Ri, and the scale factor, S., the ground resolved distance for this camera
type is giver by:

R cRe (3-69)

Using D% the number of resolvable target subelements on the exposed film is
expressed as:

_ i
ntl: = a¢
(D)2

(3-70)

with a% the mean presented target area of the ith target type.

2. Probability of Identification of Target Type. The
probability of identifying a target type 1 is computed for each type as:
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Ppt = A L e 1 i "A J du (3-71)»
a5 ' :
o
vhere:
M = fraction of unmasked identifiable targetg missed by the photo
interoreter Co
n! = median uumber of resolved target subelements required for 50
e percent identification confidence.level
91 = variance of n% about n% for the 50 percent thresbold.level

in log domain

3. Subunit Detection Criteria. The combined probabillty of
detecting and identifying a subunit is established as before; i.e.

{myi >

Pk = 1 -4 (1 - pD)

(3-72)

1]
where (M;> is the number of ith type targets in LOS. Again a random number,
R¥, between zero and one is compared with PD™ ‘to simulate a detection.

4. Targets Detected. If the subunit is detected, the . !
expected number of target elements identified is given by:

<m;> = (m;> ppi , ! (3-73)

(f) Subunit Preprccessing. The preprocessing of subunits follows
the same procedure used in RECON2 to establish unit sensing reports. The num-

ber of targets for each target type is obtained by summing the targets of the
individual subunits. )

(g) Unit Location Errors. Location ectimates are established as

in RECON1 and RECONZ using a oCEp characteristic of the Air Force reconnais- |
sance collecticn systemr znd camera type.

(h) Reporting of Identified Targets. The process that is
simulated in identifying th: target unit is thé process that would normally
occur after the reconnaissance aircraft has returned to base or ejected the
exposed film and after Lhe film has been processed and délivered to the image
interpretation facility. Thus, the processing of the film will not actually
occur until later during the simulated game period. If the reconnaissance
mission is lost, the information will be lost.
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The clevation of this swept area is zero for ground units but reflects the
specified altitude of air units.

(c) Detection Vulnerability Critera. CCOLLM uses several criteria
to determine whether the predicted segment of move could possibly be detected.
These criteria must be met before a collection trial event is scheduled.

1. Collection System Statuc. The primary criterion is the
availability of ‘the paru'.cular site, 1f a sens>r system is moving or other-
wise inoperable it will not be ronsidered.

; ’ 2. Range and Orientation. The secondary criterion is the

existence of overiap between the rectangular area swept by the moving unit on
this move segment and the assigned search sector of a radar of the active area
of an UGS field. In the case of aircraft, altitude is also ccnsidered so that

the aircraft must be within the current search volume envelope of the air de-
rense radar.

3. Line of Sight. 1If the collection syotem is an MTI or air
defense radar site, lirne of sight with the potential target must exist. The
calculaticn of line of s’ght uses the DMF calculation, and the LJS function
returns a yes or no condition as to existence of line of sight. The DMF cal-

culation is described in Chapter 2.

4. Radial Unit Velocity. MTI ground surveillance radars
generally cannot dlstlngutsh the moving unit from background unless the unit
moves toward or away from the radar at greater than some thrashold speed.
That component of the velocity of the unit which is toward or sway from the
radar is the radial velocity of the unit. The threshold value fcr each radar
type is input in the constant data for the radar. Actual radial velocity of

"the dnit is calculated bv the model and must equal or exceed the threshold
for a detection to be pussible.

5. Tiwme to Sweep Unit. For MTI ground surveiliance radars
there must be time for the radar to scan through enough of its assigned search
sector to sweep the moving unit while it is in the search sector during the
current move segment. With the radar in an autoscan mode the position of the
radar beam at the time the moving unit enters the search sector cr starts its
move segment from a position inside the search sector may in reality vary from
exactly on the unit to approximately one whole search sector away (in scan)

"from the unit. The model assumes that on the average the beam can be expected
to have to travel one hal” of a full secarch sector before it sweeps the unit.
The model caiculates this average time using the size of the assigned search
sector and the beam width and depth. Figure 3-12 outiines the geometry within
which this calculatiorn is made. The currently assigned search sector of the
radar has an inner radius of MINR and an outer radius of MAXR, with a sector
angular width of THETA. Within this search sector the active portion of the
radar, beam has an inner radius of RMIN, an outer radius of RMAX, and a con-
"stant angular width of RHO. The model assumes that the active heam center
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MAXRS = Maximum range capability of sensor
MINRS = Minimum range capability of sensor
MAXR = Maximum range of currently assigned search sector
MINR = Minimum range of currently assigned search sector
RMAX = Current upper range gate of radar beam
RMIN = Current lower range gate of radar beam
ALPHA = Center azimuth of currently assigned search sector
THETA = Width of currently assigned search sector
GAMMA = Current center azimuth of radar beam

b RHO = Current width of radar beam

Figure 3-12. Search Geometry for Ground MT1 Radar
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sweeps the entire width of secarch sector, THETA, with the beam depth (between
RMIN and RMAX) held constant for each angular sweep. At the eond of one angu-
lar sweep, the model assumes that the beam 1s stepped by one constant beam
depth increment for the next angular sweep. The angular rate of beam sweep
(angular search rate) is a game input constant for the radar type, as is beam
depth and angular width, therefore, the time to search the entire sector is
the time to make one angul r sweep, multiplied by the number of beam depths
between inner and outer radii of the search sector. The average time delay
to reach the moving unir is then half the time to search the entire sector.
This average time to sweep the unit must be less than the predicted move seg-~
ment time, less any portion of the move segment time outside the search sector,
which {s also calcvlated when the move segment enters the fan,

(d) Timing of Vulnerability to Detection. When Subroutine CCOLLM
is activated and the criteria for vulnzrability to detection are m~t, the time
at which vulnerability t» detection starts for this move segment c¢f the moving
unit and this sensor is . he basis for scheduling 2 collection tria. event.

The time at which vulnerability to detectlon starts is based on the time at
which CCOLLM is activated, if the start of this move segment is inside the
search sector fan of ¢ radar sensor or is inside the sensitive area of an UGS
field. Othervise, start of vulnerability time is based on when the moving
unit enters the fan or field. Determination of the coordinates and time at
which entry occurs differs slightly according to sensor type.

1. MTI Ground Surveillance Radar. For MIL ground surveillance
radars, the coordinates &t which the moving unit is considered to enter the
assigned search sector fan are determined by the line joining the start and
end coordinates of the move segment and by the center of the moving unit,
versus the search sector fan, which is defined by an outer radius, an inner
radius, and two sides radial from the radar The fan may be entered from
cither arc or either side. The size and shape of the moving unit is not con-
sidered in this determination since in most cases, it is assumed, the cearch
sector will be relatively large compared to unit size, The time of fan entry
is derived from the coordinate point of entry, in terms ot the fraction of
move segment traveled to entry, by relation to the predicted time of travel
on this move segyment., The time of fan entry is then added to the average time
for the scanning radar beam to reach and sweep the unit to yield the time at
whicl vuinerability to decection is considered to start.

2. Air Defense Radar. For air defense radar, the x, y
coordinates at which the air unit is considered to enter the search envelope
are determined In a manner essentially the same as fer MTI ground surveillance
radars, except that for air defense radars the diffarence in altitude between
alrcraft and radar, and the vertical search secto' of the .adar, enter into
the calculation. These factors affect :he outer and inner radius of the hori-

zontal search sector for this target, No scan time adjustment is made for air
defense radar.
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3. UGS Fiald. For an UGS field, the s.ze of the rectangie
representing the moving unit is expliclitly considered, since unit size may
easily exceed UGS field size. A series of geometric tests is necessary to de-
termine if overlap occurs. With UGS fields, the point of entry to the field
is usually represented by the first field corner tv be swept over by a line
representing the width of the moving unit. This line passes through the cen-
ter of the moving unit and is perpendicular to the direction of move. (See
top part of Figure 3-13.) 1If the field is relatively large, however, and the
moving unit does not first sweep over a field corner, the peint of entry is
determined by the first side or diagonal of the tield that is iutersected by
the line joining the move segment start and end coordinates. (See lower part
of Figure 3-13 ) 1In both cases the time at which vulnerability tc detection
is considered by the model to begin is determined by the entry point, which
is related to the position of center of the moving unit during its travel on
the move segment. These same steps apply if the move segment starts within
the UGS field.

4. Scheduling of Collect’on Trial. When the criteria for
vulnerability to detection are predicted to be met, and the time at which vul-
nerability is considered to begin is predicted for thi: move segment and this
sensor, CCOLLM proceeds to schedule a collection trial for this sensor. Sched-
uled time is the time at which vulnerability is considered to begir.

(e) Collection Trials for Moving Targets:

1l. General. Collection trials for moving targets versus
stationary sensors are performed by Subroutine COLLECT. A collection trial
occurs at a time scheduled by Subroutine CCOLLM, after that routine has pre-
dicted that a possibility will exist for a specific sensor site to detect a
specific moving unit during a given segment of its move course. The coliec-
tion trial determines shether collection occurs and, if so, what information
is collected by the sensor under the current circum.tances of this sensor-
unit pair. f collection occurs, a sensing report is sent :o the intelligence
analysis center having direct communication with this sensor. Subroutine
COLLECT 1is primarily concerned with the capabilities of a given sensor at a
specific range from the moving unit to detect, recognize, and identify cer-
tain items within that unit, to locate that unit, to quantify the number of
items identified, and thus to provide information necessary to issuance of a
sensing report useful for purposes of fire support, general intelligence, or
both. COLLECT does not employ separate probabilities of detection, recogni-
tion, identification, and location. Rather, COLLECT trcats these capabilities
in the aggregate, using a single probability of "collection of an individual
item" of the item category being considered, with the process repeated for
each category. The probability of "collection of an ‘ndividual item" value
is interpolated from input data supplied individually for each item category
to be considered by each sensor. For a collection report to be issued, a
threshold probability value must be exceeded in at least one item category.
No distortions of intormation, spurious/false detections (false alarms), or
false targets are deliberately simulated by the current model.
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Figure 3-13. Entry of UGS Field




2. Prerequisite Conditions for Trial Execution. For the
scheduled -~ollection trial to be executed, certain prerequisite conditions
must exist. In all cases, the .ensor site must be operational and available
(not otherwise occupied) for this trial to occu: itre current location of
the moving unit is estab! "shed, since its move may have been interrupted by
intervening events. 1In the case of radars, the current location of the mov-
ing unit must be with'n the minimum and maximum ranges of the radar. The
current location is some fraction of the way along the most recently estab-
lished move se¢g-~ent and is derived as follows:

X = XACT + F *« (MEVIX - XACT) (3-74)
Y = YACT + F * (MEVTY - YACT) (3-75)
’ where:
‘ X = x coordinate of curient location
Y = vy coordinate of current location
# XACT = most recent start of move segment x coordinate
YACT = most recent start of move segment y coordinate
MEVTX = most recently predicted end of move segment x coordinate
MEVIY = most recently predicted end of move segment y coordinate
F = fractional portion of the most recent move segment, based on
time data, as follows:
F F = (Tyow ~ Tsegend + DELT) / DELT (3-76)
where:
Tnow = Time now
Tsegend = Predicted end time of most recent move segment
DELT = Predicted travel time interval cf most recent move segment.

3. Target Elements Considenred. The target types within the
moving unit that are to be tried for collection depend oua the type of sensor.
In all cases, a tally is made of the number of items currently on hand in the
moving unit in each type to be considered. Personnel are considered as a tar-
get type by all sensors, but only those personnel who are dismounted and thus
susceptible to detection as individuals are counted.

3-52

- -




a. MTT Ground Surveillance Radar. For MT1 radar, eight
’ tarpet types are considered for collection. The eight types are as follows:

. Dismounted personnel

. Tanks

» . APCs and APC-like vehicles

—
.

Artillery tubes
Artillery misgsiles |
R . Air defense guns

i Air defense missiles

. Other vehicles not classified above.

b. UGS Fields. For UGS fields, only three target types
are tallied and tried for conllection. Before collection the tallied number
of items is multiplied by the percent of the moving unit width that was ‘re-
dicted in CCOLLM to sweep over the UGS field. After collectior but before
preparation of the sensing report, the collected values in the two equipment
categories are partly re~rranged into three equipment categories defined the
3 same way as for MTI radar. The rearrangement grossly simulates some evalua-

tion by the UGS field monitor and facilitates later use of the sensing report.
* The categories and rearrangement rules are as follows:

Tally and Collection Sensing Report 1
1. Dismounted personnel 1. Dismounted personnel
b 2. All wheeled vehicles 2. Tanks (1/3 tracked vehicles collected) :
3. All tracked vehicles 3. APCs and APC-like vehicles (1/3

tracked vehicles collected)

4. Other vehicles not classifind above
(all wheeled vehicles collected) {

c. Air Defense Radar. For air defense radar, only
aircraft are considered, with no modification of the tallied number before
collection trial. This brings to nine the total number of target types pro-
vided for in the uniform sensing report format.




4. 1Interpolation and Use of Probability of "Collection of
an It :

a. Interpolation. For radars, linear interpolation
between ... input value:® at the nearest two range poiunts to the actual radar-
to unit range provides the probability of "collection ot an item" for the given
item or tar . type. The four range points are peculiar to the particular sen-
sor and represent the minimum and maximum range capatility of the radar (all
items) w th two intervening points. The first interveaing range point repre~
sents the approximate range at which capability against the specific item be-
gins to ! 11 off rapidly, an approximate break point (See Figure 3~14)., The
second _arervening point represents the approximate range at which capability
against the sper fic item falls to either a relatively low probability or zero,
as appr ~ilate co the circumsteaces. For UGS fields, no interpolatior is ne-
cessary for range The field as a whole is treated as the sensor. The proba-
bilities of "co' ction of one item" for each of the three target types con-
sidered by UGS fields, are constants. Each constant (limited wichin the model
to a maximum value of 1.0) is the ratio of the sum of the areas within detec-
tion radius (for this item type) of each individual UGS device in the field,
divided by the . .cal area of the field. Field area is defined by four corner
coordinates. (To facilitate calculation of field area, tne shape of the field
must be a convex qu: rilateral.)

b. Use. The specific probabilities of 'collection of an
irdividual item" are used in two wavs. One way determines whether anything
is collected; and the other way determines how many targets are essen%iallv
detected, recogrized, and identified in each item category.

(1) Collection Decision. To de-ermine whether
collection occurs and whether any sensing report will result from this collec-
tion trial, the probability of not collecting any items is calculated for each
category considered as follows:

alfenaunesun

i = (1 - ppi)<miD (3-77)
where:
Ppi = probability of not cocllecting any items in ith category
Ppl = probability of "collecting an individual item" of ith type

(an individual item is one item in icolatvion from others)

* Input values should be consistent with the frequency of activatien of
CCOLLM. This frequency is essentially determined by cerrain cell size. The
converse of tinis frequency tends to represent the duration of exposure of the
unit to any senscr within range.
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1
mj = applicable number of targets in line uf sight.

Wien all categories have been considered, if the maximum value of one minus

PD is less than 0.001, the collection trial of the sensor-unit pair ends, and
no sensing repcrt is generated. Otherwise, a determination is made of whether
any items are collected in each category. Here, PDi is compared with a random
value from a uniform distribution between zero and one. If the random value
is greater than PD1 no collection is recorded in this category.

(2) Number of Items Collected. The number of items
collected in any category for entry in the sensing report is determined as
follows:

mi = mi pDi (3-78)
where:
mg = number of items collected in ith category
mi = applicable number of items in line of sight in ith category
PD1 = probability of "collecting an individaal item" of ith type.

(f) Location of Target Unit. The actual location of the moving
target unit is based on the current unit location at time of detection, the
percent of total targets detected in the unit, the rectangular area of the
unit, and the location errors inherent in the collection systems sensor(s).
The unit's estimated location, Xés:, Yést, is dezermined by first estimating
the maximum error expected in the width and deptu dimensions as:

1/2
EW = f / Wu (3"79)
and:
1/2
Eq = f Dy (3-80)
respectively, where:
f = fraction of the unit's targets undetected
Wy = width of unit
Dy = depth of unit
Ey, E§ = maximum expected error in location parallel to unit boundaries.

3-56




An actual location is simulated by randomly selectiag a location within the
error boundaries as illustrated in Figure 3-15. The collecrion system's
errors are then simulated by adding the respective simulated errors to this

location to obtain Xest, Yest, the reported estimated location of the target
unit.

(g) Scheduling Receipt of Sensing Report. So far within COLLECT,
current time is that :time at which vulnerability to collection was expected
to start, according to CCOLLM. In the case of radar, the active radar beam
has presumably begun to sweep over the moving unit; and, in the case of an
UGS field, the moving unit has presumably entered the field. If detection is
to occur at all in this trial, it should occur at this point or very shortly
after. From detection to issuance of a sensing report, however, time is con-
sumed in tracking the tavget, obtaining information, preparing the report, and
getting the report transmitted to the first intelligence analysis center with
which a direct communication link is maintained. This delay time is a func-
tion largely of the type of sensor involved; therefore, an average delay, in-
put for this sensor, is added to current time for the scheduled time the sen-
sing report will be received at its first intelligence aznalysis center. 1

(h) Targets for Fire Missions. A copy of the sensing report is
also sent directly to the simulated target intelligence section of the cogni-
zant fire support organization. To simulate some of the steps involved in
this separate channel, COLLECT performs severdl special functiens. First, a
portion of the Creative Processing Submodel is used to estimate the type and
size of unit acquired, bnsed on the type and number of items in the sensing
report. Second, a special time delay is randomly chosen from a uniform dis-
tribution between 5 and 10 minutes. This delay is intended to simulate that
of target intelligence processing to develop a fire mission. Third, a special
routing code (TNCOPR = 12) is assigned, and receipt at the fire support coor-
dinate center as a potential fire mission is scheduled according to the random
delay obtained. The Lecision Submodel will then determine whether fire sup-
port will actually be requested.

(3) Acquisition of Artillery Fire (CCOLLF). The lugic of CCOLLF
simulates the capability of countermortar/counterbattery radars (CMR/CBR) to
detect and locate firing artillery and mortar fire units. When a radar site
detects and locates a fire unit it will generate a sensing report for proces-
sing within the Intelligence and Control Model. The following discussion de-
scribes the logic used within the submodel to represent the performance of
either the dual beam intercept type radar (e.g., MN/MPQ-4A) or the continuous
tracking type radar (e.g., MN/MPQ-10A) (References 26, 27).

(a) Dynamic Site Control Data. Each radar site simulated in the
model must be initially located prior to initiation of tlL. zame. These loca-
tions can be changed between successive game periods by gamer control and are
also subject to automati¢ repositioning during the game play as discussed later
in the MOVSEN routine. To maintain orientation control of the radar sites the

gamer also is required to define a sector of responsibility for each individual
site.
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(b) Event Sequencing of the Submodel:

1. Fire Mission Volley. Following the firing of each volley
t of every fire mission fired in the Area Fire/TACFIRE Model of the DIVWAG sys-
tem, the routine CCOLLF is enterad. Each radar site simulated in the model is
checked for a potential detection capability against the fire unit firing the
volley. A macroflow of the routine is illustrated in Figure 3-16.

) 2. Site Operational Status. Every site maintains an
operational status record of its activity to allow a proper interface with

P the event sequencing of calls to CCOLLF described above. Thus, each site

[ maintains a record of the following data to allow it to interact realistically

with the fire missions fired during the game period:

. Identification of the fire mission currently being
tracked, if any

. Number of rounds tracked in thiz fire mission

. "ime at which radar site will be available to track
another fire mission, if currently tracking

. Identification of the fire mission last reported. J

This site operability status is needed to determine properly the current
status of each radar site when the routine is entered at some time reflecting
the firing of a volley by enemy artillery or mortar fire units.

(c) Trajectory Detection Geometry. Figure 3-17 iliustrates the
é geometry involved in the interaction of a radar site, fire unit, and projec-

tile path to a target. The radar site is at Pp, the fire unit at Pgy, and
[ the target at Pr.

1. Site Mask Angle. The mask angle of the radar site, ¢M,
is used to compute the points Pi and Pé in the trajectory of a round. P, is
) the point at which the projectile becomes detectable above the mask, and P2
is the point at which it disappears below the mask. The portion of the tra-

jectory from Pl to Pz is vulnerable to detection if the range of the radar
is great enough,

2. Trajectory Above Mask. The points Pi, Pé ave determined

in the following steps. Step 1: Compute np, the mask elevation at the fire
unit, and hr, the mask elevation at the target as:
L

hp = RpF sindy (3-81)

hy = RRT singy (3-82)
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where:
RRp = horizontal radar site range to fire unit
RRT = horizontal radar site range to target

Step 2: 1In the plane of the projectile trace (Refer to Figure 3-17) construct
4 straight line intersecting points hy and ht as:

y-bp = (E%%Tﬁ)x : (3-83)

Step 3: Construct the equation of the projectile in the coordinate system as:

2
-R2 . _R (- -
x - e ) (3-84)
where R is equal to Rpr and hp is the maximum trajectory height. This heigh: {

is determined as follows by using the equations pertinent to the projectile

trajectory: .

R = (Vpcoso)t (3-85) |
hp = %gcz (3-86) |
and:
gt = ZVP s8in® (3"87)
where:
[ 4
g = acceleration of gravity (9.8 meters per secondz)
VP = muzzle velocity of projectile
® = angle of fire (elevation)
|
t = time for projectile to reach peak height, hp ‘

Combining cquations 3-85 and 3-87 to eliminate t resuits in:
; 2 Re
Yp 2 sin® cose (3-88)

Then solving Equations 3-85 and 3-86 to eliminate t ard substituting sz from
Equation 3-88 resulta in the following equation:

hp = R - tan® (3"'89)
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When the quantity hp is inserted into Equation 3-84, the following is obtained
for the trajectory of the projectile:

2 . R - -90
x Rx + Py y 0 (3-90)

Step 4: Solve for intersection points. 1f Equation 3-83 is solved for y and

this value is ivsertea into Equation 3-90, the resulting quadratic in x is
given by:

2 . [ht -~ bp _ R - ' .
x +("€5:Té" R)x+mhp 0 (3-91)

or.:
x2+Bx+C = 0 (3-92)

Thus, the solutions for x are given by:

& . -8 (82 - 4c)t/?
2

(3-93)

if the quantity in brackets is greater than zero. If such is not the case

then no detection is possible since the projectile's path is below the mask
of the radar. Finally, letting:

xmin = min (x*, x7) (3-94)
and:

xmax = max (xt, x~) (3-95)

the coordinates of Pi and Py are expreesed as:

X1 fu (th) tgt ~ *fu
]
Pl .
yi = Ve +("“‘ﬁ'g%) Gege = *fu) (3-97)
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xé = Xg, t+ (5%%%) (xtgt ~ Xgy) (3-98)
\J
P
2
' Xmax
Yo = Yfu ¥ (-rf-;) (Yegt = Y£u) (3-99)

3. Trajectory in Range. Using the portion of the trajectory
above the mask, the portion of the trajectory actually vulnerable to detection
is determined from the range capability of the radar site against this type of
round and from the current scan sector of the rrdar site.

4. Fraction of Ascending Trajectory in Range. After apolying
the sector and range geometry described above, the portion of the ascending
trajectory that is vulnerable to detection is computed. This fraction is used
in estimating the accuracy to which a firing location can be determined

(d) Detection Logic:

1. Continuous Tracking Type Radar. When an incoming round
passes the geometry and range screen discussed above for a continuous tracking
radar site, this site is potentially able to detect tle round if it is not
already down tracking or reporting on another fire mission. If t'. site is
available, a random number is compared to the probahility of seei g the round
or volley on the display screen to determine if it is detected. If a detec-
tion is made the status of the site is switched to tracking an! vill track
the next round of the fire mission. Thus, a minimum of two successive volleys
is requirad for a continuous tracking radar site to locate the fire unit.

a. Detection of a Subsequent Round. When a subsequent
round is fired in the fire mission the round is tracked, and an estimate of
the location error is made as follows:

t Ny ft Xa
where:
Ny = number of rounds tracked in the mission
F¢ = total fraction of entire trajectory tracked
Xa = length of ascending trajectory tracked
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CEP = expected location accuracy achieved against incoming rounds in
50 percent of instances tracked where tracking conditions
are typical (i.e., typical conditions are tracking of approx-
imately two thirds of the total trajectory of which nearly
one half of the ascending portion is tracked).

b. Mecision on Location Error. The decision as to
reporting a location is obtained by comparing the error estimate, Eggt, with
the maximum allowable error, Epmax, for reporting a location; i.e., all re-
ported locations must have an estimated error Eggy less than Epax, where Epax
is a constant data input value which allows the gamer to require a certain
location accuracy for sending in a counterbattery sensing report.

c. Limiting Down Time. To prevent the site from being
out of action and waiting on a pickup point indefinitely, the site is assigned
a maximum time to be down on a pickup point and also is limited %o tracking a
maximum of five rounds for the particular mission involved. Thus, if the fire
unit cannot be located accurately enough within five rounds, or if the fire

unit quits firing, the radar site will automatically return to an available
for tracking status.

2. Dual Beam Type Radar. The response of a dual beam site
to an incoming round .is similar to the continuous tracking type with two ex-~
ceptions: (1) the dual beam type radar is capable of locating the fire unit

on the initial volley, and (2) the estimated location error is computed as
follows:

. 2 1 [ Rfe _

The CEP for a dv 1 beam is the expected accuracy achieved in 50 percent of the
instances tracked in tvpical conditions where typical conditions are locating
the beam intercept points at a position approximately one third of the dis-
tance between the firing unit and apogee of the round.

(e) Estimate of Number of Tubes or Missiles. The estimate of the

number of tubes or missiles in the volley is given as:

F
Nqegm = MR (3-102)

where Ng is the actual number fired.

(f) Fire Unit Location Estimate. The location of the fire unit
is estimated from the error estimate, Eqgzt, as follows:
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Xest = Xact + ENORM (9g...) cos(dy) (3-103) '
Yest = Yact + ENORM (%ggge) sinidr) (3-104)

where ¢Eq.gy is related to Eegt as:

- Eest

(3-105)
(21n2)1/2

[+ ¢
Eest

and ¢, is a random angle between zero and 2=.

(g) Reporting. Once the fire unit has been detected by a radar
site, a sensing report is prepared and sent to the Intelligence and Control
Model fire support and intelligence channels with delay times representing
tracking time, report preparation time, and transmittal time delays. 1

(4) Movement of Ground-Based Sensors (MOVSEN). The employment and
position requirements for a sensor site dep..nd on the tactical mission and
the physical characteristics of the sensor. As battlefield dynamics change,
such as withdrawal of friendly forces or penetration of enemy forces, the re-
quirement to move a ground-based sensor may develop. To simulate the activi~
ties of the process of sensor site selection and movement of the <ensor within
the DIVWAG Model, the following model concept was de reloped. i

(a) The criteria for the movement of the sensors is based on the
movement of the FEBA during game period dynamics. For each ground~based radar
there is a maxiwum and minimum range from the FEBA when the associated force
is in an offensive posture and a set of ranges for the defensive posture loaded
as input. Determining the force's posture by way of FEBA movement, the appro-
priate range brackets are chosen, and if FEBA movement causes the sensor loca-~

tion to fall outside this maximum-minimum range bracket, a requirement exists
to move this sensor to a new site.

(b) Knowing the slope of the battlefield, che direction of the
FEBA movement, and the range limits of this specific sensor, the new sensor
site location is defined such that movement of the sensor is in the directicun
of the FEBA movement and to the range limit furthest from the current sensor
location. The model considers delay times to power down the sensor site, to
move to the new site location, which is a function of the vehicular speed of
the prime mover of the sensor, and to power up once at the new site. During
these periods of delay, this sensor will not be available for detection. The
orientation of the sensor remains unchanged after movement to the new site.

The orientation can be changed by the gamer between periods through the Oper-~
ating Instructions of the Orders Input Processor.
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5. CREATIVE PROCESSING SUBMODEL:

a. General:

(1) Purpose and Scope. The purpose of the Creative Processing
Submodel is to simulate the intelligence analysis and related processes. This
submodel is primarily concerred with piecing tozether individual sensing re-
ports as they are collected to develop increasingly complete infurmation about
the opposing units and increasingly general intelligence about the opposing
force (References 3, 4, 10, 14, 15, 17-20). The Creative Processing Submodel
1s used each time a sensing report 1s received at the simulatad intelligence
analysis center of any unit at any of the three echelons represented (battcl-
lon, brigade/regiment, =nd division). Receipt of a sensing report may be from
a sensor (unprocessed report) or from another intelligence analysis center
(processed report). Any modification of a sensing report during analysis at
any analysis center may be cause for recirculation of the modified report to
other centers. The general military functions simulated by the Creative Pro-
cessing Submodel include preliminary screening and classification of the sen-
sing report, analysis of the report in compariscn with the cuntents of the
local intelligence file cf the specific intelligence analysie center, and
maintenance of that file. This analysis develops informatiun and yield: in-
ferences about the opposing unit which the sensing report is believed to re-
flect. In addition, the Creative Processing Submodel determines the time de-
lay for each processing of a report and for each decision-making sequence.
Message volume, capacity, and queuing, however, are not considered in this
determination. The ovtput sensing report from a pass through the Creative
Processing Submodel is sent to t'e Decision Submodel for decisions on further
routing. The content.: of the division level intelligence files (one Blue and
three Red) serve as the basis for the periodic Division Intelligence Summary.

(2) Description of Submodel. For purposes of this chapter, the
description of the Creative Processing Submodel will be organized under:

. determination of time required for processing
. deductioun of type and size of target sensed

. comparisor of incoming report with intelligence file, and
tests for redundancy

. consolidation, upgrading, and updating of intelligence
. filing and discarding intelligence records
. special bookkeeping operations

+ determination of time required for decision-making.
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! b. Determination of Time Required for Processing. The first step performed
by the Creative Processing Submodel when it receives a sensing report is to
determine the average time delay for the processing of the report zt the eche~
lon of receipt. Delay times are required for the echelcn and type units which
will conduct the processing as part of the game data base. (See Volume VI, {

DIVWAG Data Requirements Definition). Using the approrriate delay time, an
event which will represent the conpletion of creative processing functions 1is
scheduled.

[ c. Deduction of Type and Size of Target Sensed. After a preliminary
screening step that determines whether the target sensed is within the area of
responsibility of the friendly unit now analyzing the report, an astimate is
made of the type snd size of target sensed. Subroutine UTSR (the Update Type
and Size Routine) makes the type and size deduction, baced on the data in the

) nine target content categories in the sensing report (personnel, tanks, APCs

and APC~like vehicles, artillery tubes, artillery missiles, air defense guns,

air defense missiles, aircraft, and vehicles not cotherwise classified).

(1) Type Deduction. The presence or absence of identified items in
the various categories is the key used for type deduction. The logf: steps
in type deduction are as follows:

-y

(a) 1f aircraft were identified, the unit is inferred to be an
air unit.

(b) If no ailrcraft were identified, but tanks and AP''s were
identified, and if the smaller number constitutes at least 20 p ‘rcent of the
sum of tznks and APCs, then the unit is inferred to be a mixe: reinforced

force of armor and mechanized infantry, regardless of the nu er of other
items identified.

(¢) 1If the 20 percent criterion is not met, aud if the number of
b APCs exceeds the number of tonks, the unit is inferred to be mechanized infan-
try. If the tanks exceed APCs, however, the unit is inferred tc be armor.

(1) 1If no aircraft and no APCs were identified, but tanks were
identified, the unit is inferred to be armor, regardless of what was ideuti-
fied in other categories.

(e) If no aircraft and no tanks were identified, but APCs were
identified, the unit is inferred to be wmechanized infan*try, regaraless of
what other items were identified.

(f) 1If no aircraft, tanks, or APCs were identified, but artillery
tubes were identified, the unit is inferred to be tube artillery, regardless
' of other items identified. i

(z) If no aircraft, tanks, APCs, or artillery tubes were
identified, but artillery missiles were ideatified, the unit is deemed to be
an artillery missile unit, regardless of other items identified.
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(k) 1If no aircraft, tanks, APCs, artillery tubes, or artillery
missiles were identified, but air defense guns were identified, the unit is
deemed to be an air defense unit.

(i) 1If nc aircraft, tanks, APCs, artillery tubes, artillery
missiles, or air deferse guns were identified, but air defensc missiles were
jdentified, the unit is considered to be an afr defense missile unit.

(3) 1If no aircraft, tanks, APCs, artillery tubes, artillery
missijes, air defense guns, or air defense missiles were identified, but en-
gineer vehicles were identified, the unit is typed as an engineer unit.

(k) If no ecuipment items were identified, but dismounted
personnel were identified, the unit is considered to be infantry.

(1) 1If no items in any of the nine categories are identified,
the unit is designated as unknown type.

(2) Size Deduction. Deduction of size depends upon the type of unit
inferred above except that a unit of unknown type is always deduced to be a
company. The number of items identified in that target content category cor-
responding primarily to the deduced type is used to infer size of unit. For
instance, if the unit was estimated to be infantry type, the number of dis-
mounted personnel identified is used for the size inference. For a mixed ar-
mor and »echanized infantrv unit, however, the number of tanks is used, then

the number of APCs is used, and the size estimates compared. Size is expressed

in terms of echelon, with seven possible size categories, from platoon through
brigade/regiment, and with an intermediate category between each normal eche-
lon degignation. The estimated size of the target unit is obtained by use of
an input tahle contairing an upper and lower item number limit for each of the
seven glze categories and each of the ten (excluding unknown) type categories.
If the number of items identified in that target content category correspond-
ing primarily to the deduced tvpe falls within the limits of a size category,
theu that category is taken as the estimated size of the unit, except for the
mixed armor and mechanized force. For the mixed a'mor and mechanized unit,

if both the tank and APC estimates are the same size, the unit size is judged
to be two categories larger than the estimate. If one estimate is one cate-
gory larger than the other estimate, the unit size is judged to be one cate-
Rory larger than the larger of the two individual estimates. If one size es-
timate is two or more categories larger than the other estimate, the larger
estimatz is assigned tc the unit. Estimated size is limited to a maximum of
brigade/regiment.

d. Comparison of Report with Intelligence File and Tests for Redundancy.
After the type and size of unit reflected by the sensing report nas been de-
dyced, the incoming sensing report is compared with records already in the
local intelligence file, and tests are made to determine whether this report
reflects a new enemy unit or merely another report on a unit about which in-
formation was filed earlier. Each report record in the local file of rhe unit
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performing the analysis is cumpared with the incoming report. Each comparison
involves the redundancy tests described below.

(1) Type Test. If the type of unit in the incoming report is not the
same as the type of unit in the report on file being compared, the incoming
report is deemed not to be redundant, with one excepticn. Three types--armor,
mechanized infantry, and reinforced task force-~are considered synonymous for
purposes of the type test. If the incoming report is not judged redundant,
the next file record is comp#raed, until all file records have been considered.
If the unit in thle incoming report is found to be the same type as a file
record, then the location test 1s performed.

(2) Location Test. If the unit reflected in the incoming report
appears to be located more than some threshold distance from the unit reflected
in the report on file being compared, there is a strong probability that the
two units are not the same, provided that adequate consideration is given to
the possiblz: movement of the unit between the acquisiton times of the two re~
ports. To make such a test, the model uses the report on “*le data for the
base point. If the unit in the file record was reported t¢ be moving, the
direction and rate of move in tnat record is used tc project th: probable lo~
cation of that moving unit at the time the incoming report data were origi-
nally acquired by the sensor. No time limit is imposed on the difference be-
tween acquisition times for this test. The threshold distance for the location
test is obtainea from an input table of "unit radii," according t¢ 'he type and
size estimate of probable parent urit. The unit in the file reco d is deemed
the probable varent if its estimated size at least equals that ¢ _he incoming
report. If the incoming report unit now meets the location tes. it is in-
ferred that the two units are the same. If the location test :s not met, the
incoming report unit is inferred not to be the same. (If the latter is in-
ferred for all file records compared, the incoming report ir in most cases
added to the file as a new record.)

e. Consolidation and Updating of Intelligence. Whenever a record in the
intelligence file is deemed, on comparison with an incoming report, to repre-
sent the same opposing unit, the content of the incoming report and the file
record are consolidated. The consolidated and updated information replaces
that in the file record and also that in the incoming report. Thus, the in-
coming report now is transformed into a revised report, which continues through
the comparison process at this intelligence anzlysis center and may be further
modified if another file receord is deemed tc represent the same opposing unit.
In the latter case, file records will also be consolidated. The way in which
this consolidation and upgrading process is performed depends upon the circum-
stances and data contained in the compared reports. The principal items in a
file record are listed in Figure 3-18.

(1) Age of Report. In consolidating the irformation from two reports,
the model uses the more recently sensed data for many of the data items In the
report. The more recently sensed values are adopted fur sensing time, esti-
mated activity of the target, and its estimated directicn and rate of movement,
if any.
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Time of sensing (in days, hours, and minutes of gome Lime)

Estimated location of target (x-y coordinates in meters)

Estimated activity of target (L1 types of activity)

istimated direction of move, if moving

Estimated rate of move, if moving (meters per minuvte)

Estimated size of uait (7 size categories - platcon ihirough
brigade/regiment)

Estimated

Fstimated

Estimated

Estinmated

Estimated

Estimated

Estimated

Fstimated

Estinated

Estimated

type of unit (11 type categories)

nunber

nwnber

number

nuher

numhber

number

aumber

number

number

of

of

of

of

of

of

of

of

of

personnel "collected"

tanks "collected"

APCs and APC-like vehicles "collected"
artillery tubes "collected"

artillery missiles 'collected"

air defense guns "rollected"

missiles "collecied"

aircraft "ccllected"

vehicles not otherwise classified "collected"

Sensing report number f{unique number, assigned by sensor)

Priority of repcrt to unit last processing report ‘1 = within
processor's area of responsibility; 2 = outside,

iiumber of times this unit has been acquired.

(A number of additional items are contained for bookkeeping
purposes, for a total o{ 24 items.)

Figure 3-14. Principal Items in & File Record
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(2) Size of Unit. The model gives extra weight to the target location
in the report with the larger estimated unit size. LIn consolidating the loca-
tion data in two reports, the model picks an intermediate point one third of
the separation distance from the superior unit, after projecting the unit lo-
cation of the file record in the manner described in Paragraph 5d(1) abcve.
1f both report units are of the same estimated size, however, the intermediate
point picked is one half of the same-time-projected separation distance.

{3) Quantity of Items Identified. In consolidating two reports, the
value adopted for quantity of items identified in each of the nine target con-
tent categories is always the maximum of the two report values, The maximum
is also taken for the number of times the unit was acquired.

(4) Resulting File. As soon as the consolidation is completed, the
local priority of the target (defined in Paragraph 5f(l)) is recalculated,
based on the area of responsibility of the unit doing the analysis; and the
type and size of target is again deduced, as described in Paragraph 5c¢, above.
Thus, the size of units in the intelligence file will tend to increase as the
battle progresses. Parent units will tend to emerge as subordinate units are
consolidated; therefore, the intelligence files per se¢ in the model cannot
supply a detailed history of acquisition events. Rather, the intelligence
files, at any point in time, represent the highest level of generalization
reached to date from the details fed in.

f. Filing and Discarding Intelligence Records:

(1) 1lncoming Report Not Redundant. When an incoming sensing report
is deemed not to represent the same unit represented by any record already in
the intelligence file, the incoming report is added as a new entry in the filc,
provided that there is space in the file. Battalion files are limited to 10
records, brigade/regiment files are limited to 20 records, and division files
are limited to 100 vecords. If the file is full, an old record, or possibly
the incoming record, will have to be discarded. To sclect the report to be
diccarded, both the local priority and the latest sensiag time of each report
are considered. The local priority of each report is either 1 (signifying
that the unit represented is within the analyzing unit's area of responsibil-
jty) or 2 (signifying the unit is outsid: the area of responsibility). If
the incoming report has local priority 1, and if there are any priority 2 rec-
ords in the file, the oldest (longest time to last sensing) priority 2 record
is discarded. If the incoming report has priority 2 and all file records have
priority 1, the incoming report will be discarded. If all reports are the
same priority, the oldest report will be discarded.

(2) Incoming Report is Redundant. When an inceming sensing report
15 deemed to represent the same unit as a record in the intelligence file, the
consolidation process described .above, Paragraph 5e, generates one consolidated
record.
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(a) Redundant with One File Record. If only one record in the
file is deemed to represent the same unit, this file record retains its re-
port number, but the other contents of the record are replaced by the new con-
solidated record. A ccpy of the consolidated record bearing the report number
of the incoming report is sent to the Decision Submodel to determine if it
should be routed to otler intelligence analysis centers.

(b) Redurdant with Two File Kecords. If the incoming report is
deemed redundant with two file records, the consolidation prccess occurs twice:
and the results of the first consolidation are carried along by the revised
incoming report and integrated into the second consolidation. Since the first
redundant file record was essentiallv replaced by the first consuvlidated rec-
ord, the resulting first redundant file record does not reflect the second
consolidation; therefore, the resulting first redundant file record is com-
pletely expunged and rerlaced by the topmost record in the file, and the space
formerly occupied by the latter is made available for later additioms to the
file. The second redivndaut file record is retained (maintaining the report
number of the first report to reach the file but containing the results of
both consolidations). A copy of the final consolidated record bearing the re-
port number of the incoming report is sent to the Decision Submodel.

(¢) Redundant with More than Two File Records. If the incoming
report is deemed redundant with more than two file records, the procedure out-
liped in the immediately preceding paragraph is extended. All redundant file
records except the last are expunged and the end of file records are shuffled
into those spaces, leaving spaces at the end of the file. The last file rec-
ord deemed redundant becomes possessor of the highest level of information or
inferences reached, includirg that of the incoming report, but not the latter
report number. Thus, for use in the end~of-period Division Intelligence Sum-
mary, for gamer use, r.aximum possible continuity in renort number ("ID Number'
in the summary report) is maintained to facilitate comprehension of the con-
tents of successive summary reports. This continuity is needed, since no
other unit naming scheme is in effect,

g.- Special Bookkeeping Operations. A number of special operations are
performed by the model in order to keep track of the records contained in the
intelligence files and to show what report was sent to what unit. The latter
provision allows the Decision Submodel to avoid duplicsate transmission of a
report to =n intelligence center that has already received the identical re-
port. These provisions are to facilitate internal operation of the Intelli-
gence and Control Model and will not be described further here.

h. Determination of Time Required for Decision-Making. The last function
performed by the Creative Processing Submodel is determination of the time re-
quired for decisions on whether other intelligence analysis centers should re-
ceive the sensing report after its processing at this center. This time delay
is used to schedule the completion of the decisions. The same procedure is
used for this delay time zs used for processing delay, described in Paragraph
5b above., except that arother input table of average delay times is used. No
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capacity, volume, or queuing is considered by the model. They must be inciuded
in the input rimes. '
i 1

6. DECISION SUBMODEL: ' _ : |
a. General:

(1) Purpose and Scope. The purpose of the Desision Submodel is to
simulate certain decisions concerning the routing, use, or application of the
intelligence collected and processed. The decision functions specifically . '
simulated by this model are: ' ; '

(a) Intelligence Message Routihg. The decisions simulated involve
which units' “ntelligence analysis centers should receive a given processed
sensing report. Also simulated is the delay before the message will be re-
ceived by each designated recipient. :

(b) Fire Support Coordination. The decisions simulated in this
area concern whether an incoming target intelligence report qualifies for a
request for fire support. If the target qualifies, the type of fire support
to be requested is selected; and if the type of support first selected is un-
available, alternate resources are selected. 1 :

(2) Description of Submodel. The Decision Submodel desc::»tion 1s
concerned with two areas, information/intelligence flow and fire qupport
coordination. _ |

b. Information/Intelligence Flow. The information or intelligence flow
decisions made by the Decision Submodel reflect an assum2d information flow :
structure. This structure, applied to both the Blue and Red forces, represents Y
a generalized type of communication network. This structure accommodates a :
single division force. The model uses a set of communication criteria (an in-
put matrix) to decide which unit at which echelon qualifies to receive a par- ;! ;
ticular report, as a function of report content. Actual routing decisions
follow, depending upon whether a qualifying recipient has already received the
identical report. Appropriate delays are inserted from input tables (Reger-
ences 17, 19, 21). : ’ - :

(1) Information Flow Structure. The informatiosn flow structure built
into the model contains three sender echelons: bLattalio.., brigade/regiment, :
and division. The number of units at each echelon of a €orce is part of the ' .
game TOE input. A division artillery unit is accorded by the model to each
division and is also accessible to direct communication from the subordinate
brigades/regiments. The specific flow possibilities are defined below. !

(a) Battalion. A battalion may send a sensing report directly to
the following recipients: \ \




1. Parent division headquarters

2. Parent brigade headquarters

3. Adjacent on-line battalions.

{(b) Brigade/Regiment. A brigade or regiment may send a sensing
report directly to the following recipients:

1. Parent division headquarters

2. Adjacent on-line brigade/regiment headquarters

3. Subordinate battalionms.

(c) Division. A division may send a sensing report directly to
subordinate brigades/regiments.

(d) Sensor. Flow from the sensor to the first intelligence
-analysis center is determined by input data and does not depend on choices
made by the Decision Submodel.

(2) Threshold Matrix:

(a) Concept. Each sender echelon--battalion, brigade/regiment,
and division--has its own threshold matrix, which shows the principal criteria
that must be met by any sensing report for it to qualify for sending to each
of the possible recipients of that sender. To qualify, for a given recipient,
a sensing report must contain values which meet (=) or meet or exceed &) at
least one of the matrix values, which are input in the following target data
categories:

1. Estimated size =

2. Estimated type =

3. Estimated activity =

4. Estimated number of personnel =

2. Estimated number of tanks =

6. FEstimated number of APCs =

1. Estimated number of artillery tubes =
8. Estimated number of ADA weapons -

v woan?
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(b) Example of Threshold Matrix. Figures 3~19, 3-20, and 3-21
are examples of the threshold matrix for battalion, brigade/regiment, and
divisiun senders, respectively. If a cell in the matrix is left blank, no
test is performed on that cell.

(3) Other Criteria. In addition to the principal critcria in the
input threshold matrix, several rules are incorporated in the logic of the
Decizion Submodel, which also limit where a specific report may be sent, with-
in the possibilities of the general flow structure., These rules, mainly in-
tended to prevent excessive flows within the model, are described below.

(a) A maneuver battalion will not send a recirculated report (one
that has not come directly from the sender battalior's sensor) to the adjacent
on-line battalions.

(b) Recirculated reports whose age from last time of seasing is
greater than certain limiting values will not be received by the respective
echelon. Limiting values currently used are 1 hour for battalion level, 2
hours for brigade/regiment level, and 3 hours for division level.

(c) The identical report (no change in content) will not be sent
twice to any unit.

(d) No reports that have been processed through the g 'neral
(nontarget) intelligence channel are sent into the target intellipence channel
to be considered for fire support.

c. Fire Support Coordination. The necessary simulation ot decision-
making in the fire support coordination area requires target intelligence that
may be different from some of the intelligence emanating from general intel-
ligence analysis centers; therefore, a separate target intelligence channel is
provided in the model to convey target intelligence from the sensor through
limited processing steps directly to the point where a decision is made con-
cerning eligibility of the sensing report for fire support. 1If fire support is
justified, a choice of type of fire support (attack helicopter, TACAIR, ground-
based artillery) is made and a request is sent to the appropriate submodel.

If resources are unavailable or weather prevents utilization of the first type
of fire support chosen, that information 1s returred to the Dezcision Submodel.
Then, a second choice is made. If the second choice is also returned, the re-
quest goes automatically to ground-based artillery, if that type had not al-~
ready been chosen. Other details of the fire mission are handled by the re-
spective fire models, based on the information in the sensing report sent
(References 22-24).

(1) Target Intelligence Channel. The target intelligence channel
starts at the sensor, or sensor monitor. A duplicate copy of the sensing re-
port entered in the general intelligence channel is provided specifically for
target intelligence purposes. (See Paragraphs lc, 4c(8), and 4d(7) above.)
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After the sim.lation of rudimentary target intelligence processing, and a
relatively short delay, the sensing report reaches the Decision Submodel.

(2) Qualification for Fire Support. The decision as to whether the
acquired target qualifies for fire support is made with the use of a decision
table. This table is also used for choice of type of fire support. A part
of this decision table is input data (limits of range beyond FEBA for use of
attack helicopters and ground-based artillery), while the rest of the table
is incorporated in the structure of the Decision Submodel. The fire support
decision table provides for 22 different situations, for each of which a pre~
determined decision is supplied. The 22 different situations involve differ-
ent combinations of states or criteria for eight factors concerning estimated
location and nature of target, visibility, and availability of aerial fire
support resources.

(a) Factors Considered. The eight factors considered in the
decision table and the various categories or states attributed to each factor
are described beiow in the order considered.

1. Range from FEBA to Target. The estimated location of the
target is translated by the model into a perpendicular distance beyond the
current FEBA trace, which is established as described in Chapter 2. This per~
pendicular distance is then placed in one of four nonexclusive categories,
based on the input range limit for employment of attack helicopters and the
input range iimit for employment of ground~based artillery. These four
categories of range from FEBA to target are as follows:

a. Within range limit for attack helicopters.
b. Within range limit for ground-based artillery.
¢. Beyond range limit for ground-based artillery.

d. Range irrelevant. Range is ignored in one of the
situations considered.

2. Target Type. The type of target, as inferred by the
Creative Processing Submodel, is the second factor considered in the decision
table. Nine different type categories are comprehended within the decision
table, as follows:
a. Armor.

b. Mechanized infantry.

c. Infantry.

-9

Tube artillery,
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e. Missile artillery.

£. Air defense.

g. Reinforced task force. If a target is so designated,
the decision table considers it to fit in both the armor and mechanized infan-
try categories.

h. Type irrelevant. Type is of no consequence in two of
the 22 situations provided for in the decision table and is thus ignored.

i. High priority target. This category is provided for
high-threat targets such as those with nuclear delivery capability. As pre-

seutls constructed, the model places onlv targets inferred to be missile ar-
tillery type in this category.

3. Target Size. The inferred size of target is the third
factor considered in the decision table. Four nonexclusive categories are
distinguished, as follows:

a. Platoon or larger.
b. Company or larger.

c. Battalion or larger.

d. Size irrelevant. Size is ignored in eight of the 22
situations provided for in the decision table.

4. Target Activity. Target activity is considered fourth by
the decision table. Three nonexclusive categories are defined, as follows:

a. Attacking or moving. Attacking is applicable only to
maneuver battalions. Movirg is applicable to any unit.

b. Attacking.

€. Activity irrelevant. Target activity is ignored in
19 of the 22 situations in the decision table.

5. Blue or Red Force. The fifth factor considered in the
decision table is whether the target belongs to the Blue or to the Red force.
Three of the 22 situations use this factor, while the others ignore it.

6. Visibility. Visibility, the sixth factor, is considered
in 14 of the 22 situations. Two categories are distinguished, as follows:

a. Good visibility. The information pertaining to whether

this criterion is met is determined by the Air Ground Engagement Model.
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b. Visibility irrelevant.

7. Attack Helicopter Availability. The seventh factor
considered is attack helicopter availability. Three categories are distin-
guished, as follows:

a. Attack helicopters available. Availability is
determined by the Air Grouna Engagement model.

b. Attack helicopters not available.
c. Attack helicopter availability irrelevant.

8. TACAIR Availability. The last factor considered is the
availability of TACAIR. Three categories are distinguished, similar to those
for attack helicopters, as follows:

a. TACAIR available. Availability is determined by the
Air Ground Engagement Model.

b. TACAIR not available.
¢. TACAIR availability irrelevaat.

{b) Possible Decisions. The structure of the fire support
decision table permits four possible mutually exclusive decisions to be
reached, depending upon the factors considered. The four possible decisious
are:

1. Target does not qualify for fire support. This target
(sensing report) is dropped from further consideration within the target
intelligence channel.

2. Request attack helicopter fire support.

3. Request ground-based artillery fire support.

4. Request TACAIR fire support.

(¢) Decision Process. To reach a fire support decision, the
Decision Submodel compares the target information contained in the sensing
report with the factor criteria defining one of the 22 situations. If all
the criteria are met for that situation, then the decision reached is the one
assoclated with that situation. The Decision Submodel starts with situation
1 and proceeds to consider the situations in order uatil a situation is found
whose complefte szt of criteria is met by the information contained in the sen-
sing report. The structure guiding this decision process can be described in
terms of a decision table.
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1. Fire Support Decision Table. Figure 3-22 summarizes the
structure jinvolved in thlis decision process. Each line in the figure repre-
sents a situation. The decision process for a given sensing report starts at
the left end of the top line. The process moves to the right as long as each
criterion is met. As soon as any criterion is not met by the information in
the sensing report, the process drops to the left end of the next line. As
scon as the process reaches the decision columns, the indicated decision is
doeclared. If a target does not meet all the criteria in any of the first 21
situations, situation 22 declares that the target does not qualify for fire
support.

2. Example. Assume that a target is inferred to be a battery
of Elue tube artillery located within ground-based artillery range with TACAIR
unavailable to Red force. If ground-based avtillery range exceeds attack heli-
copter range, this target will meet the range criterion of the first 20 situa-
tions. The target will not, however, meet the type criterion of any of the
first 16 situations. In the seventeenth situation, the next three factors--
type, size, and activity--are met, but the force criterion is not met. In
situation 18 the TACAIR criterion is not met. In situation 19, however, all
criteria are met, and the model reaches the decision to request ground-based
arctillery fire support on this target.

(3) Request for Fire Mission. If the acquired target does qualify
for a particular type of fire support, a request is sent to the respective
fire model (Air Ground Engagement Model for helicopters or TACAIR, TACFIRE
Model for ground-based artillery). The first request may be for helicopter
fire support, TACAIR, or ground-based artillery. If the first request is for
helicopter fire support, and if the Air Ground Engagement Model does not have
resources available, or if weather is unsuitable, a rejection message is sent
back to the Decision Submodel. The target is then reconsidered for fire sup-
port, with the knowledge that helicopters cannot be utilized; and a second
request is prepared. The second request may be to TACAIR, or to ground-based
artillery, whichever meets the decision criteria. 1If the second request is
for TACAIR, and if resources are unavallable or weather is unsuitable, a re-
jection message is sent. When both the first and second requests are for air-
craft and both are rejected, ground-based artillery automatically receives the
request. If the first or second request is for ground-based artillery, no
further requests are made. If ground~based artillery receives the request
but does not have Immediate resources available, the request is retained there
in a fire mission backlog. Size and details of mission are in all cases deter-
mined by the respective fire model.

7. REFERENCES:

lL. US Department of the Army, Combat Developments Command. Optimum Mix
of Artillery Units 1975 (Legal Mix III) (U). July 1967. (SECRET).

N
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Army Terms (Short Title: AD). April 1965.
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CHAPTER 4

GROUND COMBAT MODEL

1. MILITARY ACTIVITY REPRESENTED: ,

a. The Ground Combat Model simulates the interaction between the direct
fire weapons of opposing maneuver units engaged in ground combat. o

b. Since combat power may be enhanced by employine combined arms forces:
against the enemy the model permits simulation of the interaction and the
effects of weapons of cross-reinforced units. The effectiveness of the
maneuver unit is largely dependent on the combinations and coordination of
weapon systems within the unit. The distance of separation of weapon systems
is limited so that mutual support is possible when weapon dansity permits.

¢, The impact of the environment is represented in the model. All
movement in ground combat is subject to the constraints imposed by the
environment wherein optimum ability to move forces.by ground is degradad by
the effects of adverse weather, terrain, and visibility. The application of
firepower is largely controlled by the environment since effectiveness of

each weapon system is limited by its associated .target acquisition capabili-
ties. : ' '

(1) Target acquisition' cannot occur unless line of sight exists
between the observer and target. Line of sight may be severely limited due
to terrain roughness, vegetation, and forestation. A firer may lose line
of sight on a moving target before firing a round. A moving target may drop.
out of line of sight during the: time of flight of the round.

(2) Target acquisition is limited by visibility, whether due jto
adverse weather or night cambat operations. Under conditions of reduced

visibility, target acquisition is enhanced by the employment of night vision
equipment. ‘

d. The interaction of each maneuver unit with'an opponent is considered
by the model in terms of a maneuver unit's effectiveness and vulnerability.

(1) The maneuver unit's effectiveness is influenced by the level.of
activity. As the level of activity increases, more weapon systems can
acquire targets. As individual moving weapon systems stop to fire, the unit
movement rate decreases. The possibility of observing an enemy weapon's
signature (i.e., evidence of that weapon firing) increases with the level of

activity. The chance of hitting such a target is less than :against an
observed target. )

Preceding page blank




(2) The maneuver unit's vulnerability is influenced by the level of

activity. A firing weapon system may disclose its position and become a
target for enemy fire.

e. The Ground Combat Model relies heavily on the existence of data to
describe weapon/ammunition effectiveness against varying target types in a ‘
combat situation. The model also requires data t~ describe the target
acquisition capabilities of all employed sensor types other than unaided
vision.

I
2. MODEL DESIGN:

a. Model Structure. The Ground Combat Model processes an engagement by
examining the interaction between each attacker-defender pair among all
surface units in the engagement. The eungagement between each pair is
represented by modeling the following five areas: wunit geometry, target
acquisition, firepower potential, firepower effectiveness, and assessment.
The Ground Combat Model is modular since there is a separate submodel to

paerform calculations in each of the five areas. Flow through the Ground
Combat Model is depicted in Figure 4-1.

(1) Unit Geometry: ﬂ

(a) All combat units are represented as being bounde.i by
rectangles of variable width and depth. Each such rectangle is further
subdivided into as many as four rectangular bands of equal area. Each band
contains a predetermined percentage of the unit's total equipment of each
type based upon the unit type and mission. Equipment of each type in each
band is distributed uniformly. Participation in an engagement iz limited
to direct fire weapons and targets in the band nearest the enemy.

‘ " (b) Associated with each engaged unit is a specified location,

'a velocity (possibly zero), and coordinates of its objective location. From
these values a vector specifying both the magnitude and direction of velocity
can be constructed. The difference vector of the two units' velocity vectors
yields the relative velocity of the units, another vector. This vector
,specifies a unique direction and magnitude on the battlefield. The orienta-
tion of each engaged unit pair is determined by requiring the front of each
unit to be perpendicular to this direction. The closing speed is the
magnitude of the relative velocity. This scheme is depicted in Figure 4-2
fcr the special casv of a stationary defender. In Figure 4-~2 the locations
of one defender (on the left} with zero velocity and one attacker with
velocity directed along the broken line are shown for successive engagement
itevations (from top to bottom). The dashed rectangle represents the defender's
orientation, and the length of the arrow along the direction of movement
corresponds to the magnitude of the relative velocity.

: (c) The initial velocity (at a separation of approximately 3
kilometers) is specified as a function of mission type. The actual velocity

' . 4"‘2
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is determined by compariug the specified velocity with the mobility class
rates from Movement Model data. If this specified velocity does not exceed
the mobility class rate of any mobile weapon system in the front band of the
unit, it is considered to be the actual initial velocity. If the specified
velocity does exceed one or more mobility class rates, the slowest of these
rates is substituted as the actual velocity of the unit. All moving weapon
systems are considered to move at their maximum rate, the difference in unit
and weapon system rates being attributable to a difference in postures among
the elements. The following weapon system postures are considered:

1l. Stationary.

2. Advancing at its mobility class rate.
(d) Based upon the initial unit separation, relative velocity,

and engagement duration the Unit Geometry Submodel determines the initial

and projected final line of sight probabilities. A change in the line of

sight probability of more than 0.1 is deemed unacceptable, and the model

intevrnally breaks the engagement duration into as many iterations as necessury

to attain a probability of line of sight change of less tharn 0.1 for any
iteration.

(e) The Urit Geometry Submodel then positions each unit ..idway
between its initial and final locations for the engagement iteration being
processed and assigns areas of responsibility to each weapon of the unit.
Areas of responsibility are assigned to each weapon based upon the concept of
mutual support. The scheme for area assignment is depicted in Figure 4-3.
Figure 4-3 shows each actively engagei portion ¢f the enemy unit covered by
at least two weapons, with some areas covered by three or more weapons. (For
computational efficiency the single coverage region, in the general case
where 5 percent or less of a unit's rounds are delivered, is ignored, having
a minor effect in the overall assessment of casualties.) This figure also
demonstrates the model's capability of allowing a unit to concentrate its
strength on a portion of the enemy unit. This capability is a result of the
unit geometry orientation scheme.

(f) Once the active individual weapon's area of responsibility
has been determined, the number of each target type active within this area
is determined assuming uniformly distributed targets. Weapon systems and
targets laterally displaced away from the edge of the enemy unit as illustrated
in Figure 4-2 are not considered active. For each searching weapon system
only nonzero priority target types are considered. (Weapon target priorities
are discussed under firing doctrine below.) The number of targets within
each weapon system's area of responsihility is then broken down to the number
within that area that are covered two, three, or more times; and the range
to the center of each type coverage region is calculated. Targets within
each type coverage region are further distributed among possible activities
in the two postures defired above. Four target postures are considered:

4-7
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1l. Stationary and not firing. ;
2. Stationary and having fired one round.

3. Stationary and having fired two or more rounds.

4. Advancing and not firing.

(2) Target Acquisition:

(a) Target acquisition methodology is based upon modifications
of the IMPWAG report (Reference 3). ¥or each priority target type in each
posture in each coverage region type, the probabiiity that the observing
weapon system is looking at this target is calculated. Given that the
observer is looking at the target, the probability that the target's apparent
contrast is detectable is calculated. Apparent contrast is a function of
the target reflectance, vegetation, season of the year, time of day, and
weather. Given that the observer is looking at the target and that its
contrast is detectable, the probability that line of sight exists between the
observer and target is celculated. Line of sight probability is calculated
using an equation from a Ballistics Research Laboratory study, where the
variable parameter has been expanded as a function of terrain, forestation,
target type, and target posture. This line of sight vparameter is discussed
in detail in Volume VI, DIVWAG Data Requirements Definition.

(b) The probability that the observer detects nothing is
calculated using these detection probabilities along with the numbers of each

target type, in each posture, in each coverage region type that were calculated
by the Unit Geometry Submodel.

(c) This prcbability is combined with the probability of
nondetection of all other sensor types (appropriate to the existing conditions)
at the observer's disposal. The capability of each other sensor type comes
from fitting curves to existing experimental data. Finally, the probability
that the observer detects at least one priority target is calculated. The

expected value of the time to detect at least one target and fire is deter-
mined from this probability.

(d) Pinpoint probabilities are considered within the Ground
Combat Model as follows. Based upon the total number cf rounds fired by
targets in postures 2 and 3, the probability an observar sees a stationary
weapon that fires either one or two rounds is calculated. From this prob-
ability and a weapon's single-round pinpoint data (pregame input), the number
of observers who pinpoint a target and do not visually observe any other
target is calculated.
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(3) Firepower Potential:

(a) To the =sxpected value of the time to detect at least one
priority target is added the average time to aim, fire, and deliver a round.
This number is used with the line of sight probability and the number ot
weapons to determine the number oi rounds this weapon system fires. Weapon
target priorities are pregame input as follows: A rumber between zero and
eight is assigned for each weapon targei pair. Zero indicates that this
weapon does not fire at this target type. One indicates that this target
type is of highest priority for this weapon typve. Increasing numbers indicate
lower priority targets. Pinpointed targets are automatically considered
lowest priorities. As ammunition expenditures reach varying percentages of
the initial supply, lower priority targets are dropped from the list.

(b) 3Based upon the total number of rounds fired, the weapon
targetr priorities, and the target acquisition informat:i- n, the number of
rounds fired at each target type in each posture in each coverage region
type is determined. '

(4) Firepower Effectiveness:

(a) The number of conditional casualties is calculated for each
target type in each posture in each coverage regicn type based upon the
total rumber of rounds fired at it. The probability of a hit and the kill
probability given a hit are calculated by first determining the hit prob-
ability on a standard NATO target at this range (using linear interpolation
between kncwn values), using this hit probability to calcualte the weapon's
error at this range, and finally calculating the hit probability based upon
the target's presented area. The kill probability given a hit assumes a
linear function in range with known slope and intercept. Applying the
firepower potential within the framework of the coverage scheme (see Figure
4-3; to account for multiple hits, the number of conditional casualties is
calculated.

(b) Based upon these conditional casualties the target's
survival probability against each weapon type is calculated and aggregated
into a net survival probability against all weapon types. The probability
the target s killed by at least one weapon type is then calculated and
applied to the number of active targets to generate conditional casualties
for assessmert.

(5) Assessment:

(a) The adjustment to real casualties is similar to the treatment
of DIVIAG II, which provides a method of correcting for the simultaneity
associated with return fire.

a4 -~ & mmmna
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(b) The Unit Status File of each engaged unit is upcated at
the end of each engagement period to reflect all losses, expenditures, and
consumption. E£ach unit is relocated to its coordinates attained by the end
of the engagement period. The final movement rates of the engaged units
are determined from the level of activity and placed on each Unit Status File.

(c) A sensing report is prepared and supplied to the Intelligence
and Control Model. Estimates are made as follows:

1. Estimated movement rate does not include lateral movement.

2. Estimated x and y coordinates are the coordinates of the
center of the engaged portion of the unit.

3. Estimated direction of movement is perpendicular to the
front.

4. Number of items detected in tanks, APCs, other vehicles,
and personnel (from the detection probabilities discussed under target
acquisition, Paragraph (2) above).

5. Time of detection is the expected value ot the time to
detect (discussed under target acquisition, Paragraph (2) above).

(d) The sensing report of each unit is examined to determine if
the target unit qualifies for mortar fire. If it does, an area fire event
for mortars is scheduled.

b. DIVWAG Model Interface:

(1) External control of the initiation of a ground combat engagement
is effected through the DSL commands ADVANCE, PREPARE, and ENGAGE. A list of
all surfare units to participate in a battle is included in the battle para-
graph. An ADVANCE order is required for each attacking unit on this list,
and a PREPARE order is required for each defending unit. These crders serve
to define the proper unit widths, depths, band structures, and densities,
as well as to provide each attacking unit with a velocity to enter the
engagement. The system automatically issues the ENGAGE order 15 minutes
fcllowing the game time when the front-to-front separation of any two opposing
units listed in a battle paragraph has reached 3000 meters. The initial
activation of the Ground Combat Model simulates the engagemen: that has
occurred during this 15-minute interval and updates each participating unit's
location, velocity, loss, expenditure, and consumption data to the current
game time.

(2) Following every ground combat interval a sensing report is
passed to the Intelligence and Control Model by each participating unit.
Air ground or area fire events may be scheduled as a result of these reports.
The interfaces of the automatic portions of the Area Fire/TACFIRE Model and

4-11
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the Air Ground Engagement Model with the Intelligence and Control Model are
described in detail in Chapter 3. Mortar fire events scheduled in Ground
Combat, discussed in Paragraph 3, are assessed by the Area Fire/TACFIRE Model.

i31) The time interval of each subsequent activation of the Ground
Combat Model is automatically scheduled subject to the conditions expressed
in the battle paragraph and the scheduling of air ground engagements. The
scheduled period is computed from a comparison of rhe loss rates generated
during the last time interval and the battle conditions. If an air grcund
engagement is also scheduled to occur during this period for any one of the
participating units, the scheduled period is reduced such that the Ground
Combat Model simulates the engagement activity up to the time of the air
ground engagement. The ground combat time interval is not affected by the
scheduling of area fire events. It is assumed that the applied firepower of
these models is not directed at common targets; if so, the effects of one
model will dominate in the assessment.

(4) The above process is repeated until a battle condition is reached
that terminates the engagement.

(5) The Ground Combat Model, interfaced with the balance of the
DIVWAG Model, provides the following capabilities:

(a) Seventeen surface and air units for each foice may engage
in each battle.

(b) Each surface unit may employ eight types of weapon systems;
e.g., tanks, APCs, and recoilless rifles. Sixteen weapon/ammunition
combinations may be distributed among each unit's weapon systems.

(c) The model is capable of describing as many as 10 types of
sensors, including unaided vision.

3. SUBMODEL SPECIFICATIONS:

a, General. The Ground Combat Model contains five major submodels that
treat the areas of unit geometry, target acquisition, firepower potential,
firepower effectiveness, and assessment within one pass tkrough the model's
unit-pair and time cycles. A driver routine is also required to establish
the program interface between the Ground Combat Model and the DIVWAG Model,
establishing the basic unit-pair cycle for the modzl dealing with one pair
of opposing units at a time. To simplify any future resquirements for model
improvement the major submodels have been designed to operat: independently
of each other to the extent practicable. The integrated model does, however,
require an extensive flow of information among the submodels. Figure 4-~4
is a schematic of the flow of information among submodels; the essential
coatent of this flow is identified below.
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(1) The model driver supplies the Unit Geometry Model the following
information:

(a) The Unit Status File of each engaged unit in attacker-
defender pairs.

(b) The mobility class rate for each element in each unit.
(c) The visible range.
(d) The background reflectance within each unit.

(e) The line of sight parameter of each target element in each
of two exposure postures.

(2) The Unit Geometry Submodel provides the Target Acquisition
Submodel the following information:

(a) Number of actively engaged weapons of each type.
{p) Sensors employed by each weapon type.
(c) Duration of the engagement iteratiorm.

(d) Area of responsibility for each weapon withiu the enemy
unit resolved into double, triple, and quadruple coverage subareas.

{e) Range to each subarea.

(f) Number of actively engaged targets of each type within
each subarea in each of four postures: advancing, statiorary and not firing,
stationary snd have fired one round, and stationary and have fired two or
more rounds.

(3) The Target Acquisition Submodel provides the detection
probability for each weapon type against each target type in ezch posture
in each subarea to the Firepower Potential Submodel.

(4) The Target Acquisition Submodel provides the line of sight
probability for each target type in each posture in each subaresa to the
Firepower Effectiveness Submodel.

(5) The Target Acquisition Submodel provides the nuuber of detections
by forward cbservers, resolved into tanks, APCs, other vehicles, and personnel;
and the time oi detection to the Assessment Submodel.

(6) The Firepower Potential Submodel provides for each weapon type
the number of rounds fired at each target type in each posture in each
subarea to the Firepower Effectiveness Submodel.
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(7) The Firepower Potential Submodel provides the total cond1tional
rounds fired by each weapon type at each target type to the Assessment
Submodel. ' !

(8) The Firepower Effectiveness Submodel provides the coenditional
losses of each target type due to each weapon type to the Assessment Submodel

(9) The Assessment Submydel provides the actual rounds tired 1osses,
and the sensing report to the Unit Geometry Submodel. ‘

‘ (10} The Unit Geometry Submodel provi&es all updated files and '
} records to the driver. \

[ b. Ground Combat Model Driver (Initiation Phase): ' '

] (1) Generrl. With the exception of the sensing report that serves
as the interface with the Intelligence and Control Model,. all system inter+’
P face requirements are treated by the Ground Combat Model driver routine.

(2) Unit-Pair Selection and Cycling. The Ground Combat Model is
designed to treat one pair of opposing units at a time. Figure 4-5 depicts
a more general battle situation involving four surface units. ;In this
example the initial activation of the Ground Combat Model would occur when
unit Ap, the leading attacking unit, approaches within 3 kilometers of unit

, the defending unit. The ground comhat event is scheduled 15 minutes
a%t:er the time this occurs, and the first pass through the wmodel simulates’
the engagement interactions of all four units during this 15-mipute time
interval. The Ground Combat Model driver breaks this single pass through
] the model into as many passes as are required to consider all attacker- '

defender pairs. 1In the example, Figure 4-5, three such passes are necessary.
! The order of the passes is unimportant and generally corresponds to ‘the !
order in which the units are listed in the, battle paragraphx

-

(3) Data Acquisition and Conversion. Following the selection of
a pair of opnosing units, the Ground Combat Model drivetr prepares the
current data base for the model. The constant data describing weapon/target
b characteristics is obtained from one of two distin¢t data records corresponding
to either Red attack and Blue defend or Bllue attack and Red defend. The
initial number of weapons and targets in the leading band of each of ‘these
tvo units is obtained from their Unit Status Files and the distribution of
equipment within each unlt. Environment files.are accessed as indicated
below. )

(a) The roughness and vegetation (RV) index and forest type index
are averaged over the leading band of each unit. If the average RV index is
greater than 5, the terrain is considered poor; otherwise, it is considered
good. If the average forest index is less than 0:5, the terrain is considered
to be unforested; otherwise, it is forested. ' The terrain and forest type |,

! at the site of each unit is then used to determine input values for the line
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of sight parameters for each target. The average index 1s used to select the
appropriate background reflectance.

(b) The visible range is obtained from the weather file.

(c) The sky-ground ratio (i.e., the relative brightuess of the
horizon and background) is determined by interpolating between values
corresponding to looking into the sun and looking away from the sun, based
upon the current time of day or night and the positions of the urits.

¢, Unit Geometry Submodel:

(1) General:

(a) The primary function of the Unit Geometry Submodel is to
determine the porcior of attacking unit and the portion of defending unit
which engage in combat with one another. Referring to Figure 4-~5, attacking
unit A, engages only a portion of unit Dj,and Dy is simultaneously concen-
trating part of its force against unit A; and part against A3. The front
of that portion of the unit that is actively engaged within each attacker-
defender pair, the engagement front, is determined by the Uait Geometry
Submodel. The submodel alsc computes the front-to-front separation of the
units.

(b) The Unit Geometry Submodel also has the capability of
breaking the scheduled combat interval into smaller time periods that can be
modeled with greater accuracy. Because most combat functions depend on the
probability of line of sight, a change in line of sight probability of more
than 0.1 in a single pass through the model is deemed unacceptable for
satisfactory results. If the relative position and movement of the units
is such that the line of sight probability changes by more than 0.1 in the
scheduled pass through the model, the Unit Geometry Submodel divides that
one pass into as many internal iterations as necessary to maintain a change
of less than 0.1 in the line of sight probability within each iteration.

{c) Within each iteration the Unit Geometry Submodel controls
the flow through the other submodels for two distinct phases corresponding
to the firin~ attack unit and the firing defend unit. For each phase, the
coverage pattern of each weapon system type within the firing unit is
calculated. This submodel also determines the number of each type target
within each type coverage region.

(2) Front-to~-Front Separation:
(a) Figure 4-6, an enlargement of a portion of Figure 4-2.

defines the variables used to determine the front-to-front separation and
the engagement front. The variables in Figure 4-6 are described below:
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(XA,YA) = Attacker's initial position
(Xp,Yp) = Defenaer's initial position |
(XA,YA) = Attacker's objective position
(XS,YB) = Defender's objective position
Vao = Attacker's initial velocity
Vp = Defender's initial velocity
u = X-component of Va
v = Y-component of vp
w = X-component of vp
z = ‘{-component of vp
V. = Relative velocity
Vx = X-coroounent of Ve
vy = Y-component of Ve
Dy, = Depth of attacker
Dp = Depth of defender |
Wp = Width of attacker
Wy = Width of defender
Si = Front-to-front separation

Wo = Engagement front

(b) Figure 4-6 shows that the front-to~front separation may be
related to the distance between the units' centers, C, by Equation 4-1:

1 = Ccos B~ (D, +Dp) / 2 (4-1) i
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where f3is the angle between the units' relative velocity and the line

connecting thelr centers. 3 must be related to known variables to complete
the calculation.

(c) Deflning § as the angle between the relative velocity and
th x-axis and ¢ as the angle between the line connecting the units' centers
and the x-axis, further examination of the figure reveals the following
relation between 8, #, and ¢ :

B+ (90 ~6) = 90 -¢ (4-2a)
or:

,3 = 0 L ¢ (4"2b)

(d) 1In order to find 4 it is necessary to determine the relative
velocity. From Figure 4-6 it is seen that the velocity components of the
two units can be expressed by Equations 4-3:

u = v, cosh A (4-3a)
v = v sing A (4-3b)
w = v, cosf D (4=-3c)
z = v sing D (4-34)

where N and ¢, are defined in the figure. The components of the relative
velocity are tge difference of the individual units' components as expressed
in Equations 4-4:

Vg = uU-~Ww (4~4a)
vy = vV -2 (4-4b)

and 0 can be determined from Equation 4-5:

# = tan " (v /v (4-5)
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Substituting Equations 4-3 into Equations 4~4 and the result into Equation {
4-5 leads to the expression of # given in Equation 4-6. |

6 = tan ! [{v, sing A = Vp siné p / (vy cosf , - vpcos D)] (4-6)

(e) The angles ¢, 0A and § ., can be expressed *n terms of the
units' initial and objective coordinates using Equations 4-7:

$ = tan ' [(Y, - Yp) / (X, - Xp] (4-7a)
0a = tan'l [(Y4 ~Y}) / (X, - X)] (4-7b)
op = tenl [Qp - Y) / (X - %p)] (4-7¢)

Substituting Equation 4-2b into Equation 4-1 and using the trigonometric
identity cos(x-y) = cos x * cos y + sin x * sin y, S; may be expressed by
} Equation 4-8:

§; = C(cosf cos¢ + sing sing) - (DA+ Dy / 2 (4-8)

Using Equations 4-4, 4~5, and the trigonometrié identity cos x = 1 /Vl—i-t:anzx,
cos § 1is expressed by Equation 4-9:

1 /J 14+ tan20

(w-w / Y-+ (v- 2

]

coe #

2

(u - w) /Jvﬁ + vlz) - 2(uw + vz)
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By using the same identity and Equation 4-7a, cos ¢ can be expressed by

Equation 4-10:
2
cos ¢ = 1/4 1+ tan"¢

2 2
- Ky - X) /YK - X (=Y

where C is the distance between the units' centers. Using the trigonmetric
identity sin x =1 /Y (1 / tan?x) + 1, Equations 4-4, &~5, and 4-7a lead to
similar expressions for sin@ and sing:

singd = (v - 2z) /JVAZ + vD2 - 2Quw + vz) (4-11) s
sing = (YA -Yp) / C (4-12)

(f) Finally, substituting Equations 4-9 through 4-12 into
Equation 4-8, S; is expressed by Equation 4-13:

S, = [(XD- Xz(u-w) + (YD —YA.) (v - 2)]

/J;AZ + VD2 - 2(uw + vz) - (DA + Dy) / 2 (4-13) {

where u, v, w, and z are calculated from Equations 4-3 to be the following:

u o= v,(&, - X,) /J (&' - )% + (1 - 1,)? (4-142)

4-22
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z = wp(t, - Yp / J(XD' -xp2 40y - yp? (4-14d)

(g) If the value of S; is negative the engage order is ignored.
If the value of S, is positive but less than or equal to 50 meters a check
is made to determine if the units are attempting to get closer tngether. If
the geparation is decreasing with *ime, S; is set to 50 meters and both units
are stopped. If the separation is increasing with time, the value of §j in
Equation 4-13 is used.

(3) Internal Iterations:

(a) Based upon the relative velocity, v., of the two units
calculated by Equation 4-15:

A =J(u - w)2 + (v - z)2 (4-15)

their initial separation given by Equation 4-13, and the engagewent durationm,
te, the final front-to-front scparation, S¢, is calculated using Equation
4-16:

S¢ = max(Sy - v.tes 51) (4~16)

The maximum is used in Equation 4~16 to prevent the units from getting ..oser
together than 5,, where S; is the limiting separation which can be treated
adequately by the model. Model design requires S; to be greater than zero;
however, the best choice must be detevmined from model testing. The current
version of the Ground Combat Model imposes a limiting separatiun of not less
than 50 meters.

(b) In Equation 4-16 t, is first equated to the scheduled
engagement duration, t.. The line of sight protabilities at ranges
corresponding to both the initial and final separations are computed using
Equation 4-17 from the Ballistics Research Laboratory study, Terrain and
Ranges of Tank Engagrments (Reference 2).




P —

)

:
4
LA** P A S s

-2r 4 T

Pios(t) = (A+2r/ 7D e (4-17)

A check is then made to determine if the resulting line of sight probabilities
gsatisfy the inequality of Equation 4-18:

If Equation 4-18 is satisfied the scheduled engagement duration is treated
by a single pass through the Acquisition and Firepower Submodels.

(c) Figure 4~7 is a typical plot of Pjgg versus range, using a
value of 0.6 kilometers for ¥ in Equation 4-17. An examination of this
figure shows that in regions I and III there is no significant change in
;08 for subetantial changes in range. It will be shown in the descriptions
o% the Acquisition and Firepower Submodels that the level of combat activity
is strongly influenced by the probability of line of sight. Accordingly a
situation in which the separation and movement of the engaged units corres-
ponds to a substantial portion of region II in Figure 4-7 is treated as a
series of smaller movements.

(@) If Equation 4-18 is not satisfied, t. is equated to tg / 2
in Equation 4~16 and another test is made of the inequality of Equation 4-18.
This process is repeated by incrementing n until some te = tg / n is found
which satisfies the inequality. This value of to represents the time
interval of the first iteration through the remairing submodels. The
remaining echeduled duration of the engagement is determined using Equation
4-19:

tg =t -t (4~-19)

Following the assessment of the first iteration the entire process beginning
with the calculation of front-to~front separation using updated variables is
repeated. The Unit Geometry Submodel continues to generate successive
iterations through the model until the requested engagement duration has
been completed.

{4) Engagement Separation, Velocity and Front:
(a) For each iteration the engagement separation is computed

using Equation 4-20 which places the units mid-way between their initial and
final locations:
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Figure 4-7. Line of Sight Probability versus Range (km) for t = 0.6 km
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S¢ © (84 + S¢) /2 (4-20)

(b) Since 5¢ of Equation 4-16 may be ilimited by the value Sji,
the unit's velocities are redefined to force them to stop at a separation of
50 meters. The engagement relative velocity is defined by Equation 4-21 and
is equal to v, unless Equation 4-16 was limited by S;. Both the attacking
and defending velocities are multiplied by the ratio vge / v, to determine
the engagement velocities.

Vye ® (Si - Sf) / te (4-21)

(c¢) The engagement front is determined by examining its
dependence on the value of d' defined in Equation 4-22 and illustrated in
Figure 4-6.

dq4' = Csinf

= CJI - coszﬂ (4-22)

Substituting Equation 4~1 for cosf and evaluating the result at the
engagement separation, S,, leads to Equation 4-23:

dt -JC2 - [Sg + (DA + Dy / 2]2 (4-23)

A close examination of Figure 4~6 shows that when d' actains the value

(1 / 2) (wp + wp) the units are laterally offset from one another and the
engagement front Is zero. Aslong as d' is less than one half the absolute
difference of the units' fronts, the engagement front is equal to the front
of the more narrow unit. In between these limiting values the engagement
front is linear with respect to d'. These three cases are listed oelow and

illustrated in Figure 4~8.

Case 1. d'>1/2 (wy + wD), Wy =0
Case 2. 1/2 |wA - WD‘ <d' «<=1/2 (wy + wD), w, linear in d'

Case 3. da'<1/2 ‘WA - wD' . we = min {WA’ WD}

4-26




-~

| padeuban Baaad

aba P Sy 1

CASE1:d'2tw, + wp)/ 25 W, 00
q
Y
- iﬁ.,:- 1 We
.f d {
+..- X 2 e mamen omenmom amd e
‘|
casze: |wy=wp|/2<d'ctwyewp)re;
Wq I8 LINEAR
L]
] \E{
-] Fefom--- -
3 § T
IO EU L\
\ " :
CASE3: 2g' S | Wa #Wp|; Wy = MiINIW, W)
Ve
P t
o +-1----- =)
U ) R—
:{ (Wt wp)/2
]
Figure 4-8, Relatlionship Between the Engagement Frontage

and the Variable d'




Imposing the boundary conditions provided by Cases 1 and 3 above to the
general form w_, = md' + b, where m and b are the slope and intercept, the
solution for Case 2 is provided by Equation 4~-24:

v, = 2min {wA,wD} {d' - (wy + wp) / 2}/ [IwA - wDI = (wy +wp] (4-24)

The general equation to apply to all three caces takes the form of Equation
4~25:

W = 2min (w,, wp) min[max(d','wA - WD' /20, (wy +wp) [ 2)] (4-25)
- [(wA + wD) / 2)1 / [lwA - wDI - (wA + WD)]

Making use of tne identity of Equation 4-26 and pulling the factor ot 1/2
outside the brackets, the final form of the equation to compute the engage-
ment front reduces to Equation 4-27:

|x - yl - (x+y) = -2mn(x,y) (4~26)
e = (wA + wp - min{max{Zd' . lwA - wDi ],wA + wD})IZ (4-27)

The front cr iputed using Equation 4-27 is shown as shaded regions in
Figure 4~5 for each of three units attacking simultaneously.

(5) Coverage Pattern:

(a) Figure 4-9 is an enlargement of a portion of the target unit
of Figure 4-10, and both serve to define the variables used to dateimine the
areas and ranges to each type of coverage region. The area of each type
coverage region is required to determine the porticn of the target unit and
the number cf targets with which each weapon can interact. The range to
each type coverage region is required to determine target acquisition
capabilities that depend strongly on the observer-target separation. Although
the problem is mot addressed explicitly, an angle of responeibility (7, in
Figure 4-10) =cknowledges interweapon communications by allowing a veapon to
acquire a target outside this angle and not fire at it. In Figure 4~10, S,
is the separation, defined by Equation 4~20. In this example the weapon unit
width, wy, the target unit width, wyp, and the engagement front, wo, are equal.
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We is defined in Equation 4-27. The depth of the target unit's leading band
is dp, where dp; and dpy show the coverage pattern in two pussible unit sizes.
If f31 is the fraction of weapon system i in band 1 and Ny is the initial
number of weapon system i on hand, then the number of weapon svstem i which

is active 1s given by Equation 4-28:

ni = filNiwe / Ww (4"’28)

n; is truncated to an integer value and the interweapon spacing, H, is computed
using Equation 4-~29:

H o= wo/ (ny -1 (4-29)
The ny active weapons are assumed to be equally spaced along a line a depth

X into the weapon unit. The depth X is related to the expected value of
the line of sight probability by Equation 4-30:

Se-*‘-ck7
X =./;’ Prog () dr (4-30)

e

Substituting Equation 4-17 for Pj,q(r) and performing the integration yields
Equation 4-31:

_ =23 [t o =2(S, + /T
X = (Sg+71)e ¢ ~(Sgtdy+r)e et (4-31)

where r is the line of sight parameter and d, is the depth of the front band
of the weapon unit. To prevent placing the weapons behind the center of the
front band, X is redefined by Equation 4-32:

X = Min(X, &,/2) (4-32)

Figure 4-9 shows that che first intersection of coverage lines within the
target unit occurs at a depth inte the target unit, labeled d; in Figure 4-9,
of (1/2) (S + X). Calculation of the coverage areas is most conveniently
troker into two cases: 0 <dr< dy and dy x dp = 2d;.




1. The distance d in Figure 4-9 rorresponds to the case
where the first intersection of coverage lines occurs behind the target unit's
leading band. In this case no portion of the unit is covered by more than
three weapons. The area of one triple coverage region is:

Ag = dL, / 2 (4-33)
but from similar triangles:
Ly/d = H/ (Seg+X) /2 (4-34)

Solving Equation 4-34 for Ly and substituting the rasult into Equation 4-33
leads to Equation 4-35¢ {

Ay = H+d?/ (s, X (4-35)
F The area of one double coverage region is:

Ay = [(L3+1H) /2]d (4-36)
{ but from the figure:
l Ly+Ll; = H (4-37)

Solving Eguaticn 4-37 for Lj, substituting Equation 4-34 for L, and inserting
the resuit intc Equation 4-36 leads to Equation 4~38:

Ag = (H—L2+H) +d /2

.22
= H*d-1/2 H_d
1/2(S, + X)

= H{d- d®/ (s, + D] (4-38)

In this case there is no quadruple coverage region within the leading band
' and hence A; = 0. The ranges to the various coverage ragions are taken to
be the distances from the observer to the points within each region where
there are as many targets within the range as peyond it. Since targets are
uniformly distributed within each region, the depth into each region which

4-32
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divides the area in half is required. From Figure 4-9 similar triangles
relate dy, Lg, d, and J.p according to Equation 4-39:

d/dy = Ly / Lg (4-39)
The requirement of dividing the area in half is expressed in Equation 4-40:
Lgdg / 2 = (dLp / 2)/ 2 (4-40)

4

Solving Equation 4-39 for Lg, substituting into Eqution 4-40, and solving
for dyp leads to Equation 4~41:

{Lodg / d)(dpy / 2)

dL, / 4
42 = a2/ 2

d /42

0.707d (4-41)

[}

dp

Thus, the range to a triple coverage region i{s given by Equation 4-42:

R3 = S, +X+0.707 - d (4-42)

It is next required to determine the distance dj that divides the trapezoid

into two equal areas. Machematically this requirement is stated in Equation
4-43:

(Ly+H) *d3 /2 = [(Ly+H) *d/2]/2 (4-43)
Substituting Equations 4-34 and 4~37 for L, into Equation 4-45 yields

Equation 4-44:

Ly +H) - dy = HId=-d?/ (5, + X)) /2 (4-44)

4-33
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From Figure 4-9 it is seen that Equation 4-45 relates dj to Ljy:
Se+X)/2H = [(S,+X)/ 2-4d4] /1Ly (4~45)

Solving this equation for Ly and substituting the result into Equation 4~-44
leads to the e«pression in Equation 4-46 for dj:

d3% =~ (Sg+X) " dy+ (S +X) (d-a2 / [Sg+X]) =0  (4-46)

This equation is immediately solvable using the quadratic equation yielding
Equation 4-47:

d3 = 12 Ge+X) —|U/h S+ 07 - Ge+ N a/2+d /2 (4-47)

where inspection of the result led to the choice of the minus sign. Thus
Ry is given by Equation 4-48:

Ry =3 (S, +X) /2 --J(se+x)2 - 2(8 +X) * da+ 2d° / 2 (4-48)

2. The distance dg in Figure 4-9 corresponds to the case
where dj < dp < 2d;. In this case part of the target unit is covered by
four weapons. The area of the double coverage region is constant at the
value it has for d = d3. Substituting dj = (S, + X) / 2 into Equation 4-38
leads to Equation 4-49:

Ay = H (S, +X) /4 (4-49)

The area of a triple coverage region is the sum of the areas of the triangle
defined by d = d; and the remaining trapezoid to the right of this line, as
indicated in Equation 4-50:

Ay = [H (Sg #+X) / 2} / 2+ H[ d~ (Se + X)

[ 2-0[d=-(Sg+X) / 212/ (5,+ %] (4-50)




R aamame s o

-

rv‘- T

The second term in Equatlon 4-50 results from substituting d - (So + X) / 2
for d in Equation 4-38, which described a similar trapezoid. Equation 4-50
may be simplified to the form of Equation 4-51:

Ay = H[2d - d% / (S, +X) - (Se + X) / 2] (4-51)

There is a portion of the target unit covered by four observers. The area
of the quadruple coverage region is that of a triangle idencical in shape to
the triple coverage region of Case 1. In this case the quadruple coverage
area may be expressed by Equation 4-52:

A, =H[d=- (S, +X) / 212/ (¢ + (4-52)

that results from the substitution of d - (Sg + X) / 2 for d in Equation 4-35.
The range to the doutle coverage triangular area is determined by letting
d = (Sg + X) / 2 in Equation 4-48. The result is expressed in Equation 4-53:

Ry = 1.146 (Sg + X) (4~53)

To determine R3 it is necessary to find d4 that divides the area formed by
the triple coverage triangle and trapezoid in half, as expressed in Equation
4~54:

Lydy /2 = H[2d - a% [/ (Sg+X) - (Sg+X) / 2] /2 (4-54)
From the figure it is seen that Equation 4-55 relates L, to Ls.
Ly / dy =H/ (Sg+X) /2 (4-55)

Solving for L; and substituting into Equation 4-54 yields, after some
rearrangement, Equation 4-56:

4y =ydGe+ % - a2~ e+ 0%/ 4 (4-56)

Py Y G
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Thus, Rj can be determined by Equation 4~57:

R, = So+X+ d(se+x)-d2/2-(se+x)2/4 (4~57)

3
R, 1s very similar to the Ry for Case 1 and is expressed by Equation 4-58:

Ry =3 (B +X)/2+.707 [d-(Sg+X) /2]

= 1.146 (Sq + X) + .707 * d (4-58)

(b) Referring to Figure 4-10 it is seen that there are a total
of nj-1 double coverage regions, nij-2 triple coverage regions, and nj-3
quadruple coverage regions. Thus, the total area covered is given by
Equation §-59:

A = (ng-1) Ay + (ng-2) Az + (n4-3) A, (4-59)

(c) The angle of responsibility for ar individual weapon is
given by Equation 4-60:

Y= 2 tan"l [# / (S, + X)] (4-60)

(6) Target Distribution:

(a) The number of active targets is detemmined as for active
weapons and expressed by Equation 4-61:

“P'.
L}

£41 my We/Wy (4-61)

where:

ms" = number of active targets
fjl = fraction of targets j in band 1
= jnitial number of targets j

W = engagement front

4-36
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Wp = target unit width !

Since it is possible tunet the front band of the target wnit is deeper than
Case 2 sbove allows (i.z., Dp >Seg + X), a further correction to the active
targets is required as indicated in Equation 4-62:

al' = mj'' : Min (S, +X, Dp) / Dy (4-62)

(b) Since these m; active targets are uniformly distributed
throughout the ares given in Equation 4-59, the number of active targets per
coverage section can be expressed by Equation 4-63:

tt A
. Tk ka2, 3,4 (4-63)
1K A

where A was defined by Equation 4-59.

(c) These targets are further subdivided into stationary and
moving postures. If the target unit velocity is vy and the mobility class
rate for target j is Vo then the fraction of targets moving can be expressed
by Equation 4-64:

Similarly, the stationary fraction is given by Equation 4-65:
fo = 1~f1=1-vp/ vy (4-65)

Thus, the number of targets of type ] in posture 1 in a single coverage
section of type k is given by Equation 4-66:

k = 203’ (4-66)
{1 =1,2

mjkl 1 . fl.




where My was defined by Equation 4-63.

d. Target Acquisition Submodel:
(1) General:

(a) The Target Acqusition Submedel calculates the time dependent
probability of a single observer detecting a single target using unaided
vision. This probabllity is calculaied for each target type in each posture
at the range corresponding to the center of each type coverage region.

(b) The submodel also calculates the probability of detection
for other sensor types, assuming a ra.ge dependent detection function of the
form Pp(z) = ae~br, where the values of a and b must be determined from
experimental data. These detection functions are further assumed to have a
time dependence of the form Pp(r,t) =1 - (1 - Pp(r))*t in order to meaning-
fully combine them with the unaided visual detection probabilities.

(z) From these combined detection probahilities the submodel
calculates the expected value of the time to detect at least one priority
target. The detection probabilities against all target, posture, range
combinations are converted to reflect their values at this time.

(d) The probability of pinpointing (i.e., detecting evidence of
the target having fired) each type stationary target is calculated by the
submodel based upon the number of targets that have recently fired either
one or two rounds and experimental pinpoint probability data.

(2) Unaided Vision:

(a) Unaided visual target detection is determined using the
time dependent detection function from IMPWAG (Reference 3) with several
modifications tc fit the structure of the Ground Compbat Model.

(b) Visual observation of & target is described by the following
three-step process: looking, detecting, and resolving/identifying.

1. Detection is not possible if the amount of light
reflected from the target, relative to the background, provides an in-
sufficient stimulus to the eye of a human observer. In this case, when the
target's apparent contrast is below some threshold value, an observer could
look for an infinitely long time and not detect the target. If the apparent
contrast of the target is at or above some threshold value an observer who
is looking directly at the target will have some probahil.ty of detecting it.
An observer who is not looking at the target will have sume probability in-
creasing, as a function of time, of eventually looling at it and detecting it.




2. Ohservation will not occur unless the observer can
resolve/identify the target. A target which subtends an angle greater than
the minimum angle of resolution can be resolved.

e (¢) The probability of observation can be expressed by Equation
Po = PR/D * Pp = PR/D . PD/L . PL (4-67)
where:
PO = probability of observation
PR/D = probabilicy of resolution given detection
PD = probability of detection
PD/L = probability of detection given looking at the targzet

Py = probability of lonking at the target

(&) The probability of resolution given detection, Pg/p, will
be either zero or 1. The value for Pp/p is zero if the visual ang{e subtended
by the target is less than the minimum visual angle of resolution, and 1 if
the visual angle is greata2r than the minimum required.

{e) The probability of detection given a look, Pp/1» is based
upon Blackwell's experiments (Reference 4) and Linge's work (Reference 5)
that found a relationship between the probability of detection and the

targets relative contrast. The relative contrast, C., defined by Blackwell
is given in Equation 4~68:

¢ = Apparent contrast (4-68)
: Cs0
where Csg is that contrast which has a probability of being detected of 0.50.

1. The probability of detection as a function of C, is
expressed by Equation 4~69:
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where:

X 2
1 -t
»(x) = f € 2 dt
"2#

(4-69)

(4-70)

Equation 4-70 is solved using Hasting's approximation number 43 (Reference 7).

Equation 4-69 then takes the form of Equation 4-71:
Phin = 0.5 + 0.5 (1 ~Y"

where: fﬂz
1.12838 e °

o' (X)

0.308428N - 0.084971 N

<
(]

+ 0.6627698 N°

N = 1
1+ .33267 - X

Cp - 1.0

0.482

The + in Equatlon 4-71 takes on the sign of X.

(4-71)

2. Citing the definition of meteorological range from the
Glossary of Meteorology (Reference 6) as the range at which a target is

barely detectable, Cgg will be defined as the apparent contrast at the meteoro-
logical range of a tavget having inherent unit contrist, or:

c
A a50¢,

¢ = 702

(4-72)




In order to find C, for Fquation 4-71 it is sufficient to determine Cas the
apparent contrast. The NDRC report (Reference 1) provides Equations 4-73
through 4-75.

The apparent contrast C, may be written:

c, = 2r . B Pr (4-73)
- B, B,

where:
B, = target brightness at range r
t
B, = background brightness. at range r
-g'r . S
4B, = B, e | | (4-74)
v =g'r
= (B, B, e
where:
B, = target brightness at source
' ¢
B, ;= background brightness at source .
g' = atmospheric‘attentuatidn coefficient
r = range from target.toiobserver
. _ﬁ'r .—B'r
B, = By(l-e ) + Bofe} (4-75)
where: ‘ J

B, = horizon brightness

4-41



The apparent contrast of target j at range r, may be calculated by substituting
Equations 4-74 and 4-75 into Equation 4-73:

. = Coy (4-76)
Ak By g'rk
1+ B, (e -

1)

The quantity BHh/ B, in Equation 4-76 is the ratio of horizon brightness to
background brightness, referred to as the sky-ground ratio. Coj’ the
intrinsic contrast, is defined by Equation 4-77:

- Pi-fB (4-77)

where P; and Pp are the reflectances of the target ahd background. Reflec-
tance is the fraction of incident light reflected. The quantity R' is
determined from Equation 4-78:

g = _3:912 (4-78)
&,

where R, is the visible range. Equation 4-78 is the standard definition of
B', forcing the visibility to 2 percent at the visible range.

(f) The probability of looking, Py, is determined by considering
the portior of the observer's field of view which is occupied by the target
and the observer'sncapability of resolving a target that is not directly
along the direction of a glimpse. In a single glimpse the observer's direc-
tion of view will be randomly located within his searcii angle. The target
will also have a random location within the area being searched. The proba-
bility that the vectors locating these directions are at an angle between
a' and o' + da' is:determined using Figure 4-11. Figure 4~12- is a typical
plot of v versus § and may be used to extract an estimate of the probability
of angular separation between the observer's 'looking angle" and the line
along which the observer will see the target. The diagonal lines are
equations cf constant a'; therefore, the probability that the angular
separation is between a' and a' + da' 1s proportional to the area of the
shaded trapezoid. The area of this trapezoid is calculated by Equation 4-79
and approximated by Equation 4-79a:

4=42
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A=y [4=2. + f-(+dal) ) cos 45° de' (4-79)
cos 45° cos 45° )

' ~(0 - a') da' (4-79a)

Hence, the probability of angular separation « is:

. P (a) da= k (§ ~a) da (4-80)

where k is the constant of proportionality determined by normalizing Equation
.4-80. Evaluating the integral of Equation 4-81:

0
'/,- G- da-f-z- (4-81)
0

yields the normalization factor 2, Substituting the normalizing factor
into Fquation 4-80 yields Equation 4-82:

P (a) de = 2= 00““’ da (482)

(g) Visual acuity is used to derive the probability of looking,
P, . This i3 done by first defining oif angle as the angle between the
direction of sight and the direction of the target. V{isual acuity and off
angle, a', 'are related by Equation 4-83:

1 (4-83)

VA= 2575765 a

which is the équation of the curve of Figure 4-13, from References 8 and 9.

1. Visual acuity is commonly expressed as the ratio -4

" where dy is the distance at which the normal eye can resolve a given N
object, and d is the distance at which the specific 2ye being assigned a
visual aculty value can resolve thne same target. Siuce the angle subtended

b=44
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Figure 4-13. Visual Acuity versus Off Angle




by the target is inversely proportional to its distance from the observer,
visual acuity can be expressed by Equation 4-84:

N (4-84)
dy &

<l

PN
I
o
)
&

where:

¢y is the angle of subtense necessary for a normal eye to resolve
a given object, & 13 the angle of subtense of the specific eye required
to resolve the same object.

The minimum visual acuity, (VA)', required to resclve a target subtending
an angle B and having minimum angle of resolution (; is obtained from
Equation 4-84 by equating &) to 20 anddtof.

20
' - (4-85)

2. The factor of 2 in Equation 4-85 is necessary to convert
to the same visual acuity scale used in Ludvigh's works(References 8 and 9),
wherein normal visual acuity was assigned a value of Z.

3. Equation 4-83 can be equated to Lquation 4-85 and solved

for a', yielding Equation 4-86 which defines the maxiwum off-angle for which
resolution is possible.

1 (/3/0l - 1) (4-86)

al =

.643

4, 1Integrating Equation 4-82, and using as an upper limit

the value of a' calculated in Equation 4-86, the probability the observer
will resolve the target is given by Equation 4-87:

Min(a',o)
PL =“/; P(e)da (4-87)
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The value Min (', §) is used in the upper limit since P(a') = 0 fora'x g.

(h) 6, is taken to be 47 seconds or 0.000228 rzdians as the
minimum a-gle of resolution, as suggested by Jenkins and White {Reference 13).
B , the angle subtended by a target, is computed using Equaiion 4-88:

-1¥0.02957 * a;
B =2 tan v i1

(4-88)
Ry

where aj; is the target area (square feet) of target j in posture 1, and
Ry is tﬂe range to coverage type k. The area of a stationary target is taken
to be one-third its exposed value., The factor of 0.02957 enters from the ratio

1/ [(=) * (3.28)%] where 3.28 is che conversion from meters to fcet. The
term Pp/p in Equation 4-67 is determined using Equation 4-8%:

. {0, (4-89)
“r/D {1;33;31

Thus, the single glimpse detection probability for unaided visual observers

of a single target type j in posture 1 at range Ry can be expressed by
Equation 4-90:

zf 8-y gy (4-90)
0

92
where:

O’ﬂ<0l
r{a, 01) = lngé.ol

from Equation 4-89:
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W o= L 50("3—03) -1
-482 P5 [1 + By(ep' » Ry - 1))

By

from Equations 4~72, 4-76, and 4~77; and

w591

from Equations 4-86 and 4-87 and with

B = angle subtended by the target (Equation 4-88)
6 = minimum resolution angle
Y = search angle (taken to be 45°)
53 = target reflectance
Pg = background reflectance
BH/B0 = sky-ground ratio
ﬁ' = atmospheric attenuation coefficient

(Equation 4-78)

R, = range to coverage type k

x} = dummy integration variables.
y

(3) Other Sensor Types:

(a) Equation 4-90 gives the detection probability for a single
glimpse, taken Lo require 2.0 seconds according to Paul W. Kruse (Reference
10). For o<:her sensor types the detection probability must be converted
to a 2-second time interval before it can be meaningfully combined with the
above.

(b) Most existing experimental data provice a detection
probability for at least two ranges and a mean time to detect. Let Pl and
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P? be tbhe detection probepilities at ranges ry and r,, respectively, and
1lét t;, be the mean time to detect. The detection probabilities per second
are determined by Equatiy 4-~92, which assumes detection varies as indicated

in Equation 4-91,
P(t) = 1 - (1 - P (per sec ))t (4-91)
1/t
F(per sec ) =1 - (1 - P(t)) / (4-92)

where P{t) is the probsbility of detection at time t. Substituting P.,

Py, and t;, into equation %-92 and converting to the probability per 2"seconds
leads to Equations 4-93:

n

P, (2 sec) 1- Q- P (exp))z/tD (4-93a)

P2 (2 sec)

1-(1-P, (exp)) %D (4-93b)

Assuming the detectinn probability is exponential in range, as indicated by
Equation 4-94, Equations 4-93 and the values of r, and r, may be substituted
to solve for a and b, as indicated in Equations 4=95:

P =aePF (4-94)

a = P (2 sec)a{—rl (In Py (2 sec) - 1n Py (2 sec)) l (4~95a)
1 r2 - 1'1 ’

b = 1n P2 (2 sec) - In Py (2 sec) (4-95b)

rl"rz

An a and b are calculated for each sensor type q.
q the 2-second

Yquation 4~96:

Thus, for any sensor type
detectionr probability at range Ry can be calculated using

] -bq . Rk
= q -
qu a, e (4-96)

(c) A check is made on each sensor type to see if it is in use
(according to day or night conditions). Observers are assumed to always use
unaided visual detection capabilities. The detection probabilities for those
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sensors q in use and for unaided vision are multiplied by the line of sight
probability of Equation 4~97 to yield ijl and ijlq:

(PLOS)jkl =11+ ~
rjl

P.,. = Pgq, P 4-98
jk1 jkl  "LOSjk1 (4-98)

ijlq = qu * PLOSjk]- (4-99)

1 )
where ijl and qu are defined by Equations 4-90 and 4-96,

These results are then combined to yield the probability of detecting at
least one target type j in posture 1 at raagt Ry using Equation 4-100:

Pig = 1o (- Byg) T M-k (4-100)

(4) Correction for Target Density:

(a) Equation 4-100 was derived for a single target in each
region. In general, for the detection probability Py with N targets the
resultant probability can be expressed by Equation 4-101:

PN = 1- (1~ P)N (4-101)

If N is noninteger Equation 4-101 can be expressed more generally by Equation

4~102, where Pp is the probability a target is there; i.e., fractional target.

PN = 1- M =-F" Pg) (4-102)
all

possible

targets
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Substituting Equations 4-66 and 4-100 into Equation 4-~102 yieids PD

Kkl the
probability of detecting at least one of m targets of type j in poa%ure 1
at range Ry, as indicated in Equation 4-103:
' m, (D) . (R) .
PDyjq = 1 - [1 - PDy 175kl [1- mjkl“\) BD ;) (4-103)

where mjkl(I) is the integer part of mix] and mjkl(R) is the remainder,

(b) The probability of detecting at least one priovity target
is computed by Equation 4-104:

4 2

1 ]
PD = 1- T m 1 (1~ PD, )k (4-104)
all k=2 1=1 jkl
priority
targacs j

The k appears as an exponent since each observer's area contains k sections
of coverage type k.

(5) Expected Time to Detect a Target:

(a) PD ia Equation 4-104 is the probability of detecting at
least one piiority tarset among all targets in both postures throughout the
weapon system's area o: responsibility in a 2-second time interval. The

general expression for the probability resulting from n time intervals is
given in Equation 4-205:

PD(n) =1~ (1L ~pPD)" (4-105)

The expected value of the number of time intervals required to detect at
least one target is givan by Equation 4-106:

= 1 (4-106)
ny =
nd ==
and hence the expected time in seconds to detect is given by Equation 4-107:
g 2 (4~107)
' = e = Z.
<t 2" <(n)= &
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(b) The time to detect is modified to reflect the possibility
that an acquired target is outside the weapon's area of responsibility using
Equation 4-108 which assumes the search i1s uniform throughout,the search
angle, Y is defined by Equation 4-60 and ¢ is taken to be 45 .

(t) = %(0' (4~108)

(¢) Finally, all detection probabilities are converted to
reflect their proper values at time t = {t ) combining Equations 4-101, 4-103,
- and 4-106 into Fquation 4-109.

BD . = 1-(1-pp. P (4-109)
k1 k1

(6) Pinpoint Probabilities:

(a) The Target Acquisition Submodel calculates independently
the pinpoint target acquisition probabilities PP; from the single round
pinpoint probabilities PP} and the number of staiionary targets j which have
recently fired one or two~rounds, Nflj and Nij’ that are discussed further

in Paragraph 3g, below.

(b) From Ngj4 and N 23 the number of recent firers in each
weapon's area of responsibility is determined using Equations 4-110:

3 kA
I . (4-110a)
£14 £13 A

4

kA

k=2

where A was defined in Equation 4-59 and the sum is the total area covered
by one weapon. The probability of not pinpointing a target j is calculated

by Equation 4-111:

. ]
PP, = 1-PP, - (4-111)

3 3 PLOSj22
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where the first subscripc 2 represents the median range and the second refers
to the stationmary posture., Making use of Equation 4-102 the probability
of pinpointing at leasc one target j is given by Equation 4-112:

- _--nfl (I). . . - PP
ij 1 - kP, 3 (1 nflj(R) (1 PPj))

. P, (1 - ngpy® - (1= pp,))3 (4-112)

J

where, as before, the 1 end R refer to the integer and remaining parts of
the n's.

e. Firepower Potz2atial Submodel:
(1) General:

(a) The Firepower Potential Submodel uses the %“arget acquisition
probabilities generated by the previous submodel and the waapou-target
priority assignments to determine the distribution of fires against each
target type. Fires are further distributed among the different types of
coverage regions and the postures of each target type.

(b) The number of rounds fired by each weapon type is then
calculated based upon thc expected value of the time to detect at least one
priority target, the tLime to aim and fire the weapon, and the flight time of
the round.

(2) Distribution of Fires:

(a) Fires are first allocated among weapon/ammunitinn combinations
linked to the same transport vehicle. If the minimum and meximum range
limitations are such that only one weapon/ammunition combination may be applied,
that combination is assumed to be used by all vehicles., If the minimum and
maximum range limitatiois of several weapon/ammunition combinations common
to a single type transport vehicle are such that more than one combination
may be applied, the weapor unit is broken into firing zones as follows. The
minimum and maximum dcpths within the weapon unit in which 2ach weapon/
amminition combinatioi: may fire is calculated using Equations 4-113.

Fi = Max (0, Rmini - Se - dT) (4"1138)

Bi = Min (Rmax1 ~ Sg, 2x) (4-113b)
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4 2
1 i kn2 1n 1 " ’ 4-11
5, = 1- <2 1=1 (1 - PD -
3 prioiity ( jkl) (4-11D
1

PD jk1 was defined in Equation 4-109, The probability of acquiring at least

one secornd priority target j and not having acquired a first priority target
is calculated in Equation 4-118:

4 2 "
Pyny =) - n kl_lz 1r—11 [1= Py ) (0 (- P5r))  (4-118)
priority .

2

(c) A calculation is made for the nth privrity target using
Equation 4-119:

{ 4 % " n-1
Pin) * ) 1 - g kEZ 121 [1 - PDyy;) q1}=1(1 - Py(qn)) (4-119)
priority
n

These probabilities represent the fraction of eligible weapons i that will
attempt to fire at each target priority class j(n).

(d) Within each target pciority class rounds ars distributed by
range and postuve as follows. 1s the fraction of eligible firers that
fire at targets type j(n) where ﬂ ?s the priority assignment. The fractions

of acquisitiens by range and posture are taken to be the simple ratios of
Equation 4-120:

e Pkl (4=120)
kT T,
2 X
ka2 1=1 3
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(e) Frac, was determined in Equation 4-116 to Le the fraction
of weapons of rtype 1 ir range of some target in the target band; hence, the
number of stationary eligible firers of type i ie given by Equation 4-121:

1t

ng = ony ¢ Fracy * (1 - v /vy) (4-121)

where n; was defined by Equation 4-28, v, is the weapon unit velocity, and
vy is the mobility class rate for weapon type i. Thus, the number of firers
i firing at each target type bv range and posture can be expressed by
Equation 4-122:

n = n“" . F. . g~ T * PD kl (4-122)
ijkl Jkl 3 PDgoyy 3

where q' is the number of priority n targets.
# (3) Number of Rounds Fired:

{a) The aumber of rounds fired is calculated ac follows. One
round is fired by each weapon that fires on a stationary target. One round
is fired by each weapnn that fires on a moving target and maintains line of
sight, A second round is fired if line of sight is maintained after the
first round. A second ruund is fired at stationary targets only by a
fraction (1 ~ PKj4,o) of the original firers, where PKyik2 1is the kill
probability for weapou i against a stationary target j at ramge Ry. PK
is dlscussed further Ja laragraph 3f, below. Thus, the number of rounds
fired can be expressed by Equations 4~123:

where T is the engagement iteration time.

4=-57

]
= 2 Y
RNkl = nijkllpLGSjkl + PLOSjkll (4-123a)
(b) Equa.ions 4-123 give the number of rounds fired by time
)+ 2. Tiafd» where T ¢4 i8 the time required for weapon i t¢ aim, fire,
and deiiver a round. The actual number of rounds fired durirg an iteration
. is determined by multiplying Equations 4-123 by the ratio T / ((tr> + 2 * Ty.¢4)




(4) Pinpointed Targets:

(a) Rounds fired at pinpointed targets are calculated
independently considering ouly those eligible weapsns not firing at obuerved
targets. The number of weapons is given by Equation 4-124:

. 4 2
n =ng; ~ 3 3 2 n (4-124)
ipp n k=2 1=1 13kl

The pinpojut detections are ordered by priorities just as were the observed
targets, yielding Equation 4-125, which is analogous to Equation 4-119,

P. = PP, . n [1-72P ] e m [1 - PP _1y] (4-125)
j(n)pp j(n) (D) j(1) $(n=1) j(n-1)

(») Each firing weapon fires only one round, and the number of
rounds fired is given by Equation 4-126, which is anslogous to Equation 4-122,

Pi(n)pp T
RN . ¢ == " PP, ' e (4-126)
ijpp Mo 3 PP, T

q

f. Firzpower Effectiveness Submodel:

(1) General:

(a) The Firepower Effectiveneas Submouel Adetermines the effect
of each type round fired at each target type by interpolating between experi-
wental data points to determine both the probability of a hit and the proba-
bility of a kill given a git. The resulting kill »robability is applied at
the different ringes corresponding to the different coverage regions as well
as to the different target postures.

(b) The survival probability for each target type is calculated
based upon cthe total number of rouuds entering each coverage region, thereby
accounting for the possibility of multiple hits by more than one weapon.

(c) Conditional casualties for each targer typge are then computed
to reflect the range limitations of each opposing weap>n type. This is
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accomplished by dividing the engaged portion of the target unit into four
bands and assessing lcsses only in those bands within range of the weapon.

(d) These conditional casualties are then distributed among
the firing weapons to account for the effect of firing order.

(2) Weapon-Target Kill Probabilities:

(a) The effect of each type rourd against each target type can
be expressed by Equati-n 4-127:

1
PRijer = PRy 0 PHggig (4-127)

where PK/Hijkl is the probability of a kill given a hit by weapon i on

target j in posture 1 at range Rk, and PHijkl is tlie corresponding hit
probability,

(b) Experimental hit probabilities for up to six range values
for each weapon type are required by a pregame load routine which in turn
generates six values cf the NATO hit probability (probability of hitting a
square target 7-1/2 ft. x 7-1/2 ft.) corresponding to the weapon's minimum
range, maximum range, and four Intermediate values, all at equal range in-
crements. The Ground Combat Model then performs a linear interpolation on
these values to dete-mire the NATO hit probability at any intermediate
range. The resulting value is then used to solve for » 2(r) using Equation
4-128:

Phgaro™ < 1 - e-R2/202(r) (4-128a)

or:

az(r) = -R2/21n(1 - PHNATO) (4-128b)

where R is the radius of a circular target having an area equal to that of
a standard NATO target.

R2 = (7.5)2 /m = 17.9 ft? (4-129)

Equations 4-128b and 4-129 and a radius corresponding to the target's
presented area are then substituted into an equation analogous to Equation
4-128a to solve for Pqijkl as indicated in Equation 4-~130:
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Pugy = L - e~(Agn /m) / (17.9)2 / 1n(1 - Phyprg,, ]

A1 / 56.25

where Aj) is the presented area of target j in posture 1. One-third the value

of tie area for fully exposed, moving targets is aga’n used for covered, sta-
tionary targets.

(c) The hit probability against a pinpointed targe: is based
upon the experimental results of Project PINPOINT (Reference 11). Citing
this reference. a pinpointed target is one which has been located to within
125 yards of its true location. For ranges less than 500 meters the pinpoint
probability was found to be range independent. At these ranges the major error
in hitting a target is the horizontal error in location. The Ground Combat
Model determines the probability of hitting a pinpointed target by Equation
4-131, where the area of the fully exposed target, in syuare feet, is used.

Py = Tlarget width
ijpp §5 yds.

VE 5 yas? / £e2

2
= 50 yds
= 0.00752 YA (4-131)

PK/Hijkl in Eaua-ion 4-127 is assumed to be closely approximated by the
linear function :n range of Equation 4-132:

PK/Hijkl = myyrg + t:lj (4-132)

where the slope mjj and intercept bij are determinec by a least squares fit
to experimental data.
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(3) Conditional Casualties:
(a) The ~umber of rounds entering each coverage aection dirccted
at target i in posture | 1s computed using Faunation 4-133:
TRNijx; = RNgjk1 / (ng +1 - k) (4-133)
RNjjkl and rnj were defired by Equations 4-123 and 4-28, respectively. The
factor (nj + 1 - k) is “he number of each type coverage sections.

(b) Conditioral casualties, as if this weapon were firing alone
and rot receiving return fire, are then :calculated using Equation 4-134:

4 2
3 k=2 1=1
1 - - PK )
all 13kl (4-134)
possible
rounds

In Equation 4-134, myg1 was defined in Equation 4-66. The term (ny + 1 - k)
is again the number of sections of coverage type k, and PKijPl is determined
from Equatinrn 4-135.

A
Peigkt = PRignn - PPy (4-135)

PK; K1 is the probability weapon i kills target j in posture 1 at range Rg
(given that the weapon fires), and Pijl is the probability the weapon fires.
Pijl is found using Equation 4-136:

P .
Fik1 T(myk1) (4-136)

The functional I is an operator with the following properties: 1 {(integer
value) equals integer va'ue; 1 (noninteger) equals next higher integer.
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Substir.irr, Equations 4~135 and 4-136 into Equation 4-134 and again

interpr -1 .. 3 o {ractional round as the probability uf a whole round, the
conditicual casualties are expressed by Equation £-.37:
' 4 2
k=2 1=1
: TRN; 311 (1) '
PKijkl TRNg 5; (R) PRijk1
1-11- 1- (4-137)
Imjp;] I{mj]

I and R refer to the integer part and remainder of TRM;jyx3. To Equaticn 4-137
is added the conditional kills against pinpointed targ=2ts, which is determined
in an analogous fashion and presented in Equation 4-138:

= , + ¢ .
1 CK. ni (nflJ + nf2j)

TRN
1-f1-  Eijpp tippD)

Ingyy + ngyyl

¥
1= TR0 (R Py

Ilng1y + ngayl (4-138)




In Equation 4-138, ng1y and nf2y were defined in Equations 4-110 as the number
of firing targets per weapon. PKijpp is found by inserting Equation 4~-131
into Equation 4~127, and TRNijpp is calculated in Equation 4-139, wvhere
RN{jpp was defined in Equation 4~126.

TRN{jpp = RNi4pp / ni (4-139)

(4) Weapon Range Limitations:

(a) The conditional casualties given by Equation 4-127 still
assume weapon type i acts alone with no return fire. First, the effect of
other firing weapon tvpes is considered by determining the survival probabil-
ity for each target j against all types of incoming rounds. This is accom-
plished by subdividing the leading band of the target unit into four equal
area rectangles with the depth of each equal to one-fourth the total band
depth. The survival probability in each subband is then computed considering
only those weapons which are capable of firing into each bani., ‘fhe following
criteria are used to establish which weapons fire into which bands.

! - i A S et —

Weapon i firns into ' if
Mone (of the engaged target unit) Rhaxi < 8p
Pront 1/4 0= Pmu - 8B ""'37“:'
Front 2/4 .375dt‘ Rll11 - 8:‘.625(1':
Front 3/4 .625dt < Piu.xi - 'Sg‘.c375dt
All 875, Ryay, = Sg
Back 3/4 0 ‘Rmini ~ Sg - tl‘,,‘.875dt
Back 2/4 375d;, < nnini - Srdws=.625dt
Back 1/4 .625dt4 Rnini - sz-dwé.875dt
None g ing - Sz-dw=>.875dt

!
(b) CKyy frcm Equation 4-138 1s then converted to an average
survival probability by iquation 4~140, which is applied to each applicshle
subband.
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- CK1y
PSyy = 1-—% (46-140)

]

Th2 net survival probability of target j in each sutband Y is computed using
Equation 4-141:

Sy = T psyy

v
all i (4-141)
firing into
band ¥

(5) Distribution Among Firing Weapons:

{a) The survival protabilities of Equst.on 4~-141 are first
converted to corditional casualtias to account for all possible permutations
in firing order by utilizing the expoanential averaging technique from DIVTAG
II (Reference 12). Eoquation 4~142 results when this technique is applied to
Equations 4-140 and 4~141.

_ (1 - PSiy) In (BSyy) | my

(b) The total conditional casualties iz merely the sum over all
subbands of Fquation 4-142.

4
CKgs = X CK (4-143)
i i
3 yop 1Y

The casualties in Equation 4-143 have now been corructed for simultaneously
firing weapons, but are still conditional in that the problem of return fire
has not been addressed.

g, Assessment Submodel:

(1) General:

(a) The Assessment Submodel first takes the conditional casualties

generated by both units and corrects the poseibility ¢f{ return fire among
weapon systems and targets. Both losses und expendituces are modified to
account fer this effect.

464
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(b) A check is made un the remaining time (if any) in the
requested engagement duration, and a sensing report is prepaced during the
appropriate iteration.

(c) The unft history records are updated to reflect the number
of weapons that have recently fired either one or two rounds.

(2) Return Fire:
(a) The uroblem of return fire again makes use of a method from

DIVTAG II. First, the individual weapon kills are accumulated to kills by
each weapon system usfng Equation 4-144:

PAN
- . -144
LAjk ) izn ) CKayy (4-144a)
AN
L = CK 4=144D)
Pk . ii j ki ( :

In Equation 4-l44a, CKAji are the conditional kills cf attacking target j by
defending weapons i. The sum over i is over all weapons i linkad to defender
weapon system k, and/tAJk are the total conditicnal attacking taiget j losses

due to defending weapon system k. Equation 4~144b is a similar description
of total defending target k losses due to attacking weapon system j. {

(b) The losses calculated in Equations 4-144a and 4-144b are
then converted to kill fractions using Equation 4-145:

AN

LAj
A _ k _
KAjk = 'nAj (4 1453)
P
L {
Ry, = Dki
Kij oDy (4-145b)
where np. and np, are the number of attacking weapon systems j and the number J

of defending weapon systems k; KAjk is the conditional fraction cof attacking
target j killed by defending weapon system k; and KDkJ is the fraction of
defending target k killed by attacking weapon system j. Thesa kill fractions
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are then processed through the exponential averaging iteration technique of
DIVTAG II that converges to a solution of Equation 4-246:

A
m(1-x, - -1
e e Agi)
j (4-146a)
ln [ T (1-X% '1? )]
k k Ajk

’

m (- " /K\ )y -1

O ..

3 — R . (4-146b)
ln[j ( Y5 Dy 5

In Equations 4-146a and 4-146b, X; and yk ave the surviving fractions of
attacking weipon systems j and de%ending weapon systems k, respectively.

(¢) The solution of these equations is used to compute losses
using Equation 4-147:

K, x, . % (4-147a)
= n - . - a
Ajk A.j k Ajk ‘
(] N\
= n .y, « K (4-147Y)

In Equations 4-147a and 4-147b, KAjk is the number of attacking target j
killed by the suryiving fraction of defending weapon system k, with a similar
description for KDk . The kills by weapon types and rounds fired by weapon
type are than determined from Equations 4-149, which assume the conversion
factor from conditional to real in Equations 4-148 is the same for each
weapon that is linked to a specific weapon system.

A o

4-66

NP SE”  -




_ o 4

KA.k K
Ay = ——t- = ok (4-148a)
] nAj ik Tajk
Kp
ADy = R—iLD“ (4-148b)
ki

where Ky 1 is the number of attacking targets j killed by defeading weapon i
linked to weapon system k,

Kopy = ADyy ° CKpy, (4-149b)

where Kpy ; is the number of defending targets k killed by attacking weapon i
linked to weapon system j,

ARNyp = AAjk * TRNj (4~149c)

where ARNji is the numbes of rounds fired at defending target k by attacking
weapon 1 linked to weapon system j,

DRNij = Aij . TRNij (4-149d)

where DRNij ic the number of rounds fired at attacking target j by defending
weapon 1 linked to weapon system k. In Equatiors 4~149, TRN{j is determined
by summing Equations 4-123 and 4-126 according .. &quation 4-150:

4 2
TRNi_’j = kEZ 1§1 RNijkl -+ RNijpp (4~150)
4-67
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‘(3) Sensing Report:

(a) A sensing report is prepared for each unit based upon what
is seen of the enemy unit at a specific time during tle engagement duration.
The method of determining the preparation time is d..scribed below.

1. If the engagement duration, tg, is less thar 5 minutes
and less than the expected value of the time to detect {t), as defined in
Equation 4-108, a sensing report is prepared at the end of the e¢ngagement
interval and reported 5 minutes later (i.e., sensing time = tg, reporting
time = tg + 5 minutes).

2. 1f the engagement duration is greater than 5 minutes and
less than {t)», all but 5 minutes are allowed for obsersation (i.e., sensing
time = tg - 5 minutes, reporting time = tg).

3. 1If the engagement duration 1s greater than{t), the
report is prepared at time {t) (i.e., sensing time = (t), reporting time =
{t> + 5 minutes).

the enemy unit in the direction of the relative velocity. Recalling the vari-
ables u, v, w, 2, and vy from Equations 4-14 and 4-15 the observed defender
movement rate is the sum of the products of his velocity components with the
relative velocity components, where the relative velocity components are
normalize” tec unity. The rate is expressed in Equatina 4-151:

* {(b) The observers will detect only the component of velocity of

= (W-u) w+(z-v) 2z

VDest Ve (4-151)
b Similarly, the estimated movement rate of the attacker is given by Equation
4-152:
v e (W-uw-u+(z-v) v -
Aest vy - (4-152)

(¢) The observer will detect the zenter uf the engaged portion
of the enemy unit as the estimated location. This is depicted in Figure 4-15.
From this figure the foliowing relations are observed:

1 Unit depth
=3 (4-1
2 (Numbgr of bands) (4~153a)
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Unit width - we

YY 5 (4-153b)

where ¥e was defined by Equation 4-27. The angle3 a« and B are given by
Equations 4-154, which make use of Equations 4~153.

v
a = tan~l XY (4-1543a)
Vrx

-1 (unit width - We) * (number of bands)
an
unit depth

g = tan'l YEY = ¢t (4-154b)

The length A is given by Equation 4-155:
N

/ 2 2
- 2 4 yy2 = (width - Ve ) N depth 3
g ey 2 2(number of bands) (4-153)

Finally, the estimated locations are related to the location of the unit's
center, (s,y), the length 1, and the angle vy defined »y Equation 4-156.

Yy = B - «a (4-156)

Examination of Figure 4~15 now shows that the estimated locations can be
calculated Ly tfquations 4~157:

Xest X+ Ci A cosY

Yesz = y + Cz A SinY (4“157)

where C] and 7 are *1 depending upon the following conditions:
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-1, if X::‘xobserver

+1, othervise

CZ = }*l’ if y = Yobserver
1

othexrwise

(d) The estimated direction of movement is the direction of the
relative velocity, or a in Equation 4-154a.

(e) The detection probability of Equation 4-105 is applied to
the number of targets in each coverage section given by Equation 4-66, accord-
ing to Equation 4-158:

= (n, + 1-k) P . m (4-158)
est:j =2 i=1 fo jk1 T35kl
where n is the number of forward observers and where P is evaluated

at the Egme correspending to the sensing report prepatatikﬁ time. The
targets are then identified as tanks, APC's, personnel, or other vehicles

and summed over each class. If the estimated number of every class, rounded
to the nearest integer, is zero, no report is sent.

(4) Unit History Records:

(a) A part of the unit history update is the determination of
each units final velonity as a function of the level of activity. Herein
it is assumed that those stationary weapon systems which have fired and ac~
quired new targets will remain stationary. Furthermore,those advancing
weapon systems which acquire targets will stop. The total number of
stationary weapon systems is calculated by Equation 4-159:

(n)
L [1- (1-PD )(l—PPj)] (4-159)

where ny 1s the number of active weapon systems defined by Equatiun 4-28,
Pp{n) is the probability cof detecting at least one priority target defined by
Equation 4-105, and PP;j is the probability of acquiring a target's signature
defined by Equation 4~112. The total number of weapon systems of type i in
the engaged portion is given by Equation 4-160:
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ng; = f11 0 Ni - Wo ), Wy (4-160)

where fi) is tne fraction of weapon system i in the leading band, Nj is the
total number in the unit, and We and Wy are the engagement and weapon ur it
fronts. The fraction stationary can be equated to an expression simiiar to
Equation 4 -65 and the result solved for the weapon uvnit velocity, vy.

v = vi(l - ng / ngy) (4-161)

In Equation 4~161, vi is the mobility class rate of wzapon system i. If vy,
is less than the initial weapon unit velocity for any weapon system, the unit
is slowed down co the new value.

(b) The number of weapon systems which fire once or twice follows
immediatel:y from Equations 4-123 and 4-126:

4
Nepy = 22 (nggil * PLOSypy + Mijkz) + RNigpp {4-162a)
4 2
Negy = kzzlnijkl " PLosy t migk2( - PRygio)] (4-162b)

These values are stored for future use in pinpoint detection probabilities as
described for Equatjons 4-110.
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(5) Scheduling Mortar Fires. The firing of area fire weapons (mortars)
organic to units involvea in ground combat is scheduled within the GCM. Assess-
ment of results of thase fires is accomplished by the Area Fire Model.
(a) Decirion to Fire. A decision to schedule mortar fires is made

e e A camEEa

if a unit has detected, according to GCM acquisiticn routines, any personnel
targets in an opposing unit., The determination of whether to sciizdule mortar
fires 1s made for every opposing pair of units at the end of each GCM assess-
ment increment. Thus, should a unit be opposing more than o:e enemy unit with-
in the GCM, an independent decision to fire is made; and the calculations pre-
sented below are made ind:pendently for each opponent. Given the acquisition
of personnel targets at some time within a GCM increment, the time of first
acquisition, t,, is set by drawing a random numbar between the beginning time
and ending time of the GCM increment.

(b) Unit Locations. To schedule an Area Fire assessment, the
location of the target: unit and the firing unit must be provided to the Area
Fire Model. These are developed as follows:

1. Location of Target Unit. The target acquisition routines
of the GCM develop a sensing report which includes estimated location, speed
(1f moving), and direction of movement (if moving) of the opposing unit at
the end of the GCM increment., These items, plus the time of first acquisition,
ty, are used to develcp an estimated target location at time of first acquisi-
tion. If the target unit is not moving, then the estimated coordinates (xg,
ye) are used as the targetr coordinates (x¢, y¢). If the target is moving,
coordinates are calcuiated by projecting back, in time, to the time of first
acquisition.

Xt = Xg *+ Ve * At * cosf (4-163a)
Yt = Ye + Ve * At - sinf (4-163b)
where:

X, ¥ = target coordinates for mortar firing

Xe: Ye = estimated target coordinates at end of GCM increment
Ve = estimated target unit velocity
At = time at end of GCM increment minus time of firet acquisition.

2. Location of Firing Mortars. The mortars are simulated as
firing from that point where the rear edge of the front band cf the firing
unit is intercepted by a perpendicular constructed from the target location
to the rear edge of the f“ring unit's front band. If the firing unit was
moving during the GCM increment, th2 location of the front band is projected
back in time te its locaticn at the time of first acquisition.
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location of the Eérget and a location for mortars :t the simulated time of
first acquisition. These are the firing and desigrated target coordinates
provided to the Area Fire Model for assessment of mortar effects. The target
location will generally b. at the approximate center of that portion of the
front band of the target unit used for GCM assessments. The firing location
is generallv at the lateral midpoint and rear edge of that portion of the
firing unit's fiont band used for GCM assessment. Prior to further mortar
scheduling, a cl.eck is made on the range from the firing point to the desig-
nated target point. If this range is greater than maximum effective range

or less than minimum range of the mortar, firing will not be scheduled.

(c) Volume of Fire. The volume of fire scheduled depends on
number of mortars available to fire, aumber of rounds available, firing rate
of the mortar and duration of simulated firing. If the firing unit has more
than one type mortar, calculations are conducted independently for each type.

1. Available Mortars and Rounds. The number of mortars
available to fire on this target and maximum rounds available for this type
mortar are computed as:

mj m, * F/Wy (4~164a)

3

ry « F/W, (4-164Db)
where:
mj, ¥y = number of mortars and rounds available to fire on this target
my, ry = number of mortars and rounds actually within the firing unit
F = G°M engagement frontage for this pair of units
Wy = total frontage of the firing unit.

2. Rounds Fired per Mortar. The number of rounds fired per
availablF mortar is calculated as:

rpm = (t3 - tz - ty)/rof

where:

rpm = number of rounds to be fired per mortar
rof = rate of fire of mortar (seconds per round), sustailned

time of end of GCM increment

rr
]
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3. Discussion. The above calculatiors determine the estimated
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tay = time of first acquisition

td time to fire first round.

Thus, each avallable mortor is simulated to fire at its sustuined rate of fire
from the time of first acquisitior, plus the deiay time to fire the first
round, up to the end of the GCM increment.

. Total Rounds Fired. 1The total number of rounds to be
fired is set as the mia.mum of the rounds available to fire on this target
(rj) and the number of mortars available times rounds fired per mortar
(mj « rpm); that is, the number of rounds fired by this type mortar, rnds, is:

rnds = min(ry, my - rpm) (4-165)

] (d) Interface and Scheduling. This portion of the CCM interfaces
directly with the Area Fire Model both in its use of the Area Fire Model data

base to find the necesszry parameters of any area fire weapons organic to the
k units involved in ground combat and in its scheduling of Area Fire assessment.
The Area Fire assessmen® is scheduled by the GCM to take place immediately
after the GCM assessment. The Area Fire Model is then called by the event
sequencing logic of the DIVWAG Model and carries out the assessment as it
would any area fire evenc,

h. Ground Combat Model Driver (Terminationr Phase):

(1) The Ground Combat Model driver is not entered urtii the entire
scheduled engagement duration between the initial unit-pair has Heen completed.
The driver continues to process all other unit-pair combinations on the list
of surface units associzted with the battle.
(2) After all the pairs have been treated the Unit Status File for
each participating uait ic updated to reflect new coordinates, velocity,
b losses, expenditures, and consumption. All history records are stored for
future use. The sensing report is scheduled to enter the Intelligence
and Control Model. 1I{ the current loss rates predict more than 10 percent
loss to any equipment item in a subsequent l5~minute engagement dJuration,
a shorter engagement time is provided GCMDT for scheduling fuature engagements
so that the 10 percent loss will not be exceeded.
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CHAPTER 5

AHEA FIRE/TACFIRE MODEL

1. MILITARY ACTIVITY REPRESENTED, The Area Fire/TACFIRE Model represents the
scheduling, delivery, and assessment of nonnuclear area fire munitious by canuon
systems, missile systems, and multiple rocket launchers, and the assessament of
mortar fires generated by the Ground Combat Model., The aspects modeled include
the fire planning, target analysis, fire direction, and fire supvori coordina-
tion functions inherent in the employment of field artillery as well as the
assessment of target damage resulting from the execution of the scheduled

fire missions. The tactical fire direction and coordination capabilities of

the division TACFIRE system are also represented within the model.

2, MODEL DESIGN:

a., Submodels of the Area Fire/TACFIRE Model. The Area Fire/TACFIRE Model
consists of three su.models designed to represent the employment of area fire
conventional field artillery systems. These submoderls are the DSL FIRE Order
Scheduling Submodel, the division's TACFIRE Scheduling Submodel, and the
Delivery and Assessment Submodel. A macroflow of the relations among chese
submodels and between these submodels and other models and/or external DSL
gamer control is shown iu Figure 5-1. The individual submodel structures are
discussed in detail in Paragraph 3.

b. PFire Unite in the Area Fire/TACFIRE Model. Fire units used in the
model may be at a battalicop or at a battery level of resolution, at the user's
discretion. Each fire unit may contain up to four area fire weapon/ammunition
combinations, although only one combination can be used for one fire mission.
TACFIRE controlled missions are fired as full unit volleys. The number of
rounds or rockets fired per volley is equal to the number of integral tubes or
launchers. 1In the TACFIRE mode each division is allowed a maximum of 36 fire
units. No limit is set on the number used in the DSL mode. For each weapon
system defined there is also defined a corresponding munition load representa-
tive of the munitions delivered by the weapcn system. 1In the case oi a
multiple rocket launcher weapon system firing multiple rounds in a small time
interval, the “equivalent -ound" is the total number of rounds fired during
the interval. Elements such as lethal areas, weights, and firing times, and
all bookkeeping in the model, are represented in terms of this equivalent
round.

c¢. DSL Pianned Fires. The model's representation of plauned fires on
areas or points is accumplished in response tc DSJ. FIRE orders. These fires
are planned prior to eaclh game period and corraespond to scheduled fires
delivered at specific times during the operation of the supported forces.
The DSL crdered fires take priority over any fires developed within the
"automatic™ or TACFIRE rode of the model. With the DSL FIRE order the gamer
can specify the number of rounds or volleys and the munition type to be used.
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The locations specified for the fire are derived from the previous period's
output intelligence report and the gamer's coordination of fire support with
the plan of operation for the next period.

d. TACFIRE Scheduvled Fires. Five missions against targets of opportunity
are represented in the TACFIRE system submodel. These targets represent
targets that have not been previously considered, analyzed, or planned, and
usually are expected to be fleeting in nature. The TACFIRE Scheduling
Submodel in the Area Fire/TACFIRE Model is patterned after the division
TACFIRE system and is based on reference material cbtained frowm the Functional
System Design Requirements Study for TACFIRE (Reference 1). Fire uission
requests are generated ia the :ntelligence and Control Model after the targets
have been detected and a target analysis performed. Details of this process
are specified in the Intelligence and Control Model discussion in Chapter 3.
All fire units within a division that are given either STAY orders or nov
ovder at all are available for assignment by the TACFIRE submodel routines.

(1) Specific Target Types. Specific fire missinns considered in the
TACFIRE Model include counterbattery fires, supporting fires fired at the
request of manzuver units engaged in ground combat, and fire missions fired
at targets detected by UGS fields and radar detectionsystems and reconnaissarnce
missions. The targets developed in the Ground Combat Model correspond to
direct support (DS) requests. Within the model a maximum of twe DS fire units
is allowed for each maneuver brigade/regiment. Identification of DS requests
and fire unit selection are discussed in the submodel specifications.

(2) Forces Withont TACFIRE, Each division has a TACFIRE system
capability within the model. To represent divisions without such a capability,
the model input parameters representing the response time required to fire
the initial volley of a fire mission for each type of fire unit can be
increased to allow for lack of coordination and for slower tactical and
technical fire direction procedures. This assumption has been used in the
TACFIRE Cost Effectiveness Study (Reference 2).

(3) TACFIRE Target Priorities and Fire Unit Selection Control. To
model the fire unit seleccion process and the selection of targets from a
priority list, the TACFIRE Model requlres, as lnput data, target priority
tabies and method of attack tables.

(a) Target Priority Tables. The target priority tables represent
the division commander's priority considerations for selecting targets and
assignment of fire missions. The priority scale is limited to integer values
between one and four, with priority one having the highest priority. The
four target priorities based on thelr relative military worth as defined in
FM 6-20 and used in studies such as Legal Mix II1I(Reference 8§, car be used,

If added resolution of target priorities is required, a larger number of
priority categories could be implemented., These target priorities, regardless
of the categuries used, are based on considerations of the target analysis
estimated parameters: size, activity, type, and proximity to maneuver units.
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These parameters are fully described in the submodel specifications of the
subroutine AFTFCl, Although the priority assigned to a target is a division
priority, it will not restvict a brigade commander from using his DS “i:.e
units on what may be lower priority targets.

(b) Method of Attack Tables. The method of attack tables
provide the model with input data describing the choice of weapon systems: in
order of preference for employment against a target and the level of atrtack
to use against the target. Wo masaing of fire units is allowed, but the
number of volleys desired from a single fire unit against a given target is
specified as input data in the method of attack table. A detailea description
of the attack tables and their use in the fire unit selection process is
given in the submodel specifications seccion.

(c¢) Fire Direction Control Arrays. The TACFIRE Model routines
maintain a complete record of the status of each fire unit in the division.
This fire unit status record, together with division target list information,
is used to select fire units for fire missions in accordance with the target
priority assignments and method of attack information provided as indirect
gamer model cohtrol data. Thus, each division has a tactical fire direction
center simulated within the model structure.

e. Scheduling of Volleys. The scheduling of fire events with.n the
model occurs for each volley f£ired in every firc mission. The time lapse
between ths target entering the TACFIRE system and the first volley fire
event of the fire mis$ion is the total response time expected for a typical
fire unit -omposed of the particular weapon system type selected for the
mission, and includes un average TACFIRE capability response time, technical
fire direction response time, and average time of flight of the rounds. The
scheduled time of the firc event is the impact of the volley within the
target area. The parameters used in time sequencing the velleys are the
weapon firing rates provided in the input data. Identical time parameters
are used to schedule the volleys, regardless of whether the fire mission
is in respone co a DSL FIRE order or a TACFIRE request. All assessm 1t
events occur immediately following the impact events.

f. Assessment Effects. The modeling of the effects of area fire
munitions is performed in the Delivery and Assessment Submodel. The submodel
is also responsible for identifying all units and individual sensors within
the effects area of the munitions.

(1) Target Geometry. Target assessment 1s based on the expected
coverage btv each volley of the bands of a rectangular target unit. The
geomefry oL all units is rectangular with up to four variable-density,
equal-area bands per unit. This representation of each unit is set dynamically
within the DIVWAG system and is based on the unit's movement and present
activity. Unit geometry is discussed in detaii in the submodel specifications.
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(2) Target Location Errors. The actual aim points for fire missions
are proyided by the Intelligence and Controi Model after including target
location errors., The systematic errors for each volley are assumed to be
zero for purposes of computing the assessment effects of the rounds in the
coverage problem.

(3) Equipment Losses. Computation of equipment losses Is achieved
in two steps. The primary equipment items are assessed using a modification
of the DIVTaG I1I assessment equation (Reference 4). The lethal areas of the .
round or equivalent round against primary equipment items are specified as - -
input data. The loss of secondary equipment contained on or in primary items
is accounted for by using the secondary loss tables. Fractivnal losses are
carried for all items and are rounded only for periodic output summary reports.

(4) Casualty Assessments. Casualty assessments are determined by a
dynamic assignment of the present personnel strength of a unit to various
protection categories afforded by equipment types present in the unit and
consistent with the activity of a unit. Personnel not afforded equipment pro-
tection are digstributed in standing, prone, or foxhole postures and in warned
and unwarned states. Personnel protected by primary equipment items are
asgessed i1f losses occur, and unprotected personnel are assessed using lethal
area values specified in the input data. Details are given in the specifica-
tions of the assessment submodel.

g. Suppression Effects. Units that are executing MOVE or FIRE orders
in the model are expected to show suppressive effects from the incoming rounds
in addition to the casualties and equipment loss sustained, Units which suffer
personnel casualties are suppressed. For units that ar¢ moving, the suppres-
sion is represented by halting the unit for a short period and thus temporarily
limiting the unit's mobility. For firing artillery units, the suppression is
represented by an increase in the response times and the times between volleys
in the current fire mission of the fire unit being assessed. If a fire unit
is currently suppressed, then the TACFIRE Model selection routines will not
consider the unit a viable candidate for assignment of a subsequent fire
mission. The suppressed fire unit becomes available upon completvion of the
suppression delay time impoced.

h. Area Fire/TACFIRE Model Interaction with Other Models, The Area Fire/
TACFIRE Model interacts or is constrained by the Ground Combat Model, the
Intelligence and Control Model, the Combat Service Support Model, and the
Movement Model.

(1) Cround Combat Model [nteractions. The interaction with the
Ground Combat Mcdel is derived through ground combat sensing reports processed
by the Intelligence and Control Model, which lead to requests for DS fire
missions. The assessment portion also performs the assessment of damage due
to mortar fire generated in the Ground Combat Model.




(2) Intelligence and Control Model Interactions. The interactions
of the Area Fire/TACFIRE Model with the Intelligence and Control Model occur
through the fire mission requests sent to the Area Fire/IACFIRE Model's
TACFIRE submodel. The interface between the two models is achieved in the
division target list.

(3) Combat Service Support Model Interactions. The Combat Service
Support Model affects the Area Fire/TACFIRE Model's TACFIRE section by
altering the fire unit selection process through resupply of munitions in
fire units. The range~munitions factor providing the interaction is discussed
in the submode) specifications of AFTFCl.

(4) Movement Model Interactions. Fire units are constrained by the
Movement Model by not allowirg moving fire units to fire; i.e., no echelon
movement is modeled. Detection of moving targets is also dependent upon
movement rates supplied by the Movement Model.

(5) Environment Interactions. The Area Fire/TACFIRE Model's only
interaction with the environment is in the assessment of casualties. The
lethal areas specified in the input data include forest and unforested values
and are used in the model depending on the current terrain cell forest
condition in which the target unit is located.

3. SUBMODEL SPECIFICATIONS. The submodels of the Area Fire/TACFLRE Model

are rcepresented in the period processor of the DIVWAG system by the subroutines
FIREDT, AFTFCl, AFTFC2, and AREAFIRE. The technical aspects of each of these
subroutines as they relate to the planning, allocation, and scheduling of
artillery fire support and the delivery and assessment of fires are described
in the following subparagraphs. The DSL Fire Scheduling Submodel and the
division TACFIRE Scheduling Submodel perform the planning, allocation, and
scheduling of artillery fire support. The Delivery and Assessment Submodel
performs the delivery and assessment of fires.

a. DSL Fire Scheduling Submodel. All planning, allocation, and scheduling
of DSL fire missions is performed in the gamer input phase.

(1) DSL FIR:Z Orders. DSL fire missions are input in DSL FIRE orders.
A typical D. FIRE order has the following form:

ID: R12141MB
STAY FOR 30 MINUTES
FIRE MUNITION TYPE AO01 ON 0141000-011300
IMPACT RADIUS 100 NUMBER OF VOLLEYS 3.

The munition type, AQOl, identifies the munition as a conventional area fire
munition by the letter A. The particular weapon system and munition type is
identified by the last two digits (01) and corresponds to the weapon/munition
combination index (01) specified in the pregame preparation of the weapon
munitions characteristics table. The fire unit specified is identified
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initially in the DSL order string (i.e., R12141MB in the example). The aim
point for the volleys is contained in the easting-northing coordinates '
specified in meters from the model's map grid origir (e. g., 0141000-01.1300;.
The impact radius specified is not used by the model. Instead a maximum
search radius specified in the pregame data in the weapon munitions charac-
teristics table is used to determine if units are within the effects area

of the rounds or volley. The number of volleys or number Of rounds in the
fire mission must also be specified in the fire order. (In the example three
volleys are indicated.) The number of rounds in each volley is always equal
to the current number of weapon systems on hand in the f1re unit.

(2) DSL Fire Mission Priority. DSL fire missions have priority
over area fires developed in the TACFIRE submodels. They are always erecuted
if the fire unit's weapon systems, are intact and munition is available.

Fire units are withdrawn from the TACFIRE mode for the length of time necessary
to complete the DSL fire mission. They are returned to the TACFIRE mode if
they receive no subsequent DSL order or receive a DSL STAY order.

(3) Fire Mission Volleys. The volleys of the fire mission are
scheduled individually and are subject to checks on the fire unit's weapon
system strength and munitions supply prior to each velley. The starting
time of the fire mission is usually specified by g1v1ng the fire unit a STAY
order until the time at which the fire mission is to be executed. When §ne
game time reaches the end time of the STAY order .he pending FIRE order is
processed by the DIVWAG System Event Sequenc¢ing Routine, and, subroutine FIREDT
is called to schedule the impact time of the first volley. A simplified
macroflow of FIREDT is shown in Figure 5-2.

(a) The time to fire the initial volley is obtained from the
weapon/munitions characteristics data, Figure 5-3, for the weapon/munition
combination specified in the FIRE order. .This time is used to schedule the
subsequent delivery and assessment event within the Delivery and Assessment
Submodel. '

\ .

(b) As soon as the assessment event has been completed, the next
volley is scheduled using the time between rounds data. The second through
nth volleys are scheduled at the maximum firing rate of the weapon system.
After the nth volley (nth round cutoff data) the sustained firing rate of the
system is used to schedule subsequent volleys.

i

(4) Munition Expenditure. Update of the fire unit's status for
munitions expenditure is accomplished within the Delivery and Assessment
Submodel fellowing each volley.

(5) Target Location Lrrors. All target location errors in DSL-
ordered fire are gamer input. Thus, the estimated target locations. must be
realistically based on intelligence data supplied in end of period reports
to accurately reflect actual situations.
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Characteristic Value

Weapon/munitions combination index 1 2 3...

Weapon item ccde index 29 29

Munitions item code index 30 31

Maximum range of combination (meters) Rpyx 26,500 126,500

Minimum range of combination (meters) Ryp 2,500 | 2,500

Time to fire initial FFE volley (seconds) 90 90

Time between volleys 1-N (seconds) 15 15

Time between volleys at sustained rate (seconds) 60 60

Nth round cutoff 30 30

Munition precision error of round at Ryyx (CEP) 383 383

&Pnition precision errcr of round at 0.8(Ryx-Rmn) 237 237

ﬁys?gion precision error of round at 0.6(Rmx~Rmn) 165 165

Mu:?:ion precision error of round at 0.4(Rpx~Rmn) 88 88

;;:?gion precision error of round at 0.2(Rpx~Rmn) 59 59

;;:?gion precision error of round at Ry, 35 35

Radius of effects of battalion volley 200 200

Figure 5-3.

Weapon Munitions Characteristics Table

5-9




R

(6) Renge Constraints. The range limitations of the weapon systems
of the fire units are checked in the Delivery and Assessment Submodel; and,
if the designated coordinates of the fivre request are not within the range
limits of the weapon system, the volley is not fired.

b. Division TACFIRE Scheduling Submodels. Automatic model planning,
allocation, and scheduling of fire missions against targets of opportunity
during dynamic game periods are performed by the combined interactions of
the Intelligence and Contrcl Model and the Area Fire/TACFIRE Mr-lel subroutine
AFTFC1.

(1) Area Fire Tactical Fire Control, Section 1 (AFTFCl). This
subroutine receives fire mission requests from the Intelligence and Control
Model, selects fire units, and assigns fire missions to these fire units.

A macroflow of the subroutine is illustrated in Figure 5-4.

(a) TACFIRE Fire l!fission Requests. The Intelligence and Control
Model sends fire mission requests to AFTFCl. The fire mission requests

contain the folliowing target intelligence information and model processing
information:

. Identity of the unit detecting the target

. Identity of the unit requesting the fire mission
. Sensing report number

. Identification of the target unit

. Estimated target type

. Estimated target size

. Estimated target activity

. Estimated rate of movement

. Estimated direction of movement

. Time the target was last det cted

. Identification of redundant fire mission requests

The target estimzted type is identified as one of the following.

-~ Infantry

~ Armor

- Mechanized infantry
- Reinforced task force
-~ Tube artillery
Missile artillery

- ADA guns

- ADA missiles

- Air base

- Engineer

- Ccmmand post

.
HOoOWwVwWOSNSNSOULESWN
1

.
=
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DIVISION
RESPONSIBLE
FOR REQUEST
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DETERMINE

FLRE UNITS
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SET UP NON- SET UP DS
DS CATEGQRY |} No bs YES CATEGORY
YIRE UNIT REQUEST FIRE UNIT ||
croups 1,2 || * ? GROUES 1,2,

L |

GET METHOD
OF ATTACK
TABLE FOR
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SCAN METHOD OF ATTACK TABLE
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SELECT FIRE UNIT FOR MISSION

ENTER TARGE . YES ASSIGN PIRE
ON TARGET FIRE UNIT MISSION TO

BACKLOG “\(SELECTP. FIRE UNIT
LIST \

CALL
AFTFC2

‘REW)

*See definition, paragraph 3b(1)(d)1lb, page 5-14.
Flgure 5-4. AFT} 'l Macroflow
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Estimated target activity is specified as:

Inactive
- Move

~ Fire
Engineer
- Attack

- Defend

- Withdraw

.
Nonm e LW
]

Estimated target size categories are specified as:

Platoon-gize target

Company-size target

Battalion-size target

~ Greater than battalion-size target

.
S o -
I

(b) Division Target List Information. The target information
received in the fire mission request is stored on the division's target
list. The target list contains all the fire mission requests pending within
the division's zone of responsibility. Information stored on the %arget
list includes the following:

. Record number of target unit on Unit Status File (USF)

. Latest sensing report number

. Estimated x-coordinate

. Estimated y-coordinate

. Estimated rate of movement

. Estimated direction of movement

. Time of last detection

. Combined target activity, size, type index

. Identification of echelon of unit requesting the fire mission
. Identificaition of unit requesting the fire mission

. USF record number of DS units if this is a direct support request
. USF record number of the nearest friendly maneuver unit

. Target priority

. Time when fire mission was received in AFTFCl.

Each divisional center is allowed a maximum of 48 pending fire mission
requests. If an additional request is received when the list is full, the
target with the lowest priority is dropped from the list and the new one
is added.

1. Stationary targets remain on the target list until the
fire mission request has been coupleted or until an updated fire mission
request supersedes the previous target intelligence. The updated information
is retained, and the old target information is deleted.
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2. Moving targets are subject to the same conditions as
stationary ones with the exception of atime limit that is imposed on the
target's time on the target list. If the target is estimated to have moved
at least 3000 meters based on the latest estimated rate and time of last
detection, it is dropped from the target list.

3. LEvery target received by AFTFCl is assigned a target
priority based on the target's estimated type, size, activity, and proximity
of the target to the nearest friendly maneuver unit. For each combination
of target type and activity, three range categories are defined, and
priorities within these range categories are established as part of the data
preparation phase. The priority value scale can range from one to four,
with only integer values allowed and one denoting the highest possible
priority. The submodel identifies the range category by locating the front
line maneuver unit that is closest to the target. The separation between
the maneuver unit and the target is used to determine the range category.

(c) Division TACFIRE Fire Unit Status Record. The status of
each fire unit within a division's TACFIRE system is maintained on the

Division Fire Unit Status Record (FUSRCD). Information maintained includes
the following:

. USF record uumber of fire unit
. Fire unit mission :ode (DS=1, REINF=2, GS/REINF=3, GS=4)
. Fire unit pending order code
. Ueapon equipment item code
. Maximum range of weapon
. Mipimum range of weapon
Weapon/munition combination index (for each munition)
. ASR priority cutoff (for each munition)
. ASR (for =ach munition)
. Fire unit's mission assigument code
. DNumber of volleys assigned in present fire mission
+ Number of volleys fired in present fire mission
. Number of rounds in each volley of current fire mission
. Weapon/munitions combination used in fire mission
. Scheduled end time of present fire mission
. Target aim point (x, y) coordinates

{(d) Fire Unit Selection Process Logic. The selection of a fire
unit to execute a fire mission request is determined by combining several
selection criteria to represent current availability of fire units, on-hand
supply of munitions for candidate fire units, organizational mission
responsibilities of fire units (i.e., GS, GS/REINF, REINF, and DS), range to
target, and weapon/munitions effectiveness. This information is combined
by the logic in AFTFCl. The selection process used is representative of
situations where a new target has been received in the system and several
fire units are available for the possible assignment to the mission.
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1. The available fire units initiallv listed are those fire
units that are: (1) in the TACFIRE mode, (2) within maximum and minimum
range limits of the target, and (3) currently not assigned a fire mission.
This set of available fire units is further subdivided into 'priority of
selection" groups dependent upon the fire mission request categories
recognized by the model. These fire mission request categories are either
DS fire missicn requests (DS category) or other fire mission requests
(non-DS category) .

a. Fire missions categorized as DS requests are
identified as all fire mission requests originating in maneuver battalions
or brigades/regiments. For each DS request, the DS artillery fire unit(s)
assigned to the maneuver brigade/regiment are identifiad and stored. All
1 other fire mission requests belong to the non-DS category.

b. In the selectjion process for ilLe DS category, all

available fire units are grouped in order of possible consideration for fire
mission as foliows:

. Group 1 - Unit or units in DS of battalion or
brigade/regiment requesting fire mission

. Group 2 - All available GS, GS/REINF, REINF units

. Group 3 - All other available DS units, where
availability is defined as before.

c. The grouping for the non-DS category in order of
possible consideration for fire missions is as follows:

. Group 1 - All available GS, GS/REINF, and REINF units
. Group 2 - All available DS units.

2. Before the selection process can begin, the weapon/
munition effectiveness and/or choice of weapon preference must be specified.
These items are supplied in the pr-,ime data preparation of the method of
attack tables. Each specific target combination considered has a method
of attack table specifying the weapon/munitions combinations, in order of
preference, and the level of attack. A typical method of attack table is
shown in Figure 5-5.

a. Within the method of attack table the weapon/

munition combinations for potential employmeut against the target are listed
P in order of preference. This preference should be based un the effectiveness

of the systems as derived in studies such as Legal Mix IV (Refereace 3),
TACFIRE Requirements Study (Reference 1), FM 6-141-1 (Reference 5), Munition-
Target Relationships Study (Reference 6), and on the particular scenario or
doctrinal concepts applicable to the particular game situations being
considered.
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TARGET INTELLIGENCE INFCRMATION:®

Estimated type
Estimated activity

Estimated size

(2) __ARMOR

(2) _MOVE

(5) BATTALION

St g

Weapon/Munition Preference
Method of Attack 1 2 3 4 5 6 7 8 9
Weapon/munitions 11 10 9 3 7 6 5 4 8
combination index
Weapon index 92 48 20 46 83 90 83 42 85
Munitions index 93 51 22 47 84 91 84 43 86
Level of attack, number 1 1 2 4 8 8 8 8 5
of fire unit volleys
Figure 5-5. Method of Attack Table
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b. The level of attack is the number of full fire unit
volleys required in the fire mission to attack the target and is likewise
subject to conditicus considerea i the above preference.

3. Once the target's method of attack table is identified
and the fire unit grouping escablished, the selection process initiates a
scan of the method of attack tsgtle in order of the preference indicated.

A. The first choice in the table will identify the
preferred f£irst cholice of weapon system type and munitions to be used. If
a fire unic with this weapon munition combination is available in Group 1
the fire unit is assigned if it has adequate munitious.

b. If several candidate fire units in Group 1 have the
weapon/munition combinatior, a munitions-range workload factor is computed
as follows for each candidate fire unit:

ot Rax - Rogr (5-1)

F _MAR ~ TTer
MR -
R Ry - Ry

where:
FMR = munition-range workload factor
Ni = aumber of rounds of the munitions type specified for this

weapon/munition ccmbination
Reax = maximum range of weapon/munitions combination
RMIN = minimum range of weapons/munitions combination
RTGT = range to target.
The fire unit with the largest munitions-range workload factor is selected
from the candidates for fire mission assignment.
¢ If no fire units are available within the group with
the weapon/munition first choice preference, of if adequate munitions are
not available for the first choice preference, the next choice in the method
of attack table is checked using the same logic. This process continues

until a fire unit within Group 1 has been selected or until the cholces in
the method of attack table have been exhausted.
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d. When all choices have been exhausted in the method
of attack tablc for Group 1l fire units, and no fire unit has been selected,
Group 2 fire units are identified; and the attack table is again scanned
beginning with the first choice and continuing as before. This procedure
continues until a fire unit is selected or until the last group is processed.

4. The hierarchy of the selection process can be summarized
in terms of the competing selection factors arranged in the order in which
they are applied.

. Target or mission request categorization as DS
or other requests

. Fire unit mission grouping

. Weapon/munitions preference ur effectiveness

. Munitions-range workload ractor.

5. The selection of fire units is a dynamic process, and
fire unit availability during the game period is a driving factor in deter-
mining the fire unit actually selected fo. the fire mission by the above
logic scheme. Gamer control of fire unit selection within the TACFIRE mocde
occurs through DSL FIRE orders that render fire units unavailable while
executing the DSL fire mission; through organizational assignment of DS, GS,
GS/REINF, and REINF roles; through deployment or location of fire units;
and through the initial preparation of method of attack tables and target
priority tables.

6. If no fire units are available for an assignment, the
target information is stored on the division's target list and will be
procegssed again immediately after a fire unit becomes available. The logic
process used when a target backlog exists is described in subroutine AFTFC2.

(e) Fire Mission Assignment. When a fire unit has been
selected for a fire mission, the fire mission parameters on the method of
attack table are set up in the Fire Unit Status Record [Paragraph 3b(1)(c)],
and the fire unit processing is transferred to AFTFC2 for the individual
scheduling oS the volleys.

(2) Area Fire Tactical Fire Coatrol, Section 2 (AFTFC2). Subroutine
AFTFCZ is designed to represent the target selection process when a backlog
of targets exists and a fire unit becomes available for a fire mission. The
subroutine AFTFC2 generates fire missions from the target backlog list for
those fire units that have completed fire missions or otherwise become
available in the TACFIRE mode. AFTFC2 also generates the successive volleys
for a fire unit currently engaged in a fire mission. LEach time an active
fire unit enters AFTFC2, its Unit Status File is used to update the
information in the Fire Unit Status Record so that each volley assigned in

& fire mission is subject to dynamic game sequencing. A macroflow of AFTFC2
is shown in Figure 5-6.
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(a) Fire Unit Activation. When a fire unit enters AFTFC2 after
it has completed a fire mission or becomes available from a DSL fire mode
or MOVE mode, the division target list is checked for a target backlog. If
there are no targets the fire unit TACFIRE range code eliminator is set to
zero to indicate there are no targets in the system on which the fire unit
can fire. The fire unit is thea scheduled for a 15-minute stay in the
TACFIRE mode but can be activated by a new target entering the system in
AFTFC1.

(b) Target Selection Process. When a target backlog exists a
scanning of the target backlog list is initiated, and candidate target
selection information is stored in the target selection array. The target
list is scanned in three different sequenced passes that generate priority
target groups based on the fire unit's organizational missiun (i.e., DS, GS,
GS/REINF, or REINF role).

1. Ii tke fire unit is in a DS role, the initial scan
ignores all targets except those that have been identified as being requested
by the maneuver brigade or battalion of which the fire unit has been placed
in direct support.

2. If no targets are found in the initial scan or if the
fire unit is not in a DS role, the scan of the target list is set to select
all targets that are identified as DS fire mission requests.

3. All targets notpreviously considered in a DS scan are
included in the last scan. Thus, for fire units in DS roles the target
backlog is grouped into three mutually exclusive groups as viewed from the
fire unit:

« Group 1 - DS request for the fire unit being considered
+ Group 2 - DS request for other DS fire units
+ Group 3 - All other targets.

4. When a fire unit is in a GC, GS/REINF, or REINF role
the targets are grouped into two mutually exclusive groups:

. Group 1 - D3 requests for all DS fire units
. Group 2 - All other targets.
5. Vhen a specific group containing several targets is
processed, the target with the highest priority is considered first. If
any targets have the same priority value, the target closest to the fire

unit is selected. (It is in this screening process that a greater number
of priority categories may be found desirable,)
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6. Once a target has been selected, the method of attack
table i¢ scanned for the choice of munitions to use. (The fire unit's
weapon system is already known.) The first choice encountered that is within
the range limits, and for which the fire unit has at least enough munitions
for the first volley, 1s the method of attack selected. If no choice is
acceptable the target is deleted from the group being considered, and the
reduced target group is scanned again. This procedure is repeated until the
target group is exhausted or a target is selected and assigned. When a
group is exhausted, the next specified target group is identified and
processed in the same fashion until all the groups have been considered or
until a target is finally selected and assigned.

(z) Moving Target Time Duration. Moving targets are checked
each time a fire unit scans the target list for a new fire mission. If the
estimated distance the target has moved sin22 the last time it was detected
is greater than 3000 meters, the target is dropped from the list and is
not engaged. This parameter is representative of a target duration factor
to establish a time window for moving targets [refer to Legal Mix IV study
(Reference 3) and the TACFIRE Cost Effectiveness Study (Reference 2) for
discussions of the time duration established for taigets].

(d) Fire Mission Volley Scheduling. The portion of thc
subroutine handling the assignment of successive volleys procee: as for
DSL-ordered fire. During any fire mission, nc fire wunit will be interrupted
and assigned to a higher priority target. Thus, fire units arc unavailable
for the duracion of their current mission assignment.

c. Delivery and Assessment of Area Fires. The Area Fire Delivery and
Assessment Submodel determines the units and discrete sensor systems that
are located in the target area and withia the effects area surrounding the
center of impact of the volley, and computes the expected damage effects of
the impacting rounds on equipment and personnel. A macroflow of the
subroutine AREAFIRE, which performs these activitizs, is shown in Figure 5-7.
All target damage and assessment of personnel casualties and equipment
losses is accomplished on a per-volley basis. The assessment equations used
to describe unit target damage and sensor target damage are discussed in
the following subparagraphs.

(1) Preliminary Search Radius Screen. The center of impact of the
volley is used in the submodel as the center of a preliminary screening
circle of radius, Rg. This screening radius is dependent upon the weapon-
munition combination type and upon the target being considered (i.e., unit
or sensor targets). The units or sensors whose centers lie within tbis
screening circle are then subject to further screening for possible casualties
and eqguipment loss or failure.

(a) Unit Search Radius. To identify units that are potential
candidates for further screening, the screening radius is set to 3500 meters
plus the effects radius of the munitions combination used in the fire mission.
Units centered within the screening radius are considered for assessment.
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The effects radius is defined for model purposes as the radius of a circle
in which 99 percent of the effects of the volley are expected to occur, and
.is part of the coastant input data load. Moving units are projected to
their expected locations at ithe time of impact to ensuse a timely assessment
of area fire effects.

(b) Sensor Search Radius. Potential sensor systems to check
for possible damage effects are located using a search radius fixed at 3000
meters. This distance 1s sufficient to ensure that negligible damage will
result on any sensor system located outside this search radius.

(2) Assessment of Unit Arecz Targets. The computation of area fire
damage effects to rectangular area target units is accomplished on a single
band basis and the results summed to obtain a total unit loss. The geometry

of the target unit and the band loss calculations are considered in the
following subparagraphs.

(a) Band Assessment Geometry of Target Units. All units have
a rectangular geometry and can contain up to four cqual-area lateral bands.
The outside dimensions, number of bands, and distribution of equipment and
personnel within these bands are set dynamically in the DIVWAG system
depending upon the type of unit and current mission or activity, i.e.:

. Move

. Sctay

. Fire

. Attack

. Defend

. Withdraw

. Engineer.

4 loss in persoanel and/or equipment within various bands of the unit will
reduce the density within these bands, but the band areas and percent
distribution amaag bands will remain constant, regardless of the current
strength of the unit. An example of the unit's geometry and band density,
as illustrated in Figure 5-8, 1s described in Figure 5-9.

(b) Orientation Geometry of Target Unit.. The orientation of
the target unit is such that the forward edge is either in the direction of
the current DSL move segment, facing the FEBA, or in a direction determined
Ly the Ground Combat Model. An exception occurs when a unit has a WITHDRAW
order. In this case the forward edge is oriented oppnsite to the direction
of unit movement. The direction is sp2cified by the angle « , as measured
from the x-axis toward the direction of a line from the unit's center to
the center point of the unit's leading edge.

5-22

[

-

e o A



P P S Sy 1

Figure 5-8.

Targe: Unit Assesament Geometry
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(c) Unit Assessment Calculations. The computation of target
damage on bands of a unit is an adaptation of the casualty equation found in
FM 6-141-1 (Reference 5) as used in the DIVTAG II assessment scheme, i.e.:

where:

Ay

R?(CEP)

k
CAsij = Nifij 1- exp —

k o kk
-R, (CEP)L,N, (5-2)

Ay

casualties or equipment losses of type i in the jth
band of the unit expected for munition type k

current strength or equipment on hand of type 1

percent of personnel or equipment type i in jth band

lethal area st kth type round or equivalent round
asainst personnel in posture type i or against

equipment type i

number of rounds or equivalent rounds of munitions
type k in the volley

area of the jth band of the unit

fraction of the rounds of munition type k that is
expected to cover the target jth band

[y
All of the parameters except Rj(CEP) of the equation are obtained from
pregame data and the unit's status file. RE(CEP) is computed for each band

of the unit and represents an approximate t
equipment losses and personnel casualties are computed and stored as fractional

rget coverage calculation. The

uumbers that are accumulated in the target unit's status file record. They
are rounded off only for period output purposes.

depends on the delivery errors of th

Computation of Rk(CEP). The computation of Rk(CEP)
g round or equivalent round. “The CEP is

defined as the radius of a circle inside of which 50 percent of the rounds

will impact.

These errors are approximated by a two-dimensional normal

distribution with a standard deviation o= oy =0y, where ¢ is related to
the CEP data for the round ac follows:

aba P S
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o = CEP(meters) (5-3)

‘,21n2

This relation results by assuming that the round or equivalent round disper-
sion can be approximated by a circular normal distribution density:

2, 2

To

(4

It follows from the definition of the CEP and Equaticn 5-4 that,

Jrceprasey = 2
2 2 2

x° + y° < CEP

e
or, 1l = 1-exp - CEP_ (5-5)
2 242

Equation 5-3 follows from Equation 5-5 by solving for ¢ in terms of CEP.
The value of R?(CEP) is obtained by numerically evaluating the integral:

RI;(CEP) = /]:i(x - X[, ¥ - yI) dxdy, (5-6)

area of band j

where (x1, yp) are the coordinates of the center of impact (CI) of the volley.
(The dispersion of the CI for the volley has been included in the target
location error simulated in the Intelligence and Control Model.) Evaluation
of the double integral is accomplished by choosing a coordinate system such
that the x-axis is parallel to the orientation of the band or unit. The
two-dimensional integral then reduces to the product of two one-dimensional
integrals as follows:
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Evaluation of the individual integrals, I, and I

v MR A A _odsiathdaf g
Xp 2 .
_Gexp) . b (y-yp)?
e 20° 4x e 20 dy
2 2
ro
Ya
(5-7)
= band width
= band depth
= vand area

= used to denote R?(CEP).

y

, then proceeds as follows:

Step 1. Compute the angles of orientation shown in Figure 5-8.

ARCTAN width of unit (5-8)
depth of unit

a +f, if Yy > 2r, V) =@ +f-2r (5-9)

7 -f+a, if 72>27.', ‘/2=-W"ﬂ+a (5-10)

% (width? + depth?)2 (5-11)
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Step 2. Determine the target unit's

Pl(xl’yl)

Pz(xz,yz)

P3(x3,Y3)

P, (x4,y4)

Step 3. Compute the corner coordinates of the jth band of the unit:

X4
MA

corner coordinates:

= XO b rcos‘/l

Yo + rsinyl

= xo + rcosy2

=yo t rsin'/2

= 2xo - X

= zyo - yl

= 2x0 - X9

=2 - ¥2

+ [(3-1)/n](xp~%;)

+ [(3-1) /nl(yy-yy)
+ [(3~1)/nl(x;~x;)
+ [(j—l)/n](yu-y3)

+ (3/n) (x5-x%9)

+ (j/n)(y2'yl)

I
X = X
1 1
BJ
1 3 _
Y1 Yl
Xj = X
. A 4
~
4 j
y4 = Y4
I =
X = X
j 2 1
B
2 3
Yz =¥
5-28
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(5-12a)

(5-12b)

(5-1Zc)

(5-12d)

(5-12e)

(5-12f£)

(5-12g)

(5-12h)

(5-13a)

(5-13b)

(5-13c)

(5-13d)

(5-13e)

(5-13%)
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xg = x, + (3/n) (xgx,) (5-13g)
3 3
Yy =¥, * (3/n) (y4=y,) (5-13h)

where: n = number of bands

Step 4.

Determine the perpendicular

the lines forming the band edges:

| 4]
A
a

]

Step 5.

made of the integral:

Distance from (x7,y;)
Distance from (¥y,y)
Distance from (xy:.yp)

Distance from (xp,yy)

lal

——

o

Id = __L_

e

for all four distances (d = X0 Xy Vo yb).

Step 6. The numerical values of Ix and I

manner:

y

distance from the center of impact to

to line B3Bd (5-14)
to 11ne'§1§£ (5-15)
to line 8283 (5-16)
to line BB, (5-17)

These distances are then normalized, and a numerical evaluation is

22 (5-18)

_—Z—-dz

are then obtained in the following

1f lxal is less than band width and !xb| is less than band width,

otherwise:

Ix = Ixa + be
Ix ‘ Ixa - be
5=29

(5-20)

(5-19)
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IYa L 1| (5~21)

otherwise:

I =
¥y

Step 7. The fraction of the rounds expected to impact Iin band j is finally
obtained as:

R, = I]I (5-23)

Once Rk has been compnuted for each band of the unit a check is performed to
limit ~further calculations if Rk is less than 0.001 for a band. The lethal
area of the round is also compargd with the band area for each equipment or
personnel assessment; and if the lethal area is greater than the target area,

it is set equal to the target area to ensure that the kill probability per
unit area never exceeds one.

2. Assessment of Primary Equipment Items. The assessment
of equipment items is computed directly or indirectly, depending upon the
identification of an equipment item as either primary or secondary. All
primary items have an associated lethal area specified in the input data and
are assessed using Equation 5-2. Once the primary items have been assessed,
the secondary losses are computed from the secondary tables as:

(2)
2) 2

(5-24)

[
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where:

= losses of secondary equipment item j

= lesses of primary equipment item i

= nunber of secondary equipment items type j
authorized to primary equipment item type i

= secondary type j equipmenct on hand in unit

= secondary type j equipment authorized in unit

3. Assessment of Casualties. Personnel casualties are

determined in a two~step process involving categories of personnel not

protected by equipment on hand in the unit and personnel afforded protection

by equipment.

Figure 5-10 illustrates the breakdown of the two categories

for a typical unit activity. The prctection afforded is determined in the

following steps

a. Personnel are associated with equipment using the

pthtection priority index to establish the order in which protection is given.

The number prot

where:

=
]

3
[
L}

The total numbe

ected by an equipment on hand item i, N%, is:

Nt = Eini (5~25)

equipment type i on hand in unit

personnel afforded protection by one equipment item type i
when the unit is in an activity k

r affordad protection, NS is:

t
x; = Minimum [ fN: , N] (5-26)

where: N' = the present strength of the unit.

S P SO S S 1
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BLUE PERSONNEL PROTFCTION DATA

ACTIVITY INDSY & (ATTACK )

PERPSNAMNFL KCT PRNTFCTEN RY FNYTPMENT

POSTURE RREAKNOWN, UMWAPNED ¢ STANDTNG IY FOXBOLS
te ¥ L v Y
PASTUPE BREAKNOWN,  WARNED ¢ STANDTNG  PRONE ECyhryr
” 9 ap ¥ 17
TIME TC PFTURN TC UNWARNED POSTURE 4 2 (MINUTFS)

i

PROTECTION OF PERSCNNEL 8Y EQUIPMENTY

PROTECTION EOH PERSONNFL CASUALTIES
PPINRITY INDEX PEP TTEM FEP LOSS
1 23 4 4
2 91 4 4
3 ap 2 z
4 20 4 4
5 19 v z
& 18 11 11
7 41 5 -
8 39 4 4
9 3 5 ¢
10 51 5 3 (
11 62 5 g ‘
12 ... 29 4 y
13 32 2 2
14 43 4 4
15 73 ? 2
16 75 5 3 %

Figure 5-1C6. Typical Unit Personnei Protection
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The number of casualties assessed when the equipment providing protection is
lost, Cp, is given by:

p

(5-27)

where:

Li equipment on hand item i losses

ls

casualties per each equipment on I nd item
loss in activity k

and the summation over i is performed in order of the protection priority
index and stops as socn as all personnel have been accounted for.

b. The personpel not protected by equipment, Nﬁp, is:

t t t
N = N-~N 5-28
: 5 : (5-28)

If Nﬁp is greater than zero, these persoanel are distributed in the posture
categories warned or unwarned with standing, prone, or foxhole protectior.

The warned category is in effect if a prior volley had impacted within the

unit before a time cutoff established in the data preparation has elapsed (in
the example this time is 2 minutes). The distribution between standing, prone,
and foxhole is also specified from input data as shown in Figure 5-10. The
casualties sustained in each posture are computed using Equation 5-2. The sum
of the unprotected casualties, CE , 1s ardded to the protected casualties,

Cg, to obtain the totai casualties, Ct, i.e:

¢t = cgp + c; (5-29)

e e e amanaam o send

(3) Assessmen: of Ground Semsors. In the DIVWAG system, several

b ground sensor types are not dynamically lccated within the boundary of the
unit to which they belong and, therefore, are not subject to the assessment
scheme for unit targets. These sensor sices are assessed individually to
properly represent damage and degradation effects resulting from artillery-~
delivered area fire. The sensor systems are assessed using assessment calcu-
lations dependent upon the target beiw.g approximated either as & point type

target or an extended area type target. These two techniques are described
below.

(a) Assessment of Point Type Sensor Targets. Computations of

damage against sensors whose physical dimensions are small reiative to the .
effects area of a volley zre based on a point target approximatjon. Repre- :

sentative sensor types wouid be ground based MTI, countermortar/battery radars,
” and ADA radar installation sites. The following computations desctibe the
manner in which a sensor is determined to havi sustained a certain damage -
level and the manner in which this damage level is used to determine resulting :
down time.
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1. Damage Level Computations. The computation of the
expected level of damage against a sensor site uses a damage function for a
single round given by:

2 2
- | (x=%)° + (y-vy) -
lp(xi,yi,x’y) = g [ 20[;2 (5 30)
vhare:
p(xi,yj,x,y) = the probability that a round impacting
) at (x,y) will destroy the sensor site
at (xi,yi)

and the lethal area, L, of the round is related tocx)in the following manner:

o«
L = j] P(xy,y4,%,y) dxdy (5-31)
)

Performing the integral:
- 2
L = 2ra (5-32)

and solving for o results in:

1
_ L 2 (5-33)
o = =2
D 2=

Using Equation 5-4 to approximace the round-to-round delivery error about
the center of impact of the volley, the probability of damaging the site for
a single round is expressed as:

k2
e,y = fff a0y p0xpypxmax gy (5-34)
- "
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Sustitution of Lquations 5~30 and 5-4 into Lquation 5-34 results in the

following:
(2 2o |
_ x2 4y . (x-x) + (y-yi)2 o
1 2 . 2(72 20D2 '
£(xq,y1) = 5 ffe dxdy (5-35)
27"0 J \
~ 0
The integration cf Equation 5-35 is straightforwar& and yields:
4 . 5 .
R . |
on? 2 2§ g2)
f(xi;yi) o —2 e (o ) . (5-36)
”DZQ-OZ
] 1
1f the sensor is located at coordinates (xsays), and the center of impact
of the volley is at {xg,y), the x4 and y; are given by:
i
Xy = x_ - X . : (5-37)
yi = YS - YI (5—38)
and the separation, dIs between the sensor site and center of impact of the
volley is given by: i
\ 2 2, 1/2 ‘ Ve
dIS = (x5 +y;) i \ (5-39)
or:
2 2.1/2 .2 s /e L
(g +y;7) = [(xg=xp)" + (ys-yi)z]‘/z (5-40)
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Substituting Equation 5-40 into Lquation 5-36 yields for the probability
of damaging the site by a single round, the expression:

2 2
2 o (xo=xp) T + (y_~yy)
s 1 s 71 (5-41)

fd) = —5—3 °© 2(op? + %)

vhere the coordinates Xgy Yoo XI, Yy 3re referred to the DIVWAG Model
coordinate system., If Equagion 5-4i represents the probability of damage
occurring from a single round in the volley, then the probability of damaging

the site from the entire volley of N¥ rounds is given by:

- NE
F(d ) = 1- [1-£(d)) (5-42)

when a closed sheaf approximation is used (i.e., all rounds are fired at a
common aim point.) The quantity F(dIS) is used as a measure of the expected
level of damage at the sensor site as a result of the fire mission volley.
Figure 5-11 illustrates the damage levels for both the single round and for
the entire volley as a function of separation of center of impact and sensor
location for 5 artillery 155mm howitzexrs firing at a sensor site with rounds
having a lethal area of L =~ 6000 square meters and dispersion error of

¢ =~ 25 meters.

2. Sensor Status Evaluation. The level of damage represented
by Equation 5-42 is used to estimate the status of the sensor site for future
operation. In order to retain more than a simple two-leval destroyed or
operational status, two intermediate levels of "temporarily destroyed" are
incorpotated in the model design. The determinatfon of the sensor status uses
the values in Figure 5-12. The last column in the table contains the expected
downtime assessed to the sensor if it is judged to be temporarily damaged.

The model logir is to determine the sensor site status from F(djz) and, if

the site is temporarily damaged, to use linear interpolation between the
1imits in the vable to select the actual downtime and to put the site in an
inoperable status for this length of time (i.e., the time required to repair
the sensor and return it to operational status).

' (b} Assessment of Extended Area Sensors. The sensors assessed
using this method are the unattended ground sensor (UGS) fields. These
fields, as represented in the model, consist of four-sided figures containing
aniforinly distributed sensor types.

’
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Figure 5-11. Damage Levels as a Function of Separation of Center of
Impact and Sensor Location
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F(dIS) Sensor Status Cnae Downtime
F>~.5 Destroyed &4 -
252F £ 5 Temporarily destroyad 3 3 ~ 12 Hours
1zF<.25 Temporarily destroyed 3 1 ~ 3 Hours
F<.1 No damage 0

e

Figure 5-12. Sensor Status Evaluation
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1. Damage Function for UGS Fielus. A circular "cookie cutter"
damage pattern is used to evaluate UGS field damage. The radius of this
damage pattern is currently set at 1000 meters.

2. Damage Estimate Against UGS Fields. The UGS damage radius
is used ¢o determine if any of the four corners of the UGS field lies within
the damage function region. If three or more corners are fournd to lie within
this raaius, the field is considered completely destroyed anc¢ the sensor status
code is set accordingly. If, however, only two corner:; are inside the damage
function radius, subrou:ine CHORD is used to crlculate the intersection of the
damage function's circnlar boundary with the tJo sides of the field. These
intersection points are then used as the new corner points of the UGS field,
thus reducing the size #nd hence the effectiveness of the original field. If
only one corner is fourd to be inside the damage function pattern. ihen the
largest side attached .o this corner is determined and the intersection Jf
that side with the damage function boundary becomes the new corner of the UGS

field, replacing the corner inside the damage area. These three cases are
illustrated in Figure 5-13.

(4) Target Loss Update and Firer Expenditure Update. After the
assessments for each band have been computed, they are summed and the total
unit's personnel and equipment on hand strength is upd: .ed. The fire umnit
is also updated for munitions as:

M (updated) = M - N (5-43)

where:

My = number of rounds prior to fire mission of equipment
on hand type j in fire unit

Ng = number of rounds type k fired in th« fire misvion.

d. Fire Suppressior of Unit Target From Area Fire. Units executing
MOVE or FIRE orders suffer a disruption of activity when they receive enemy
fire. The length of time the unit's activity is suppressed is dependent upon
its type, its activity, and the type of fire. Tables of suppression time as
a function of these variables are part of the constant data prepared pregame.

(1) Units Moving. If a unit is moving on the ground at the time
it receives fire, it will be halted and required to stay for the amount of
time indicated in the appropriate activity suppression table. This is
accomplished by determining the distance the unit has traveled along its
current model move segment at the time the enemy fire is received, terminating
the segment at that point, and giving the unit a STAY order. The Movement
Model is employed to perfurm the actual update of the unit's location and
consumption of the proper amount of food and fuel. Upon expiration of the
STAY order, execution cf the MOVE event is resumed. The duration of the STAY
is extended if other fire 1s received before it has elapsed.
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r g OAMAGE RADIUS

Py IMPACT POINT

Py FIRST CORNER POINT

F’an NEW 2ND CORNE? POINT

OLD 2KD CORNER FOINT

F'3 3RD CORNER POINT
$TH CORNER POINT

T
XY acrive ves

I j i+ TIVE UGS

UGS FIELD DAMAGE ~ ONE CORNER

Py ]

~TWO CORNERS

«THREE CORNERS (OR MORE )

Figure 5-13. UGS Field Assessment Gecmetry
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(2) Units Fiving. A unit executing a fire order has a characteristic

response time as described in Paragraph 2e. This response time, or time
between volleys, is extended if the unit recelves enemy fire. This is
modeled by adding the suppression time to the responge time or time between

volleys.
above.

Again, the suppression time is selected from the tables described
If a second volley of fire is received before the suppression time

associated with the first has clapsed, the times will overlap.
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CHAPTER 6

AIR GRGUND ENGAGEMENT MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. i.eneral:

(1) The Air Ground Engagement Model determines the losses of both
aircraft and ground targets resulting from all air-to-ground or ground-to-air
interactions, except those associated with aerial reconnaissance (Chapter 3)
and airmobile assault operations (Chapter 10)., The Air Ground Engagement
Model represents Army rotary wing and fixed wing aircraft, wich emphasis on
the direct aerial fires (DAF)1 role. High performance jet aircraft are repre-
sented in lesser detail, and only in the close air support (cas)! role. The
Alr Ground Engagement Model is sensitive to changes in numbers, types, usage,
and mixes of aircraft as well as to changes in the ground threat characteris-
tics: weapons, deployment, and firing doctrine.

(2) The model treats the aerial attack of five target types under
good or poor visibility conditions during daylight hours or night. Each of
t..e 20 possible combinaticns of these factors is treated as a mission type,
as enumerated in Figure 6-1, An additional factor, whether the aircraft does
or does not penetrate enemy air space, makes a total of 40 mission types.

(3) For DAr missions, a first and a second choice aircraft/munition
mix may be specified for employment. Losses or expenditures of DAF aircraft,
fuel, personnel, and munitions are accounted for and are reflected in availa-
bility of resources for subsequent missions.

(4) CAS resources available are specified periodically during the
game in terms of numbers of sorties of all-weather and good-weather aircraft
to be made available in each 6-hour portion of a day. This sortie input is
the sole constraint on CAS availability. High performance jet aircraft are
assumed to be loaded with the most effective munition mix for each target
type. Accordingly, no CAS aircraft/munition mix or other resources are speci-

fied or accounted for. CAS aircraft losses are, however, recorded for analysis.

b. Approach. A~ air mission is treated in the model in seven major
segments, Activities represented within these segments are described below.

(1) Allocation of Mission Resources. In response to a request for a
DAF mission, resources required to accomplish the mission are allocated based

1. The term DAF in this chapter will be used to connote fires delivered
by Army attack helicopters. The term CAS will connote supporting fires from
high performance fixed wing aircraft, whether Red or Blue force.

Preceding page blank 6-1




Description of Target

Tank unit, daylight, good visibility
Tank uvnit, daylight, pcor visibility
Tank unit, night, good visibility
Tank unit, night, poor visibility

Mechanized infantry (motorized rifle)
daylight, good visibility

Mechanized infantry (motorized rifle)
daylight, bad visibility

Mechanized infantry (motorizei rifle)
night, good visibility

Mechanized infantry (motorized rifle)
night, poor visibility

Artillery unit, daylight, good visibil
Artillery unit, daylight, ponr visibil
Artillery unit, night, good visibility
Artillery unit, night, poor visibility
Infantry unit, daylight, good visibili
Infantry unit, daylight, poor visibili
Infantry unit, night, good visibility
Infantry unit, night, poor visibility
Airbase, daylight, good visibility
Alrbase, daylight, poor visibility
Airbase, night, good visibility

Airbase, night, poor visibility

unit,

unit,

unit,

unit,

ity

ity

ty

ty

T ! R
Nonpenetration | Penetration
Misaion Mission
Code Code
01 21
02 22
03 23
04 24
05 25
06 26
07 27
08 28
09 29
10 30
11 31
12 32
13 33
14 34
15 35
16 36
17 37
18 38
19 39
20 40

Figure 6-1.

Air Ground Engagement Model Mission Types
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upon the mission type. The quantities of resources required for each mission
are pregame inputs which can be set at any desired level. Normally, however,
a mininum of two attack helicopters is needed to undertake a mission, in which
case the mission would not be flown if only one aircraft were available. Eup-
port is allccated within a hierarchy of support relationships from the air-
base? nearest the target which is capable of meeting the mission type require-
ments. Should insufficient appropriate resources be available, an indication
to that efiect is made so that alternative means of attacking the target may
be employed. The time required for aircraft preparation including arming,
fueling, and crew briefing is determined from pregame input data, and the

time when aircrait are to be airborne is determined. While on the ground at
the airbase, either bzfore or during mission preparation, DAF aircraft are
vulnerable to enemy atrtacks directed at the airbase. In the case of a request
for a CAS mission, the remaining portion of the sorties allocated for the cur-
rent 6-hour period must equal cr exceed the number required to accomplish the
mission, for the missjon to be flown. Otherwise, a reject message is issued,
as in the DAF case. No other resource constraints are considered for CAS,

nor are CAS aircraft vvlnerable on the airbase.

{2) TFlight tc the FEBA. When the aircraft are airborne, the formation
flies from the airbase to a point near the froat that is relatively safe from
enemy air defense weapon systems. During this segment of the mission, no air-
craft losses are considered. All aircraft leaving the airbase are assumed to
arrive intact at the safe point. Consumptions of time and fuel are the only
items considered during this mission segment (fuel is accounted for on DAF
missions only).

(3) Penetration of Enemy Airspace. If the assigned mission requires
penetration of enemy airspace, the fourth mission segment from the safe point
to the target area is considered. Aircraft attrition due tc enemy air defense
weapons during this overflight of enemy airspace is calculated. The aircraft
dc not diverge from the assigned flight to the target area for the purpose of
engaging enemy air defense weapons: thus, attrition to the aircraft and crews
and consumption of fuel and time are considered on this mission segment.

(4) Target Strike. Upon arrival of aircraft at the target area, the
fourth mission segment, attack of the designated target, is proucessed. Cas-
ualties may be inflicted on the attacking aircraft and its crews; on tanks,
APCs, other vehicles, and personnel of the targeted unit; and upon air defense
weapons in the vicinity of the target.

(5) Return to FEBA., Upon completion of the target strike, and if
penetration cf the enemy air space was required, the fifth mission segment
returns the aircraft from the target area to a safe point wZ.hin friendly

2. The *term airbase is used synonymously with air force airbase or
helicopter port or pad.
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airspace. As in the flight to the target, attrition of the aircraft and crew
and consumption of fuel and time are considered.

(6) Return to the Airbase (DAF Mission Only). The sixth mission
segment returns the aircraft from the safe point to the airbase from which
the mission originated. As in the flight to the FEBA, no aircraft locces
are considered in this mission segment.

(7) Mission Completion (DAF Mission Only). The final segment is the
mission completion. Aircraft landing, repair, and maintenance times are con-

sidered to determine when the aircraft will next be available for a new
mission.

2. MODEL DESIGN:
a., Model Logic and Major Submodels:

(1) The basic logical flow of the Air Ground Engagement Model is
predicated upon the automatic event sequencing logic fundamental to the DIVWAG
system. The initial call to the Air Ground Engagement Model, in the form of
a mission request, can be generated by either of two sources: DSL orders or
the Intelligence and Control Mcdel. A resource allocation submodel performs
the necessary calculations to allocate aircraft to fly the mission, and sche-
dules, as a DIVWAG event, the conditions that will pertain when the formation
is airborne over the airbase., Each successive mission segment, as described
in Paragraph 1b, is then treated similarly; at the time the preceding missicn
segment is scheduled to end, the results of that segment are calculated, ap~
propriate Unit Status File records are updated, and the time at which the next
mission segment is to be completed is scheduled. Chapter 1 contains a discus-
sion of the DIVWAG event sequencing lcgic., Figure 6-2 represents the logical
flow within the Air Ground Engagement Model in response to calls from the
major DIVWAG executive routine.

(2) The Air Ground Engagement Model contains five major submodels to
treat the seven mission segments described in Paragraph 1b. These include a
resource allocation submodel (ATB) to treat the first mission segment, a
friendly airspace overflight submodel (BTF) to treat the second and sixth mis-
sion segments, an en route attrition submodel (ENRATA) to treat the third and
fifth mission segments, a target .trike submodel (TORA) to treat the fourth
mission segment, and a mission completion submodel (BTA) to treat the final
mission segment. The specifications of these submodels are found in Paragraph
3.

b. Interactions with Other Models. The Air Ground Lngagement Model
interacts with the Intelligence and Control Model, the Combat Service Support
Model, the Area Fire/TACFIRE Model and its Suppression Submodel, anc the
Ground Combat Model.
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(1) Interaction with the Intelligence and Control Model. A mission
request from the Intelligence and Control Model contains information on the
target's location, type, and activity, whether the target should be attacked
by CAS or DAF, and whether z penetration of enamy airspace is required. If
for some reason the Air Ground Engagement Model cannot perform the mission,

a reject message is returned so that other firepower means may be directed
against the target. A CAS mission request is denied if the available sorties
for the current time period are less than the number required. For DAF the
request is denied if the aircraft, munitions, personnel, or fuel required for
the mission are not available. 1In additicn, the Air Ground Engagement Model
calls the Intelligence and Cont.ol Model at the beginning of each flight and
again when the flight enters euaemy airupace. These calls make the flight de-
tectable by enemy sensors.

(2) Interaction with the Combat Service Support Model. The Unit
Status File is the connection hetween the Air Ground Engagement Model and the
Combat Service Support Model. The Combat Service Suppert Model resupplies
aircraft, fuel, Army aerial fire support systems, munitions, and perscnnel to
the airbases; and weapons, munitions, and personnel to the air defense units.
This flow of men and materiel modifies the availability of personnel and
equipment when an air mission is requested and the number of air defense
weapons capable ¢f firing at the aircraft when they penetrate enemy airspace.

(3) Interaction with the Area Fire/TACFIRE Model. The Area Fire/
TACFIRE Model may assess losses to personnel and equipment on hand at an air-
base or within an air defense unit. The effect is to modify the availability
of items to fulfill requesced DAF mission requirements and the number of air
defepsc weapons that can fire against the aircraft.

(4) 1Inter‘:ction with the Ground,Combat Model. When the target strike
segment of an air ground mission is scheduled to occur during the target unit's
participation within the Ground Combat Mode.:., the ground combat assessment in-
terval is interrupted at the scheduled time of the air strike. Assessments
within the Ground Combat Model up to that point in time and assessment of the
results of the air strike are then computed. After each such air attack ground
combat continues, with the combined results of the ground combat asscssment
an? the air strike assessment entered on the Unit Status Files of involved
ur s,

{5) Interaction with the Suppression Submodel. Upon engaging the
tacrget unit, a suppression event is scheduled if the target is firing or mov-
ing. A delay of the movement or fire may result. The Suppression Submode!l
is described in Chaptec 5.

x. Interaction with DSL. "wo types of DSL orders interact directly with
the Air Ground Engagemen: odel. One type of order (MISSION order) requests
an air attack mission on a specific target., The other type of order (RETAIN
order) asks that a specified number of aircraft of a required type be reserved
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for undertaking one or more DSL-ordered DAF missions. Both of these order
types are provided to specific airbases.

(1) MISSION Order. The MISSION order must, in ail cases, specify
the type (item code) and number of airvcraft to be employed and the identity
of the target to be attacked (turget irdex number from the iritelligence file
of the division to which the airbase 1s assigned or attached). The desired
attack time may be specified, at the gamer's option; otherwise, takeoff time
will be the time the order is received.

(2) Translation of MISSION Order. The information in the MISSION
order is passed to Subroutine AIRCNTRL to be processed. This processing
yields the same type of mission request as generated by the Intelligence and
Control Model [see Paragraph b(l), above], except that the request is, in ad-

dition, flagged as originating in DSL, and the airbtase to be used is specified,

together with the type and number of aircraft in the flight.

(3) RETAIN Order. The RETAIN order is applicable to DAF only and
must specify the type (item code) and number of aircraft to be reserved. The
RETAIN order will generaily be prefaced with a STAY order which deteimines
the peint in time at which the reservation becomes effective. The RETAIN
order aifects those aircraft which are on hand in the designatcd airbase at
the time the order becomes effective as well as aircraft entering the unit
at some future time. Keserved aircraft cannot be used to fulfill air mission
requegts generated by the Intelligence and Control Model. The quantity of
reserved aircraft is reduced by the number flown on DSL missions. A secend
or subsequent RETAIN order redefines the total number on reserve; unused re-
serve is not accumulated. An order to retain no aircraft will release aay
aircraft that may be on reserve status.

(4) Mocdel Implementation. Implementation of these DSL orders within
the Air Ground Engagement Model is further described in Paragraph 3b, below.

d. Environment:

(1) The Air Ground Engagement Model uses five DIVWAG environmental
parameters: the vigibility index, the terrain roughness and vegetation index,
the forestation index, and the times, beginuing of morning nautical twilight
BMNT), and ending of evening nautical twilight (EENT).

{(2) The visibility index is combined with BMNT and EENT to form a
joint weather-light index, which is limited to four conditions. Visibility
is defined in the Air Ground Engagement Model to be either good or poor.
Vigibility is good if the visibility index is greater than five; otherwise,
it is poor. Light is determined by BMNT and EENT. Any time between BMNT and
EENT is consilered daytime. Other times are considered nighttime. Thus, the
four weather~light conditions used by the Air Ground Engagement Model are:
Jay, good visibility; day, poor visibility; night, good visibility; night,

; or visibility. Roughness, vegetation, and forestation are used in the model
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to degrade the effective number of air defense weapons that fire at 6verfiyiné
aircraft. ’

|

3. CSUBMODEL SPECIFICATIONS:

a. General. The Air Ground Engagement Model performs a relatively
limited numker of calculaticns, generally ‘'of a geometric or a probabilistic
nature. Most results generated by the model are ‘the result of a direct look-
up of data contained in an extensive data base, which must be prepared prior
to the execution of simulated activities. Contents and form of the data tables
are indicated within the descriptions of the model subroutines, wnere such
information is essential to an appreciation of the model logic. Detailed data
specifications are found in Volume VI, DIVWAG Data Requirements Definition,

] ]
! b. Resource Allocation Submodel:

(1) Logical Flow. The basic loglcal flow of the Resource Allocation
Submodel is shown in Figure 6-3. The incoming request for an air mission,
whether originated by DSL or automatically by the Intelligence and Control
Model, contains the estimated type of target unit, its estimated location and

activity, and whether penetration of enemy airspace is anticipated. Automatic
» requests specify whether CAS or DAF is to be employed, whereas DSL-ordered re-

quests specify the precise airbase, aircraft type, and number of nircraft to
be used. The weather-light condition is then obtained and added to the infor-
mation from the incoming request. This information is then used to translate
the incoming request into one of the 40 possible mission types listed in Fig-—
ure 6~1. Since the Intelligence and Contrcl Model can identify 11 types of
target units, while the Air Grourid Engagement Model considers only five, a
translation of target types is necessary. Types are equated by the model as

follows: :
Intelligence and Control Type Air Ground Engagement Type

P Infantry ) v :  Infantry

Mechanized infantry Mechanized infantry

Armor Tank .

Reinforced task force Tank

Tube artillery ‘ , Artillery '

Missile artillery ' Artillery

Air defense guns Artillery

Air defense missiles Artillery I

Airbase Airbase

Engineer Infautry

Unknown Infantry Y

For each of the 40 possible miésion types, an input table specifies_the typi-
cal resource requirements for attack of a typical size target unit.3 For CAS,

3. Company size has been used' to date.
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only the required number of sorties is specified. For DAF, the required
number of aircraft, personnel, munitions, and gallons of fuel is specified.
If the request was originated automatically by the Intelligence and Control
Model, the tabulated resource requirements are used. If the request origi-
nated in DSL, hcwever, the type and number of aircraft are DSL-specified, and
in this case, a ratio is struck between the number of aircraft specified by
DSL and che number specified in the input table. This ratio is used in the
case of DAF to modify tabular requirements for personnel, munitions, and fuel
commensurate with the number of aircraft specified in the DSL. A determina-
tion of resource availability is then made as described in the next paragraph.
If resources are not available for an automatically requested mission, a mis-
sion reject message is returned to allow for targeting by other fire support
means. If resources are available, they are allocated for the assigned mis-

sion; and the necessary parameters for further simulation of the mission are
generated.

(2) Resource Availability. The process of determining resource
availability depends upon whether the request was DSL or automatically origi-
nated, and whether DAF or CAS is to be employed.

(a) Automatic DAF Mission Request. For each of the 40 mission
types, both a first and a second choice of DAF aircraf vpe/munition types
may be specified as part of the game constant data base, input befcore initia-
tion of the game. For each choice, the minimum number of aircraft, personmnel,
munitions, and fuel (gallons) required co undertake the mission is specified.
Each airbase is checked to see if the minimum first choice resource require-
ments are available at that airbase. (Resources on hand less those reserved
for DSL missions are considered available for automatic DAF missions.) Air-
bases placed in direct support of the requesting unit are selected first and
are rarnked by proximity to the target. That airbase, if any, which is nearest
the target and has sufficient available resources is chosen to mount the
mission. If the mission request has noL been satisfied, the process is re-
peated for those airbases in a general support role. If still nc airbase
qualifies, the process is repeated in an effort to apply the second DAF attack
choice. If no airbase can meet either requirement, a mission reject message
is generated to permit scheduling of other fire support means.

(b) DSL-Originated DAF Mission Request. For a DSL-originated
DAF mission request, che type and number of aircraft desired to undertake the
mission are specified by the gamer. By the process described in Paragraph
b(1), above, the request is translated to one of the 40 mission types, and
the tabular resource requirements for that mission type are adjusted accord-
ing to the number of aircraft specified in the DSL request. The DSL request
also specifies the airbase from which the rasources are to come. All re-
sources on hand at that airbase are considered available for a DSL mission.
Lf resources on hand meet requirements, the mission is flown, and the number
of aircraft flown is subtracted from those reserved, if any. If required
(minimum) resources are not on hand, the mission is not flown, and a message
is printed.
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(c) DSL and Aucomatic CAS Mission Request. As part of the game
data base, the number of CAS sorties available to each force, in four time
blocks of 6 hours each starting at 2400, is input. These numbers may be
chany . between game periods if so required. For the Blue force, general
availubility of all-weather ailrcraft 1s assumed; for the Red force, two sortie
allocations are made; one fcr all-weather aircraft and one for aircraft limited
to operations under good weather-light conditions. In response to a request
for a CAS mission, the number of sorties left in the current time block is
checked. If all allocated sorties have been flown, a mission reject message

is generated. The model does not permit good weather~light sorties to be used
under other weather-light conditions.

(3) Rescurce Allocation:

(a) DAF Mission Requests. In addition to specifications of the
minimum mission requirements described in Paragraph b(2)(a), above, the game
data base contains an identically structured table, which specifies the maxi-
mum amounts of the same resources that may be allocated for a given mission
type. Once an airbase capable of meeting the minimum requirements is found,
resources are allocated from those available at the airxrbase up to the maximum
lavels specified. Some amount less than the maximum may be allocated if the
maximum exhausts the airbase's currently available resources.

(b) CAS Mission Requests. CAS resources required to perform a
given type mission are specified in the game data base only in terms of types

and numbers of aircraft sorties. If required CAS soriies are available, the
specified mission will be flowm.

(4) Preparation Time. For automatic missions only, the Resource
Allocation Submodel determines the time when aircraft are to be airborne.’
This time is determined by adding preparation time to the current game time.
Preparation time is obtained from the game data base, based on the type and
number of aircraft allocated to the mission. These data are inteanded to re-
present typical times to brief crews, coordinate suppo.ting fires, warm up
aircraft, take off, and make up formations. Aircraft assigned to DAF missions
are vulnerable to enemy attacks on the airbase until airborne. Attacks on CAS
airbases are not considered.

(5) Continuation of Mission. Tc accomplish further simulation of the
mission, a Unit Status File record containing the mission unit is constructed
by the Resource Allocation Submodel. This procedure is a matter of program-
ming convenience, done to facilitate keeping track of the aircraft allocated
to the mission as they progress through the remaining mission segments.

4. Takeoff time for DSL missions is determined by the DSL order [see
Paragraph 2c(1)].
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¢. Friendly Airspace Overflight Submodel:

(1) Logical Flow. The basic legical flow of the Friendly Airspace
Overflight Submodel is shown in Figure 6~4. The submodel determines the time
the mission unit will reach a safe point, located near the FEBA, on the out-
going leg of a mission; or the time the aircraft will arrive at the home air-
base from the same safe point on return from a mission. No attrition, main~
tenance, or air mishaps are treated during these segments of the mission.

(2) Calculation of the Safe Point. A safe point marks the simulated
transition from friendly to enemy airspace., The point is developed by first
constructing a line through the location of the specified target perpendicular
to the FEBA. Then a line parallel to the FEBA, through the forwardmost enemy
maneuver battalion, is constructed. The safe point is located X meters from
the intersection of these lines, in a direction normal to the FEBA and toward
the friendly area from the target. The distance, X, is determined from the
effective range of enemy air defense weapons under the prevailing visibility
conditions and the typical depth of deployment of these weapon systems. A
schematic of the geometry involved is shown in Figure 6-5. The necessary cal-
culations, documented in the following subparagraphs, require use of the slope

of the battlefield and the list of forward maneuver battalions described in
Chapter 2.

(a) The first calculation is of a safe distance, Xg, from the
center of the forwardmost enemy unit to which an aircraft can fly and not be
endangered by enemy air defense weapons. The safe distance, Xg, is found by:

X¢ = R~-D, if R>D .
X¢ = 0, if R<D (6-1)
where: ¢
R = greatest effective range under prevailing visibility conditions
of any air defense weapon type in the force
|
. D = typical deployment distance behind FEBA of that weapon type (

with effective range R.

(b) The X-intercept of a line parallel to the FEBA and passing
through the point with coordinates (x,y) is found by Equation 6-2:

b = x+yes (6-2)

—_— e -
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b = desired X-intercept
s = slope of the battlefield, or tan 6 in Figure 6-5,

This equation is used to determine the X-intercept of lines through the centers
of all forward maneuver units. The unit with X-intercept that is the closest
to the X-intercept of the FEBA is the forwardmoust maneuver battalion. The

same equation is used to calculate the X-intercept of a line parallel to the
FEBA through the target coordinates.

(c) A determination is made whether the target or the forwardmost
maneuver battalion is closer to the FEBA. The safe distance is increased by
one-half the depth of the forward unit to give a safe distance from the unit
front. The horizontal projection of this distance on the X-axls is calculated
using Equation 6-3:

S5 = (Xg +d/2) / cos @ (6-3)
where:
Sx = horizontal projection of safe distance
d = depth of forward unit
Xg = defined in Equation 6-1
@ = see Figure 6-5.

(d) The distance from the safe point to the target, as projected
on the X-axis, is the sum of Sy and the distance between the X-intercepts of
the lines through the target and forwardmost unit, developed using Equation
6-2. This distance may be calculated as:

XDIST = Sy + |bp - byl (6-4)
where:
XDIST := projection on X of distance from safe point to target
Sy = safe distance, from Equation 6-3
by = X-intercept of line parallel to FEBA passing througl target
b = X-Intercept of line parallel to FEBA passing through for-
wardmost unit.
6-16
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(2) The actual distance from the safe point to the target,
TDHIST, znd the projection of this distance on the Y-axis, YDIST, are given
by Eguations 6~5 and 6~6:

TDIST

XDIST / cos @ (6~5)

YDIST

XDIST e tan @ (6-6)

vhere a current limitation is that @ :.ust be defined to rotate from -90°
through 0° to 90°.

{f) The coordinates of the safe point are calculated depending
on the relative positions of bp; the X-intercept of the safe line, bgprg; and
the slope of the battlefield:

l
- L4 1
Py = Tx - XDIST, if by >Dbgppg (6-8)
Py = Ty + YDIST (6-9)
if slope is greater than O and by is less than bgppg or if slope is less than )

or equals 0 and by greater than bgapp; and
Py = Ty - YDIST (6-10)

if slope is greater than O and by greater than bgapg or if slope is less than
or equals 0 and br is less than bgafFg, where:

Px = X coordinate of safe point [
Py = Y coordinate of safe point

Ty = X coordinate of target

Ty = Y coordinate of target

XDIST, YDIST, by, bgapg, and slope are previously defined.
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(3) Calculation of Flight Time. Cruise speeds for aircraft in
various weather conditions are part of the game data base. These speeds are
applied in the flight from the airbase to the safe point. Cruise speeds are
applied to the straight lire segment from the airbase to the safe point, and
the required flight time is calculated by use of Equation 6~11. The same
time and distance are used for the outgoing and incoming legs of a mission.

T = D/ S (6-11)
where:
T = time of flight
D = distance
S = airspeed.

d. En Route Attrition Submodel:
{1) General:

(a) This submodel calculates aircraft losses that may result
from ground fire for any aircraft flight over enemy dominated terrain. Air-
craft losses are classified Into four categories depending on the type and
severity of the damage. This submodel is called when DAF and CAS missions
require penetration of enemy airspace. It determines aircraft losses in-
flicted by enemy air defense weapons as the aircraft move from the safe point
to a point where attack of the target begins. The submodel is also used to
determine aircraft losses that occur as the formation returns to friendly ter-
ritory after mission accomplishment. Flight time is also calculated. ‘

(b) The details of each specific air ground interaction are not
simulated. No air defense or other ground weapons are attrited by activities
simulated in the submodel; however, losses of air dz=feiise weapons prior to the |
flight are reflected.

(¢) Input data tables provide the number of air defense weapon
rounds per weapon that will be fired under a certain set of engagement condi- {
tions. Other tables provide factors for modifying both the number of weapons
engaging and the number of rounds fired per weapon, as a function of the ac-
tual circumstances of each engagement. Number of rounds fired by each weapon
type is distributed over all aircraft in the flight and then translated into {
probable number of hits by the use of input data on average slant range and ‘
weapon accuracy. Aircraft losses, in four kill type categories, are then de-
veloped by input data on the average vulnerable area of each aircraft type to
each weapon type at average slant range.
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(d) Three air defense zones are established within the program
for programming converience only. They have no impact on the attrition re-
sults generated. Zone 1 currently extends from the safe line to a depth of
3 kilometers beyond the FEBA. Zone 2 is another 3 kilometers in depth, and
Zone 3 extends from the back edge of Zone 2 to the rear boundary of the
divisjion,

(2) Model Logic:

(a) Only those enemy units designated by a "D" in the last
character of their UTD are considered to have air defense capability for pur-
poses of the En Route Attrition Submodel. Within such enemy units, only those
air defense weapon types whese unit center is within maximum effective weapon
range of the flight path are considered. Air defense weapon types and their
ranges are specified in the constant data input. Based on the flight path,
weapon types in range are identified; and a count is made, on a current status
basis, of the number of weapons in range. This current weapoa count is per-
formed for each air defense weapon type, covering the entire flight through
hostile airgpace. Figure 6-6 shows an example of one of the envelopes around
the flight path which includes all designated air defense weapons of a specif-
ic type. The envelope in this figure is for a weapon type whose maximum ef-
fective range, for the current weather-light condition, is RE., The distance,
Y, represents aircraft munition release standoff distance, if any. The flight
path through hostile airspace is from point A to point B.

(b) The number of air defense rounds per weapon that will be
fired at a flight traveling at a basic speed, in an average engagement, is
obtained from an input table for each weapon type. These number:s are to re-
flect a single, base aircraft speed and the rate of fire capabilities of each
air defense weapon, and are provided for each of the four weather-light condi- \
tions. These numbers assume that flight altitude is essentially an optimum :
for the weapon, that the terrain is flat and devoid of vegetation or foresta-
tion, and that adequate ammunition is available. All other conditions are i
assumed to be at a normal level. These numbers of vounds fired per weapon are ‘
then multiplied by the number of weapons of each type which were found as de- €
scribed in tne previous subparagraph to be within range of the flight path.
This process yields base numbers of aggregated rounds fired by each weapon ‘
type.

(c) The base numbers are then subjected to degradation and

modification factors for conditions currently prevailing. Base numbers of {
rounds fired are first constrained within the number of rounds currently on
hand within the pertinent units. Factors from an input table are then applied
to reflect, for each weapon type, the fraction of weapons in range which would
be likely to engage the target under the current light conditicn and weapon
unit posture (attack or defend); and the impact of actual flight speed (as
opposed to base aircraft speed) on the number of rounds fired. Another input
table provides, for each weapon type, factors reflecting the estimated impact
of actual terrain roughness and vegetation, forestation, and ai.c:aft altitude
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on weapon effectiveness. This table contains three sets of data, each
characteristic of the alcitude conditions expected to be asso:ziated with the
respective type of flight--DAF, reconnaissance, and CAS. Each set of data
allows for three forestation categories (sparse, F=0; medium, #=1; and dense,
Fx1)? and two terrain roughness categories (good, RV==5; and rough, RVx.5).
A factor is extracted from this table for each terrain cell overflown, and an
average factor is then applied for the flight through enemy airspace. The
result of applying these factors to the ammunition-constrained base number is
to yileld the number of rounds from this weapon type that will reach the vicin-
ity of the flight. This result is then divided by the number of aircraft in
the flight (assuming equal distribution) to give the number of rounds (N) of
this type reaching the vicinity of one aircraft.

(d) To calculate the probability that one of th:se roundc will
hit a vulnerable portion of an aircraft, further data from the input tables
are obtained for this weapon type. These data include an average weap:..
error, i. mils, and an average slant range of sngagement. Both of th: «
items are input for each of the four weather-light conditions. For con.:n-
ience in calculaticn, the probability of no hit is used instead of the ~roba-
bility of hit. The probability that one of these rounds will not impact with-
in a l-meter square avea will then bYe (Reference 2):

1
o 2282 o M2 (6-12)

where:

wm
#

average slant range in kilometers of engagement by this weapon
type

=
L1}

average weapon error in mils for the weapon type.
{e) The number of rounds that will probably not hit a l-meter

square area on one aircraft is then Equation 6-13 raised to the power equal
to the number of rounds (N) reaching the vicinity of the aircraii, or:

- 2752 o M2 (6-13)
e

5. See Chapter 2 for definitions of index values.
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i (f) Vulnerable- area data for each weapon type versus each
aircraft type are obtained from another input table. This table contains
data (arranged cumulatively) for four kill type categories. The data are
average values based upon the average slant range of the weapon (with the
resulting projectile striking velocity) and assume a rix of aspect angles
appropriate to the type of weapon and aircraft.

|
(g) The probability of survival of oune aircraft of this type
against this weapon type, for a given kill -category, is then:

N e VA .
e
b where:
‘ VA = average vulnerable area ot this aircraft type to a hit by this'

weapon type at the ,average slant range

(h) For the initial kill category, the probability of survival
to all weapons i1s the product of the probabilities for each weapon type. The
number of aircraft kills in the initial category is then the number of air-
craft of this tvpe in the flight multiplied by the quantity one minus the
probability of survival to all weapons. For other kill categories, results

‘ are obtained similarly, except that prior category kills are removed, since

the vulnerable area data were cumulative.

1

(3) Aircraft Kill Equation:

(a) Equation 6-15 represents the final alrcraft loss calculation
steps used by the Air Ground Engagement Model for the first kill category.

kmax imax .
T = z M 1l - P ' (6-15)
k k .
m k=1 i=1 Slkm]

where:
Tym = expected number of type m kills to aircraft type k
N = number of type k aircraft flying misgion
Psikm = probability that o single type k aircraft will survive a

type m kill from all type i air defense weapons contained
in the flight envelope (see Figure 6-6)

ipax = number of air defense weapon types
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kmax = number of aircraft types on mission (currently assumed to
equal one).

(b) Four kill categories are considered in tne model: A-kill

(catastrophic kill), B-kill (forced landing), C-kill (mission abort), and
D~kill (hit, btut minor damage). When an aircraft suffers an A-kill, it

. crashes because of the damage inflicted by the defending air defense weapons
and is not recoverable for future use. Type B-kill forces tha aircraft to
land (powered or unpowered) because of damage, or forces it tc make a precau-
tionary landing because of an automatic warning signal indicating trouble.
If the downed aircraft has penetrated enemy airspace, it is not recoverable

and is considered destroyed. 1f no penetration of hostile territoxry occurred,

the downed aircraft is recovered after an appropriate delay time. It can
then be used in future engagements. When a type C-kill occurs, the airccraft
is forced to discontinue its mission because of damage to the aircraft or be-
cause of a pilot or copilot casualty. In this case, the zircraft immediately
breaiis off its engagement with the target and returns to its base. Type C-
kills are susceptible to additional attrition from air defense weapons on the
return trip. Alrcraft suffering type D-kills are considered able to complete
their mission. A repair time is imposed on them when they return to their
airbase.

(4) Probability of Aircraft Survival Equation. The probability of
survival term used in Equation 6-15 can be resummarized as shown in Equation
6-16. The same subscripts are used as in Equation 6-15.

P, = N3 o F1 o F2 o F3 1 .
5 = - VA -1
ikm e AC 2x 82 o M2 (6-16)
where:
N1 = number of rounds per weapon of type i fired in an average
engagement at base aircraft speed (from input)
N2 = number of weapons of type i in range of the flight path
. N3 = oproduct 5f N1l multiplied by N2, constrained within number of
rounds currently on hand in the pertinent units
F1L "= fraction of weapons likely to engage under the curreant light
' condition and weapon unit posture
F2 = factor to adjust to rcurds per weapon fired at actual aircraft
speed (versus base speed)
F3 = average factor for weapon effectiveness at actual altitude,
forestation, and average terrain roughness and vegetation
6-23
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AC = nrnumber of aircraft of type k in the flight
S = average slant range in kilometers of engagement by weapon
type i
M = average weapon error in mils, weapon type i
VA = average aircraft area vulnerable in square meters, to a hit

by this weapon type, at average slant range, for aircraft
type k and kill type m.

Equation 6~16 is based on the assumption that hit probability may be reasonably
approximated by a circular normal distribution without bias as described in
References 1 and 2.

(5) Calculation of Flight T.me. Flight time in enemy airspace is
‘ calculated for flight from the safe point to the targerv and return from the

target to the safe point in the same manner as described in Paragraph c(3),
above. Flight time from takeoff to target establishes the time of target
attack. In the case of DAF, total flight duration affects the availability
of DAF resources for subsequent missions.

e. Target Strike Submodel:

(1) Approach. This submodel determines outcomes of engagements
between aerial attackers and ground based weapons in terms of aircraft losses,
munition expenditures, and losses inflicted on the ground target. The detailed
interactions of the aircraft and ground forces are uot explicitly simulated,
Rather, the complete engagement results are extracted from a series of lookup
tables, which are prepared pregame from results obtained from high resolution
simulations for engagements under similar ccnditions (Reference 4). Prior to

entering the lookup tables to determine engagement results, the number of air-
b craft surviving the flight to the point from which the target will be attacked
is compared with the abort criterion (minimum number of aircraft) to see if
the mission will be performed. If the mission ie aborted the aircraft are re-
turned to the mission safe point without first attacking the target. A mis-
sion is not aborted if the mission did not require some penetration of the
enemy airspace.

(2) Engagement Result Tables. 1lnput to the engagement result trables
conrists of 456 situations. These situations include five target types under
eack of the four weather-light conditions of daytime, good visibility; day~
time, poor visibility; nighttime, good visibility; and nighttime, poor visi-
bilivy. Targets include a tank unit, a mechanized infantry unit (motorized

rifle vnit), arn infantry unit, an artillery unit, and an airbase. These five

target types and four visibility conditions define the 20 mission types shown
) in Figure 6-1. For each mission type these situations consist of one of three
attack aircraft/munition mixes and one of two placements of air defense weap-
ons in the target area. Five postures are possible for each missicn type
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against the tank unit, the mechanized infantry unit, and the infantry unit
targets (assembly area, attack, defend, on road, delay). These three target
types account for 360 of the 456 situations in the result tables (12 mission
types, 2 air defense placements, 3 aircraft/munition mixes, 5 postures). For
the artillery unit target three postures are used: on the road not firing
firing artillery tubes, and firing missiles, giving a total of 7Z situations
(4 mission types, 2 air defense placements, 3 aircraft/munitiou mixes, 3 pos-
tures). For the airbase as a target, posture is not considered; hence, this
case adds 24 situations (% mission types, 3 z2ircraft/munition mixes, 2 air
defense placements). The coritents of the engagement results table are shown
in Figure 6~7. Losses to attacking aircraft, defending air defense weapons,
and the target itself are all contained in the 54 information items.

(3) Use of Engagement Result Tables:

(a) Data in the engagement result table are adjusted to account
for the specific number of aircraft that attack the target and the true
strength of the enemy force in the target area. The fractional number ot ef-
fective aircraft remaining if there was penetration is divided by the numter
of aircraft upon which the data wer’. derived to get an adjustment factor.

This adjustment factor is further modified by multiplying it by the enemy per-
cent strength. This total adjustment factor is used as a multiplier of the
tabular data in the engagement result table,

~ - n P
RESULI = N°x° Ej (6-17)
where:

n = number of aircraft remaining on the mission when the formation
reaches attack point; A-, B-, and C-type kills have been
attrited

N = number of aircraft on which this particular situation in the
engagcment result table is based

P = present strength of the target unit

A = TOE strength authorized for the target unit

E{ - entry i in the engagement result table,

Each of the first 52 items in the engagement result table is premultiplied as
shown in Equation 6-17.

(b) After the results of the air strike have been determined,
the attrited air defense equipment is distributed among the target unit and
its supporting air defense units. For each air defense weapon type, losses
are distributed proportionately to the number of weapons in a unit. To
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Field Description Fleld Description

A-kills Tanks killed

1 by < 23mm 29 by guided missile

2 by 23mm

3 by 2 23mm APCs killed

4 by SAM 30 by guided missile

31 by other

B-kills

5 by { 2.mm Vehicles killed

6 by 23mm 32 by guided missile

7 by > 23mm 33 by other

8 by SAM

34 Personnel killed

C-kills
9 by ¢ 23mm Air defense weapons killed
10 by 23mm 35 type 1
11 by > 23mm 36 type 2
i by SAM 37 type 3
38 type 4

D-kills 39 type 5
13 by { 23mm 40 type 6
14 by 23mm 41 type 7
15 by > 23mm 42 type 8
16 by SAM 43 type 9

Aerial munition expended Air defense munition expended
17 type 1 44 type 1
.18 type 2 45 type 2
19 type 3 46 type 3
20 type 4 47 type 4
21 type 5 48 type 5
22 type 6 49 type 6

50 type 7

Aerial munition lost 51 type 8
23 type 1 52 type 9
24 type 2
25 type 3 53 | Number of ajrcraft
26 type 4 flying mission
27 type 5
28 type 6 54 |Duration of engagement

minutes x 10

Figure 6-7. tngagement Results Table




determine the supporting units, a circle with its center at the coordinates
of the target unit is drawn. The radius of this circle is twice the standoff
distance, y, for the engagement. All enemy units containing air defense
weapons whose coordinates fall within the circumference of this circle are
considered to be supporting un’ts.

(4) Ground Combat Model Interaction. If the target unit is engaged
in ground combat, the Cround Combat Model performs an assessment up to the
time of the air attack. The Target Strike Submodel then assesses the effects
of the air attack. On subsequent intervals the Ground Combat Model will
integrate the effects of the aerial attack with the ground weapon systems
effects.

(5) Return. After exiting from the Target Strike Submodel, any
remaining aircraft are flown back to the airbase or the mission safe point,
as appropriate.

f. Mission Completion Submodel (DAF Aircraft Only). When the aircraft
have arrived at a poii:t over the airbase and are ready to land, the Mission
Completion Submodel is called. This subroutine determines the landing time
required, which includes taxi time to the aprons used for parking or stcring
the aircraft at the base. By use of tabular data, the subroutine determines
the time when each of the returning aircraft (or recoverable aircraft) can
be listed as available for another mission. Differences in airfield capabil~
ities are not considered. It is assumed that the base capabilities are com-
patible with the aircraft types. Generally, the times in the table 11 per-
mit aircraft with no damage to be available as soon as the rejuired postflight
maintenance t*me for the number of flying hours has passed. The maintenance
downtime includes refueling and rearming. Repair time delays will be imposed
on C- and D-type kills. The time for those B-kills that occurred in nonpene-
tration type missions reflects the total recovery and repair time.
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CHAPTER 7

MOVEMENT MODEL

1. MILITARY UNIT MOVEMENT. The DIVWAG Movement Model is designed to represent
the movement of military units about the battlefield. The model accomplishes
the repositioning of units by considering characteristic administrative or
tactical movement rates for the type unit to be moved; the effects of barriers
and facilities that may tend to impede or improve the unit's movement capabil-
ity; the effects of variations in terrain, weather, and light conditions on

the unit's movement capability; and the availability of fuel.

a. DSL-Ordered Movement. Tactical and administrative movement of units
by ground or air in the Movement Model is usually in response to gamer-planned
DSL orders. The gamer must plan, coordinate, and schedule all movement per-
formed by this model, except that controlled by the Engineer Model.

b. lModel-Ordered Movement. The Engineer Model sets up the necessary
parameters and calls the Movement Model, allowing it to perform the actual
relocation of an engireer unit. The Engineer Model is described in Chapter 8.

c. Automatic Movement. For the most psvt, movements of units not in
direct response to gamer input orders are ac omplished within other models of
the DIVWAG system. The Ground Combat Model (Chapter 4) moves maneuver units
while they are actually engaged in combat, the Combat Service Support Model
(Chapter 9) controls logistic movements, and the Afr Ground Engagement Model
accomplishes the movement of air units when this movement is in response to
automatically generated missions. The reconnaissance portfion cf the Intelli-
gence and Control Model regulates movement of reconnaissance units and sub-
units. Treatment of these movement categories is documented with the appro-
priate models,

2. MODEL DESIGN:

a. General. The Movement Model is designed to represent aerial and
ground movement capabilities usinz a four-phase process to integrate gamer
planned and scheduled unit movement into dynamic unit i.cations within the
DIVWAG system during the game period. This process is illustrated in Figure
7-1, DIVWAG Movement Model Macroflow, with the phases identified as I, II,
IIT, and IV. Briefly, these four phases consist of the development of DSL
movement orders, Phase I; the integration of these orders into model path
segments, Phase II; the determination of the appropriate unit rate along these
model paths, Phase III; and, finallv, the performance of the unit's movement
along the model segment and the update of unit location and consumptioa data,
Phase IV. The last three phases are internally performed during the dynamic
game period by the movement submodels, while the initial phase is performed
external to the Movement Model as a gamer fuaction or internal function of
another model.
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(1) Unit Movement Planning, Phase I. Briefly, the first phase
consists of the pilanning, coordination, and scheduling of unit movement and,
in the case c¢f gamer-ordered movements, iz accomplished prior to each game
period. (Planning accomplished internal to other models is documented with
those models,) Phase I provides the Movement Model with movement parameters
from which to generate the required unit movement. Although this first phase
is external to the movement submodels representing the other three phases in
the figure, it nonetheless provides the vital information necessary to gener-
ate unit movement within the model. The DSL orders pertinent to Phase I are
discussed in Paragraph 2b(1l).

(2) Model Move Segments and Coordination. Phase II is the model Move
Segment Determinaticn and Ccordinatior Submodel (MOVESR) and functions to in-
tegrate the movement orders into scheduled model move segments within the
D1VWAG system. This submodel breaks the total move path (order segment) down
into model move segments, the endpoints of which specify the positions where
the units are actually located within the model. This submodel also inte-
grates effects of barriers and facilities on movement into the unit's movemeat
schedule when required to do so.

(3) Unit Movement Timing. The Movement ..ate Determination Submodel
(MOVEDT) establishes the appropriate unit movement rates along the model's
move segmenis. This rate, when combined with the length of the move segment,
provides the time sequéncing information needed to schedule the completion
time of the model's movement event activity.

{4) Move Seguent Completion. TIhe performance of the move alorg the
model segment is accomplished in the fourth phase by the Move Performance Sub-
model (MOVE). In this routine the unit's location in the model is updated,
and the unit's consumption of food and fuel along the move segment is recorded.

b. Specific Model Design. This paragraph discusses the specific design
aspects of the Movement Model applying to the overall model. It provides a
summary overview of the various submodel functions. The model design is dis-

cussed with respect to fourr topics: DSL movement orders, model move segments.
r unit movement rates, and the Movement Model interfaces with other DIVWAG
models.

(1) DSL Movement Orders. The gamer DSL orders that schedule the
simulated ground movement in the model are MOVE, ADVANCE, and WITHDRAW. The
corresponding order for air movement is the FLY order. A typical ground move-
ment order given to a unit might be of the following form:

STAY UNTIL 0800.
MOVE TO X;~Yj, Xp-Yp, Xp-¥; BY TRGM.

The movement path schematic for the unit given such an order is illustrated
in Figure 7-2. The DSL ground movement order contains the Movement Model
parameters in the form of the travel mode mnemonic, TRGM; the specific type

7-3

r,‘“ i
{
|
$
:
i




Figure 7-2. DSL Move Pzth Schematic



of move order, MOVE; the series of DSL path segment endpoints specifying the
travel route to be followed, Iy, I5, and D; and the scheduled time of depar-
ture, 0800, as determined by the STAY order immediately preceding the MOVE
order. (Nonmovement, or remaining in position, .s accomplished by the STAY
and PREPARE orders for ground units and by the LOITER order for air units.)

(a) Travel Mode Mnemonic. The travel mode mnemonic contains
the gamer specification of the type of unit movement desired, the route type,

and the unit's formation type. The type of unit movement requested may be
administrative or tactical:

A -~ ADMINISTRATIVE. This category implies movement
of units by road nets and uses the most effi-
cient transportation systems available with
tactical considerations of secondary importance.

T - TACTICAL. Movement of this type includes cross
country; movement in partially deployed, re-
connaissance, or column march formations; and
tactical road marches as part of an attack,
withdrawal, or other tactical plan external
to maneuver movement within ground combat
engagements.

The route type defined in the DSL travel mode mnemonic is one of the following
types:

cC

CROSS COUNTRY. Route of the unit is subject
to natucal terrain conditions existing in
its path,

g

PAVED ROADS. This route type is such that
road beds are asphalt or concrece with at
least two lanes with good shoulders, and
the route is not significantly dependent
upon short range or local terrain features.

RG - GRAVEL ROADS. Route is gravel or similar

surfaced road with periodic maintenance.

g

DIRT ROADS. Route is dirt, road is narrow
and/or marginally maintained and is sub-
ject to terrain undulations and other
lecal terrain features.

The unit formation is specified as column march formation, reconnaissance, or
deployed, and is identified as:
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M - COLUMN MARCH. Tae unit is in a column

formation on a road or cross country :
routc.

R - RECONNAISSANCE. Deployment pattern on (‘
cross country by a unit on a ground ' .
reconnaissance type mission. ‘
D - DEPLOYED. Unit is partially deployed in .
a formation in anticipation of imminent
contact with the enemy.
i
The letters composing the travel mode mnemonit are used in the model to
identify the movement parameters applicable to the current unit movement. '
The first character specifies the move type, the second and third are used to
indicate the route type, and the fourth is used to designate the formation
type. The various combinations allowed in any particular game are definad

in the pregame data preparation process. A typical group used for a game
might be as follows:

ARAM - Administrative move on all-weather rosds , . {
in march column formation. .

ARGM - Administrative move on gravel recads in '
march column formation.
TRAM - Tactical move on asphalt, concrete, or ’
similar paved road in a march column formation. '
TRGM - Tactical move on improved, gravel, or ' i
sim lar surfaced roads in a march
colum formation.
TRDM - Tactical move on unpaved or dirt roads
in a march column formation.
TRGR - Tactical move on improved, gravel roads ' '

in a reconnaissance type;formationg

TCCM ~ Tactical cross country move in a march
column formation.

TCCR - Tactical cross country move in a reconnaissance
formation.

TCCD - Tactical cross country move in a deployed
formation.

The travel mcde mmemonic is discussed extensively in Volume VI, DIVWAG Data
Requirements Definition, Chapter 1l.
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(b) Travel Route. In addition to the type of route specified
for the unit's movement, the actual route to be traversed is designated in
the movement order by z set of intermediate coordinates and the final objec-
tive ccordinates for the move; thus, the gamer specifies the actual route to
be taken by the unit as a series of line segments. These segments are re-
ferred to as order segments and are to be distinguished from the model move
segments discussed later in Paragraph 2b(2). Both types of segments are il-
lustrated on the movement schematic of Figure 7-2., If the route type speci-
fied in the travel mode mnemonic is by road, the gamer-generated order seg-
ments are to be chosen such that the straight line segments approximate road
routes actually available to the unit. In the model's computation of road
movements a factor of 0 percent is automatically added to the straight line
distance to a iow for a representation of the actual minor deviations from a
straight line experienced on most roads. (This subject is discussed ir the
Move Rate Determination Submodel, MOVEDT.) In road movement, as we:l as in
other unit movement, the DSL movement parameters in the DSL order must be
carefully chosen to realistically represer: the terrain environment of the
unit as derived from a detailed map study of the travel routes designated.

(c) Unit Time of Departure. The scheduled time at which the
model commences to move the unit is implied in the DSL order string. In the
example, the preceding STAY order for the unit established the departure time

as 0800 or, equivalently in the model, the comple:lon time of the unit's stay
activity.

(2) Model Move Segments. Within the Movement Model, dynamic
relocation of a unit is accomplished in discrete model move segments. The
model move segments ace determined by the location of the unit with respect
to endpoints of the order segment, the boundaries of terrain cells, and the
Iocations of barriers in the path of the moving unit. Although units will
always complete a model move segment, it is possible for a unit not to com-
plate an order segment and to stop en route to the desired cobjective. The
termination ot model move segments at terrain cell boundaries allows the
unit's movement rate to be adjusted to represent unit mobilityv response to
changing terrain features. In the case of a barrier, if the uvnit's route
will cause the unit to encounter the barrier, the endpoint of a model move
segment is determined by the location of the barrier. The effect of the
barrier on the unit's mcvement is assessed as discussed in the submodel speci-
fications for MOVESR.

(3) Unit Movemant Rates. To represent unit movement rates along the
DSL ordered routes, the model requires two sets of rate tables: the Unit Type
Designator (UTD) Normal Rate Tables for road and cross country movement and
the Mobility Class Rate Tables for road and cross country movement. Both sets
of tabies are developed in the pregame data preparation phase in accordance
with the procedure described in Volume VI, DIVWAG Data Requirements Defini-
tion, Chapter 11. The rates in these tables are representative rates for the
various terrain, weather, and light conditions. Briefly, the mobility class
rates are intended to renresent short-term characteristic vehicle rates under
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the specified conditions, while the UTD normal rates reflect unit movement
for given situations, formations, and environmental conditions. The UTD nor-
mal rates are representative of long-term or sustained rates to be expected
under the existing circumstantes, representing standard or planning rates.
These rates are discussed in greater detail in the svbmodel specifications of
the Move Rate Determination Submodel, MOVEDT. Once the rate of the unit is
established for the cegment, it is combined with the length of the segment to
compute the required time for the unit to complete the movement along the
model segment. This time is then used in the event sequencing structure of
the DIVWAG system to ¢« “fect the timing of the dynamic performance of the move
and subsequent updatiung of the unit location on the tevrain cell grid.

{4) Movement Model Interfaces with Other Models. The Movement Model
provides the Combat Service Support Model and the Ground Combat Model with
rates for generating automatic movement internal to these models. It inter-
faces the system Environment Model, using weather, terrain, and light condi-
tions to establish the appropriate move rates. An interface is also effected
with the Area Fire/TACFIRE and Air Ground Engagement Models when casualties
due to indirect or aerial fires are assessed and the unit's movement is inter-
rupted. The detection of moving units by the Intelligence and Control Model
is triggered by initiztion of each move segment. The Engineer Model provides
all barrier information for the Movement Model.

(a) Ground Combat Model Interface. Movement within the Ground
Combat Model represents cross country ground maneuver movement in a deployed
formation while in contact with the enemy. To accomplich this movement, the
Ground Combat. Model requires the vehicular molLility class rates used within
the Movement Model. The specific use of these rates is described in Chapter
4 of this volume. The Movement Model initiates a ground combat engagement
when an advaancing attacker comes within range of an opposing unit, which has
been predesignated within a DSL battle scenario.

(b) Crombat Service Support Model Interface. To develop
resupply schedules and to represent the movement of logistical vehiclies, the
Combat Service Support Model accesses the vehicular movement rate tables pro-
vided in the Movement Model. Details are specified in Chapter 9 of this
volume.

(c) Environment Model Interface. To determine rates represent-
ative of environmental conditions the Movement Model uses weather, terrain,
and light conditions supplied by the Environment Models to locate the correct
rates in the movement rate tables. The :ate tables are prepared pregume and
include consideration of all possible environmental conditions that might be
encountered during the game period. The specific parameters and their use
are described in detail in the submodel specification of MOVEDT,

(d) Engineer Model Interface. A subroutine of the Engineer
Model is interrogated to determine if a move segment intersects a barrier
line. 1f it does, the Engineer Model also provides other information about
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the barrier, which may allow the unit to be routed around the barrier or to
ai existing facility. If such rerouting is not feasible, the information is
used to decide whether to force the barrier or to request the Engineer Model
to construct a facility (breach or bridge) at that point.

(e) Nuclear Assessment Model Interface. Craters and radiation
resultiug rom nuclear datonations serve as barriers to unit mobilicy. If
the Movement Model is infermed that a unit's move segment will intersect a
nuclear barrier, additional information is obtained from the Nuclear Assess-
ment Model. This infermation allows the Movement Model co determine if the
uait should bypass the barrier or cross the barrier and accept the radiation.

(f) Area Fire/TACFIRE Model and Air Ground Engagement Model
interfaces Target coverage calculations within the Area Fire/TACFIRE Model
are synchronized with Movement Model move segment determina-ion so that the
location of a moving unit at the time of impact is correctly projected for
use in assesting the effects oi each area fire volley. Details of the target
coverage calculation are contained in Chapter 5. Both the Area Fire/TACFIRE
and Air Ground Engagement Models set up an activity suppression event that
causes & unit's movement to be interrupted when it receives fire. A detailed
explanation of the modeling of suppression is contained in Chapter 5.

(g) Intelligence and Control Model Interface. The movement
event scheduling routiue calls the conditional collection cf moving targets
routine to determine if any stationary sensor is in a position to detect the
moving unit during the current model move segment.

3. SUBMODEL SPECIFICATIONS:

a. General. Each of the three movement submodels is discussed in the
following subparagraphs. Together, they reprasent the Movement Model's re-
sponse to gamer orders. The model Move Segment Determination and Coordination
Submodel (MOVESR) interfaces unit movement activity into the DIVWAG system
consistent with other vait military activities represented by other models.
The Movement Rate Determination Submodel (MOVEDT) establishes typical unit
rates and provides the MOVESR Submodel with time sequencing information for
the proper coordination of unit movement events. Eachk arrival at the endpoint
of a model move segment is scheduled as a movement even:. Actions performed
by the MOVE Submodel consist of updating the unit's location and consumables,
particularly fuel, when the arrival at a model move segment is scheduled.

The submodels are described in the sequence in which they operate in the
syestem,

b. Model Move Segment Ditermination and Coordination. The macroflow of
MOVESR 1s shown in Figure 7-3. Based on the pending movement order, the end-
point of the next model move segment is determined and, in conjunction with
the Move Rate Determination Submodel (MOVEDT), the projected time of unit
arrival at that endpoint is calculated. The actual move event, which is
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arrival at thiz <ndpoirt, ls then entered into the DIVWAG event sequencing
logic, as discussed ia Chapter 1.

(1) Cround Movement. The model move segments of a grourd movement
will have their endpcints at the endpoints of order segme~'s, at terrain cell
boundaries, or at barriers. The concept is 1llustrated in Figure 7-2 where
13 model move segment endpoints are generated; three for the on:rder segments,
one for the barrier, and nine for terrain cell boundaries. Onz cycle through
each routine is generally required foi each model move segment. As each mcve
event (arrival at am endpoint) is completed, MOVESR is called to find the

next model move segmeni's endpoint, and MOVEDT is called to schedule arrival
time at that point.

(2) Air Movement. Since terrain characteristics or ground obstacles
do not affect air movement, the model move segment endpoints are those of the
DSL move segments for air movement. The DSL FLY order specifies a flight
speed, which is used to schedule arrival of the unit at move segment endpoints.

(3) Movement Delays:

(a) MOVESE will automatically schedule a movement delay if a
unit is out ot fue! by generation of a stay event of 15 minutes duration for
the unit, Additional l35-minute stays are assessed until the unit is resupplied
with fuel. This prccedure will cause a unit to cease movement when fuel is
exhausted and to remain immobile (STAY) until its fuel is replenished by the
Combat Service Suppctrt Model. When the unit onc2 more has fuel, its movement
is continued along the ordered ro':te.

(b) A unit may be delayed by barriers as described in snbpara-
graph (4), below.

(4) Effects of Barriers and Facilities:

(a) As a unit begins its movement along an ordered move segment,
a search, using force intelligence information, is made to determine if that
segment intersects a barrier line (e.g., river, minefield, forest). If it
does, the unit will be routed around the end of the barrier line or to an ex-
isting facility, if eirher is sufficiently close. The current criterion for
nearness is one-half the sum of the unit's width and depth. If neither an
end of the barrier or a facility is near, the unit will continue its movement
to the point of intersection.

(b) 1f the barrier may be forced (e.g., minefield), a decision
table is interrogated to determine if the unit should force or should request
engineering action and wait for a facility to be constructed. The force/no
force decision is a fuuction of the time required to breach the barrier, the
casualties that would “e assessed if it is forced, and the priority of the
move. This decision talle is part of the pregame constant data.

e,
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(z) L:i the barrier cannot be forced (e.g., a river), or the
decision is not to force, the Engineer Model is requested to provide a facil-
ity at the poin: of intersection. This request is made at the time the bar-
r..r is discoverad to be in the unit's path. When the unit arrives at the
3ite of construction, it is given a STAY order and will remain in the STAY
mode until the facility is complete or tl = pericd ends.

(d) As the Movement Model prepares to muve the unit along each
model move segment, a second search for barriers is made along that portion
of the movement path with actual barrier information Leing used. This allows
the ef:.~ts of barriers and facilities unknown to the unit's force intelli-
gence to be modeled. If an intersection with an active barrier (e.g., mine-
field or nuclear radiation) is found, casualties will be assessed the unit
discovering the barrier. Then the logic described in Subparagraph (4)(a),(4)
(b), and (4)(c) is employed again to determine the unit's course of action.

(e) Unless the facility provided is a bridge constructed as
part of a rocadway and the unit is marching on that rcad, passing through the
facility will temporarily disrupt the formation of the unit and will cause
lost time. The Engineer Model provides a crossing rate in terms of vehicles
per minute. This rate and a count of the vehicles in the unit allow the time
lost to be calculated.

(f) 1: is possible ~hat a unit will request the us2 of a
faciiity while it is already in use or while it is under construction and
other units are waiting for its completion. If rhis situation occurs, the
unit will be placed in a wait queue. If the unit has decided to force the
barrier and ao engineer activity has begun, it will be placed first in the
queue and be zllowed to force immediately. Otherwise, the unit will be posi-
tioned in queue by priority and, within priority, on a first in, first out
basis.

(5) Advance to Ground Combat Engagement. If a move is ordered by a
DSL ADVANCE order, MOVESR coordinates the initiatior of the designated battle.
A sample ADVANCE order string is:

ADVANCE TO 1162000 - 0910000.
ENGAGE IN BATTLE FOXTROT.

MOVESR contiriues to move the unit toward the objective point in 300-meter
move segments. Each segment is checked to determine if the unit will come
within 3000 meters of an opposing unit listed in the scenaric of Battle FOX-
TROT. Upon reaching that point, the unit is automatically released from the
Movement Model and is turned over to the Ground Combat Model bty converting
the order from ADVANCE to ENGAGE. 1If a unit listed ir a battle scenario is
given a DSL WITHDRAW order, it is aiso moved in 300-me.er segments and autc-
matically released to the Ground Combat Model when the batrle (s initiated.
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¢, Movement kate betermination Submodel (MOVEDT). Unit mewvement rates
are established in the submodel MOVEDT. A macroflow of this submodel fis
Illustrated in Figure 7-4, and a schematic of the rate selection process is
shown in Figure 7-5. The rates availahle to the model are established in the
-~ogane data preparation phase as illustrated in the lower left and right
~ociners of Flgure 7-5. The unit's movement rate is established by identify-
ing the nature of the move from the travel mode mmemonic and by the prevail-
ing environmental conditions. Using tliese parameters the appropriate unit
movement rate tables and the mobility class short~term rate tavles are ob-
tained. The unit is checked to ascertain its present composition in terms
of vehicular mdobility classes and is not allowed to exceed the maximum rate
at which its component vehicles can move. If a delay is enccuntered on a
tactical move, the unit is allowed to exceed its standard movement rate in an
attempt to make up for lost time. The rate used is that of the unit's slowest
vehicle not in an excluded mobility class. Exclusion of mobility classes is
discussed in subparagraph (2)(c¢), below. Thus, a unit executing a tactical
move is able to draw fcom a reserve mobility capability, if it exists, along

each order segment when required to do so by dynamic events causing delays
for the unit.

(1) Environmental Parameters. 'The Movement Model uses selected
epvironmental parameters as listed below. (A detailed discussion of the
Environment Model used within DIVWAG is contained in Chapter 2.)

fa) Road Terrain Factors. The roughness and vegetation index
of the Terrain Model i3 used to specify two road terrain factors f.r each
terrain cell: terrafn I, flat, gently rolling to undulating (roughness and
vegetation index equals 1 to 5); and terrain II, undulating, broken to rough
(roughness and vegetation index equals é to 9),.

(b) Day and Night. Times from Beginning of Morning Nautical
Twilight (BMNT) to End of Evening Nautical Twilight (EENT) ara considered
daylight, and times from EENT to B8MNT are considered night.

(c) Weather. The weather factors considered in the model are
precipitation; none, light, or heavy; and fog. The model is designed to
require data for only typical summer or typical winter conditions during a
single game, It is expz2cted that input data for summer and winter would
differ significantly. The model assumes fog has the same effect as heavy pre-
cipitation upon unit movement.

(d) Crouss Country Terrain Factors. Cross country uovement rates

may be specified for up to 20 terrain trafficability indices as described in
Chapter 2.

(2) Movement Rate Data., Three basic groups of data are used by the
Movemenc Rate Determination Submodel: unit mobility category movament rates,

equipment mobility class movement rates, and equipment mobility clase
exclusion tables.

(a) Unit Mobility Category Movement Rates. In the pregame data
preparation process, tvpe units are grouped together into unit mobility
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categories. A unit mobility categery is a group of type units, all of which
will move at similar unit movement rates under similar conditions. For each
unit mobility category, a set of unit movement rates must be contained in the
data base. These are the rates at which units in the cpecified mobility cate-
gory will normally move in each type of movement to be defined by a movament
mode mnemonic [see Paragraph 2b(1l)(a)] under the set cf envirommental condi-
tions treated by the model. 1Infantry and tank mobility categories must always
be defined, as the movement rates for these categoriec are defaulted to under
the conditions discussed in subparagraph (3)(d), below.

(t) Equipment Mobility Class Movement Rates. In pregame data
preparation, all ground mobility items to be played in a game are assigned to
mobility classes, which group together items assumed to have similar mobility
characteristics and, thus, similar movement rates. A maximum of 2C mobility
classes may he defined for each force, with the first class reserved for foot
movement. For each mobility class, a set of movement rates is required, which
is representative of maximum rates achievable for short-term movement {short-
term catch-up rates). These rates are required for road and cross country
movement urnder the set ~f environmental conditions dealt with in the model.

(c) Mobility Class Exclusion Tables. To allow for situations
in which certain of the unit's mobility items should not be allowed to limit
the unit's rate of movement (e.g., reconnaissance movement in which organic
logistic vehicles would not normally be used), the mobility cls s exclusion
tables identify for given unit mobility categories and travel modes the equip-
ment mobility classes not allowed to limit unit movement. The foot class is
used only as 2 default rate and need not be excluded.

{3) Movement Rate Determination, The rate at which a unit moves is
determined by the travel mode mnemonic of the DSL order, environmental condi-
tions at the time of the move, and the movement rate data. Generally, the
travel mode mnemonic, the unit's mokility category, and environmental condi-
tions are used to determine the unit mobility category movement rate that
applies. Items organic to the unit at the time of the move are checked, via
the equipment mcbility class movement rate data, to ensure that the unit rate
does not exceed equipment capability. The mobility c¢lass exclusion table may,
however, override this check.

(a) Administrative Ground Movement. A!l DSL orders that specify
administrative movement use the standard unit mobility category rates with the
mcbility class censtraints applied as described above. The unit's actual rate
of movement, Rp, is always the minimum of the upnit mobillity category rate, RN,
and the limiting equipment mobility class rate, Run; i.e.,

T ?
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(b) Tactical Ground Movement. When the DSL order identifies
the unit's movement type as tactical, the determination of the unit's actual
movement rates requires an additional check on the status of che unit's move-
ment along the entire DSL segment. The status is parameterized by the time
delays resulting in unit movement delays that have occurred during this DSL
segment., If the unit is not operating under a time delay, the movement rate,
Rp, is established by Equation 7-1. If, however, the unit has been delayed,
it is allowed to move at the limiting mobility class rate (assuming that rate
exceeds the unit mobility category rate). The time behind schedule or model
delay parameter, 3Ty, is determined from three sources; i.e., the obstacle
delays in MOVESR, the mobility class limits of the MOVEDT Submodel, and move-
ment interruption caused by enemy fire.

1. If a unit encounters an enemy obstacle, MOVESR updates
the delay parameter by adding a representative delay time, 6T;,1ays tO the
time behind schedule as:

= + 7"'2)
6TL(new) 6TL(old) 6Tdelay (

When che unit veazches the endpoint of a DSL segment, §Ty is reset to zero,

thus providing a representation of the nonsustainability of the short-term
catch-up rates.

2. The delay parameter is also adjusted whenever a unit in
a tactical move eifectively falls behind schedule because of 1imiting mobility
class characteristics., The actual time delay is adjusted as:

1 1 -
0Ty (new) = 8T (old) + dss(‘ - -) (7-3)
By Ry
where:
dSS = subsegment length of the current tactical movement by a cross
country route
dgg = (1.1) x (subsegment length) if the rcute is a road type.
3. The delay caused by enemy fire is set by the Suppression
Submodel.

(c) Poad Planning Factor. In road movement for both tactical
and administrative moves the actual model movement rate alorg the model move
subsegment is adjusted to represent the actual rnad route involved. The rate
tables specify the actual road rates, but since .-e DSL segmernts are straight
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line segments, the model rates along these segments need to be adjusted to
represent actual road movement. For road movement a 10 percent road planning
allowance factor is used to give an adjusted model rate, Ry.

R:
Ry = 8 -
M™ T3 (7-4)

and the delay parameter, 8T, , in Equation 7-3 as indicated. The road movement
logic requires the DSL gamer-ordered road movement to be planned with the 10

percent road allowance factor in mind tec represent real‘stic road movement
rates,

(d) Default Rates., If-the move combination specified in the
order has not been defined in the pregare+requirements table of travel mode
mnemonics versus mobility categories, a default to the dismounted rersonnel
rate is used. If the DSL-ordered travel mode mnemonic is invalid, TCCD is
used. If the movement rate table required by a particular combination is
undefined, the movement rate of heavy tracked vehicles (tanks) is used.

(e) Move Event Time. 'The time, AT, to complete the move model
subsegment is computed in MOVEDT as:

AT = 388 . dss (7-5)

Ry Ry

as appropriate and is used to set the move event time in MOVESR. This time
is the only parameter returned by the MOVEDT subroutine.

d. Movement Execution Submodel. The movement event scheduled in MOVESR
is actually performed in the submodel MOVE. This submodel updates the unit's
actual coordinate location to the endpoint of the model move segment and ac~
counts for consumption of Class III or Class IIIA and food. A macroflow of
the MOVE subroutine is illustrated in Figure 7-6.

(1) For moving units, the total PO% consumption is determined by:
Cg= 3 rcsi "D - N (7-6)

for equipment types having distance-dependent consumptlon rates, and by:
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for equipment types having time-dependent coﬁsumption tdtes,'whére; ]
Cg = amount of fuel (gallons) consumed by distancé-dependent vehicles
Cy = emount of fuel (gallons) consumed by Lime;dependent vehicles

M = number of distance-dependent vehicle types in unit ' ' o !

N = numbter of time-dependent vehicle.typés in unit

2
0
©

o
L}

fuel consumption rate (galloris/meter/vehicle) for distancé-dependent |
vehicle i '

rctj = fuel consumption rate (gallons/meter/vehicle) for time-dependent
vehicle }J ! :

D = length (meters) of subsegment '

At = time (minutes) increment

Np = number of distinct items of equipment fotr a given item code.
) ! ,
(2) Fuel consumption for stationary units (e.g., ‘idling engines,
generators) is determined in much the same manner except that all vehicles

have time-dependent fuel consumption rates. ‘The calculation is -as fcllows: : ) ! Y
. - : !
C '3 ! | ‘ (7-8)
t= 2 rct:l'At'NEj

where:
Cc' T.p» At and NE are as previously defined; and . : !

MN = total number of vehicle types in the uynit.

'

(3) Consumption of food is vrecorded continuously for all simulated
activities within the DIVWAG syster. The food availabie to a unit must be
carried within the unit's own supplies. The rate of cousumption.is specified
for a force in terms of pounds per man. per diyv. but this value 'is converted
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Lo pounds per man per minute at the time of execution. This :onsumption value
is determined by:

Cg = (G+B) * rog - At (7-9)

where:
Cf = amount (pounds) of food consumed
G = suppressed (combat ineffective) personnel in the unit
B = present effective personnel in the unit

Ycf = food consumption rate (pounds/man/minute)

At = time (minutes) increment of event.
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CHAPTER 8

ENGINEER MODEL

1, MILITARY ACTIVITY REPRESENTED:

a. General. The Engineer Model represents combat engineer activities
in support of a division in combat.

b. Engineer Missions. The generalized missions of the division engineer
battalion are:

. To increase tle combat effectivenzss of the division
by meaus of engineer combat support.

. To carry cut an infantry combat mission when required,
The Engineer Model addresses only the first mission.
c. Engineer Functions. Functions perforzed by the division engineer
battalion to carry out the engineer combat sup;ort mission fall into two

broad categories, which may be called hard support functions and soft support
functions.

(1) Hard Support Functions. These functions have the objective of
facilitating or enhancing friendly force mobility and impeding or degrading

hostile force mobility; they include such activities as breaching of minefields

and bridging of gaps.

(2) Soft Support Functions, These functions influence combat power
only indirectly; they include such activities as supply of potable water,

provision of technical advice, and supply of locally available coastruction
materials.,

d. Model Constrainta and Capabilities. The Engineer Model is limited to
portrayal of those hard esupport functions related to the mobility element of
combat power.

(1) The model is capable of simulating three types of functions or
activities:

Preceding page blank
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(a) BUILD. The BUILD function is defined as the construction
of ¢ new barriar or facility.” It also includes maintensnce or improvement

of an exisciug barrier or facility and repair or rebuilding of a breached
barrier or facility,

(») BREACH, The BREACH activity is defined as the disruption
of the functional mission of a barrier or facility. To BREACH a barrier is
to clear a passageway through or across the barrier., To BREACH a bridge is
to disrupt its function as a facility. (A bridge is a facility because it
provides a passageway across a stream or gap or other form of barrier.) To
BREACH implies functional disruption only and does nut imply total elimina-~
tion; the latter is covered by the REMOVE activity.

(¢) REMOVE. The REMOVE function is defined as the 100 percent
clearance or ncutralization of a barrier or facility. Removal as played by

the model 1s only of a destructive nature., Destructive removal implies total

destruction rerdering the facility useless for reconstruction or reuse,

(2) Engineer tasks in the model are limited ts minefields, fords,

bridges, and rafts/ferries. The combinations of task activities and facilitles

on which they may be performed are shown in Figure 8-J.

Task Function/Activity
Facility Build Breach | Remove
Minefieid X X X
Ford K X
Bridge X X X
Raft/Ferry X X

Figure 8-1. Engineer Task Activitiee

1, A harrier is defined as any feature, natural or man~made, which tends

to reduce the mobility of military forces. A facility is defined as any
feature, natural or man-made, wnich tends to reduce the effect of a barrier
(e.g., defiles or passes in a ridge line), or to neutralize or negate the
barrier (e.g., roads, bridges, and fords).
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2., MODEL DESIGN:

a. General. The Fngineer Model simulates the scheduling and execution
of engineer tasks and assesses delays incident to the tasks and the related
barriers and facilities, The model accepts engineer tasks, assigns priorities
to them, determines task feasibility, assigns resources according to task
priority, mobilizes task forcus, executes the tasks, reports results, demobi-
lizes the task forces, and maintains current status information on barriers
and facilities.

(1) Task Basis., Enginecr tasks are based upon pregame gamer-prepared
barrier plana and controller-prepared barrier guidance. Sucii pians and
guidance are updated as raquired at the beginning of each game period.

(2) Task Initiation:
(a) Ergineer tasks may be initiated by either of “wo methods:
1. Camer DSL orders issued at the beginning of a game period.

2. Automatic orders generated during a geme period by the
Movement Model when a unit in movement encounters a barrier.

(b} Although it is not steictly an engineer task initiatior,
the Engineer Model is also triggered automatically by the Nuclear Assessment
Model wher a nuclear event results in the creation of a barrier or affects
the status of an existing barrier or facility.

(3) Task Priority Assignment. The allocation and scheduling of
resources for engiueer tasks is based upon model assignment of a 3-digit task
priority indicator. 0me of the indicator digits is fixed and is based upon
pre-set game rules; the other two digits are variable and partially gamer-
controlled.

(4) Task Feasibility. Based upon assigned priority, each task 1
is checked for feasibility in two areas:! resources and manpower, Resource
and manpower feasibility are determined from a comparison of resources/ !
manpower required (pre-established data base specifications) and resources/
manpower available. 1

(5) Resource Allocation. When a task has been passed for feasibility,

resources are allocated or committed, and expendable equipment and eupplies
are reordered.

(6) Task Force Mobilization., An available engineer vroop unit is {
selected, required equipments and supplies are added to the uait, and the
unit is moved to the task site.
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(7) Task Execution. When sufficient resources are on site, engineer
task work is started snd delay times are calculated; when the task has beer
completed, work is stopped, barrier/facility files are updated, and, if other
models are directly concerned with task completion, those models are notified
of the completion results.

(8} Task Force Demobilization. Upon completion of the engineer
task, the engiieer troop unit, together with residual task equipment and
supplies, is returned to its parent unit, if possible; otherwise, it is placed
in a stay mode at a suitable location. If the unit is returned to its parent
unit, residual equipment is then returned to the source unit from which it
was originally extracted.

b. Design Philosophy. The Engineer Model has beec:: designed on the basis
of integrated perfort.ance of functions which can be described best in terms
of its six functional compnnents:

(1) &n executive routine (ENGR), which provides a means for
entering the Fugineer Model, guides the action into the proper subelement of
the model, diverts engineer resources that arrive at the task site after task
termination, and handles miscellaneous tasks related to game period termination.

(2) A priozity routine (EPRIOR), which assigns task priority to each
engineer task, maintains a dynamic ordered list of tasl. priorities for each
force (Red and Blue), calculates thc required startirg time for each task,
calculates task execution (including delays) and the resultant task completion
time, passes task priorities to the feasibility and update routines, and
advises the release routine of reasone for termination of engineer tasks.

(3) A feasibility routine (EFEASI), which determines the feasibility
of performing en engineer task as a function of task priority, proximity to
the FEBA, and resources and time available; commits available resources to
feasible tasks in order of priority; and gener:utes movement orders for troop
units allocated to the engineer tasks,

(4) An update routine (EUPDAT), which sets a task-in~process flag
when resources at the task site are sufficient for starting work, provides
resource update information for task units, updates maapower on a task site
and mobilizes more manpower if the current amount is inadequate for the task,
calculates task performance rates and the related portion of the task
completed each clock period, enters updated task information in the Barrier-
Facility File, advises the release routine of each task completion, and
triggers the release of engineer forces upon completion of each task.

(5) A release routine (ERELEA), which upon completion or termination
of an engineer task effects the demobilization of engineer resources,
including the generation of movement orders; notifies the Movement Model
of completion or termination of tasks requested by that model; updates the
facility status in the Barrier-Facility File; and provides period status for
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end-of-period Barrier Report. This routine also precludes re-initiation of
a completed task.

(6) A nuclecr routine (ENUCLE), which handles the engineer aspects
of radiological barriers created by nuclear events, and nuclear effects
damage to existing barriers/facilities.

c. Engineer Model Interfaces with Other Models. The Engineer Model
interfaces with the Movement Model. and the Nuclear Assessment Model., It
also makes use of various elements of the general model and, in particular,
the environmental characteristics of the battle area,

(1) Interface with Movement Model:

(a) General. Since the objective of barriers/facilities is to
influence the mobiliry of troop units, an interface between the Engineer
Model and the Movemernt Model is essential. Through this interface, the
Movement Model interrogates the Engineer Model to determine if a mobility
move segment intersec:s a barrier line. If it does, the Engineer Model
provides additional information about the barrier line to permit the Movement
Model to make one of the following choices:

1. To reroute the movement around the barrier segment if
feasible,

2. To reroute the movement vo an existing faciiity if

feasible,
3. To force the barrier if it is an active type.
4. Tc request the Engineer Model to neutralize the barrier J

by building a faEllity or by breaching the barrier at the pcint of intersec~
tion.

(b) Interface Subroutine:

1. Whea a unit starts to move along an order segment, the
Movement Model requests the Engineer Model to check the segment for barriers
(segment lock-ghead rrocedure). Based on intelligence status information only
the Engineer Model examines the order segment starting from the near end and
continuing until a barrier is found or until the destination end is reached.
If a barrier is found, the examination is terminated and the Engineer Model -,
provides the necessary barrier information to the Movement Model. The Movement -
Model then makes its decision, continues the unit movement along the new route
or along the original route toward the barrier, and requests the Engineer
Model for an engineer task if appropriate. (In the case of revouting, the
new routing is used for further checking purposes.) If no barrier is found,
the Movement Model continues the unit movement toward the destination end
of the order segment,
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Z. Each time the moving unit enters a new terrain cell, the
Movement Model requests the Engineer Model to check tne cell for barriers
(cell look~ahead procedure). Based on physical status information only, the
Engineer Model examines that cell portion of the move segment starting from
the entry point and continuing until a barrier is found or uutil the exit
point is reached. If a barrier is found, the procedure in the previous sub-
paragraph is tollowed. If no barrjer is found, the Movement Model continues
the unit movemant to the exit point of the terrain cell.

3. When & barrier is found and rercuting is not feasible,
the Movement Model continues the unit movement to the point of intersection
with the barrier. There, the unit either executes for:ing action on the
barrier and continues movement, or it goes into a STAY mode until receipt of
further orders or advice from the Engineer Model that the engineer task is
completed. If the Engineer Model is unable to accomplish the task and the
unit lacks conditional orders, the unit will remain wn a STAY mode until the
end of the game pericd.

(2) Iuterface with Nuclear Assessment Model:

(a} General. TIwo major factors requiring interface between the
Engineer iodel and the Nuclear Assessment Model are the foilowing:

1l. The employment ¢f nuclear weapons creates radiological
barriers; for economy in modeling, it is preferable that all barriers be
handled in & single model (in tnis case, the Engineer Model).

2. Nuclear effects may easily damage or otherwise modify
existing barrizrs/facilities. B rriers/facilities must be updated as required
to reflect their current status.

(b) Handling of Radiological Barriers:

1. When a nuclear event creates a radiological barrier, the
Nuclear Assessment Model advises the Engineer Model tha!. a nuclear event has
occurred, identifies the coordinates of ground zero, and specifies the radius
of the effective circular radiological barrier. The Engineer Model then
establishes two barrier segments tangent to the circular barrier and perpendi-
cular to the initial slove of the battlefield.? Two other barrier segments
are then added connecting the-endpoints of the first two aund forming a square
to encompass the barrier. Each barrier segment is centered n its point of
tangency and is of 2 length equal to twice the radius of the radiolegical
barrier.

2. Determined by a line connecting the center of mass of the Blue force
with the center of mass of the Red force (see Chapter 2).

3. ‘This length was selected as an arbitrary starting point. Future
operational sensitivity re-ts should be conducted to determine the proper
magnitude.
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2. When the Movement Model encounters a harriler, it requests
iaformation from the Engineer Model; if the barrier is a radiclogical barrier,
the Engineer Model so advises the Movement Model and indicates the extent of
the barrier encountered. The Movement Model then requests information from
the Nuclear Assessmenh Model and 13 advised of the radiation dose that will
be assessed if the truvop unit is moved through the radiological barrier. The
Movement Model then dezides either to go through and accept the assessment
or to bypass the barrier if conditions so permit.

3. At specified periodic intervals the Nuclear Assessment
Model advises the Engineer Model of the decay-reduced radius of the radiological
barrier, and the Engineer Model updates the location and extent of the barrier
segments, When the decayed radius of the radiological barrier is less than
50 metersg, the barrier will be considered of negligible effect and will be
removed.*

(c) Handling of Nuclear Effects Damage to Existing Barriers/
Facilities:

1. Wwhen a nuclear event occurs, the Nuclear Assessment Model
advises the Engineer Model, identifies the coordinates of ground zero, and
specifies the maximum radius of effects pertinent to existing barriers/
facilities., 7The Engineer Model checks the locaticn of exisiing barriers/
facilities with respect to the radius of effects and identifies those lying
partlally or wholly within this radius. The Engineer Model then identifies
these existing barriers/facilities to the Nuclear Assessment Model, including
type and endpoint coordinates.,

2. The Nuclear Assegssment Model considers each reported
barrier/facility, assesses damage, and advises the Engineer Model as to the
revised status of each such barrier/facility. Tb- Engineer Model records
the damaged barriers/facilities and the revised status of each., At the end
of the game period, these data are output with barriec/facility records for
report purposes.

3. Gamers examine the demage list and update the status of
these barriers/facilities,.as follows. If the chavacter identificciion of a
barrier has been changed; e.g., a forest changed to a fcrest fire or to tree
blowdown, the gamer replaces the original barrier identificatjon with a new
mnemonic to indicate the new character of the barrier. If only a portion of
a barrier has changed character, the gamer divides the original barrier segment
into two or more segments to fit the new status and defines these new segments,

4, Fifty meters was selected as an arbitrary starting point. Future
operational sensitivity tests should be conducted to determine the proper
magaitude.
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(3) fnterface wilth Environmental Characterigiics. The Engineer
‘ Model interfaces with the following characteristics of the environment.

(a) Terrain:
1. TIne Engineer Model uses the trafficability indices teo

determine rate wmodifiers to be applied to engineer task performance ratez to
accceunt for degradation due tc variability of terrain at task sites.

2. 1he Engineer Model supplements the basic tarrain model
by perwmitting identification of terrain features, forestation, and man-made
facilities which significantly hinder or facilitate force mobility in the
context of barriers and facilities. The gamer can integrate natural featuies
having appreciable effect on mobility (e.g., mountaius, dense forests, unford-
able streams) into barrier lires of significant exteat, Barriers may be
breached by facilities through engineer tasks., For example, a river barrier
segment mey be breached by constructing a bridge, a raft/ferry, or possibly a
ford. Barrier segments which are unsuitable for construction 9f facilities
are designated as unbreachable; e.g., cliffs and rivers through marshlands or
those witn steep rocky banks,

(b) Light Conditicn. The Engineer Model considers light effects
1 and uses day/night conditions to determine a rate modifier to be applied to
engineer task performance rates to account for degradation due to night
conditions.,

{ 3. SUBMODEL SPECIFICATIONS:

u a. General. This paragraph examines each of the major voutines of the
Engineer Model and presents the related logical flow, generally at the first
[ level of detail, but at lower levels if required for clarity. Two general
files are created by the Engineer Model and used by various routines in
processing erngineer task requests and tasks.

) : (1) Barrier-Facility File. The Barrier-Facility File provides

the data base fcr engineer cperations as well as working iaformation for the
Engineer Model routines. In addition, it provides an iaformation baze for
other models and fcr reports required by the total model. A barrier orx
facility is described in the file in terms of its sequential location in the
barrier line (previous and following segments), coordinates of its twc end-
points, a mnemonic identifying its type and its unique number within that
type, its size if not a minefield, its demsity if a minefield, whether or
not it is radicactive o hes been dowmaged a3 the result of a nuclear event,
its task-reluted requirements paraveters, and Its task status pavameters.

(2) Unit Equipment File. The Unitc Equipnunt File serves as a
' holding file for sources of equipments used on enginecyr tesks, It provides a

means for returning equiprent to sources when a task ix completed os
terminsced.

5~8
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b. Engineer Driver Routine (ENGR)(Figure 8-2):

(1) Turpose, The driver routine serves @8 access to the Engineer
Model: it performs trne following speci€ic funcrions:

(a) Guines the action into the proper subelement of the model.

(b) Checks terminated tasks and intercepts and diverts troop '
units which evre en route to the task site at the time the task is terminated. 3

(c) Hardles misceilaneous tasks related to game period termination.
{2) Relation to Other Major Components, See figure 8-2,

(a) Inputs Received: !

s

. Yrom gamers: DSL orders.
2. From Movement Model: Requests for engineer tasks.

3. From Nuclear Assessment Mcodel: Barrier information
related to nuclear events.

4. From EFEASI: Engineer operatiug instruction.
# (b) Outprts Produced:

1. Tor EPRIOR: Uncrdered task and priority list.

2. Tor ENUCLE: Indication of type action required.

(3) Accessories, The driver rvoutine uses File 12 a3 a means for
breaking down DSL orders and other communications, both externcl and internal,
into elemerts that can be handled by the model, : \

c. Engineer Priority Routine (EPRIOR) (Figure 8-3):

(1) Purpose., The priority routine functions as the first stage of
the task filter by cemputing the priocrity of all scheduled and unscheduled +
tasks end integrating these into an ordered priority list, 1t performs the
follcwing specific fuactions:

(a) Assigns ¢ task priority to each engineer task. ’

(b) Maintaine a dynamic list of task priorities for each force
(Blue and Rad).

(¢) Calculates the required starting time for each task.

) 8-9




BRANCH ON
€NGINEER -«-{ ENGR ).., ENGOPR

(]
ENGOPR s O AJSSEMBLE ENGR !
TCLOCK = O TASKS ONE AT A oy \fo SENT FROM DSL, MM, OR
- TIME UNORCERED THROUGH NAM TO PAVPER
g'ﬂgg"gg PRIORITY LISY ’ves BARRIER i\ E
: t
- CALCULATE CEOMETRY FOR ENWR J
TATMS EVERY HOUR OF BATTLE TINE
ALL INITSAL

EVENTS REEIVEE

g} ENGOPR = O }-

Inrr UNiT REquesTinG 1Y
| ENGOPR =3 |amr TASK OM BARRIER FILE
MOBILITY REQUEST

- CALL
-] ENGOPR uH AL )_-

NUCLEAR REQUEST

CALL
EFEASI

o=} ENGOPR » 5
UFDATE

FAK
i ENGOPR =1 PRIORINY
s
UNITS ARRIVEL £.8000
AT TASK SITE
r— RETURN MEN | b |

a-| ENGOFR <12 ANO EQUIPHENT o
| NOOFR 12 ™1 ro arenT UNIT
INITS ARRIVED AT ?

PARENT UNIT AFTER RELEASE

]
- NoicATEEND |/ e
ENGOPR » 13 OF PERIOD .a»—c RETURN i

END OF PERIOD UPDATE

Figure 8-2. Engineer Driver Routine (ENGR)
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.(d) Calculates task execution time, including delays, and
calculates the resultent task compietion time,

(e) Provides to other routines information on the current
relative priorities of tasks,

(f) Provides to the release routine information on task termina-
tions.

(2) Relation to Other Major Compunents. See Figure 8-3.

(a) Inputs Received. From ENGIX: Uaordered task and priority
list.

(v) Outputs Produced:
1. For EFEASI: Current ordered task priority list.

2., For EUPDAT: Current task priority information.
3. For ERELEA: Indication of reason for task termination;
i.e., DSL STOP order or violation of FEBA constraint.

{(3) Priority Determination. The allocation and scheduling of resources
f.r engineer START tasks are bused upon model comparison of 3-digit task
priority indicators as shown in Figure 8-4, STOP tasks automatically receive
top priority as they release engineer resources for START tasks. Each of the
three indicator digits is considered individually.

(a) Structure and Function Indicator (A): This indicator is
preset and is model-contrylled during the game; its purpose is to provide
the gross priority basis for all engineer START tasks. The value of this
indicator is determined primarily by the urgency of tne task. If the task
is classified MANDATORY, this indicator is given a valve of 1; if the task is
classified DESIRED, this indicator is given a value ranging from 2 to 5 as
shown in Figure 8-4, depending on three secondary conditions as follows:

P S P

1. The posture of the military force; i.e., offense or

defense,
2. The type of structure involved; i.e., barrier or facility.

3. The nature of the task function irvolved; i.e., BUILD,
BREACH, or REMOVE.

(b) Time Preference Indicator (B). This indicator is a variable
and is based on the amount of time remaining until the scheduled clock time
of the start of a task. Its purpose is to permit a shifting upward of the
' priority of a task as the need for the task beccmes wmore imminent.

[y
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Figure 8-4. Eungineer Task Priority Indicators for S
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(c) Task Preference I.adicator (C). This indicator is designated
by the gamer. Its purpoge is to function as tie-brecker and establish task
priority when the A and B priority indicators are identiczal; e.g., when two
or more barriers are to be constructed at or near the same time. The gamer
decides which task should have pricrity for resources.

(d) Priority Algorithm. The priority routine uses the following
algorithm to compute an overall task priority for ordering the task priority
listing:

PRTY = 16 * (FCNPRTY ~1) + 4 * (TIMPRTY -1) + DSLPRTY (8-1)

where:

PRTY jndicates total or overall priority

FCNPRTY indicates the value of the strunture and
function indicator from Column A, Figure 8-4

TIMPRTY indicates the value of the time preference !
indicator from Column B, Figure 8-4 ‘

DSLPRTY indicates the value of the task preference
indicator from Column C, Figure 8-4
This algorithm was designed to provide a basis for ordering of tasks in

consonance witn the general prilority scheme.

(e} Mzn-hour Requirement Algorithm. The priority routine uses
the following algorithms to compute man-hour requirements for a task: Y

1l. If the task type is a minefield:

MHR = TSKSIZ * TSKRAT (8-2) i

where:
MHR = total man-hours required
TSKSIZ = Task size = length of minefield computed by using {

the distance fcrmula between the twu endpoints
of the minefield segment

TSKRAT = task rate taken from Engineer Task Fila2
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2. 1If the task type is other than A minefileld:

MHR = TSKSIZ * TSKRAT * PLATMEN * PLATNBR (8-3)
where:
TSKRAT = definad above
PLATMEN = stardard number of men in a platoon (taken
in the model as 120 for troop type 5, and
30 for all other troop types)

PLATNBR = standard number of platoons required for this
task size, taken from Engineer Task File,

P (f) Task Sterting Time. The priority routine uses the following
algorithms to establish task starting time:

1. If the task 1s generated by a DSL order which inclues the
modifier START BY DDTTTT:

TSTART = DDTTIT (8-4)

where:

TSTART = task sterting time

DDTTIT = date-time group indicating start time

2. If the task is generated by a DSL order which includes
the modifier COMPLETE RY DDTTIT:

— SRR, S

TBASIC = (60 * MHR) + (PLATMEN * PLATINBR) (8-5)
if task type is a minefield, otherwise:

TBASIC = 60 * TSKSIZ * TSKRAT (8-6)

where:

TBASIC = basic time required for accomplishing task
under condtions applicable to standard rates

8~15
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TUELTA = TBASIC ¢ (RATMODTER * RAT!DDNIT) (8-7)

where:

TDELTA = time required for accomplishing task under
actual conditions with degraded rates

TBAGIC

defined above
RATMODTER = terrain rate modifier from Engineer Task File
RATMODNIT = aight rate modifier from Engineer ' usk File;
equals 1.0 if night conditions ave not involved.
TSTART = TCOMPL ~ TDELTA - TBUFFER (8-8)
where:
TSTART = defined above

TCOMPL = DDTTIT = date~time group specifying
completion time

TDELTA = defined above

TBUFFER

arbitrary buffer time allocated to cover contingency
delays; equald 45 minutes if task is mandatory,
otherwise equals 30 minutes.

3. 1If the task is generated by the Movement Model:
TSTART =~ earliest time task is found to be feasible.

d. Engineer Feasibility Routine (EFEASI) (Figure 8-5):
(1) Purpose. The feasibility routine functions as the second stage
of the task filter and commits resources to feasible tasks in accordance with
the requirements of the task. It performs the following specific functioms:

(a) Determines the current feasibility of performing an engineer
task based on the currert status of task priority.

{(b) Commits available resources to specific feasible tasks irn
order of priority when the task commitment is triggered.

8-16
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Figure 8-5.
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(¢) Generates movement orders for troop vnits committed to tasks.
(2) Relation to Other Major Components. See Figure 8-5.

(a) Inputs Received. From EPRIOR: Cuvrrent ordered task priority
list.

(b) Outputs Produced:
1. For Unit Status File: Information on depletion of resources.

2. TFor ENGR: Engineer operating instruction.

3. For Movement Model: Movement orders for troop units
committed to tasks.

(3) Feasibility Determination. E#raSI takes each task from the
priority list by priorities from highest to lowest and, based upon task
information in the Barrier-Facility File, computes the resources required
for each particular task. It then compares resources required with resources
available; when the latter are adequate, feasibility is established.

(a) EFEASI determines the troop requirement by examining the
troop type number (from Barrier-Facility File) and the standard number
required (from Engineer Task File), and using the following algorithm:

TRREQ = (TRUNITA + TRUNITB) * STUNR (8-9)

where:

TRREQ :: troops required for task

TRUNITA = troop unit A = one bridge platoon if troop type
number is 5, otherwise this is a null unit
TRUNITB = troop unii B = one combat engineer company if
troop type number is 5, otherwise on2 combat
engineer platoon
STDNR = standard number of units required for this task type.

(b) EFEASI determines the equipment and supply requirements by
examining the tuask size and the current physical status of the barrier or
facility and using the following algorithms:

EQPMULT = TSKSINR < PROPFAC (8-10)
8-18
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where:

EQPMULT = equipment ur suppiy multiplier, & multiplying
factor relating quantity of type equipment
or supply required for this size task to the
quantity required for a standard size task
(this is determined for each item code
involved)

TSKSINR = task size number determined by comparing task
size value with task sizes found on scale of
task sizes in Engineer Task File

PROPFAC = prcoportionality factor, a weighting factor used
for adjusting equipment and supplies to fit

variable task sizes; taken from Engineer
Task File.

EQPREQ = F(PSTD * EQPMULT * CONFAC * RESRAT * FACFRAC  (8-11)

where:

EQPREQ = tota! quantity of a line item equipment or supply
required for this task

EQPSTD = standard quantity of this line item equipment or
supply required for basic size task

EQPMULT = defined above

CONFAC = contingercy factor to provide a cushion for losses
dee to enemy action; taken as 1.05 in the model

RESRAT

task restart ratio = 1-(MHRCMPLTD/MHRREQ)
MHRCMPLTD

total man-hours completed on task
MHRREQ = total man-hours required for task

FACFRAC = fraction of total facil.ty or barrier comprising
task; following values are used:

8-19

ot 2 cctmalihecn ottt d et et
o ..
o e a s e




22

T

Task. Facility
Function Dor.s Not Exist
BUILD 1.00
BREACH 0.00
REMOVE 0.00

(4) Resource Allocation:

e MR e T T =
Facility Facility
Exists Intact Exists Breached
0.00 0.33
1.00 0.00
1.00 0.67

(a) EFEASI selects and disperses the necessary resources for the

task, including troops, equipment and supplies.
suitable troop units and generates the movement orders,

moves the units to the task site.

It locates the nearest
The Mcvement Model

(b) I1f a task has been found to be infeasitie because resources
are inadequate to meet total requirements, but the rescurces are adequate
to meet minimum requirements for starting the task, EFEASI allocates available
resources; this task then has first priority over simiiar tasks for new
resources when they become available.

(c¢) 1If a task has been found to be infeasible because resources
are inadequate to meet minimum requirements for starting the task, EFEASI
sets an insufficiency £lag which prohibits allocation of resources to any
other task of this type, except a task specified as MAWDATORY, until the
requirements of this flagged task have been met.

e. Engineer Update Routine (EUPDAT) (Figure 8-6):

(1) Purpose. This routine evaluates every engineer activity in \
It performs the fo.lowing specific functions:

progress and updates the status.

(a) Sets task~in-process flag when resources on hand at a task |
site are adequate for starting work.

‘b) Provides resource update informarion for task units.

(c) Updates manpower on a task site and motrilizes more manpower
if current manpower is inadequate for the task.

(d) Calcualtes task performance rates and the related portion of

the task completed each clock period.

e -

{(e) Enters updated task information into the Barrier-Facility

File.
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Figure 8-5. Engineer Update Routine (EUPDAT)




(f) Advises the release routine of each task «oapletion and
tiiggers the release of engineer forces upon completinn of each tark.

(2) Relation to Other Major Components: See Figure 38-6.

(&) inputs Received. TFrom EFEASI (indircctly through the Movement
Model): Resources allocated to a task.

(t) Outputs Produced:

1l. For Unit Status File, Unit Equipment File, and Earrier-
Facility File: Upcate ianformation on task status,

2. For FRELEA: Task completion information and triggering
for demobilization of task units.

(3) Update Procedures:
(a) FEUPDAT reevaluates the priorities of all tasks the model
has requested except those with priority 5000, examines resources versus time
remaining to cimplete the task, and reallocstes resnurces to tasks in progress
until they huve their full quotas of resources.
‘b) EUPDAT decrements in most caees the proper item codes by
the amount expended since the last previous update, an? outputs updated
information to the Barrier-Facility File.
(4) Update Algorithms.. The update routine ises the following

algcrithms to compute man-hours expended for updating of the Rarrier-Facility
File:

TSKRATAD = TSKRAT - (RATMODTER * RATMODNIT * RATMODEQP) (8~12)

where:

TSKRATAD = adjusted task rate

TSKRAT = task rate taken from Engineer Task File
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RATMCDTER

terrain rate modifier from Engineer Task File

RATMODNIT

night rate modifier from Engineer Task File;
equals 1.0 1f night conditioms are not
involved

-

L}

RATMODEQP = product of equipment rate modifiers for ecuipments
involved in task; individual modifiers are

taken from Engineer Task File.

TPROP = TELAP < TSTDPD (8-13)
where:

TPROP

time proportiocn; i.e., fraction of a standard time
period that has passed since last update

Y e ggp—.

TELAP = elapsed time sinre last update

TSTDPD

standard time period; 15 minutes is taken
in Eagineer Model.

|
* MHREXP = TPROP * TSKSIZ * MENNBR
TSKRATAD * PLATNBR * PLATMEN * STDPDPHR (8~14)

where:

MHREXP = total man-hours expended since last update

TSKSIZ = task size (as computed for minefields, or
as taken from Barrier-Facility File for
other type tasks) 1
)
MENNBR = actual number of men in units assigned to 4
task site
TSKRATAD = defined above

PLATNBR = standard number of platoons required for this
tasl: size, taken from Engineer Task File {

PLATMEN = standard number of men in a platoon (taken in
the model as 120 for troop type 5, and 30
for all other troop types)
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STDPHPAR. = number of standard time periods per hour, taken
as 4 in the mudel.

f. Engineer Release Routine (ERELEA) (Figure 8-7):

{1) Purpose. This routine demobilizes missioa units and resources

whenever there is reason for stopping a task., it performs the following
specific functiomns:

(a) Teminates tasks when tasks are completed, when a DSL STOP
order is receivcd, or when a spec’fied FEBA condition exists.

(b) Generates movement orders for demobilizati.n of task troop
units when a task is completed or terminated.

(c) Notifies Movement Model of (ompletion c¢r termination of
tasks requested by that model.

(d) Updates facility status in Barrier-Facility “ile on completion
or termination of task.

(e) Provides period status for end-of- eriod Barrier Report.
(£) Removes completed tasks from the task priority list.

(2) Pelation to Other Major Components. See Figure 8-7.
@) Inputs Received:

1. From EPRICI'. Indicaticu of reason feor task termination;
i.e., DSL STOP order or violation of FEBA constraint.

2. From EUPDAT: Task completion infoimation and triggering
for demobilization of task unit

(b) Jutputs Produced:

1., For Barrier-Facility File: Facility status update, both
physical and intelligence.

2. For EPRIOR: Removal of completed tzsk from task priority
list.

3. For Movement Model:

a. Movement order for task troop units requiring

demobilization.
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Figure 8-7. Engineer Release Routine (ERELEA)
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b. Task completion notice for tasks requested by the
Movement Model.

4. For end-of-period Barrier-Report: TFeriod status.

(3) Release Procedures:

(a) Two conditions are cause for releasc antion: a task is
completed, or a DSL order is a STOP order. In elther of these cases,
immediate priority is given to ERELEA along with the reason for termination.

(b) ERELEA generates movement orders for released units; Movement
Model returns taese units to their parent units.

(c) ERELEA incorporates the task status information into the
Barrier-Facility File and, if the task was one requestei by the Movement
Model, advises that model of the task status.

T

g. Engineer Nuclear Routine (ENUCLE) {(Figure 8-8):

(1) Purpose. This routine handles the Engineer Model aspecte of
radiological barriers created by nuclear events and meclear effects damage
to existing barciers/facilities. It performs the following specific functions:
(a) Establishes, updates, or removes radiological barriers as
appropriate when furnished nuclear event information or update informatiorn.

(b) Notifies Nuclear Assessment Model of existing barriers lying
partially or wholly within the radius of effects of ruclear events.

(¢) Records reported nuclear effects damaye to existing barriers/
facilities and outputs this information for report pvrposes.

b (2) Relation to Other Major Components. See Figure 8-8.
(a) Inputs Received:
l. From ENGR: Indication of type action required.
2. From Nuclear Assessment Model:
a. Notification of nuclear events aad their descriptions.
b. Update information for radiolcgical barriers.

_—

c. Assessed nuclear effects damages to existing barriers/
facilities.
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Figure R-8. Engineer Nuclear Rout
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(b) Outputs Prcduced:

1. For Nuclear Assessment Model: Lict of barriers/facilicies
1ying partially or wholly within the radius of effects of a nuclear event.

2. For end-of-period Barrier Report: Status of barriers/
facilities damaged by nuclear effects.

. (3) Prucedures. Details of the procedures involved are covered in
the discussion of the interface between the Engincer Model and the Nuclear
Assessment Model, subparagraph 2c(2) above.

—
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CHAPTER 9

COMBAT SERVICE SUPPORT MODLL

4

1. MILITARY ACTIONS REPRESENTED:

a. General. Personnel, major end items, and combat essential materiel
must be replaced within a military unit when required. Irf the unit does not
have a ready source of persomnel and materiel, the capability of the unit to
accomplish its mission is severely limited. The DIVWAG Combat Service
Support {(nSS) Model simulates personncl replacement, resupply of critical
consumables and expendables, and resupply of major end items. The model does
not simulate resupply of repair parts. The resupply or repla:ement process
is treated in three essential areas; ordering, distributing, and receiving
supplies. These aspects of resupply are simulated differently for critical
consumables and expendables (Classes III aiwd V) and for personnel, Class I,
and major end items.

b. Resupply of Critical Consumables and Expendables:

(1) Ordering. The process of crdering supplies requires the
determination of the quantity to order, when to order, and the priority of
the order.

(a) The quantity to order is based on projected usage. Within
the model, a mean use rate is determined by combining the current usage rate
with past usage rates to develop a long term projected usage rate. The amount
of variance that this mean rate will have is estimated in order to place a
confidence limit on the forecasted rate. Weighting factors are used to retard
the transition from past usage history to present usage rate, thus smoothing
out random fluctuations in the rate. Inciuded in the calculation of the pro-
jected rate of nsage is u safety level to provide protection against stock
outages. A safety level is that quantity of materiel (in addition to operating
stocks) required to permit continued operations in the event of variations
above the projected usage rate or unanticipated delays in resupply. The
projected usage rate is the basis for calcuiating the quantity to order.

(b) The time at which supplies are ordered depends on projected
usage and a reorder cycle time. Within the model, an order is initiated tc
allow supplies to reach the unit as required to keep the unit near its author-
ized level of supplies. This dectermination is based on the projected usage

rate, including safety level, a nominal order and shipping time, and any
amount already on nrder.

(c) The priority of an order is dictated by the mission of the
using vnit and the criticality of the supplies to that mission. Within the
model, highest priority 1s assigned to resupply of the front line maneuver
units. Second highest priority ie assigned to all other maneuver units and
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all artillery units. The lowest priority is assigned to other units not
included in the first two priorities. Among the orders for supplies gener-
ated by each group of units, a secoad priority is applied. This priority
is based on the criticality of supplies to the unit.

(2) Distribution of Supplies. In treating supply distribution, the

distribution method or policy, routing, and treaiment of materiel upon receipt
must be considered.

(a) Method of Distribution. The Army supply system utilizes two
methods of distribution; unit distribution and supply point distribution.
Unit distribution refers to the delivery of supplies from the supplying
activity to the consuming unit, and supply point distribution requires the
consuming unit to pick up supplies from the supplying activity using its own
personnel and vehicles. Both methods of distribution are treated in the
Combat Service Support Model. If one method of distribution is impossible
because of lack of sufficient transportation means, the model automatically
attempts to effect the supply acvion using the other method of distribution.

1l. In unit distribution all supplies requested are transported
to the requesting unit on vehicles provided by the supplying unit. If there
are not enough available supplies, the unfilled portion of the order remains
due until they beccme available. The order and shipping times for unit dis-
tribution include the times required to place and fill the order, load the

vehicles, transport the supplies, and unload them and make the supplies
availeble to the using unit.

2. In supply point distribution the unit needing supplies
must provide its vehicles and send them to the supply point. Order and
shipping times in supply point distribution include the times required to
move the vehicles to the supply point, pick up supplies, and return to the
unit.

3. The model will attempt to airlift supplies if sufficient
ground transportation is not available and the supplies are critical tec the
receiving unit.

4. If a unit is involved in an airmobile operat omn, it is
not resupplied until the airlift has been completed. If the unit is air-
lifted into hostile territory, resupply is only effected through airlift
operations; otherwise, resupply is handled in the same manner as described
above.

(b) Routing. Materiel may pass through a number of intermediate
holding or handling points as it progresses from an original source of supply
to the ultimate user. Within the model intermediste and initial supply
points are treated. Intermediate supply points function similarly to the
ultimate using unit insofar as the process of obtaining supplies is concerned;
an intermediate supply point has a point of supply identified from which it
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may obtain the required items by unit or supply point distribution, based
on a projected use rate. For such intermediate supply points, usage rate

is based not only on the supply point's consumption but, more importantly, on
the amounts of materiel supplied to other units. An intermediate supply
point may temporarily run out of supplies if the demand exceeds its on-hand
stocks and resupply capability. In*tial supply points are treated within
the model as being unlimited sources of supply. The routing of supplies to
a using unit through intermediate supply points or directly from an initial
suppiy point is est.blished as part of the force's task organization through
gamer input.

(c) Treatment Upon Receipt. Upon receipt of supplies, the
using unit will genevally hold the supplies in bulk until such time as it is
necessary or convenient to distribute them to the ultimate user. For example,
bulk ammunition may be held in the combat trains of a maneuver unit for some
period of time until its distribution among the weapons systems that will
fire the ammunition can be effected. Within the model, every unit which will
receive supplies is treated as having a holding point for bulk supplies,
nominally the unit combat trains. Supplies are delivered to the trains and
transferred from trains to the unit's using entities on a periodic basis.
As currently programmed this process is accomplished once every two hours.

(d) Materiel Flow. Figure 9-1 illustrates the basic flow of
materiel frcm an initial supplier, to the nominal trains of an intermediate
supplier, to the intermediate supplier's using (in this case shipping) enti-
ties in the using unit. Zero, one, or mor. than one intermediate suppliers
may be involved. The figure also illustrates the basic flow of persomnel,
major end items, and Class I consumables in which all nominal trains are
bypassed.

c¢. Resupply of Personnel, Mzjor End Items, and Class I:
(1) Resupply of Major End Items:

(a) To accomplish the resupply of major end items, the pregame
data load specifies by item code which items active in the gam: are to be
treated as major end items, the arount of each item available for replacement
during each 24-hour increment, and if separate transport is required, the
equipment item to transport each item to be replaced.

(b) To establish the quantity of items available for resupply,
a multiple class supply point which controls receipt and issue of major
items is established within the model. This point contains a'l items avail-
able for resupply where the amount availlable on a given day is the accumula-
tion of amounts specified by input for that and all previous days, less the
amount that has actually been sent to using units. The basic assumption is
that limited stocks are available in division maintenance floats and rear
service areas. Initial stocks and daily replenishment quantitizs can be
specified in the constant data input.
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(¢) To determine units receiving major items, a type of daily
loss report which serves as a requisition is developed for each unit active
in the game. Units are resupplied within three groups with first priority
to front line maneuver units, second priority to other maneuver units and
artillery units, and third priority to all other units. If insufficient
items are available to meet all requirements within a priority group, avail-
able items are prorated acconrding to needs. For example, if unit A requires
10 items and unit B requires 20 items and only 15 are available, unit A will
receive 5 items and unit B will receive 10 items. An item will move from
the supply point to the receiving unit at the road movement rate of the
item, if self-transportable, or of the transporter, if not self-transportable.

(2) Resupply of Class I:

(a) Class I supplies are items consumed at a uniform and
predictable rate, irrespective of combat or terrain conditions, and require
no adaptation to individual requirements (FM 17-1). Within the model Class
I supplies comnsist of rations. In the division, a formal requisition for
Class I supplies is not required. The division supply and transport battal-
ion requests rations for the division, based on estimated strength figures
provided by the adjutant general, 72 hours before the time rations are to be
delivered. Upon receipt, rations are broken down into battalion and reparate
unit lots based on personnel dally summaries submitted by each unit. In
rapidly changing sitnations, it may be necessary for units to submit daily
informal requisitions for the number of rations required. These requisitions
compensate for cross attachments and casualties.

(b) In the model Class I is resupplied daily. It is assumed
that units submit daily informal requests for number of rations required.
Requisitions compensate for cross attachments and casualties. The resupply
level of a unit is based on the number of personnel attached to the unit at
the time resupply is to occur. This time is fixed within the model at 0400
hours. Once the number of personnel in a unit is determined, the resupply
quantity is calculated on a pounds per man per day basis. The Class 1
consumables are delivered directly to the using units.

(¢) The main purpose for modeling Class I resupply is to con-
strain the transportation available to resupply other commodities, primarily
ammunition and fuel. It is assumed that battalions and separate units use
organic transportation to pick up rations at the division Class 1 distribution
point in the brigade trains area. If all food ordered cannot be delivered
at the firs: attempt, the unfilled orders remain due out. At each succeeding
hourly update attempts are again made to fill the remaining Class I orders.
No new Class 1 orders are generated for 24 hours, but the unfilled orders
are retained until filled. Unlike Class I, all other consumables that cannot
be delivered as scheduled have new backorders created at each update.
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(3) Personnel Replacement:

(a) All replacements received by the division are processed by
the replacement detachment, which is under the control and supervision of
the adjutant general. The normal capacity of the detachment is 300 replace-
ments at one time and can be increased if additional control personnel and
equipment are provided.

(b) Replacements are assigned to the division on th.: basis of
daily replacement status reports submitted to high~r headquarters by the
division adjutant general. These reports are based upon TOE position vacan-
cies as shown in unit morning reports. Replacements are provided from per-
sonnel arriving from the zone of interior, hospital returnees, personnel
being rotated from other areas, and casualties being returned to duty from
various sources. Replacements, even in combat, are obtalned through formal
requisitioning procedures. Replacement personnel are requisitioned to
replace actual losses in TOE positions only. Replacements cannot be
requisitioned for a unit in advance of its needs.

(c) Personnel requisitions are modeled as follows:

1. Company commanders do not requisition replacements;
however, they do submit morning reports or feeder morning reports, showing
company personnel losses, through battalion to division. The company
commanders receive, orient, and assign replacements upon arrival at the
company .

2. The battalion S1 does not requisition replacements. He
monitors the morning reports or feeder morning reports of the subordinate
units to ascertain that the units have included known losses on the reports.

3. UYpon notification that replacements are available, the
battalion S1 coordinates directly with the S3 and appropriate special Staff
Officers to determine battalion priorities and then informs the division
AG of the priority of assignment to the companies. The AG publishes division
special orders assigning the individual to his company directly from the
division replacement company.

(d) Within the model personnel replacement occurs once each day
at a predetermined hour. Time of replacement is fixed in the model at 1000.
hours. The number of personnel replaced is based on two factorr shich are
type of unit and current strength of a unit. Data are input to specify num-
ber of replacement personnel available during each 24 hours of game play.
If sufficient personnel are not available o bring all units up to their
authorized levels, the priority of replacement is front line maneuver units,
artillery and other maneuver units, and all other units. Within priority
groups, available replacements ate evenly prorated according to a unit's
losses. Personnel are resupplied directly to the using unit. Within the
model, no attempt is made to replace personnel by grade cr military occupation
specialty.
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(e) Replacement of personnel follows the logic developed for
resupply of principal items. Personnel are only requested once per day
based on combat losses.

2. MODEL DESIGHN:

a. Model Logic. The basic logical flow of the Combat Service Support
Model is shown in Figure 9-2. The sequence of processing groups of units
shown in the figure Imposes a priority on the units to be serviced. 1In
resupplying critical consumables and expendables, transpcrtation resources
available to both the supplying and receiving units are used in allocating
transport. Thus, by the time the second and third groups of units are pro-
cessed, transportation organic to the supply point may have already been
allocated to service higher priority units. In the case of personnel and
major end items only a limited number of replacements is available. Resources
are allocated with first priority to front line maneuver units, second pri-
ority to other maneuvec units and artillery units, and third priority to all
remaining units. The dynamic data filas and the significant model steps :
used in the model logic are identified below and discussed in detail in
Paragraph 3.

b. Dynamic Data Files. The Combat Service Support Model uses four
dynamic data files: the Unit Status File, the Supply Action File, the Supply
Status File, and the Backorder File.

(1) The Unit Status File is described in Chapter 2. This file
contains information on the current status of each unit involved in the game,
updated as a result of any simulated activity involving the unit. It con~
tains the quantities of equipment currently on hand in each unit and points
to the unit's records on the Supply Status File.

(2) The Supply Status File contains information pertaining te the
current supply status of a unit. For every resolution unit in the game, one 1
record is maintained on this file for each equipment item that may be supplied
to the unit. (See Chapter 2 for a discussion of resolution units.)

(3) The Supply Action File contains a record for every supply action
currently in process. A supply action is the movement of an equipment item g
order quantity with its associated transportation resources from the supply
point to the unit or ths movement of the transportation resources alone fiom
the unit to the supply point. These records are updated as the order quantity
and transporting vehicles progress between supply points and receiving units.

(4) The Backorder File maintains a record of each supply requirement J
for which a supply action must be initiated.

¢. Mogel Steps. As shown in Figure 9~2, the major Combat Service Support
Model steps are: (1) updating Supply Action File entries, -(2) creating
resupply orders and assigning transportation to fill the resupply orders for
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Figure 9-2, Combat Service Support Model
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critical consumables and expendables, (3) determining losses of personnel and
major end items, and (4) creating replacement orders for personnel and major
end items. The model is generally entered on a periodic basis (currently
once every two hours in the DIVWAG system), and all pending supply actions
are processed. Next, for each force Steps 2 and 3 are accomplished sequen-
tially for each of three groups of units; front line maneuver units, other
maneuver units and all artillery units, and all other units. This sequence
of unit groups imposes a first priority level on the assignment of trans-—
portation. Finally, after Steps 2 and 3 are completed for all units, per-
sonnel and major end item replacement orders are created sequentially for
the three unit groups.

3. SUBMGDEL SrECIFICATIONS:
a. Processing of Critical Consumables and Expendables:
(1) General:

(a) Figure 9-3 shows the processing logic which occurs within
a group of units to resupply critical consumables and expendables. Since
major end items and personnel are resupplied only once a day, a check has
been incorporated to determine on which processing cycle their resupply is
to be initiated. At the appropriate time, losses of major end items and
personnel are zccumulated for each unit. The actual requisitioring of major
end items and personnel does not occur on this first pass through the units
(see Paragraph 3b).

(b) Since Class I (food) is to be ordered only once a day, a
check has been entered to determine when that time occurs. Only at the
specified time is Class I ordered. The quantity ordered is “ased on the
personnel strengths of the units at the time the order is inicviated.

(c) The flow of logic illustrated in Figure 9-3 can be broken
into three logical processes: the determination of supply requirements, the
allocation of available transportation means to meet supply requirements, and Y
the supply actions involved in actually fulfilling supply requirements uti-
lizing the allocated transportation. Details of these processes are contained
in the following subparagraphs.

(2) Determination of Supply Requirements. The method used within i
the Combat Service Support Model to determine supply requirements draws upon :
basic logistic management techniques found in FM 38~22. A simplified varia-
tion of the Optimal Replenishment Inventory Model, modified for compatibility 1
with the DIVWAG system, is used.

(a) Inventory Model. Figure 9-4 illustrates the operation of the {
inventory model used tc establish the supply requirement for a given item. The
model is based on a periodic review (once every two hours as now programmed) of
the status of every item to be resupplied within every resolution unit in the
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war game. At each review period, the projected vsage rate, Y, and the mean
average deviation, s, of that usage rate are calculated based on the expo-
nential averaging technique of FM 38~22. These values are combined to
develcp an accelerated usage rate, rg, which should not be exceeded in nine
cases out of ten, under the assumption that the usage rate of the items
involved follows a normal distribution. In the figure, ¥, for a given

review cycle is the negative slope of the current supply level line, and ¢

ie the negative slope of the projected supply level line. Next, the delivery
lead time (DLT), or the amount of time in which this uvnit could expect deli-
very of supplies, is found; and the projected supply level at current time
plus DLT is calculated using the accelerated usage 1ate and compensating for
any supplies already on order. If this projected level is negative, a supply
order is placed. The amount ordered is the diffe.rence between authorized

and projected levels (where this projected level uses the nonaccelerated
projection rate), compensating again for items already ordered. During this
process, stocks are transferred, within the unit, from a bulk loaded status
to a readily usable status; and a constraint factor, reflecting tihe emergency
of the order, is calculated for later use in assigning a priority to the order.

(b) Calculation of Usage Rates:
1. In calculating usage rates, the model uses the amount of
the item currently in a readily usable stetus, e,, currently on hand but bulk

loaded, e, and the amounts authorized in these categories, ay and a;. The
projected usage rate is calculated by Equation 9-1 -

Ty = A T3 +Bx {9-1)
where:
T; = projected usage rate for this review period
;i—l = projected usage rate for the previous period

A = .75 [1 - exp - (h/12)]

B = 1~A

r = [(ar - er) + TR] / t,

h = number of hours intu the game

t, = review period (120 minutes)
TR = amount shifted from e; to e, during the review

cycle in responss to emergency rzquests.
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Mhis is a variation of the haSLC exponential smovthing equation, in which A

and B are constants. As originally designed, the values of A and B were .75

and .25, respectively. Tnese are arbitrarily chosen smoothing constants !
intended to give a fairly gradual transition from past to current history.

They are subject to adjustment. The correction factor to A is used tc dampen

the effects of the start of game situation in which no prior usage rate is
available, The value >f r is used to represent the usage rate since the liast
review cycle. After - has been computed, thewamount of items available for

use, ey, is brought up to its authorized level, a,, or as close 'thereto as

stocks in bulk e, permit. The equations used 'are: .

1]
4

N rp,tmin [(a, - e)) , el I (9-Ea)

)
lad
i

ey = win [(a, - e.) > 8] (9-2b)
P ! :

where the prime (') desotes the vai.e after adjustment. These are the same
equations used to transfer items from a bulk tc e readily available status in
an emergency call to the model. It should be noted that r is the true usage
rate or’; if ep was at its authorized leyel at the beginning of the review
cycle, In other cages, it indicates a serious deficit which will tend to !
increase rver time, thus inflating t 'and driving the model to a more immediate

supply ocder action.
: i

2. The mean average deviation of the projected usage rate is
calculated u31ng the same exponential smoothing weights:

sg = Ay +Bc|r-fg) - -3 S
where: . Y
§{ = mean average deviation °f|;i
sj_1 = nean average deviation of ¥y 4 i . ' 3
and other variables ar; previously detined. . ! ‘ ' . 1
3. The accglerated usage!rate, rq, is calculated as:
rq = Eg+ (13- 125 - sy) (0-4) . {

whuere the constant 1.3 is used to give the Approximate ninetieth perctntile
of a normal Jdistribution, .and 1.25'1s the conversion factor frcm the mean
average deviation to the standard deviation as provided' in FM: 38~22.
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(c) Projected Outage. The projected outage situation, ucing the
accelerated usage rate, is determined by Equation 9-5:

Q = e, +te +e, - rg d (9-5)

where:

@ = outage indicator

e, = amount of the item currently ou order and
in the process of being delivered

jo 9
n

delivery lead time

er, et, rq = previously defined.

The amount currently in the process of being shipped is determined by a
. review of all pending Supply Action File records for which the unit involved
is the recipient. This file is described in more d:tail in Paragraph 3d.
The delivery delay time, d, is determined by Fguation 9-6:

d = hd (ttran + tOH) (9-6)
where:
' d = delivery lead time
hd = 1 if the unit receives unit distribution of
the item
I
. hd = 2 if the unit receives the item by supply
' point distribution
r tiran = nominal transport time

t = overhead time.

OH

Nominal tramsporc time for this item is determined considering the distance
between the urit and its suoplier and the preferred transport vehicle. The
supplier is identified as part of the original game task organization input.
The preferred transport vehicle for this item and this distribution method :s
part of the Combat Service Support Model data base, required as input prior
to game initiation. The model obtains (within Movement Model constant data)
the limiting road speeds of the preferred vehicle, undar current weather and
light conditions; averages the speeds, which are given for two terrain
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conditions; and applies this average speed to the distance between supplier
and supplied to develop a nominal transport time. Overhead time, also part
of the game data base, is intended to represent normal lumped overhead for
filling an order, loadi:nz and offloading vehicles, and any other actions,
exclusive of travel time, associated with a request for this item. If the
value of Q in Equation 9-5 is negative; i.e., projected usage within delivery
lead time exceeds stocke on hand and on order, a new order is generated. If
an outage is nrojected, tne amount ordered is calculated by Equation 9-7:

= +
a ar a

3 o ¢~ leg +e +te - rid] (¢-7)

where a, = amount of orjer, and the other variables are previously defined.
The quantity in bdrackets in Equation 9-7 is ideatical to the calculation of

Q in Equation 9-5, with the projected usage rate substituted for the acceler-
ated rate. In both cases, this is the projected level of supply of the unit

just prior to receipt of supplies if ordered at this time under the appro-

} priate use rates. The difference between these levels is the variable safety
level of the logistic model, a function cf the mean average deviation of the

projected usage level and the delivery lead time:

SL

# .

(d) Constraint Factor. Once a supply order is generated, it
must compete with other orders for available transportation means. To allow
assignment of priorities among supply orders, a constraint factor is computed
for each item at each review period:

d(rg - ¥)) = d - 1.625s, (9-8)

safety level.

Ci = ci_l M exp(l - ri/m) (9"9)
r vhere:
¢; = constraint factor for current review cycle
cj.1 = constraint factor of last review cycle

ry = curreat projected usage rate of Equation 9-1

m = minimum rate (Equation 9-10).
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The constraint factor 1s allowed to operate on the scale .00] € ¢ °1 with a
lower constraint indicating higher priority. 1In the calculation, c; is set
equal to 1 if Equation 9-9 exceeds one. To avoid zero a value of cy less
than .001 is sec to .001. Z2ero would be continuously generated once achieved.
The winimum rate, m, is the usage rate that would allow on hand quantities to
equal zero when projected to the nominal delivery lead time:

m = (er + e, + eo)/d (9-10)

Inspection of Equation 9~9 shows that the constraint factor gets small (high
pviority) very rapidly as Ty exceeds m and, conversely, the constraint
increases (lower priority) if Ei is less than m.

(3) Assignment of Transportation. Ouce the supply status of all
units within a group of units has been reviewed and any necessary supply
orders generated, transportation is assigned to mcet the supply requirements.
Each supply order generated by the group of units is processed based on the
priority of the order; i.e., .he order with the lowest zonstraint factor of
Equation 9-5 is processed first, then the order with the next lowest constraint
factor, and so on. Thus, within the group of units, no priority is assigned
to an individual unit. Rather, priority is based o=n the urgency of the supply

order as compavred with all orders generated by the group of units. As cur-~
# rently desigrned, no attempt is made to allocate transportation from the total

force resources. Rather, for each supply order, only transportation organic
to the requesting unit and the designated point of supply is considered.

(a) Logical Flow. The logical flow of the transportation
assignment algorithm is shovm in Figure 9-5. For each unit type and
each item to be resupplied, an SOP distribution method is defined in
the data base (unit or supply point distribution). Eacin item also has
an associated supply class. Three preferred vehicles aire designated for
each distribution method as well as for air transpert. Upon entry to the
algorithm, the SOP distribution method is first atrempted. The preferred
b vehicles are taken in order and assigned to transport the quantity
ordered. If suvficient numbers of the first choice vehicle are available in
the requesting (supply point distribution) or supplying (unit distribucior) ‘
unit, processing is completed. If insufficient vehicles are available, all
available vehicles are assigned and the process is repeated for the remaining
order quantity using the second chcice vehicle. If the order is still unfill-
ed, available third choice vehicles are assigned. Once all available vehicles
under the preferred distribution method have been assigned, the same process
mnry be repeated for the preferred vehicles availabie in the other unit, under
the remaining distribution method, always working on tne unfilled portion of
the order. If the order remains unfilled under bcth ground distribution
methods, a third cycle may be tried, attempting to use air transport. The

decigfon to attempt the alternative ground transportation method and air

' transportation {s based on the constraint factor, ¢ (priority), of the ttem.

& .

-
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As currently programmed, the second ground distribution method is attempted
if ¢;< 0.8, and air transport is attempted if c;< 0.5. These values are
judgmentally set and should be subject to sensitivity testing.

(b) Essential Calculations:

1. General. The transpoitation algorithm s essentially a
logical check and decision process with minimal calcuiation involved. The
necessary calculations are those used to determine the extent to which
available transportation can move the requested amount of supplies. This is
accomplished by comparing the welght and volume of the order to weight and
volume capacities of the available transport vehicles and either assigning
as much of the availablc .apacity &+ 1s required to carry the full order or
assigning the total aval’lable transport capacity to carry as much of the order
as is possible. Within the process, a check is also made to verify that the
supply point under unit distribution has sufficient stocks to fill the order.
If not, all available stocks are used.

2. Weights and Volumes. The weight end voluie of the crder
quantity are calculated by multiplying the order quantity by unit bulk weights
and volumes contained in the constant da . base. Similarly, weight and
volume transport capacities are calculated by multiplying the number of
currently available (within the requecting unit for supply point distribution
or at the supply point for unit distribution) vehicles by the buik weignt
and volume capzcities per vehicle, also in the constant data base. If the
weight and volume capacities of available transport equal or exceed the weight
and volume of the order, the order can be transported, and & percentage of the
available transport vehicles is assigned using Equation 9-11:

Ve = Vg oo Pp =V, . max (pr,;vt) (9-11)
where:
v, = number of vehicles assigned to the order

v, = number of vehicles available in the unit

P, = max (PytsPyr)s the percentage of trrnsport
capacity assigned for the order

Pyt = ratio of weight of the order to weight
transport capacity

Pyt = ratio of volume of the order to volume of the
trvansport capacity.
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If the weight or volume tansport capacity is exceeded by the weight or
volume of the order, all available vehicles are assigned. and a percentage
of the order is filled as calculated by Eyvation 9-12:

¢, = e TP, = ot min (pwc’pvc) (9-12)
where:

cg = amount of the ordered item to be transported by

the assigned vehicles
¢, = amount of the order outstanding up to this

assiznanent of vehicles
P, = min {p.,.,D,.), the percent of the order to be

filled

P ratio of available transport weight capacity tc
weight of outstanding amount of order

Pye = ratio of available transport volume capacity to
volume of outstanding amount of order.

As an order, or part o an order is filled, records on the Supply Action File
(discussed in Subparagraph (4) below) are generated, and the assigned vehicles
are removed from the Unit Status File of the unit providing them, thus becom-
ing unavailable for assigument until the supply action is completed. If unit
distribution is involved, the amount of materiel shipped is remnved from the
status file of the suwply point. If this should exceed stocks on hand at the
supply point, only the amount on hand is shipped; and the amount of transport
involved in adjusted accordingly.

(4) Supply Actions. The Supply Action File is used to keep track of
the status of all supply a:tions. As transport capacity is assigned to an
order, two entries (recoris} are initialized on this file; one to keep track
of the vehicles and oue to keep track of the materiel (or personnel) being
transported. Each recorl on the Supply Action File contains six essgential
values:

. to. game tire that the record is due to be updated

. uj, identification of the unit generating the order

- Uy, identification of the unit filling the order

i, equipment iten code, identifying :the item invclved
in the action (vehicle or consumable)
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P quantity of item i involved in the action
. s, status flag for the supply action.

At the beginniug of each Combat Service Support Model review cycle, all
existing records on the file are updated. The actions taken in initiating
and updating these records depend upon whether unit distribution or supply
point distribution is involved and are explained telow.

(a) Unit Distribution Supply Actions:

1l. Initiation. To initiate a unit distribution supply action
record, the unit identifications u; and u,; equipment item code, i; and
quantity of item, ny; are set. The quantity involved is that established by
the transportation assignment algorithm discussed in Paragraph 3a(3). As
discussed in Paragraph 3a(3), these quantities are subtracted from the Unit
Status File of the providing unit. (For an initial supply point, the quantity
of materiel or personnel is actually added to the supply point Unit Status
File. Thus, no limits on flow of supplies into the force are simulated, and
tkis unit maintains a count of materiel and personnal entered into the force
sinulated from external sources.) The time that the record is due to be
updated, tg, is calculated by adding transit time for the vehicle involved to
the current game time., Transit time is calculated based on the distance
between units and the mobility characteristics of the vehicle as described in
Paragraph 3a(2). Briefly, it assumes the average (over terrain types) limit-
ing vehicle speed under prevailing light and weather conditions and a straight
line route between units. The action status flag is set to 1, indicating the

update action to be taken at time, t,, is that for arrival of unit distribution
at the receiving unj:.

2. Arrival at Receiving Unit. When a time, t,, less than or
equal to current game time is sensed during the update cycle and an action
status flag of 1 is found, the arrival at the receiving unit is treated. The
action file record containing materiel is closed afte che item quantity, ny,
is added to the un.t's amount of the item on hand in bilk. The action file
record containing ychicles is updated by adding trausit time and bulk overhead
time for unit distribution to te and setting the acrion status flag to 3,
indicating the time at which vehicles will be returned to the supply point
after offloaiing, and the return trip.

3. Return to Supply Point. When 5. eduled action time, tg,
is exceeded by current review time, and an action statue flag of 3 is found,
the vehicles are returned to the status file of the supply point, becoming
available for reassignment; and the supply action record is removed.




(b) Supply Point Distribution Actions:

1. Initiation. Supply point distribution action records
are initiated simiiarly to unit distribution records. For each action, two
records are initiated; one for the vehicles and one for the materiel (or per-
sonnel). The appropriate unit identifications, equipment item .ode, equipment
quantity, and times are set. In this case, no check is made of the amount of
materiel available at the supply point. The number of vehicles is subtracted
from the Unit Status File of the providing unit, in this case the unit initi-
ating the requirement, The action status flag is set to 2, indicating the
arrival at the supply point as the next event.

2. Arrlval at Supply Point. When t, is exceeded by review
time and an action flag of 2 is found, actions upon arrival at the supply
point are treated by updating the supply action record. The transit time and
bulk overhead time fcr loading are added to t, to obtain the new event time.
Both records are turned around by inserting the new event time and an action
flag of 4. Additionaliy, the quantity of materiel to be returned to the
requesting unit is ‘ubtracted from the unit status file of the supply point.
1f the supply point has insufficient stocks, all available stocks are taken,
and the quantity on the materiel action record is reduced accordingly. (As
discussed in Paragraph 3a(4)(2), there is no limit on initial supply points,
and quantities are added to Unit Status Files.)

3. Returr to Requesting Unit. When t, is exceeded by game
time, and the action statis flag is 4, the return trip to the requesting unit
is complete. Quantities of vehicles are returned co the Unit Status File,
becoming available for reassignment; quantities of i :teriel received are added
to che units' on hand bulk quantities; and the supply action rec,yrds are
removed.

b. Processing of Personnel and Major End Items:

(1; The processing which occurs in determining the quantities of
major end items and personnel to be supplied to the various units is displayed
in Figure 9-6. The flow can be broken into two logical processes: determination
of replacement quantities and creation of supply actions.

(2) As losses of personnel and major end items are calculatei for
each unit, they are accumulated for each unit group. The available r :sources
are first compared with the requirements of the front line maneuver units.
1f available resources are sufficient to meet their requirements, then the
front line units are allot®extenough replacements to satisfy their needs. All
artillery units and any other maneuver units are then examined. If their
requirements can also be met, then all remaining units are examined.

(a) When sufficient quantities of a major end item or personnel
are not avallable to satlsfy the total requirements of a unit group, the
quai tity available is proruted to the units based on the units' losses. As
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an example, if 10 tanks are available for resupply but a need exists for

20 (6 to one unit and l4 to a second unit), then the first unit would receive
three and the second unit would receive seven. 1If after the front line maneu-
ver units' requirements are met, no resources are available, the remaining
unit groups are not allocated replenishment or replacements. Similarly, if
the second unit group's r:quirements cannot be met, then the third unit does
not receive replenishment or replacements.

(b) The number of personnel and quantity of major end items of
equipment that will be available to the division for resupply on each day of
combat are specified pregame for each major end item. Items not used on a
given day are added to the next day's available quantity.

(3) Supply Actions. The Supp.y Action File is used to maintain the
status of all supply actions. As persc imel and major end items are allocated,
an entry (record) is inltialized on this file. Six essential values are con-
tained on the Supply Action File record. These values were delineated in
Paragraph 3b(4). The sta:us flag for this action is set equal to 5. The time
that the record is dve t> be updated is set equal to current time plus the
time required for the irem or its trunsporter to travel from the division rear
services area to the veceiving unit. The rate of movement is the road move-
ment rate of the major end item if it is self-propelled; otherwise, the rate
is that of the transporter. When the replacements reach the receiving unit,
they are immediately added to the unit's status file.
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CHAPTER 10

AIRMOBILE MODEL

1., MILITARY ACTIVITLES REPRESENTED:
a. General:

(1) The Airmotile Model permits the simulation of a variety of
airmobile operations; however, the model is considered to be primarily an
execution model as distirguished from a planning model, The model relies
upon the gaming staff fcr most of the general planning and decision-making
prior to the simulatior of an airmobile operation, and these plans are
implemented through a set of gamer orders. The model may, however, be used
for limited planning purposes.

(2) The principal military activities represented by the Airmobile
Model include limited planning based o. gamer input, staging and loading
of the airmobile task force, air movement to and from the objective area,
attrition of the airmobile column in flight, suppression of enemy air defenses
by escort helicopters, refueling and rearming of aircraft, release of air-
craft upon completi. : of mission, and the return of the aircraft to the bases
for reassignment, These activities are discussed in detail in this chapter.
Other activities inherent to airmobile operations which are not discussed
herein are simulated 5y other models. Examples of such related activities
are flight reconnaissance (simulated by the INC Model), delivery of preparatory
fires (simulated by the Avea Fire and Air Ground Engagement Models), employ-
ment of the airmobile task force at the objective (simulated by the Ground
Combat Model), and resupply of the task force (simulated by the CSS Model).
The model will simulate execution of the gamer's plan as ordered by DSL but
will not make decisions changing that plan to reflect new intformation or
enemy responses, Conditionals keyed to other activities may be specified,
If resources to execute the airmobile cperation become inadequate through
either attrition or comnsunption during the operation, the model will halt the
simulation,

b, Planning, Most of the planning, coordination, and preliminary
activities for an airmobile operation are performed by the gamers. Informa-
tion upon which to base this planning 1s available at the start of the game
from the Game Directive and the Game Plan. Additionally, tle information
upon which to base this planning may be obtained prior to the start of a period
from the Force Status and the Intelligence Reports from the preceding game
period. With Information available, the gamers execute the foliowing activities
prior to simulation of the airmobile operation.

(1) Designate the Airmobile Task Force., The roquired composition

of the task force to be lifted is determined by the gamers. The task force
is composed of basic urits defined in the TOE data load which do not contain
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equipment items incapable of being airlifted. The task force for a given
airmobile operation may be separated into smaller resolution forces to permit
the use of multiple landing zones, staging areas,; pickup zones, flight
corridors, 1ift forces, or sequential arrival times. Each resolution force
will be treated individually within the model.

(2) Select the Objectives and Designate the Landing Zone. The
objective (or objectives) of the airmobile operation is determined by the
gamers, Landing zones are designated by coordinates for each resolution
force. lntermediate landing zones may be designated in addition to the final
landing zone if a series of lift operations is desired.

‘3) Establish Airmobile Lift Timing. The time for each lift operation
is to be desisnated. Either the time to arrive at the landing zone or the

time to begin the move may be specified by the gamers. The other times are
calculated within the model,

(4) Seiect Staging Areas and Pickup Points. Staging areas or pickup
points are determined for each resolution force. These locations are de-~
scribed by cocrdinates.

(5) Select Flight Corridor. The flight patn for each 1ift operation
is to be described by the coordinates of the starting and ending points
(. ickup ard landing zones) and up to three intermediste coordinate locations.
The model will route the resvlution airmobile force fiom the starting ccor-
inates over each intermediate point to the ending noordinates.

{(6) Decsignate Forward Refueling and Rearming Areas. Adequate
facilities must be provided to refuel transport and escort aircraft and to
rearm escort aircraft within the forward area. This is accomplished auto-~
matically within the model if forward reiucling and rearming units are
det.ned by the pregame data lcad arnd are positioned in the preoper areas
during the game by gamer orders.

(7) Specify Transport and Escort Aircraft Mix., Up to 10 unique
nixes of transport and/or escort aircraft types, esccrt aircraft munition
ioads, aircraft fuel loads, and aircraft crew can be defined for each force
(Red,Blue) in the pregame data load. The optimal m’x for transporting each
resolution force within the airmobile task force ics determined by the gamers.

(8) Develop the Fire Support Plan. Preparatory fire support is
planned prior to the airmobile operation. Artillery, missiles, attack heli-
copter, and close air suppori may be utilized. The fire missions will bte
ordered by the gamers and simulated by the Area Fire ard Air Ground Engagement
Models.

(9) Designate Lift Force. The preferred aviation units tn provide
the airlist and escort resources are designated. Those units are directeod
by DSL orders to provide direct suppert to the airmcbile task force. The
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model will attempt first to allocate required resources from units in direct
support of the airmotile task force before selecting other units., The gamers
should ensure that adequate resources (aircraft, crews, munitions, and fuel)
arc available witbin the force and, preferably, at the unit designated tco
support the operation,

(10) Determine the Number of Aircraft or Trips. The number of
transport alrcraft of th: type specified by the selected mix is Jdetermined. '
The number may be specif’'ed explicitly by gamer orders or iwplicitly from
the desired number of trips which may alternatively be stated in the gamer
orders. If the number of trips is specifiad, the wodel will calculate the
number of aircraft which would be required to transport the resolution force
utilizing the weight, volume, and capacity data contained on the CSS data
tile. The number of escort aircraft of the type specified by the selected
mix is determined by the gamers if escorts are required,

(11) Prepare Gamer Orders. The set of gamer (DSL) crders required
to implement the plan is then prepared. The orders are described in Volume
1V, DIVWAG Users Manual, and in subsequent sections of thie chapter,

¢, Staging. The three steps of the staging phase are described below.

(1) Assembling the Task Force, The assembling and organizing of
the airmobile task force is under gamer control, through the use of con-
ventional DSL orders. All elements of the force are ordered to one or more
staging areas or pickup points by means of MOVE orders. Elements of the
force may be combined or separated as desired by use of the JOIN and DETACH
orders. The elements must be composed of basic units defined in the task
organization and with a unit type designator (UTD) in the TOL load. Elements
are combined into a single task force unit or into individual resolution
airmobile task force units as desired, The task force should contain only
equipment which can be airlifted. The task force may not contain organic
aircraft, The executior of the JOIN and DETACH orders is performed external
to the Airmobile Model 1in the same manner as any other order of that type.

(2) Allocating Lift Resources:
(a) ACCFEPT TRANSPORT Order., To accomplish airlift of a ground
combat element one of two alternative forms of a DSL ACCEPT TRANSPORT order is

employad, The first alternative form is:

ACCEPT TRANSPORT MIX , NUMBER OF AIRCRAFT s
NUMBER OF ESCORTS s AT TIME .

The tacond alternative form is:

ACCEPT TRANSPORT MIX ____, NUMBER OF TRIPS ___
NUMBER OF ESCCRTS , AT TIME ____.
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1, The number of aircraft in the first alternative refers to
transport aircraft, The transport mix refers' to the index number in the table
of up to 10 mixes per force provided in the constan* data:load. Eacb mix
is defined in terms of:

' I
. Transport aircraft'tvpe
. Fuel load per transport aircratt

. Crew per transport aircraft o '

. Escort aircraft type ' :
. Tuel load per escort aircraft
. Crew per escort aircraft
. Up to three escort munition types,
" with quantities per escort aircraft.

'
1

| ' 1 !

2, The AT TIME and NUMBER OF' ESCORTS nodifiers are
optional. If wo escorts ave required, that modifier clause is omitted. 1f
the indicated mix locludes escort aircraft descriptions, but escorts are not
vequested in the ACCEPT TRANSPORT order, the escort alrcraft’ portion of the
mix description is disregarded. Tue AT TIME modifier causes the aircraft co °
arrive and land at the pickup zone at the time specified if the aircraft are
capable of flying from their bases to that point in the allocatad ctime. It
no time is specified or the specified time cannot be met, the aircraft will
arrive at the pickup zone as soon ae they are capable of flying that distance.

3, If the second alternative is used,- specifying the number of
trips instead vf the number of aircraft, the model calculates the required

number of aircraft, based om che 13ft capacity of the transport aircraft and
the weight and volume of the personnel and all equipment in the unit to be’
lifted, at .the time the ACCEPT TRANSPCRT order is initiated, usirg Combat
Service Support Model constant data input, The model Jdoes not attempt to
allow for attrition when calculatirg the required rumber of aircraft.’

{b) Orger Execution°
1. The model executes the ordér bv first selecting the

cptimal scurce of both transport and escort aircra’t. It initially attempts
to locate an airbase which can satisfy the requirenents for both transport
aud escort alrcraft with their associated rasqurces. Aircraft are obtaineg
from the nearest friendly airbase containing needed resources, according to
the designated cupport relationship of the airbase to the unit to be lifted.
Support categories are chosen in the following order of Prefereﬂce:

. Direct support to the airrcbile task force
or any superior unit

. General support

] f
. Direct support to nther units, : ’
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2, If a single base cannot supoly all resources, then the
model scarches for an optimal svurce ol cach type separately {i.c., transport
sceparate from escort), an airbase will not be selected as a source of escorts,

transports, or both unless it can provide the full quantity of aircraft, fuel,
crew, and munitions. If the model 1is unable to allocate the reguired resources,
the period is terminated., If the escort aircraft are from z different base
than the transports, the model simulates the flight of the escort aircraft
directly to the selected transport base where the two aircraft units are
consolidated, The aircraft unit flies from the tramsport airbase directly

to the location of the uuit receiving the ACCEPT TRANSPORT order, Fuel is
consumed by the aircraf: while flying from the bases to the pickup zone.

(c) Penetration Flights, If the consolidated air unit must
penetrate enemy airspace to reach the pickup zone, the flight i:s routed first
to a safe point as defined by the Air Ground Engagement Model (Chapter 6).

It is then passed to the in-flight attrition segment which simulates the
flight from safe point to the pickup zone while being attrited by air defense
fire, A penetration flight is defined as one in which the pickup zone lies
across a line perpendicular to the battlefield slope and passing along the
forward edge of the most forward enemy front line maneuver battalion.

‘ (3) Forming Airmobile Task Force «nd Lift Resources. The model
automatically joins the aircraff unit into the unit receiving the ACCEPT '
TRANSPGRT order. The wircraft, crews, fuel, and munitions remain with that ‘
unit until released by gamer orders. They are attrited by area fire and air
attacks along with the rcmainder of the unit. A unit cannot have more than
nne ACCEPT TRANSPORT order active at any time. It must release previously
assigned transport before accepting any additional transport resources.

d. Lecading aand Air Movement. Loadirg and air movement of the airmobile
task force or of each resolution airmobile force (if smaller units are
assembled) is conducted according to the air movement plan, as expressed by {
ganer prepared DSL orders of the form:

AIRMOBILE ASSAULT TO X3 - Y3, X2 - Yo,
X3 - Y3, X4 - ‘.’4, AT TIME —t

The AT TIME i« difier is optional. The airmobile element to be lifted must i
have been previously allocated aircraft, by an ACCEPT TRANSPORY order as
described in the preceding paragrzph. This DSL order causes the transport
aircraft to be loaded to their maximum capacitiez and with the escorts, if
any, to fly from the current location of the element receiving the order
to the last coordinate listed in the order, traveling over each listed {
intermediate coordinate, Up to three intermediate coordinate points may be
specified in additicn to the landing zone coordinates. The time, if specified,
is the intended landing time of the first element, If additional 1lift trips
are necded, the aircrift return ae a unit along the same flight path for
additional trips. Aircrart are subject to possible attrition by the in-flight
‘attrition segment on cach flight leg., If aircraft are lost en route, priority
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cargoes {pregame input) are loaded first, and additiomal trips are scheduled
in subsequent flight legs. Aircraft units are sent for refueling and rearm-
ing between trips if the remaining fuel Is insufficient for one more round
trip plus 30 minutes to spare, or if the quantity of air munitions of any
type is less than 50 percent of initial load, On landing, the lifted element
is unloaded. ZIf more than one lift is involved for any element, between
unloading cf the first and last 1lifts, the unloaded pcrtion of the force can
execute any DSL order except JOIN, DETACH, AIRMOBILE ASSAULT, or RELEASE
TRANSPORT. When the entire element is unloaded and assembled, this restric-~
tion ceases. Air movement is assumed to occur at nap-of-the-earth altitude,
Flight speed is established as the cruise speed of the slowest aircraft in
the flight.

e, Release of Aircraft., Upon completicn of tue airlifting of uny
airmobile element, the aircraft assigned to that task, including escorts, if
any, may be released to return to their respective airbases for maintenance,
repairs, and reassignment. If not released, the aircraft remain on the ground
with the lifted unit and can be used for subsequent air movement. The release
of air transport may be accomplished by a gamer DSL oruer of the form:

RELEASE TRANSPORT.

This order must be provided to a unit which previously received an ACCEPT
TRANSPORT order. This order will cause the model to v emove previously
accepted aircraft with their crews, fuel, and munitions from the unit, A

new unit is formed containing those elements. The model then simulates the
flight of that unit back to the airbase or airbases from which the aircraft
came, If the tvnit is in enemy airspace, as defined in Paragraph c(2)(c)
above, the first leg of the returning flight path is flown from the starting
point to the safe point as described in the Air Ground Engagement HModal
(Chapter 6, Volume IlI). Upon reaching the safe point, a check is made to

see if sufficient fuel is on board to return to the airbase of the transport
aircraft, If fuel is needed, the unit is passed to the control of the forvard
area refuel and vearm segment for refueling prior to returning to the base. \
Otherwise, the flight returns directly to the transport base, If the escort
aircraft came from a different base, they continue to their base of origin,
Aircraft are restored into the resources of their airbase after appropriate !
time delays, including times for repairs accowding tc damage categories,
Those delay times and their application are described in Chapter 6. i

f. Refueliug and Rearming, When refueling or rearming of a unit of
aircraft is rxequired, the refueling and rearming segment takes over control
of the unit. It selects the nearest forward area refuel and rearm (FARR)
area in the highest support category which is neither moving nor under attack.
The support categories are those listed in Paragraph ¢{2)(b) above. The model {
simulates the flight of the aircraft as a unit to the relected point. The
unit may then be held in a queue until service capacity is available, Service
is on a first~come first-served basis., When capacity is available, the unit
lands at the FARR area. Time for refueling and rearming then depends on the
requirements of the aircraft and the available capacity of the facility.
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The aircraft within the unit are serviced individually, first refueled and
then rearmed Il necessary. 1f the capacity is being fully ctilized, the
individual aircraft will remain in a refuellng queue and then a rearming queuc
until their appropriate turns to be servied, The number of refuel and rearm
points at each FARR area is predetermined by the TOE constant data load.

Each FARR area must be a resolution unit composed of TOE defined basic units.
The support relationstips are declared in the task organization but may be

altered by DSL orders. The service rates of the rearming points are specified in

the constant data loac. After all ailrcraft have been serviced the aircraft
unit is flown to a location designated by the segment processing the unit's
current order, and the unit is then returned to the conirol of that segment,

g. In-flight Attrition. Whenever an airmobile flight enters hostile
air space, the flight is subject to-possible attrition by ernemy air defense
weapons, This attrition is simulated within the model by considering the
flight path in relatively short segments. Only currently undestroyed and
unsuppressed air defense weapons within range and hawving line of sight to
a flight segment are able to cause attrition opn that flight segment, Line
of sight is determinea from fljght altitude and terrain masking at the weapon,
as calculated from terrain elevation input data, Flight altitude varies
linearly from a nap-of-the-earth elevation over the terrain at the ends of
the flight leg. When the flight first enters range and line of sight of the
first enemy air-defense-capable unit (ADCU), a delay is imposed for probable
time for the ADCU to detect the flight. ilays are also imposed for weapon
reaction, and for the time of flight of wu, projectiles that are fired at the
flight, Detailed weapon characteristics are used to determire whether the
AD gun or missile can fire and how many projectiles will be fired., For pro-
jectiles to intercept the flight, the flight must remain in range and line of
sight throughout that tim:, Only the effects of prujectiles that can inter-
cept the flight are ccnsidered for attrition. Aiming error and round-to-round
dispersion 4re bhased on slant range to the midpoint of the flight segment and
are used to determine Lit probability on presented area of the aircraft at the
aspect angle to the midpoint, Kill probabilities are determined by considering
the aircraft vulnerable area, at the midpoint aspect angle, for the velocity
of +he AD projectile impacting. Good communications are assumed to exist
between all air defense weapons within a given ADCU, so that time delays are
not reimpcsed unrealistically. Communications are also assumed between
different ADCUs, again to prevent unrealistic reimposition of detection times,
When the flight enters range or line of sight of a second ADCU while a first
ADCU is still firing no detection delay ie assessed, although other delays
may be assessed as descrioed in Paragraph 3e, Weapons within an ADCU are
considered to be located neutr the perimenter of the unit for range determina-
tions. No changes ir the flight path are automatically made to evade air .
defense fires,

h. Air Defense Weapcn Suppression. The employment of escort aircraft
to suppress ADCUs which attempt to engage the airmobile column is simulated
by the in-flight attrition submodel, Additicnally, air defense weapons zre
suppressed by artillery, TACAIR, and other attack helicopters resulting from
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the effecte of the Area Fire and Air Ground Engagement Models. The in-flight
attrition submodel, in connection with the activity suppression submodel,
simulates the suppressive effects of such fires. The suppressive effects
against an ADCU are reflected in the ability of that ADCU to attrite the
airmobile column and are simulated by means of a suppression duration time
applied for each attack of an ADCU. The suppresion duration delay times are
specified in the contant data input for the activity suppression submodel.
Escorts are assumed to remain close to the transpcrt aircraft they are
escesting, Escorts are not permitted to divert more than a fixed distance
from the flight path centerline in order to attack an ADCU, That distance

is specified ir. the Airmobile Model constant data input. If the ADCU is
destroyed or suppressed, it is assumed not to be firing and is not subject to
further attack by escort aircraft. If the airmobile flight being escorted
has passed beyond the point on its flight path nearest to the center of the
ADCU, the ADCU is not engaged by escorts, The model accounts for the escorts
engaging ADCUs at all times. If all escorts to an element are currently
engaging targets, any additional ADCUs cannot be attacked by escorts., If
escorts are available and the ADCU is within the designated escort divert
1imit of the flight path, escorts are dispatched ir pairs at the time the
ADCU begins to fire on the airmobile element baing escorted, If an ADCU
located beyond escort divert limit fires on the element, a request is sent
for quick-response suppressive fires from TACAIR or ground-based artillery.
While such fires may not be delivered in time to benefit this flight, they
may benefit any following flights.

2. DESIGN OF THE AIRMOBILE MODEL:

a, Approach. A major objective in design of the Airmobile Model is to
keep the model as general as poseible, conforming to basic airmobile doctrine
and current practice rather than fto specific situatior.al or type concepts,
This objective precludes the application of automa%ic decision logic or other
modeling sophistications that might be considered. Instead, heavy reliance
is placed upon gaming personnel to specifically plan and describe each air-
mobile vperation through the use of DSL orders. Reliance on gamer control
is necessary, not only to achieve generality of the model, but also because
doctrine is either incomplete or highly flexible in many specific situations.
Furthermore, in a single game, only a limited number of airmobile operations
is likely to be performed, and their anticipated impact on game results
justifies a high degree of gamer control., Another objective of the design is
to restrict modeling to those aspects considered essential to realistic
geming of airmobile operations, on the grounds that cther features may be
added at a later time, if found necessary.

b. Constituent Submodels, The Airmobile Model consists of five submodels.

These submodels, each of which constitutes an independent program segment,
are:
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« Accept Transport

. Airmobile Assault

« Releagse Trarsport

. Refuel and Rearm

. In-flight Attiition

c. Macroflow., The flow between submodels is sequential, as shown in
Figure 10-1.

d. Connection with Other DIVWAG Models, Simulation of an airmobile
operation requires utilization of a large pertion of the overall DIVWAG
Model., The only major DIVWAG component connected directly to the Airmobile
Model is the Inteliigence and Control Model. The Intelligerce and Control
Model, in turn, interacts with the Area Fire and Air Ground lngagement Models,
causing fire support tc be automatically applied as required. Other impor-
tant parts of the DIVWAG syetem necessary to simulation of an airmobile
operation are brought into play by indirect connections, primarily represented
by coordinated DSL orxcaers,

(1) Intelligence and Control Model, Calls to the Intelligence and
Control Model are made by the Airmobile Model in two circumstances. One
circumstance is at the beginning of each air movement flight leg., The pur-
pose of this call is to subject the flight to possible acquisirtion by enemy
air defense radars. The second circumstance is when an ADCU fires at an
airmobile element from a location beyond the escort aircraft divert limit,
In this case, this call is a request for quick-response fire support against
this ADCU. If resources =2re available, the result is response from either
the Air Ground Engagement Model (TACAIR or attack helicopters) or the Area
Fire Model (ground-baced artillery).

(2) Indirect Connectlons. Coordinated DSL orders are likely to be
employed to activate the Intelligence and Control Model for preparatory re-
connalssance flights, the Area Fire and Air Ground Engagement Models for
preparatory fires, ard the Ground Combat Model for task force employment at
the objective, Data placed in the Unit Status File of an ADCU by the
activity suppression submodel (see Chapter 5) are used to determine whether
the ADCU is suppresszd by TACAIR or ground-based artillery. Line of sight
determination for in-flight attrition is made by the environment submodel.
The Combat Service Suppor: Model resupplies the airbases, airmobLille forces,
and the ADCUs. It replac:s destroyed aircraft, lost personnel, and expendad
fuel and ammunition.

3. SUBMODEL SPECIFICATIONS:
a, Accept Transport (Segment 1):

(1) Purpose. The accept tramnsport segment is executed in response
to a DSL order of the form:




START
AccEPT '
TRANSPORT |
\x\\\_._____j !
IN-TLIGHT |
’ ATIRITIN J
AIRNOBILE / | =
ASSAULT
WRE OF  NO nEEASE
€ WIT STILLymemmgm|  TRANSPORT
AT PICKUP
2Qu?
Yes —
e
NO  REFULL OR ¥
REARM
REQUIRED?
\I' ves ¥es
REFUPL AND REPUEL
REARM ACFT ACPT \

G |

Figure 10-1. Macroflow of Airmobile Operation
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ACCEPT TRANSPORT MIX NUMBER OF
AIRCRAFT NUMBER OF ESCORTS
AT TIME .

or:

ACCEPT TRANSFOE.T MIX NUMBER OF
TRIPS NUMBER OF ESCORTS
AT TIME .

Such an order is given to an airmobile task force or to each of a group of
smaller resolution airmobile forces at some time prior to its AIRMOBILE
ASSAULT order. This segment locates available aircraft of the indicated
types; loads them with the appropriate munition mix, fuel and crew; and
moves them to the pickup zone at the indicated time., The aircraft remain
with that task force until explicitly released by a RELEASE TRANSPORT order.,
The aircraft may be ured for a series of airmobile operations,

(2) Operation. The macroflow of this segment is shown in Figure
10-2, The following steps are performed:

(a) The DSL order is converted to an automatic event by
Subroutine AIRCNTRL., The event i3 passed to the Airmobile Model where it is
channeled to Subroutine ACCEPT1. The unit receiving the ACCEPT TRANSPORT
order has thus simulated a request-for air transport support, and the unit
then proceeds to execute its next DSL order in the normal fashion,

(b) Subroutine ACCEPT1 processes the request and schedules
the departure of the air units and their flights to the requesting unit in
the following sequence of operationms.

1. The max type specified in the DSL order is an index
to the mix table on the airmobile data file. That table is examined to
determine the types ct aircraft (escort and transport) and murnitions, and
the quantities of fuel, munitions, and personnel per aircraft.

2. It the number of transport aircraft was nct specified
in the DSL order it is computed by totaling the weight and volume of all
personnel in the requestiag unit and all equipment excluding aircraft,
Class 1IIA (fuel), and ai:craft munitions. The weights and volumes are
obtained from the CSS Model data file. The capacity of the transport air-
craft is also obtaine¢ from that file. The number of transport aircrafc is
calculated using the fcllowing formula:

‘Y
max Yu , u
W v
Number of ‘Irangport Aircruoft = 4 a (10-1)
Nr
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ACCEPT 1

Figure 10-2
Hacro Tlow - Segment 1

Figure 10-2. Maxcroflow of Accept Transport - Segment 1
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A

where:
W, is the weight of the unit's equipment and personnel
W, is the weight capacity of the transport aircraft type
V, is the volume of the unit's equipment and personnel
V., is the volume capacity of the transport aircraft type
Np 1s the number of trips requested

The number of transport aircraft is rounded up to the next highest integral
value,

3+ The list of friendly airbases is assembled and sorted
into three categories: direct support to the requesting unit; general support;
direct support to another unit. The list is further sorted within each
category in order of proximity to the requeasting unit,

4. The list is searched once to select the airbase which
can supply all escorts, transports, fuel, munitions, and personnel ranking
highest on the sorted list, 1If no airbase satisfies the requirement, the
list is seurched again to select two bases which can supply all escort and
all transport resources, respectively. If all reasources cannot be found,
a message 18 printed; and the game period is terminated.

3. Mission units are created at the base or bases, These
units are temporary resolution units which are loaded with the aircraft,
crews, fuel, and munitions provided from each base., The migsion units have
locations, unit identifications, and unit type designations and are handled
within the model as any other resolution unit with two exceptions: (1)
they cannot receive DSL orders, and (2) they occupy no physical area,

6. Subroutine PENTRATE is called to determine if the flight
is to penetrate enemy airspace., A penetration will occur if the requesting
unit is located across a line perpendicular to the battlefield slope and
passing along the forward edge of the most forward enemy maneuver battalion,
1f a penetration is tc occur, this subroutine also returns the coordinates nf
the point along that line which is nearest to the requesting unit, The flight
path will be adjusted tc fly over that point, The point is called the safe
point,

l. The flight speeds and fuel consumption rates of the air-
craft are odtained from the Air Ground Engagement Mode)l and Movement Model
data files, respectively,

8. The total time required to combine the two mission units
(if two bases have been selected) and fly to the requesting unit is calculated
based upon the flight path distances and the flights speeds, This time is
compared to the arrival time designated in the DSL order to determine the
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time that the mission units will depart the airbases. If a time is not
specified in the order, the departure is scheduled to begin immedfately.

9. An event 1s scheduled in the automatic event table to
simulate the flight of the escort mission unit to the transport aircraft
base if two bases were selected. That event will be processed by Subroutine
ACCEPT2. The escort mission unit is assumed to fly along a straight line |
from its base to the transport base.

10. The event to simulate the flight of the combined
mission unit to the safe point is scheduled at this time if a penetration
is to occur. The eontrol will at that time be passed tn the in~flight
attrition segment which will simulate the flight from *he safe point to the
requesting unit and then return Control to Subroutine ACCEPT3.

11l. 1If no penetration is to occur, the event to fly the
mission unit tc the requesting unit is scueduled at this time. Control
goes to Subroutine ACCEPT3 at the appropriate game time.

12. The flight speed of the combined unit is equal to the .
speed of the tramsport aircraft. The speeds are obtained from the Air
Ground Engagement Model data file for the current weather and light condi-
tions.

(c) Subroutine ACCEPT2 is executed in response to an automatic
event scheduled by Subroutine ACCEPT1. The time of this event was established
in ACCEPT1 as the time at which the transport mission unit and escort mission
unit are to be consolidated into a single mission unit for the flight to
the requesting unit, The following sequence of steps occurs.

1. The location of the escort mission unit is updated to
that of the trdnsport airbase. The frel consumption for that leg was
assessed in ACCEPT1. The objective point of the next flight leg is set to Y
the coordinates of the requesting unit,

2. All fuel ~ircraft, and personnel in the transport
mission unit are added to the escort mission unit., The transport mission
unit is then eliminated.

3. Subroutine PENTRATE is called to determine if a penetra-
tion will occur while flying from the transport base to the requesting unit.
If a penetration will occur, the flight is rerouted over the safe point and
an event is scheduled for the arrival of the flight at that point. Control
will then go to the in-flight attrition segment to simulate the flight from
the safe point to the requesting unit, after which control will go to Sub~
routine ACCEPT3.
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4. 1If no penetration is to occur, an event to process the
arrival of the mission unit at this requesting unit by Subroutine ACCEPT3 is
scheduled in the automatic event table.

5. Fuel consumption for the next flight leg is assessed
using the consumption rates listed in the Movement Model constant data file.
1)

(d) Subroutine ACCEPT3 processes the consolidation of the mission
unlt into the requesting unit. ‘It is executed in response toc an event
scheduled by (1) the in-flight attrition segment, if the flight involved
a penetration; (2) Subroutine ACCEPT1l, if there was no penetration and all
aircraft came from the same base; or (3) Subroutine ACCEP12, if there was
no penetration and the aircraft came from two different bases., The following
sequence of operations is performed.

1., All equipment and personnel in the mission unit are
transferred to the requesting unit.

2. An array is established on tha requesting unit's status
file indicating the types of aircraft and munitions which it has received
and the identifications of the airbase or bases from which the resources
were supplied. This array is used by the release segment to allow the re- !
sources to be returned to the proper bases.

3. The mission unit is dissolved and its identity is
available for reuse.

b, Airmobile Assault (Segment 2):

(1) Purpose. The airmobile assault segment is executed in response
to a DSL order of the form:

AIRMOBILE ASSAULT TO - , - ,
- , = AT TIME .

Such an order is given to an airmobile task force to cause it to be airlifted
over the coordinate points listed in the order and landed at the last coor-
dinate point in the list, The first element is to arrive at the designated 1
time. Up to four coordinate points cap be included. This order must have
been preceded at some time during the game by an ACCEPT TRANSPORT order for
that task force unit. The task force unit may be any combination of basic
units which have been assembled into a single unit by JOIN orders.

(2) Operation. The macroflow of this segment is shown in Figure
10-3. The following steps are performed:

(a) The DSL order is converted to an automatic event by
Subroutine AIRCNTRL. The event is passed to the Airmobile Model where it is
channeled to Subroutine ASSAULT1. The unit is taken out of the event cycle
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and will not perform its next DSL order until the initial element has reached
Lthe designated landing zone.

{b) Subroutine ASSAULT1 builds the initial File 12 event
description recorc and obtains necessary data from the appropriate data files,
which are saved on the File 12 record. It also schedules the initial depar-
ture event. The following sequence of operations is performed,

1. The flight path coordinates contained in the DSL ocder
are read in using the DSL interface routines, and the coordinates are stored
on the File 12 event record.

2. The types of egcort and transport aircraft which the
unit has previously accepted by an ACCEPT TRANSPORT order are stcred on the
File 12 record,

3. The fuel consumption iates, flight speeds, ari le~ding
times are obtained from the Air Ground Engagement Model data file :.r =sach
type of aircraft and are stored on the File 12 record. The flighkt speed is
that designated for the weather and light conditions existing wher the
ASSAULT order is initiated.

4. The total flight time from the unit's current location,
over the designated interrediate points, to the landing zone at the speed
of the slouwest aircraft is added to the landing time containred on the Air
Ground Engagement Model data file.

5. The total time calculated in Paragraph 4 above is compared
to the desired arrival time contained in the DSL order and the time of de-
parture is scheaduled. If no arrival time was specified, or the desired time
cannot be accomplished due to the flight time, the depature event is scheduled
immediately.

6. The departure evant is scheduled by passing a File 12
record to Subroutine ASSAULT2 using the automatic event sequencing system.

(¢) Subroutine ASSAULT2 processes the loading of the transport
aircraft and the ceparture of the air unit, It performs the following
cequence of operations.

1l., The total cargo capacity (wzight and volume) of the unit
is calculated by multiplying th 1umber of transport aircralf by the weight
and volume capacitics of that aircraft type which is contained on the <SS
Model constant data file,

2. The amount to move 1s calculated by totaiing both the
weight and volume of all personnel ani equipment contalned in the unic
excluding aircrai{', Class IIIA, and a..r munitions. The weights and volumes
of the items are obtained from the CSS Model constant data file.
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3. The weight and volume of all equipment llsted on the
secondary priority equipment list are totaled in the same manner.

4. If either the Wweight or the volume to be moved exceeds
the capacity of the transports, additional trips will be required.

5. 1If additional trips are not required,  all equipment and
personnel are loaded on the aircraft and an event is scheduled to pass
control to Subroutine ASSAULT3 which, controls the movement of the flight,

The following steps are not performed when adéitional trips are not required.
! , .

6. A mission unit rust be created and left at the pickup
zone with al”. personnel and equipment which cannot be moved. If this is not
the first trip, such a unit already exists. This mission unit has the same
geometry and location as the unit being transported before the assualt began,
It can be assessed by air and artillery fire as any other unit. It cannot
execute DSL orders. 1 \ o

7. The aircraft are loaded with Class IIIA, munition, and
crews. The fraction of the remaining first priority items to be moved on
this trip is calculated by the following formula: !

'
i

WA. ! 'V

A ' 1
F = =— ' . F I ' i
Al : wul Bl ' Vul ‘
! (10-2)
Fl = MIN (FAl ’IFBl) ‘ : , ‘ !

where:

Fy is the fraction of the first priority equipment
to be moved this trip

W, is the weight of all first priotity equipment
and p~rsonnel in the unit

WA is the weight capacity of all transport aircraft

V,1 1s the volume of all first priority equipment
and personnel in the unit

VA is the volume capacity of all Franspott aircraft. |
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The quantity of all such first priority items loaded on the aircraft is
prorated by fraction, Fl, where Fl does not exceed 1.0.

8. If fraction, F;, exceeds 1.0, there {3 additional
capacity remaining to move some of the second priority equipment. The amount
loaded is prorated by fraction, Fj, where:

Wa' _ Vs {
y F
W B2y
u2 u2

Fpo =

10 3)
F, = MIN (Fp2, Fpp)

where:

F, is the fracticn of second priority items to be
moved on the trip

W,y is the weight of all second priority equipment in the unit

Wy: is the remaining weight capacity of all transport
circraft after loading first priority items

V,2 is the volume of all second priority equipment
in the unit

Vp' is the remaiaing volume capacity of all transport
aircraft after loading first priority items.

9. An event is scheduled to pass control of the flight to
Subroutine ASSAULT3 which controls the movement of the flight. |

(d) Subroutine ASSAULI3 controls the movement of all airmobile
assault units. It updates status, assesses fuel concumption, and schedules
the following event. The functions performed are described below.

1. 1If this is not the initiation of a new flight, the fuel
consunption is calculated for the previous leg using the rates specified
on the File 12 record created by ASSAULT1. The fuel is subtracted {rom the
unit status record of the unit being moved. The coordinates of the unit are
updated to the completion of the previous flight leg.

2. The flight leg counter on the File 12 record is incremented
to point tc the coordinates of the end point of the next flight leg, and
those coordinates are placed on the unit's status record for use by the
in-flight attrition segment.




3. 1If the unit has mnot yet arrived at either the landing
zone or the pickup zone (for subsequent trip loads), an automatic event is
scheduled for the in-flight attrition segment. That segment will control

the wovement within a flight leg and pass control back to ASSAULT3 when the
flight leg has been completed.

4. If the unit has arrived at the landing zone, an event is
scheduled which passes control to Suvroutine ASSAULT4. That subroutine
controls the recomposition of the unit at the landing zone.

5. If the unit is at the pickup zone and the landing zone
is in enemy territory, the subroutine determines if refueling or rearming is
required. If sufficient fuel 18 not remaining to make another complzte
round trip with 30 minutes reserve, ocr if less than one half of the initial
munition load remains, refueling and rearming is performed. The subroutine
passes control to the refuel and rearm segment. After accomplishing ihat
operation, the refueled and rearmed aircrafc will be returned o the pickup
zone, and control will r~turn to Subroutine ASSAULT3.

6. If refueling or rearming is not required, an event is
scheduled for control to go to Subroutine ASSAULT2, which loads the aircraft
for the next trip.

7. If the unit is departing from a landing zone in friendly
territory and returning for another trip load, the refuel/rearm decision
process is made at that point.

8. The landing delay time placed on the File 12 record by
ASSAULTL1 is applied to all flights landing at both the pickup and landing
zones,

(e) Subroutine ASSAULT4 controls the recomposition of the unit
at the landing zone. It responds to events scheduled by ASSAULT3. This
subroutine performs the following sequence of operations.

L. If this is not the first trip, all personnel and equipment
are transferred from the arriving unit into the element of the unit which had
previously been unloaded.

2. 1If this is the first trip. the unir being lifted is
updated to the location of the landing zone and contains all equipment and
personnel contained in the first trip.

3. The subroutine determines if the landing zone is in
enemy territory by comparing the location of the center of the landing zone
with the straight line FEBA approximation described in Chapter 2. If the
landing zone lies across that line, the airmobile flag on the assaulting
unit status record is set. This flag serves two purposes; (1) the unit will
only be resupplied by aircraft within the CSS Model, and (2) the unit will
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not be used for future battlefleld geometry calculations. 7The flag may be
cleared during the periodic battlefield geometry update if the FEBA has

moved beyond the location of the center of the unit such that it is no longer
on the enemy side of the line.

4. 1If additional trips are required to move elements of the
unit remaining at the pickup zone, a mission unit is formed containing the
aircraft, crews, Class IIIA, and air munitions remaining with the unit,

That mission unit is returned to the pickup zone along the same flight path
flown to the landing zone. An event is scheduled to pass control back to
Subroutine ASSAULT3, which will control the flight of the mission unit.

5. After the last trip has been completed, all mission
units are dissolved and the entire reconstituted unit remains in the viciaity
of the landing zone with attached aircraft and associated resources,

6. When the first trip arrives at the landing zone, the
resolution task force unit's identity arrives with it. The task for«e unit's
location is updated, and it begins performing its subsequent DSL orders.

The width and depth cf the unit will be those appropriate for its new activity.

c. Release Transport (3egment 3):

(1) Purpose. The release transport segment is executed in response
to a DSL order of ‘he form:

RELEASE TRANSPCRT.

Such an order is given only to a vnit which had previously been given an
ACCEPT TRANSPORT order and provided with transport support. This order
allows the supperting aircraft to return to their respective bases for
refueling, rearming, and reassignment.

(2) Operation. The macroflow of this segment is shown in Figure
10-4 The following steps are performed.

(a) Subroutine AIRCNTRL processzes the DSL order. It creates
a File 12 event record and passes it to the Airmobile Model where it is
channelad to Subroutine RELEASEl. The unit receiving the order thea proceeds
to -ecute the next order in its DSL order scenario. The execution of this
ord. does not consume any game time from the unit's planned scenario. 1t
serves only to initiate the process described in the following paragraphs.

(b) Subrouvtine RELEASEl is executed in response to the File 12
event scheduled by Subroutine AIRCNTRL lift. 1Its purpose is to extract the
airmobile 1lift resources from the unit, create a mission unit, and schedule
the events to return the aircraft with associated personnel and equipment
to the safe point. The following operations are performed.
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1. The flight speeds of the transport and escort aircraft
types are obtained from the Air Ground Epgagement Model data file. The
speeds pertaining to the current weather and light conditions are selected
and saved on the File 12 event record.

2. The fuel consumption rates for boith aircraft types are
obtained from the Movene:..t Modei constant data file. Those rates are also
saved on the File 12 event record.

3. Subroutine PENTRATE is called to determine if the return
flight will require penetration of enemy air space. A penetration flight
is defined, and one in which the aircraft are being released from a unit
across the penetration line is described, in Paragraph 3a(2)(b) above. It
a penetration flight is to occur, this subroutine also returns the coordinates
of th point along that line nearest the releasing unit. That point is
called the safe point, and the returning flight path will be adjusted to
fly directly to that point before returning to the base.

4., 1f a penetration flight is to occur, or if the transport
and escort aircraft are from the same airbase, a single mission unit is
created. All transport and escort aircraft with their associated crews,
Class 111i, and munitions are extracted from the releasing unit and joined
into the mission unit.

5. If the two aircraft types are from different bases, and
a penetration flight is not required, two mission units are created. 1In
this case, the escort aircraft and their associated crews, fuel, and munitions
are joined into one mission unit while the transport aircraft ith their
associated crews and fuel are joined into the other.

6. The coordinates of the objective point of the first
flight leg are set for each mission unit. If it is a penetration flight,
these are the coordinates of the safe point; otherwise, they are the coor-~
dinates of the escort and transport aircraft parent bases.

7. Penetration flights are then passed to the in-fiight 1
attrition segment which controls the movement of the flight from the releas-
ing unit to the safe point. Upon arriving at the safe point, the mission
unit will be passed back to Subroutine RELEASE2. The following steps are
not performed for penetration flights. &

8. The distance from the releasing unit to the objective
is calculated and the time of flight is determined using the flight speeds
of the aircraft.

9. The events corresponding to arrival at the bases-is {
scheduled on the File 12 automatic event table. That event will be processed
by Subroutine RELEASE3 at the appropriate time,
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(c) Subroutine RELEASE2 is executed in response to an event
scheduled by the in-flight attrition segment which indicates that a released
mission unit has arrived at the safe point. This subroutine schedules the
return of the mission units to the appropriate airbases. The following
procedure is performed.

1. The distance from the safe point to the transport air-
base is calculated and the time to fly co the base is Jetermined using the
transport aircraft flight speed saved by Subroutine RELEASEl. The amount
of fuel required for the return flight is then determined using the transport
aircraft fuel consumption rate saved by Subroutine RELEASEL.

2. If the aircraft are to be returned to different bases,
a mission unit is created. The transport aircraft with their associated
crews and fuel ave joined into that mission unit,

3. If the original mission unit did not have enough for
the transport aircraft to return to their base, the unit is passed to the
forward area refuel and rearm segment for refueling, after which it will
return to the control of Subroutine RELEASE3.

4. The remaining equipment in the original mission unit is
associated with the escort aircraft. If there is not enough fuel léft for
the escorts to return to their base, that unit is then passed to the forward
area refuel and rearm segment, after which it will be returned to the control
of Subroutine RELEASE3.

5. The mission units not requiring refueling are returned
directly to their bases. Events are scheduled on the File 12 automatic
event table for the arrival of the aircraft back at their bases. Those
events will be processed by Subroutine RELEASE3.

(d) Subroutine RELEASE3 is executed in response to events
scheduled by Subroutines RELEASEl and RELEASE2. It updates the mission units
for the flight to the base and schedules the restoration of the aircraft
for reassignment. The following operations are performed.

1. The fuel, personnel, and munition present in the arriving
mission unit are transferred directly to the unit status record of the air-
base after subtracting fuel consumed on the return flight.

2. The landing times for the transport and escort aircraft
types are obtained from the Air Ground Engagement Model data file.

3. The number of aircraft receiving B-kills is determined
from the mission unit's status file. The time required to return an aircraft
with a B-kill to service is obtained from the Air Cround Engagement Model
data file. The landing time is added to that time, and an event to return

B-killed aircraft to service is scheduled on the File i2 automatic event table,

10-24




—

. 4

e

"

4. The preceding step is repeated for aircraft with C~ and
D-kills. (A, B, C, and U kills are defined in Chapter 6 and in the descrip-
tion of the in-flight attrition segment contained below).

5. £n event to return undamaged alrcraft to service after
the landing time plus the aircraft availability time is scheduled on the

File 12 automatic event table., The availability time is obtained from the
Air Ground Engagement Model data file,

6. Missiop units are dissolved, and their identities may
be used for other missiens.

(e) Subroutine RELEASE4 is executed in response to an event
scheduled by Subroutine RELEASE3, This subroutine ic called at the appropriate
time to restore aircraft into service after completion of a mission and to
record landing and availability times. It increments the quantity of air-
craft on hand contained on the airbase unit status record.

d. Refuel and Rearm (Segment 4):

(1) Purpose. The Forward Area Refuel and Rearm (FARR) submodel is
designed to oimulate the refueling and rearming <f US Army aircraft performing
airmobile assault operations. The model is designed to simulate the opera-
tions of mobile FARR arezs during mid-intensity conflicts where there would
exist a continuing and frequent . :quirement for rapid displacement orf the
FARR area. This mobility is required to ensure continuous aircraft refueling/
rearming operations and to avoid destruction from enemy fire. The FARR

submodel is oasedzprlmarlly on the results of a US Army Supply Agency study
and selected FMs.

(2) ©peration:

(a) Only the refueling and rearming operations are discussed in
this paragraph. Resupply of fuel and ammunition to the FARR area is discussed
in Chapter 9, CSS Model. When the FARR area is in hostile territory, it is
always resupplied by unit distribution through an airlift operation.

1. USACDC Supply Agency, Aircraft Refueling and Rearming in Forward
Areas (ACN 17073), September 1971.

2. FM 1-15, Aviation Battalion, Group, and Brigade; FM 6-102, Field
Artillery Battalion, Aerial Field Artillery; FM 17-37, Air Cavalry Squadron;
FM 57-35, Airmobile Opera*ions.

3. US Army Aviation School, ST 1-100-1, Reference Data for Army
Aviation in The Field Army, January 1970.
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(b) During airmobile operations, a flight of troop ships and
their escorts may be required to make several trips between the pickup zone
and the landing zonme., A flight, arriving at the pickup zone, is sent to
refuel if either of two conditions occur. The first ccndition is that the
escort aircraft (if there are any) have expended 50 percent of any type of
ammunition. The second condition is that the aircraft do not have enough
fueil to make one more round trip to the landing zone with 30 minutes reserve,
All aircraft sent to the FARR area are refueled and, if appropriate, rearmed.

(c) Once a determination has been made to send the flight to
a FARR area, a FARR area is chosen. 1f the flight has a FARR area in direct
support, it is sent there. Otherwise, it is sent to the nearest general
support FARR area. If no general support areas are available, the flight is
sent to the nearest FARR area which is in direct support of another unit.
In the case where the selected FARR area is moving, under attack, or
does not have sufficient fuel, an alternative FARR area is chosen.

(d) Figure 10-5 shows a schematic of the refueling and rearming
process which is simulated. As shown, refueling and rearming tasks are
accomplished separately, and both a refuel queue and a rearm queue are
simulated. If no rearming is required, the flight leaves the FARR area as
soon as all aircraft in the flight have been refueled.

(e) Once the flight arrives at the FARR area, it is put into
a rzefuel queue. No flights are given priority service, A "first in, first
served'" rule is observed at both the refueling and rearming areas to facil-
itate the queuing process. A particular flight does not land at the FARR
area until service capabilities are available. If they are not available,
the aircraft are diverted to a holding area to await their turn in the re-
fueling queue.

(f) All aircraft arriving at the FARR area are refueled. Since
the Airmobile Model does not simulate fire by transport aircraft, only escort
aircraft are considered for rearming. Individual aircraft are refueled and
then, if necessary, rearmed, in that sequence. Within a flight, aircraft
which require rearming are refueled before aircraft which do not. All air-
craft are assumed to accept fuel at 50 gallons per minute at each fuel inlet.

(g) 1lotal refuel service time for a set of aircraft, RFIPS, at
a refuel area is calculated using Equation 10-4:

RFTPS = RFT + RFMT (10-4)
where:
RFT = refuel time per aircraft set (minutes)
RFMT = refuel maneuver time (minutes)
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() The refuel time per aircraft set is found by first determin-
ing the average amount of fuel required per aircraft inlet. The average
fuel amount is then divided by the intake rate of an aircraft fuel inlet.
This calculation is expressed by Equation 10-5:

TRF (gal) (10-5)
NI*RATE (gal/min)

RFT (min)

where:
TFR = total fuel required by all aircraft in a
flight (gallons)
NI = total number of aircraft fuel inlets
RATE = assumed rate at which aircraft can accept

fuel at an inlet (currently 50 gallons/minutes).

The number of inlets is used rather than the mmber of alrcraft in order to
simulate a FARR area with different type refuel devices, each with a different
number of nozzles refueling different typne aircraft with varving numbers of
fuel inlets. A refuel point is defined <. containing one nozzle, allowing

the number of fuel inlets in the flight to be matched with the refuel points.

(i) A refueling maneuver time is input to account for delays
other than the actual refuel time, This includes the time required to
maneuver a single aircraft into position for refueling from a position
approximately 200 yards from the refuel point, time to insert nozzle(s) aund
commence (but not conduct) fueling, time to remove noz:les and to maneuver
the aircraft clear of the refuel point.

(i) As soon as aircraft are refueled, those which require
rearming are maneuvered to a rearm area where they are put in a rearm queue.
Aircraft not requiring rearming are put in a holding area.

(k) All aircraft which require any ammunition are rearmed.
Rearm time per aircraft set is a function of aircraft and munition type but
is considered to be independent of munitions consumed. Rearm time per set
of aircraft is input as constant data. The number of rearm points at each
FARR area is also constant data and 1s input as a function of unit type
designation (UTD). The number of points will be degraded if the FARR sus-
tains loss of personnel,

(1) A second maneuver time is input to account for the delay
created in rearming. This time includes the time for an aircraft to move
from the rearm queue area to a rearm point plus the time required for prepar-
ing for takeoff. Total service time for a set of aircraft at a rearm area
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is rearm maneuver time plus rearm time per set of aircraft. Although all
aircraft in a flight remain at the FARR area until the whcle flight has been
processed, the aircraft leave the service point immediately on completion

of servicing.

(m) Each type FARR area must be defined as a basic unit with
a unique unit type designation (UTD). The number and type of FARR areas
which are to be played are defined by the task organization. The amount
and type equipment at eac FARR area is described in TOE Load. An example
of what would be at a typical FARR area located in friendly territory is
shown below:

Refueling systems
500 gallon tanks
Fuel truck
Ammunition truck
Rearm points

S HEF-O O

(n) Since each refueling system has two nozzlss, the FARR
area has 12 outlets for fuel, Lethal areas are input for the 500 gallon
tanks and for the trucks. The amount of fuel in each should be listed as
secondary equipment for tnat item so that fuel may be attrited when the fuel
tanks and trucks are bit by artillery fire. lethal areas of aircraft are
also input so that they can be attrited by artillery fire while in the refuel
and rearm areas. In determining the number of FARR areas required, the
tradeoff between system utilization and waiting time must be considered. A
FARR area should have enough service points, personnel, and equipment so
that a long waiting line does not develop. On the other hand, the more
refueling and rearming points at a forward area, the greater the system's
idle time will become. Furthermore, the greater the number of service points,
the larger the area to support the refueling/rearming accivities must be,
causing problems in clearing and securing.

(o) In order to more clearly explain how the model simulates
the rearming and refueling activities ac a FARR area, an illustrative example
is developed below. The situation is shown in Figure 10-6.

Number Refuel Rearm
Aircraft Service Service Number Number
Alrcraft iua| Ta Be Time Per Time Per Refuel Rearm
Flight Flight Rearmed | Acft Set (min)|Acft Set (min)|Points Puints
1 13 3 2 20
2 4 4 3 15 10 5
3 2 0 4 0
4 17 4 2 14
1

Figure 10-6. Illustrative Example of Refuel/Rearm Situation
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Four flights simultaneously arrive at a FARR arca at time t equal zero. The
FARR area has 10 refuel points and five rearm points available. There is a
different number of aircraft in each flight. Note tnat the refuel and rearm
service times per aircraft may be different for differ=nt flights. These
times depend on the type aircraft and their munitior loads. In flight 1,
only three of a total of 15 aircraft require rearming. The assumption is
that this flignt consists of three escort aircraft and 12 transport air-traft.
The number of escort aircraft in the other three flights are 4, 0, and 4,
respectively. Figure 10-7 shows the sequence and times at which the four
flights would be refueled and rearmed as simulated in the FARR model.

(p) Since the rearming of flight 4 could not begin until time
t = 22 minutes, the rlight does not land at the FARR area until time t = 20
minutes, at which time it immediately starts refueling. This 2-minute time
difference allows the first ten aircraft of flight 4 tc complete refueling
at the time rearm points in the rearm queue become available, In order to
minimize the number of aircraft on the ground at the FARR area at any one
time, a flight does not land at the FARR area until it can start refuéling.
Thus, the aircraft are vulnerable to artillery fire for a shorter time
period,

(q) Since three of the 15 aircraft of flight 1 require rearming,
flight 1 departs the FARR area at t = 22 minutes. Flight 3 does not require
cny rearming; hence, it is refueled as soun as any refueling capability
becomes available (t = 4 minutes) and departs immediately after refueling
(t = 8 minutes). Note that flight 4 does not leave the FARR area until
t = 49 minutes, even though refueling of all aircraft was completed at t = 24
minutes, and only four aircraft in the flight required rearming.

(r} As is illustrated in Figure 10-7, each flight arrives at
and departs from the FARR area as a complete flight, although some aircraft
may be refueling while others are rearming. Only those aircraft which
require rearming are sent to the rearm queue., Thus, if no aircraft in a

flight require rearming, the entire flight departs the area as soon as refuel-

ing is completed.
e. In-flight Attrition:
(1) General:

(a) Purpose. The In-flight Attrition Submodel is desigued to
simulate the ground-to-air attrition incurred by any aircraft which flies

through hosiile airspace. This submodel is intended to represent the principal

determinants of attrition in sufficient detail to permit realistic simulation
of airmobile and other air operations within the DIVWAG system. Rather than
depend upon the results of any external high-resolution models, this submodel
is designed to use, as input, available basic data on air defense weapons

and aircraft, '
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(b) Capabilities, The In-flzght Attrition Submodel can accommodate
for each force (Red and Blue), nine types” of aireraft and 15 types of ground-
based air defense weapons, including both guns and migsiles. Any resolution
unit which currently contains any of the specifiea types of alr defense weapons,
is considered by this submodel to be an air defense capable unit (ADCU),

The submodel considers the air defense capability, size, and location of

each such ADCU versus the position and speed of th2 air unit on its current
flight leg., Attrition by ground-based air defense weapons is restricted

to aircraft and their contents. Provision exists for addition of an air
to-ground attrition routine at a later date. Suppression of air defense
weapons 1s simulated in terms of input air defense suppression duration

times applied for each artack by escort aircraft, TACAIR, or ground-based
artillery. This submod.. dispatches a pair of escorts, if available, to
attack any firing ADCU which is within a limited distance from the air unit.
The submodel requests quick~reaction fire support by TLCAIR or ground-based
artillery against any firing ADCU which is beyond a specified distance from
the flight path. Aircraft attrition calculations for guns employ aircraft
presented area, weapcn accuracy, and aircraft vulnerablie areas to each air
defense weapon type, based on the average engagemecrnt geometry of relatively
short segments of the flight path., For missiles, accuracy and probability

of kill versus miss distance are used. Only unsuppressed ADCUs are permitted
to fire. Terrain masking; weapon limitations of range, altitude, slew rate,
and/or launch envelope; and delays for acquisition, reaction, and projectile
flight are considered in determiring whether projectiles can intercept the
flight on a particular segment., The number of projectiles which can inter-
cept on the segment is further determined by number of unsuppressed weapons
currently on hand, awmmunition on hand, and rate-of-firc characteristics of
each weapon type. Degradation for weather and visibility conditions, elec-
tronic countermeasures (ECM), weapon system reliabilitv, and evasive flight

is included. Aircraft losses are recorded in four kili categories; quick
kills (Category A), forced landings (Category B), mission aborts (Category C),
and other damage (Category D). <argo and troop losses are proportioned to
total aircraft kilis, !

{¢) Approach. The In-flight Attrition Submodel utilizes {
extensively the DIVWAG event sequencing system. The basic approach used is 1
to consides the future flight path a leg at a time: to start with a limited
number of essential criteria; and to use them to identify and isolate, a
short distance in advance of the actual air unit, portions of the flight leg 1
where air defense engagement will be possible, Progressively detailed analy-
sis is then applied tc narrow the scope of consideration and refine the
level of information about anticipated interactions until segments of the
flight leg are defined on which unique sets of air defense weapons will {
intercept the air unit, When the air unit has reacaned the end of each such
segment, final filtering makes use of up-to-date information, and a set of
attrition calculations is employed to assess fractiomal aircraft losses over
the entire segment.

4. Two types in any one flight.
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(2) Submodel Operation. The submodel is compnsed of three basic
sections. Section 1 identifies segments of the flight leg where aircraft
attrition is possible. Section 2 breaks these flight leg segments into sub-
segments, termed constant fire subsegments (CFS) within which the air unit
is expected to be sul'ject to attrition by a unique and constant set of air
defense weapons. Section 3 calculates and assesses to the air unit alil
losses incurred on a CFS,

(a) Callers. Each of three different DIVWAG models may call
the In-flight Attrition Submodel in order to initiate assessment of aircraft
losses on a specific flight leg of an overall flight path. These models,
termed primary callers, include the Airmobile Model, the Reconnaissance
Submodel of the Intelligence and Control Model, and the Air 3round Engagement
Model. Also, the DIVWAG event scheduling system may call the In-flight
Attrition Submodel as a result of events set during the course of assessment
of aircraft losses on a specific flight leg. The latter type of call is
termed a secondary c:1ll, All primary and some secondar: calls go to Section
1. Primary calls carry ldentification of caller, a specification of the
flight leg to be assessed, whether it is the first or subsequent leg of
flight, and the identify of the air unit which may incur losses. Secondary
calls carry this information plus a key to an additional storage file which
can concain details of the assessment in process,

(b) Section 1. This sectlicn identifies segments of a flight
leg where attrition may occur. In keeping with the event sequencing design
of DIVWAG, such segments are identified prior to the time at which the air
unit is to actually *raverse the flight leg. A logical flow diagram of
Section 1 is found ac Figure 10-8.

1. A determiration is made as to whether the location of the
air unit is updated to the end of the flight leg. A second cneck determines
whether the air unit has actually reached the end of the current flight leg.
If so, control is returned to the primary caller, so that the next flight leg
(1f any) on the flight path may be presented for assessment. If the air unit
has not reached the end of its current flight leg, the current position of
the air unit 1is taken as the initial point of reference from which to conduct
a search for ADCUs which may have an effect upon the air unlit.

2. In order to identify those segments of the flight leg
where aircraft attrit.on is possible, all ADCUs of the opposing force are
exanmined against two basic criteria, from a point which progresses in short
steps (500 meter increments) from the beginning’ to the end of the flight leg,
in advance of the actual air unit., One criterion is whether 1ine of sight
exists from the center of the ANCU to the point. The other criterion is
whether the point is within maximum effective weapon range of at least
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some5 of the longest »ange weapons in the ADCU. If both criteria are met

for any ADCU from a given point, that point is then coneidered to be within

a flight leg segment cver which the air unit 1s subject to possible attrition.
If two adjacent pointus meet both criteria, the step interval between points

ie presumed also to be within a flight leg segment on which attrition is
possible. The first point which falls to meet both crit_ria marks the end

of the possible attrition segment, while conversely the first point which
meets both criteria marks the beginning.

3. 1f the point reaches the end of the flight leg with no
poesible engagement sewgments being found, the coordinates of the air unit are
updated to the end of tne flight leg and an event is set for the time at which
the air unit, at ite assigned flight speed, should reach the end of the
flight leg. This evert calls Section 1. After this move event is executed,
control returns to Section 1, so that the primary caller may be notified and
any subsequent flight legs may be presented for assessment.

4, Section 1 also keeps track of which ADCUs are involved
in meeting both of the above criteria as a basis for determining the end of
a segment., Whenever an ADCU is added or dropped from the roster of those
that meet both criteria, a segment is considered to end. Whenever the end
of such a segment 1s found by this section of the submodel, an event is set
to enter the second section of the submodel at the time the flight is antic-
ipated to arrive at the start of this segment, so that more detailed geometric,
timing, and related acalysis can be performed.

(c) Section 2. Section 2 is called in resronse to the events
set in Section 1 just described. Associated with each such event are data
specifying the flight leg and the air unit, and also details from Section 1
describing the segment of the flight leg on which engagement was anticipated
to be possible including the identity of the ADCU(s) expected to engage. A
logical flow diagram of Section 2 is shown at ¥igure 10-9,

l. The first step in Section 2 is to update the position of
tne air unit to the location of the start of this segment of the flight leg.

2. To perform its primary task, Section 2 must examine the
current status and air defense capability of each air defense weapon system
in each ADCU expected by Section 1 to be able to participate on this segment
of the flight leg. This detailed examination by weapon type reveals which,
if any, weapons are expected to be capable of delivering projectiles which
will intercept the air unit on this segment of the flight leg. Since the
ADCU has line of sight on this segment, all contained weapons are temporarily

5. For purposes of the In-flight Attrition Submodel, all air defense
weapons in a given ADCU are assumed to be evenly distributed on the circum-
ference of a circle whose center is that of the ADCU and whose radius is one-
half of the width or depth of the ADCU, whichever is smaller.
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assumed, for this examination, also to have line of sight. The range of each
weapon type, however, is critical in this examination. Other factors such

&s ammurition supply and specific weapon capability limits are also considered
here. This examiniation also determines when the projectiles fired by each
capable weapon are exvected to begin intercept and cease intercept of the

alr unit. This determination of timing requires consideration of the imme-
diately preceding act.vity of the pertinent weapons, or the time when the

alr unit will enter range of a given weapon type, as wel'! as any delay times
which may be appropriate to the specific circumstances, Delay times which
may be appropriate include acquisition delay, reaction time, and projectiie
time of flight., For example, 1f the prior activity of a weanon were, for a
sufficient period, firing at this air unit, then no delay would apply to
intercept by its projectiles on this segment of the flight leg. If, however,
a weapon had not yet acquired the flight, then acquisition delay, reaction
time, and projectile time of flight would all be applicable. In the latter
case, it might be determined that the weapon could not intercept on this
segment of the flight leg. In this manner, Section 2 analyzes the capability
and timing of all the air defense weapons in the pertincnt ADCU(s) and then
sorts out the results by weapon type according to anticipated start and end
of projectile intercept with the air unit on this segment of tne flight leg.
These sorted results reveal the flight subsegments within eaclk of which the
air unit is expected to be subject to attrition by a unique and constant set
of air defense weapons. These flight subsegments will henceforth be referred
to as Constant Fire Subsegments (CFS).

3. For each CFS established, Section 2 sets in event to call
Section 3 at the end time of the CFS, for the final attrition calculations.
Finally, Section 2 sers an event to call Section 1 at the end of the last
CFS defined. 1If no C¢S was defined, this event is set for the end of this
segment of the flight leg.

(d) Section 3. Section 3 is called in response to the attrition
event scheduled in Section 2., Based on the data on the CFS generated in
Section 2, adjustments for status changes are made and weapons capabilities
are now elaborated upon to approximate average capability over the CFS,
suppressive fire and effects on AD weapons are accounted for, and the aircraft
attrition Is calculated. A logical flow diagram of Section 3 is shown at
Figure 10-10.

1. To prepare for attrition calculations, Section 3 references
the current status of the various air defense weapon types which were anti-
cipated (bv Section 2) to be participants in the attrition inflicted on the
flight during this CFS, Current time (end therefore status) is for the end
of the CFS. The attritioa calculations must exclude weapons which are
destroyed and weapons which are .suppressed. The current numher of weapons
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on hand is accepted6 25 adequately reflecting weapons destroyed,

2. Because of the potential impact of suppression on results,
a look back is made to CFS start time to evaluate suppressive effects from
all sources at all points during the CFS. Air defense auppressive effects
are represented by air lefense suppression time durations, given in inmput,
applied by Section 3 to the last time at which an ADCU was attacked. The
entire ADCU is assumed to be affected uniformly. If a suppression time
duration for a given ADCU is not found to overlap any part of the CFS, the
ADCU ia considered to be firing at CFS start time. In this case, a decision
is made by Section 3 as to whether a pailr of escorts, if available, would
have been dispatched to suppress the ADCU, If the decision is pnsitive, the
suppreseive effect of the escort action is superimposed, and the overlap of
suppression duration with CFS is recalculated. In any case, the fraction of
the CFS which is overlappe=d by the foregoing suppression evaluations, for a
given ADCU, is used ir the attrition calculation to degrade the amount of
fire that any wezpons in that ADCU can place on the air unit during this
CFS., If escorts are nnavailable to attack a firing ADCU, or if the firing
ADCU is beyond the liwits of attack escorts (to the sides of the flight path),
a request for quick-reaction TACAIR or ground-based artillery fire support is
made to the Intelligence and Control Model. The suppressive effect of any

such external fire support rendered, however, is considered only on subsequent
CFS.

3. Preparatory to attrition calculations, Section 3
establishes the X, Y, aind Z coordinates of the midpoint of the CFS, The
midpoint is later used to calculate the aspect angle of the air unit and
its slant range from the center of each ADCU participating.

4, 17 more than one ADCU was determined by Section 2 to be
a participant en the £FS currently being processed for attrition, the ADCUs
are considered separately; and within an ADCU, those weapon types determined
to be participants are also considered individually. For each such weapon
type, a series of calculation steps is performed, employing slant range and
related geometry of the midpoint of the CFS and reflecting the current number
of weapons and their capability after adjustment for alr defense suppressive
effects, weather-visibiliry, and other current conditicns. Different calcula-
tion procedures are used for missiles, as distinguished {rom guns. The result
of these calculations is a set of probabilities of kill, by weapon type, by
aircraft type in the wvuit, and by each of four kill-type categories. Each
missile is assumed to be targeted against a single aircraft, of the largest
type in the air unit; therefore, resultant missile probabilities of kill are

—

6. Ildeally, an adjustment should be made to reflect average number
on hand over the length of the CFS. Provision is made to adi such an

adjustment later. As long as the segment is relatively short, however, little
digtortion should result.
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considered equivalent to fractional losses. Rounds fired from guns are
assumed to be equally distributed over all aircraft in the flight at the
start of the CFS. Gun probabilities of kill are, theiefore, per aircraft,

5. Probabilities of kill for all gun weapon types in all
ADCUs participating are then combined by forming the product of the respective
probabilities of survival, for each kill type and aircraft type. The aggre-
gate probability of kill for all gun weapons, by kill type and aircraft
type, is then ove minus the respective compound probability of survival
(1-Pg). Missile losses are subtracted first, from aircraft in the air upit.
The aggregate gzun probability of kill is multiplied by the remaining air-
craft of respective type to generate aggregate losses o guns.

6. Finally, losses to aircraft are recorded, and the
position of the air unit is updated to that of the end of this CFS.

(3) Section 1 Operating Details:

(a) General. This subparagraph is a supplement to the preceding
discussion of Se:ztion 1 of the In-flight Attrition Submodel. The general
structure, ccncept, and macroflow of Section 1 was described ahove. This
subparagraph, in contr-.st, describes how Section 1 performs its principal
functions. Description focuses on the key algorithus and logical processes
of Section 1.

» (b) Incoming Data. Four essential data items are included in
the data which accompany a call to Section 1. The first of these items is
an operation code which causes the call to be routed tc Section 1. The
second item is the identity (IUID) of the air unit. The third item is a
flight continuity code (JPASS) which denotes whether this is the initial or
a subsequent pass through the In-flight Attrition Submodel on this flight
path., The fourtk item is a code which can be used to return to the primary
caller when necessary. Section 1 then obtains additional data as needed.
The first such items obtained include the beginning snd ending X and Y coor-
dinates of the current flight leg, obtained from the Unit Status File of the
air unit,

(¢) Flight Leg:

1l. Establishment of Z Coordinates. Since the flight leg
is defined so far only in the X, Y plane, the beginring and ending Z coor-
dinates must be established by Section 1. The elevation of the ground at the
beginning and encing X, Y coordinates is obtained and the height of the flight
sbove terrain, obtained from the flight altitude variable on the Unit Status
File of the air unit, is added to yield the Z coordinates of the beginning
and end of the flight leg, in meters.
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2. Orieatation of the Flight Leg. The orientation of the

tlight is established in angular terms, so that coordinates of various points
along the flight leg can be readily established. Orientation in the X, Y
plane 1s represented by angle B, in radians, Angle B is cal:ulated by the

cxpression:
-1
B = tan (y/x) (10-6)

where:

x = differeuce hetween beginning and ending
X-coordinaces

y = difference between beginning and ending
Y~coordinates

Orientation of the flight leg in the vertical plane is represented by angle
R, which 1is calculated by the expression:

=1
R = tan (2p - Zl)/d) (10-7)
where:
Zy = ending Z coordinate
Z1 = begining Z ccordinate
d= Vx2+y? (10-8)

The flight leg is assvmed to be a straight line for purposes of establishing
position of the air unit. Certain trigonometric functions of these angles
are calculated at this time for later use in updating positiouns.

3. Air Unit Initial Position. The position of the air
unit, at the time of primary call to Section 1, is at the beginning of the
flight leg. At the time of secundary call, air unit position may have been

updated appropriately to some point along the flight leg,

(d) End-of-Flight-Leg Check for Air Unit. 1In case the air unit
position has been updared, through steps taken in other parts of the in-flight
attricion process, to the end of the current flight leg, a check is made,

If the unit is at the 2:nd of the flight leg, control is returned to the primary

caller to permit preseatation of the next flight leg, if any.
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{e) Initial Position of Reference Point P. On the first pass
through Section 1, signified by the zero value of the pass code (third item
of incoming data), the position of the reference point, P, is set to the
location of the air uni:, which is at the beginning of the flight leg. On
all subsequent passes through Section 1, signified by the value 1 of the pass
code, poiut P is set to the position it held at the end of the last pass, as
obtained from the stored X and Y coordinates. The Z coordinate is obtained
by use of the utility routine, ELEVATE.

(f) Search for Enemy Units, From the look point, the utility
routine, SEARCH, is used to generate a list (list 1) of all enemy units
within a specified radius. The radius is limited, tec reduce unnecessary
computation, depending on the altitude of the flight above the terrain and
foliage. If altitude is within 100 feet, the look radius is set to 4000
meters. If altitude is between 190 and 1000 feet, the radius is set to 6000
meters. If altitude is between 1000 ana 3000 feet, radius is 10,000 meters,
while for over 3000 feet, radius is 20,000 meters.

(g) Developing List of AD Weapon Types Ranked in Order of
Decreasing Range. In order to screen the list of enemy units, just obtained,
for ADCUs in range, a list of all AD weapon types ranked in decreasing order
of maximum effective weapon range is formed. The weapon types specified to
have AD capability are obtained, together with their maximum effective ranges,
from the input data file.

(h) Screening for ADCUs in Range. The list of enemy units within
search radius is screened next for ADCUs whose longest range AD weapon can
reach the reference point, P, Each enemy unit is examiued to see If it con-
tains any weapons of any AD type, starting with the lcngest range type,
according to the ranked list of types. If any AD weapors are found, the
distance, d, between point P and the ADCU is calculated by the expression:

d = 1J(Xp - Xu)2 + (Yp - Yu)2 - 1/2 the minimum of (10-9)

D or W
where:

Xp = X coordinate of point P

Yp = Y coordinate of point P

Xy = X coordinate of ADCU center

Yy = Y coordinate of ADCU center
10-42
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D = depth of ADCU, in meters
W = width of ADCU, in meters

The distance, d, is then compared with the maximum effective range of the
weapon type to determine if the ADCU is within range,

(1) Screening for Line of Sight. If the ADCU is within range,
it is alsc tested for line of sight, The line of sight function, LOS, is
used. The operation cf this function is described in Chapter 2. Function
LOS is given the X, Y, and Z coordinates of the imaginary reference point,

P, plus a flag indicating where to find the X, Y, and Z coordinates of the
ADCU. A yes or no answer is returned for existence of line of sight between
these two points. While this screening proceeds, the earliest time that line
of sight is gained by any ADCU in range is recorded for use in Section 2,

(§) Incrementing Location of Reference Point P. If no ADCU is
found within range of, and with line of sight to, the air unit at the start
of the flight leg, the reference point, P, is stepped ahead along the flight
path by an incremental distance, and the search and screening process is
repeated. The incremental distance is a fixed value which is a product of
a variable time increment and the flight speed of the air unit. The time
increment ti, is calculated by the reverse process:

where:
dy = incremental distance
8 = flight speed of the air unit

The incremental distance is hard-wired and is chosen to compromise adequately
between need for accuracy of results and need to minimize computer running
time. The value currently used is 500 meters. The new coordinates of point
P are calculated, using trigonometric functions of the angular orientation of
the flight leg, as described above. The new coordinates are:

X=X,+D " cosB (10~-11)
Y=Y, +D ‘ oin B (10-~12)
Z=2,+D * sink (10-13)

where:

X, = initial or previous X coordinate of point P
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o = initial or previous Y coordinate of point P
i

N
[}

o = initial or previous Z coordinate of point P

o
]

the cumulative distance uf all incrementation ‘
to date on this flight leg

B and R are angles defined in Paragraph 3e(3)(c)2, above.

The cumulative distance, D, of all incrementation to date on this flight
leg is obtained by the expression:

D=s -t B (10-14)
where:
s = flight speed of the air unit ’
t = the cumulation of all time increments

so far on this flight leg.

If the incrementation should push the new coordinates beyond the end of the
flight leg, this condition is detected, and the coordinates are reset to
those of flight leg end. ‘

(k) End-of-Flight-Leg-Check for Reference Point P, The check to
determine whether point P has reached the end of the flight lzg is made on
each pass through the ::oint P incrementation loop'.

(1) Flying Air Unit to End of Flight Leg. If point P was found ,
to have reached ti.2 end of the flight leg, no further preparatory proczssing ' ’
of this flight leg will occur. Accordingly, the location of the air unit is !
updated to the end of the flight leg. This is done by resetting air unit
coordinates to coordinates of flight leg end. An event is then set to call
Section 1 at the time the air unit, flying at 1ts given speed, will reach the
end of the flight leg. The time of the event, t, is found by the expression:

t=t,+ dr/s ‘ (10-15)
where:
t, = current time .
d, = distance between air unit current location ' . {
and end of flight leg : ¢
10-44
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s = flight speed

The distance, d., is calculated by the equation:

dp = Vg - xp2 + (1g - vp? (10-16)

where:

= current X coordinate of air unit

<
p—
[

<
-
]

current Y coordinate of air unit

b
(]
"

£flight leg end X coordinate

flight leg end Y coordinate

o
N
]

When Section 1 is calied at this event time, it senses that the air unit
is at the end of the flight leg and therefore returns to the primary caller
so that any following flight leg may be presented for in-flight attritiom.

(m) Establishment of Possible Engagement Segments:

1l. Finding First Start. If, for the first time on this
flight leg, after the screening steps described above, one or more ADCUs
remain with range and line of sight to the reference point, P, then the start
of the first possible ~ngagement segment on this flight leg has heen found.
The coordinates of the start of this possible engagement segment are equated
to those of point P. The identity of each ADCU which could possibly engage \
at this point is placed on a list (list A) which will assist in finding the
end of the first engagement segment.

2. Finding First End. The end of the first possible
r engagement segment on this flight leg is sought as soon as the start has q
been found. To find the end, the location of reference poini P is stepped
ahead one increment. From the new point P, a new search for enemy units is
. conducted, and all units found are screened for AD w2apon range and line of
' sight. The identity of each ADCU which passes the screening is placed on
a list (list B). The ccntents of list B is now compared with the contents
of list A. If the same ADCUs are on both lists, the Ilocation of point P {
is again incremented, and the search and screening cteps are repeated to
generate a new list B. As soon as the contents of lists A and B disagree,
then the end of the first possible engagemeat segment has been found. The
end coordinates of this segment are equated to those of point P,
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3. Finding Subsequent Start and End. The start and end of
subsequent possible engagement segments of the flight leg are found in the
same manner as described in the preceding two paragraphs, while the reference
peint, P, continues to progress along the flight leg., The end of a previous
segment will be the sta.t of a subsequent segment only if one or more ADCUs
remain able to engage. Otherwise, a portion of the flight path will intervene
on which no engagement is possible.

(n) Setting Event to Call Section 2. Whenever the end of a
possible engagemeat segment <f the flight leg is found, an event is set to
call Section 2, so that more detailed analysis of engagement possibilities
can be performed. The time at which Section 2 will be called is set tu the
time at which the air unit should arrive at the start of the possible engage-
ment segment. This time is directly available, since it has been maintained
and updated by all time increments used in moving point P since the first
calli to Section 1,

(o) Data Stored. Whenever an event to call Section 2 is set,
data are stored for later use. The items include the total number and identity
of each ADCU on list A for the particular segment of the flight leg, the
beginniag and ending X and Y coordinates of the segment, the start time of
the segment, and the time at which line of sight is first gained (air unit
mask time), if at all, on this segment.

(4) Section 2 Operating Details:

(a) Incoming Data. The same four essential items which are
incoming to Section 1 also accompany a call to Section 2. These are the call
routing code, the identity (IUID) of the air unit, the flight continuity code
(JPASS), and the code used by Section 1 to return to the primary caller.
Section 2 then obtains additional data, including the data stored by Section
1 (see Paragraph 3e(3)(o), above, AD weapon characteristics) and the unit
status file of the air unit, containing the X, Y coordinates of the flight

leg.

(b) Update of Air Unit Location. An initial step taken by
Section 2 is to move the air unit to the X, Y coordinates of the start of the
possible engagement segment. These coordinates are included in the data
stored by Section 1.

(c) Length of Possible Engagement Segment. The length, L, of
the possible engagement segment is calculated by the expression:

L=V - %)2 + (¥, - 1)° (10-17)

where:
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(d) Setting Fiight Continuity Flag. If this is the first time
that Section 2 has been called for this air unit's current flight through
hostile air space, the flight continuity £lag, JPASS, an essential incoming
item of data, will enter with a value of 0, which was set by the primary caller.
Section 2 checks on the value of JPASS, and if it is found to be O, resets it
to a value of 1. The value 1 remains for all subsequent flight legs and
signifies to the various parts of the In-flight Attrition Sutmodel that any
call with this value ls a continuation of a fiight already in progress, rather
than the start of a new flight.

(e) Determining Initial vValue of Last Event Time. The time of
the end of the last Constant Fire Subsegment (CFS) defined for this air unit
flight path is an important reference value throughout Section 2. If this
is the first time that Section 2 is called for a given air unit flight path,
no prior CFS can have been defined. 1In this case, Section 2 sets the last
event time variable, LASTET, equal to the start time of this possible engage-
ment segment of the flight leg, as stored in Section 1. 1If, however, this is
not the last call to Section 2 for the given air unit flight path, last event
time is found from the stored records of CFS found on a previous pass through

Section 2. 1In case no record yet exists, the value generated on the first
pass is used.

(f) Processing ADCUs Which Can Possibly Engage. Each ADCU
designated by Section 1 as possibly being able to engage the air unit on
this segment of the flight leg is put through a series of processing steps.

1. Finding Air Unit Crossover Point Versus this ADCU.
The crossover point is the point on the line through the ends of this possible
engagement segment which iz nearest to the AUCU. The position of the cross-
over point is returned in terms of a variable which reflects the fractional
position of the point between the begin and end of the segment. or, if the
point is beyond an end, thefractional degree of excess, with a sign to indi-
cate the end exceeded.

2. Screening Weapon Type Capability in This Situation.
Within a given ADCU, the capabilities of each AD weapon type are first grossly
gcreened to eliminate from further consideration weapon types which cannot
engage in this particular situation. A series of screening checks is employed
based on the current status of the ADCU.
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a. Weapon Defense Responsibility Radius. If the air
unit is outside the input-specified radius of defense responsibility of a
given AD weapon type, that type is dropped from further consideration. Dis-

tance, d, between air unit and AD weapon, for this check, is obtained by the
equation:

o
it

\ﬁib - Xu)2 + (Yb - Yu)2 + 1/2 the minimum of (10-18)
Dor W

where:

Xp = X coordinate of beginning »f possible engagement
subportion

Yb = Y coordinate of beginning of possible engagement
subportion

Xy = X coordinate of ADCUL center

<
L]

Y coordinate of ADCU center

[=
[

depth of ADCU, in meters

=
(]

width of ADCU, in meters

b. AD Weapons on Hand, If any AD weapons of this type
remain on hand (i.e., remain undestroyed), this type is considered further.
Otherwise it is dropped.

c, Ammunition on Hand. This weapon type must have some
of the proper type of ammunition on hand for the weapon type to be considered
further.

d. Weather-Visibility Condition. The current weather-
visibility condition is obtained by use of the utility routine WEATHR, which
tells whether it is day or night and good or poor weather. Input data for
the weapon type specifies whether the weapon is capable of firing effectively
in either nighttime or poor weather conditions, If a condition prevails in
which the weapon cannot fire effectively, it is not considered further.

e. Aircraft Altitude. Maximum and minimum aircraft
altitude capability of the AD weapon type, from input data, is compared with
aircraft altitude. If the aircraft altitude is wichin weapon capability
limits, the weapon continues in consideration.

f£. Aircraft Speed. Input data also contain maximum and
minimum aircraft speed capability of the weapon type. If the aircraft is
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within weapon capability limits, the weapon type continues to be considered.

g+ IR Lock-On Boundary. Input data provide a simplified
boundary representation for the capability of infrared-seeking missiles to
achieve lock-on. The input is a set of boundary distances as a function of
seven horizontal aspect angles of the ailrcraft trajectory. For comparison
with the input data, the horizontal aspect angle of this air unit and its
distance from the weapon is calculated. Boundary distance is interpolated
linearly, between the necarest two of the seven input aspect angles. Air
unit distance from the weapon is the same distance, d, as calculated for com-
parison with defense responsibility radius, above. Horizontal aspect angle
of the air unit trajectory is calculated with the assistance of the utility
routine DISTPL. This routine is given the begin and end X, Y coordinates of
the possible engagement segment and the X, Y coordinates of the ADCU, and
returns a perpendicular distance, b, from che ADCU to the line passing
through the begin ard end coordinates (see Figure 10-11). The third side,
a, of the right trianglz of sides a, b, d i. calculated by the expression:

a=vVa%+p (10-19)

The horizontal aspect angle is defined here as the angle A, between the sides
representing the perpendicular distance, b, and the ADCU-to-begin distance,
d. The tangent of this aspect angle equals a/b. This aspect angle, A, is
therefore calculated by: <

A = tan t (3/b) (10-20)

If the interpolated boundary distance exceeds distance d, the weapon continues
to be considered.

e

h. Slew Rate. The angular rate of the aircraft with
respect to the ADCU is calculated and compared with the maximum slew or
tracking rate capability of the AD weapon, from input data., Weapon capability j
must exceed aircraft angular rate for the weapon to be considered further.
Adrcraft angular rate, §, is calculated by the expression:

3 = cosine A * 8/d (10-21) {

where:
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1

- horizontal aspect angle, as d=fined i- preceding
paragraph

8 = speed of air unit

o
[}

distance between ADCU and air unit as used
in preceding paragraph.

3. Range of AD Weapons. For use in det.rmining the portions
of the flight path that each weapon type can reach, the position of weapons
in the ADCU must be considered. The AD weapons are assumed to be uniformly
distributed on the circumference of a circle whose diameter is the minimum of
the depth and width of the ADCU. Thus one-half the diameter of that circle
is added to the maximum effective weapon range of each weapon type when
considering range intercept points on the flight path.

4. Determining Range Intercept Points on Flight Path. To
determine where on the flight path the range of any weapon type, in a given
ADCU, can begin to intercept and will cease intercepting, the adjusted weapon
range as defined in the preceding paragraph is used. These two points of
intercept are determined by using the utility routine CHORD. This routine
is given the X, Y coordinates of the ADCU, the X, Y beginning and ending
coordinates of the possible engagement segment, and the zdjusted AD weapon
range. This routine returns the X coordinates of the two points where a line
extended through the possible engagement segment is iniercepted by the range.
The X coordinate corresponding to the start of range intercept is identified
and so labeled (X1), as is the X ccordinate corresponding to the end of range
intercept (X2). This identification is ac:complished by reference to the order
of the X values of the beginning and ending of the pos: lble engagement segment
together with those of the two points. The corresponding Y coordinate for
each of these tw. intercept iimits is obtained from the line of the possible
engagemeut segment by the expression:

Y = (Y

o e ¥p) + (X -Xp) / (Xe=Xp) + ¥ (10-22)

where:
X, = X coord.nate of beginning of possible engagement segment
Yp = Y coordinat2 of beginning of possible engagement segment
Xe = X coordinate of ending of possible engagement segment
Yo - Y coordinate of ending of possible engagement ségment
X, = X coordinate of a range intercept point

Yp = Y coordinate of a range intercept point
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5. Excluding Irrelevant Range Intercept Points. Range
intercept points may be generated, by the foregoing process, which are irrel-
evant to this possible engagement segment of the flight leg. Such point pairs
must be excluded from consideration on this segment, since they are coansidered
on either prior or subsequent segments. To identify and exclude such point
pairs, it is determined whether the intercepr points lie on the engagement
segment or on extensions thereof. If both points lie outside the same end of
the possible engagement segment they are clearly excludable, since they are
properly considered in another segment. If the points straddle this possible
engagement segment they cannot be excluded.

6. Calculating Times of Start and End of Rang2 Intercept.
If both range intercept points fall within the possible engagement segment,
their times can be calculated directly. If, however, one poiut is within and
the other point is outside, or if the points straddle the segment, an adjust-
ment is necessary.

a., Both Intercept Points Within Segment. If both range
intercept points lie within the possible engagement segment, the time for
each, t, 1s calculated by the expression:

t=b+ £ * d/s (10-23)
where:
b = time of beginning of this possible engagement segment
f = the fraction of distance, between beginning and end of
the segment, at which the voint lies
d = the length of the segment (see Faragraph e(4){(z), above)
s = speed of the air unit.

b. One Point Within Scgment. If only one of thne two
points lies within the possible engagement segment, time for the inside
point is calculated as in the preceding paragraph. Time for the outlying
point, however, is set equal to the time of the end of the segment on whicn
the point lies outside.

c. Points Straddling Segment. If the two range interce.t
points straddle the possible engagement segment, the time of each point is
set equal to the time of that end of the 3egment outside which the point lies.

7. Calculating Time Delays to Start of Projectile Intercept.
Depending upon the specific circumstances, a delay may occur which affects
the time at which projectiles from the given weapon type intercept the air
unit., Up to three types of time delay may be included in the total delay
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imposed. These types are detection delay, {ire/launcn delay, and time of
projectile flight to target. Means used to calculate these delays are de-
scribed in this paragraph. The determination of the applicability of and
method of applying any or all of these delays is difscussed in a later para-
graph, 3e(4)(£)8, below.

a. Detection Delay. In those circumstances where
detection delay 1s appli.:able, it is calculated from data provided in input
taples. The input tables coutain data on probability of detection of air~
craft by one AD weapon, within some cutoff time, and correspcnding data on
median time delay, from entry of the target into line of sight until detec-

tion of the torget. Some of the data can be obtained from CDCEC test results.

Data are provided for three basically different types of engagement situation
which the model may be called upon to simulate. Means of detection used and
other conditions are assumed to be inherent to each of the three types of
engagement siftuation. These types are:

. AD guns and short range missiles against average type
heliccpters at nap-of-the—earth altitude, with average
background clutter/coatrast for the territory being
gamed.

. AD gung and short range missiles against average type
fixnd-wing :ircraft, under average conditions,

« Medium and long range AD missiles against average type
fixed-wing aircraft, under average conditions.

Data are provided for groups of two, five, and ten aircraft, each at four
slant renges. For a specific situation, the model interpolates iinearly
between the input data points to obtain the specific input median delay
value for one AD weapon. Since an ADCU nay contain a number of AD weapons
which are in a position to detect, the model must adjust the input delay for
this number., Also, since the field test data are often subject to a cutcff
time and therefere incompiete, adjustment must be made for the missing data
reflected by a probability of detection, within cutoff time, of less than
1.0. These adjustmeata, and the selection of a specific deliay value, assume
that detection delays are, in reality, lognormally distributed. Also, it

is assumed that the standard deviation (in the log domain) of the distribu-
tion can be satisfactorily estimaced by the relationship:

s = Y- in(t) (10-24)

where:
8 = estimated standard deviation (in log domain)

t = median detection delay
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Y = a constant for the type of dats situation being
considered. This constant can be derived from
field test data. Examinatio» of data from the
CDEC 43.6 test yields a value of about 0.25.

The adjustment for incomplete field test data is then made by the equation:

. e ~S1 - £1 (Pd/2)

tia =t (10-25)

where:

adjusted median detection delay for one AD weapon
t; = input median detection delay for one AD weapon

51 = estimated standard deviation for the field
test data (in log domain)

Py = probability of detection by one AD weapon,
within the cutoff time of the field test data.

fl = a function which returns an approximaticu7of
the cumulative area beneath the normal curve
corresponding to a position along the curve,
in standard deviations, represented by the value
in the parentheses. Utility function DNORM
<8 used,

The adjustment for the actual number of observing AD weapons is then made
by a method of successive approximations, using the following formula for
the cumulative lognormal probability distribution:

x 2
- x
r &(x) = f e 3 .dx (10-26)

~

7. Adapted from Hastings, Approximations for Digital Cowmputers,
Princeton University Press, 1955, p, 187,
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t, = median detection delay for n AD weapons

i

adjusted median delay for one AD weapon

81 = estimated standard deviation for the test data
A trial value of t; {actually tj,/n) is inserted in this eguation. The
formula is evaluated, and the resulting value of & (x), representing the

probability of detection by one weapon within time t, is then transformed
to an estimate of the probability for n weapons, P4, by the formula:

Pgn = 1. = (1. = o (N" (10-27)
where:

n = the total number of AD weapons in this ADCU

The value of Py, is then compared with the desired value of 0.5, representing
the probability corrcsponding to the desired median time delay. By adjusting
t,; in the proper way, several reiterations yield a value of &(x) acceptably
close to (within #.01) the desirad 0.5. The latest t, value is then used

as thz median detection delay for n AD weapons. The detection delay value
usel to establish the start of the CFS is now selected from the lognormal
distribution of delays, based on the median value just derived for n AD
weapons, This selection of delay is made by the equation:

Sy . U
Delay = t, * e (10-28)

where:

t - median detection delay for n AD weapons
S, ™ estimsted standard deviation for n AD weapons

= Y* 1n (t) (¥= constant, see above)
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= a random normal deviate

f?_ (a random number from a uniform distribution
between 0.0 and 1.0)

and where:

f2 = a function which returns an approximationsof the
number of standard deviations corresponding to
the cumulative fraction of area beneath the normal
curve, as represented by the random number.
Utility function FNORM is used.

b. Firing/Launch Delay. Firing/launch delay, when
applicable, is obtained from the weapon input data and is a constant for
each AD weapon type.,

c. Time of Projectile Flight to Target., When applicable,
time of prejectile flight to target is approximated by a two-step reiteration
process, The first step uses the current location of the air unit from which
to calculate slant range to the ADCU center. Using this slant range, time
of flight to initial target location 1s> calculated or interpolated for the
weapon., The target is then moved, accoriing to its flight speed and direc-
tion, to the position it would have reuched after projectile time of flight
to the initial target location. For the second step, time of flight is re-
calculated or reinterpolated to the new target location. The second time of
flight is then used as an approximation for delay applications. Slant range
is calculated from the X, Y, Z coordinates of the air unit and the ADCU.
Distance in the X, Y plane is calculated first. Difference in Z coordinates

is then used to calculate slant range. Both calculztions use the Pythagorean
theorem. Given the slant range, time of flight for a missile is interpolaced

from the input data table of time of flight versus slant range for the weapon
type. For guns, time of flight is calculated by the formula:

= L (19-29)
v-r°c
where:
r = slant range
v = muzzle velocity of the weapon type
¢ = projectile drag coefficient of the weapon type.

8. Adapted from Hastings, Approximations for Digital Computers, p. 192,

.
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8. Application of Time velays., The applicability of any
of the three types of time delay to projectile intercept, as well as the
method of application, depends upon the current natur« and history of the
engagement situation between the air unit and air defense weapons.

a. Detection Delay. Detection delay is applied whenever
this ADCU must acquire the air unit. This ADCU must acquire the air unit
when it has been eitner out of range or masked to all ADCUs immediately prior
to the current possible engagement segment of the flight leg. Considered
from the reverse standpoint, if another ADCU is currently eugaging the air
unit, or has recently acquired it and is about to engage it, the model does
not apply detection delay to the ADCU currently being processed. Good com-
municatinn Js thus assumed between nearby ADCUs. If this ADCU must acquire
the air unit, detection delay is applied directly to only the first CFS on
this possible engagement segment. This delay may indirectly affect other
CFS, however, since by definition they must fcllow the first CFS. Detection
delay, when applicable, is applied to the time that the air unit enters
line of sight of this ADCU. This time was calculated in Section 1 and stored
for use here. The determination of whether this ADCU must acquire is made
by checking on whether the last possible engagement segment of the flight
path is contiguous with the possible engagement segment currently being
processed, If they are contiguous, no detection delay is applied. 1If they
are not contiguous, detection delay is applied as just described.

b. Firing/Launch Delay. A firing/launch delay is
applied (added) whenever a detection delay is applied. In addition, firing/
launch delay is applied if the air unit enters range of this ADCU before
line of sight to this ADCU, when other ADCUs are already participating. In
the latter case, it is assumed that this ADCU has been continually informed
by the other participants as to the course and position of the air unit;
therefore, this ADCU knows where to look, but cannot fire until the flight
enters line of sight. In this case, it is assumed that detection time is
negligible, but that reaction, tracking, or launch time must be applied, as
represented by the inpu% firing/launch delay. When applied independent of
detection c¢elay, firing/launch delay is added to the time of entry into line 1
of sight, and only on the first CFS, similarly to detection delay.

c. Time of Projectile Flight to Target. Time of
projectile flight delay is applied (added) only when firing/launch delay is
applied, and similarly is applied only to the first CFS, l

d. Total Delay. The total delay applied is the sum of
the applicable delays is described above. Three total-delay cases result.
Total delay in the first case is the sum of detection delay, firing/launch '
delay, and projectile time of flight, In the second case, the tocal is the
sum of firing/launch delay and projectile time of flight. In the third case,
the total is zero delay.
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9. Screening for Intercept Durution, If any delay time is
directly applied to a particular weapon type in a given ADCU, the duration
{ of time over whicl. projectiles from this weapon type can intercept the air '
unit may be affected., Other weapon types may alsu be indirectly affected,
u Since total delay is always added to time of entry into line of sight, and |

T

since line of sight time in some cases will precede the start of this pussible
engagement segment the start of projectile intercept time, tg, is established
for this weapon type as follows: |

Max of (t:m or (tlos'+ d)) '

tg, = (10-29)
where:
t, = start time of this possible engagement segment
tlos = time of entry into line of sight ‘
d = total delay applied.

This time of projectile intercept starc now supersedes the' range intercept
start time calculated earlier (Paragraph 3e(4)(f)6). Next, the time of |
projectile intercept start is compared with the time of range intercept end,
calculated earlier. If there is no positive nrbjectile intercept duration,
this weapon type is dropped from further consideration on this possible
engagement segment., The time of detection by this weapon is saved, however.
for use in considering other weapon types in this ADCU. . This time of detec~-
tion is the base point for determing if any other weapons can, because of
possible lower fire/launch and projectile flight vimes, intercept the target.

10, Storing Intercept Events. As each weapoun type in each,

ADCU which can possibly engage on this subportion of the flight leg is pro-
cessed, the results are temporarily stored for further processing. For each
weapon type that passes the foregoing screening, four items of data are stored
for each of the two intercept events, the start of projectile intercept and
the end of projectile intercept. The four items stored are the identity of
the ADCU, the identity of the weapon type, the event time, and a flag indicat-
ing whether the event is a start or am end event, .

(g) Processing Intercept Events. When all ADCUs expected to
participate on this possible engagement segment of the flight have beer pro-
cessed, the accumulation of resulting 1ntercept events is sorted and anr-lyzed
to establish CFS. Within each CFS a unique set of AbCU—weapon type comoina~-
t'ons are anticipated to have projectiles intercepting the vicinizy of the
air unit,
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l. Ranking Int:rcept Events by Increasing Evert Time, The
accumulated intercept events a‘e first ranked in order of increasing event
time,

2, Finding CFS and Setting Event for Each tc Call Section 3.
The ranked intercept events, temporarily stored on a list called TEMPl, are
considered one at a time, starting with the earliest event time. The first
step is to compare the time of this event with the time of the last event,
(Initially, before any CFS is established for this flight path, last event
time is set to start of the possible engagement segment. Subsequently, last
event time is stored with CFS.,) If the time of this event is the same as
that of the last event, and if this event is a start event, the identity of
the ADCU and the identity of the weapon type are entered on a second list,
called TEMP2, and the next event on TEMP1 is considered., The entry in TEMP2
signifies that the identified ADCU-weapon type combination is cuirently
intercepting, If the second event on TEMPl1 has a time larger than last event
time, and if it also is a start event, a check is made to see if any ADCU-
weapon combination is currently intercepting (is currently or. TEMP2), If
_there is, a CFS record is built and stored and an event is set in the DIVWAG
event scheduling system tc call Section 3 of the In-flight Attrition Submodel
at the time of this event from TEMP1l, which is the end of the CFS. A key is
_sent with the call so that Section 3 can find the stored CFS record. This
record contains four items of data, The items are last event time, event
* . time, identity of ADCU, and identity of the AD weapon type. The ADCU and AD

weapon daca are copied from TEMP2, to include as many ADCU-weapon type com-
binations as are currently intercepting. After setting the DIVWAG event, the
value of the last event time is updated to that of the event still being
processed and, if this event from TEMPl is a begin event, it is added to TEMP2,
I1f, however, this were an end event, and if its saue ADCU-weapon type combina-
tion were on TEMP2, then the counterpart on TEMP2, would be removed, signifying
that that ADCU-weapon type combination is no longer intercepting. The next
event from TEMPl is then considered. If any event from TEMP1 has an event
time which is not larger than the last event time, it is simply added to TEMF2
in the manner already described. Thus, all ADCU~weapon type combinations
currently intercepting are kept listed on TEMP2, Whenever an event with a

‘ different time from TEMPl is encountered, then the resulting CFS record con-
P tains all the ADCU-weapun type combinations intercepting on that CFS. This
pro-~ess 1s continued until all events on TEMPl are exhausted, and all CFS
are chus established, for this possible engagement segment of the flight path,
In case no CFS is found, last event time is set to the end of this possible
engagement segment.

(h) Setting Event to Cail Section 1 at Last Event Time. When
all events on TEMPLI are processed, an event is set in the DIVWAG event schedul-
ing system to call Section 1 at the time of the last TEMP1l event, This event
will trigger generation of the next possible engagement segment of the flight
leg. This pass through Sectjon 2 is now completed.
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(5) Section 3 Operating Details. Section 3 of the In-flight Attrition
Submodel is the last section. It calculates aircraft losses incurred on a
single Constant Fire Subsegment (CFS), which was established at an earlier
time in Section 2. The CFS is a relatively short segment of the flight over
which projectiles from a unique set of ADCU-weapon type combinations were
anticipated to be intercepting the air unit. Sectiton 3 is called by the
D1VWAG event-scheduling system at the end time of the CFS.

(a) Incoming Data. Data accompanying the call to Section 3
are the same as for Sections 1 and 2, with one exception. The call to Section
3 carries an additional item, which specifies where to find the stored identi-~
ties of the ADClU-weapon type combinations anticipated to be participants on
the CFS. Section 3 then obtains the additional information it needs. This
information includes the Unit Status File of the air unit, all data stored
earlier by Sections 1 and 2, a list of all AD weapon types, the Unit Status
File of each ADCU involved on this CFS, suppression time durations, AD
weapon characteristics, and aircraft data.

(b) Establishing Coordinates of CFS. Coordinates of the begin-
ning and ending of this CFS are established by Section 3, using from stored
data the coovdinates of the possible engagement segment, the start time of
the possible engagement segment, the speed of the aircraft, and the start and
end times of this CFS. First, the length, d, of the possible engagement
segment is calculated by the Pythagorean theorem. Next, the ending time,
tmes Of the possible engagement segment is calculated by the equation:

the = tpp + d/s (10-30)

where:

tab = beginning time of the possible engagement segment

d

length of the possible engagement segment

s = speed of the air unit

Then, the fraction, f;, of the possible engagement segment between its
beginning and the beginning of the CFS is computed by the formula:
£1 = (tgp = o) / (tge = top) (10-31)

where:

{l

beginning time of the CFS

= beginniug time of the possible engageuent segment

rr

g

o
I

(24
i

= ending time of the possible engagement segment
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The fraction, fy, of the possible engagement segment between its beginning
and the end of the CFS is calculated by substituting the time of the ending
in place of time of beginning of the CFS in the foregoing formula. Using

these fractions, the coordinates of the CFS ends are calculated by the
equations:

Xib = xb + fl * (Xe - Xb) (10“32)
Yib = Yb + fl . (YC - Yb) (10-33)
xie = Xb 4 fz * (Xe - Xb) (10-34)
Yie = Yp + £2 7 (Ye = Y) (10-35)
where:
Xp = beginning X coordinate of the possible engagement
gegment

Yp, = beginning Y coordinate of the possible engagement
segment

X = ending X coordinate of the possible engagement
segment

Y. = ending Y coordinate nf the possible engagemert
segment

fl = {raction of possible engagement segment to start
of CFS

£y = fraction of possible engagement segment to end .
of CFS

Xip = beginning X coordinate of the CFS
Yip = beginning Y coordinate of the CFS
xie » ending X coordinate of the CFS

Yie ™ ending Y coordinate of the CFS
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(c) Processing Each Participating ADCU. More than one ADCU may
have been anticipated to be a participant on this CF5. If so, the ADCUs
are processed one at a time. This processing considers first those factors
common to all AD weapon types within an ADCU. These factors include AD sup-
pression conditions, the dispatching of escort aircraft to suppress this
ADCU, and the geometry of the CFS as viewed from this ADCU. Next, each
weapon-type anticipated to be a participant, from this ADCU, is processed to
determine its effects against the air unit.

1. AD Suppression Check. To determine whether the AD weapons
in this ADCU were suppressed during any part of this CFS, two sources of
suppression are considered. One source considered is escort aircraft. The
other source considered is TACAIR or ground-based artillery. The most recent
interval during which all AD weapons in the ADCU are assumed to be suppressed
is calculated for each of these two sources., The two intervals are compared
with the CFS to see if overlap occurs. If overlap does occur, the fraction
of the CFS overlapped is calculated for later use. If the CFS is totally
overlapped, the ADCU is considered not to be firing.

a. AD Suppression by TACAIR or Ground Artillery. To
establish the most recent interval for AD suppression by TACAIR or ground-
based artillery, the time of last assessment by the Area Fire Model is
obtained from the Unit Status File of the ADCU, This time is considered to
be the start of the suppression interval. Next, an input ADCU suppression
time duration is obtained from the suppression time tables (see Volume VI,
Chapter 12), for each of TACAIR and artillery, according o the unit type
(UTD), of the ADCU. These two input values are averaged and added to the
start of the suppression interval to yield the end of the suppression inter-
val for TACAIR or ground-based artillery.

b. AD Suppression by Escorts. Each time an escort pair
is dispatched, as described below, to suppress an ADCU, an input ADCU sup-
pression time duration is applied. This time duration is obtained from the
same suppression time tables referenced in the preceding subparagraph. 1In
the case of escorts, however, this suppression time duraticn is applied at
the time of escort dispatch, to generate a tiae at which escort suppression
of the ADCU will lapse, to, by the expression:

te = tp + tS + m (10-36)
where:
tp = time at which si-ppression will begin
tg = suppression time duration - input (suppression tables) (

tm = suppression mission duration - input for Jn-Flight Attrition

10-62 1




The timé at which suppression will begin, tp, is further defined as:

L|) = td + tr
where:

= time of of escort pair dispatch to suppress ADCU

t
o.
I

ot
"
U

response time of escorts to reach and attack
ADCU -~ input for In-flight Attrition

The times at which escort suppression will lapse, te, and start, tp, are
stored on the Unit Status File of the ADCU; therefore, when Section 3
seeks to check the most recent interval for escort suppression, these two
values are obtained f:om the ADCU Unit Status File.

¢. Joint Suppression. The combined suppression for
escorts and for TACAIR or ground-based artillery is formed through several
logic steps. The simplest case is where the suppression interval for TACAIR
or ground-based artillery overlaps the suppression interval for escorts.
In this case, a joint suppression interval can be formed, consisting of the
earliest of the two interval starts and the latest of the twc i..terval ends.
This joint interval is then rectified (truncated, if necessary) so that only
that portion which overlaps the CFS is considered further. The fraction, f,
of the CFS overlapped by the joint suppression interval is then calculated
by the expression:

I = (tge - tgp) / (tye = tip) (10-37)

where:

t

se rectified ending time of joint suppressicn interval

tgh = rectified beginning time of joint suppression interval

tje = ending time of CFS

[}

tip = beginning time of CFS

1f, however, the suppression interval for TACAIR or ground-based artillery
does not overlap the suppression interval for escorts,further logic steps
are necessary. Each interval is compared with the CFS to see if any overlap
occurs. If neither interval has d4ny overlap, the fraction, 7, is set to
zero. If one interval has overlap, but the other does not, the former
interval is rectified and used in the same way as in the simplest case to
calculate the overlap fraction, f. If both intervals have some overlap,
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each interval is independently rectified and its overlap fraction calculated
as described above. The two fractions are then summed to yield the joint
overlap fraction. The joint overlap fraction is used in the suppression

check, next paragraph, and also later in calculating the number of weapons
able to fire.

d. Suppression Check. 1If the joint suppression overlap
fraction is 1.0. no AD weapons in this ADCU are considered to fire during
this CFS; therefore, since the ADCU is not firing AD weapons, escorts will

not he dispatched to suppress it, and the ADCU is not processed further on
this CFS.

2. Decision to Dispatch Escorts. If the ADCU is firing,
several checks are made to determine whether a pair of escort aircraft should
be dispatched to suppress the ADCU.

a. Has Air Unit Passed Beyond Nc Request Point? If
at the beginning of the CFS the air unit has passed beyond the "no request
point," escorts are not dispatched. Whether the air unit has passed beyond
the "no request peint" is determined with the help of utility routine POINTLIN.
This routine is given the X, Y coordinates of the beginning and ending of
this possible epgagement segment of the flight path and the X, Y coordinates
of the ADCU. POINTLIN returns a value, T;, which represents the position of
the ADCU along the flight path relative to the beginning and rnding of the
segment. The value of T; returned is negative if the ADCU is off the begin-
ning. Between the beginning and ending of the segment, the value of T)
varies from zero to 1.0, representing the fractional position of the ADCU
along the segment. Beyond the ending, the value of T, increases in the pesi-
tive direction. The "no request point,' meanwhile, is based on the beginning
of CFS. For comparison with T;, a value, T,, representing the position of
the "no request point" is generated by the expression:

T2 = (tib - tmb - t) / (d/S) (10—38)
where:
tip = beginning time of the CFS
tmb = beginning time of the possible engagement segment
t = the length of time after passing the aDCU beyond
which escorts would not be sent back to suppress
it, from input data
d = the length of the possible engagement segument

s = speed of the air unit
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The two values are now compared, and if T2:>T1, the air unit is considered
beyond the "no request point," and escorts are not dispatchad.

b. 1Is ADCU Too Far Away From Flight Path? If the ADCU
is located at a distance from the flight path which exceeds the maximum dis-
tance which escorts are permitted to direct to attack plus any standoff dis-
tance of the escort munition to be employed, escorts are not dispatched to
suppress this ADCU. The distance from the ADCU perpendicular to the flight
path is another value returned by utility routine POINTLIN, just employed
as described in the preceding paragraph. The distance which escorts are
permitted to direct plus their munition standoff distance are combined in
a single input value, used in thiz comparison.

C. Are Escorts Available? 1If a pair of escorts does
not remain on hand, according to the Unit Status File of the air unit, escorts
are not dispatched. If escorts are dispatched, no adjustment is currently
made to the number available.

d. Dispatch of Escorts. 1If the three preceding questions
are all answered positively, a pair of escorts is considered dispatched to
suppress the firing ADCU. The suppressive effect of this attack by escorts
is recorded on the Unit Status File of the ADCU, as described in paragraph
3e(5)(c)1 b, above.

3. Geometry to Midpoint of CFS:

a. Midpoint of the CFS. The midpoint of the CFS is
established using the coordinates of the beginning and ending of rhe CFS
as calculated at the beginning of Section 3, The X and Y coordinates of the
midpoint are each calculated as one-half the sum of the corresponding begin
and end coordinate of the CFS. The Z coordinate of the midpoint is then
obtained for the X, Y coordinate by use of the utility routine ELEVATE.

b. Aspect Angles and Slant Range. Both the horizontal
and vertical angles from the ADCU to the air unit are calculated. The
horizontal aspect angle has its apex at the ADCU and is measured between
the point on the flight path nearest the ADCU (the crossover point) and the
air unit. The vertical aspect angle similarly has its apex at the ADCU and
is measured between the air umit and the X, Y plane containing the ADCU.

To calculate the horizontal aspect angle, the ground track (in the X, Y plane

of the ADCU) of the flight path is used. The horizontal distance, dp, from
the ADCU to the midpoint of the CFS is computed by the expression:

d = (X 2+ (x 2 10-39

m im = X3 (Yim - Yu) (10-39)
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where:
Xim = X coordinate of midpoint of CFS
Yim = Y coordinate of midpoint of CFS
X, = X coordinate of ADCU center
Y, = Y coordinate of ADCU center

The horizontal distance, d., from the ADCU to the cressover point is obtained
by use of the utility routine DISTPL, which is given the beginning and ending
X, Y coordinates of the CFS and the X, Y coordinates of the ADCU. The
horizontal aspect angle, H, is then:

H = sin"t (de/dp) (10~40)

where:

A,
i

¢ horizontal distance from ADCU to crossover
point, defined above

dp = horizontal distance from ADCU to air unit

point, defined above
To calculate the vertical angle, V, the Z coordinate of the ADCU is obtained,
through the utility routine ELEVATE, given the X,Y coordinates of the ADCU.

For use here and also in later steps, the slant range, ¥g, from the ADCU to
the midpoint of the CFS is calculated by the expression:

r, = 4 dp? + b2 (10-41)

: a5 defined above

where:

[2 N
=
[

=g
]

difference in Z coordinates of ADCU a-d
midpoint of CFS

The vertical aspect angle, V, is then:

V=sin 'l (h/rg) (10-42)
where:
h = as defined above
"s = slant range, as defined above
10-66
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¢. Angular Rates of Air Unit. The rates of change in
the horizontal and vertical angles from the ADCU to the air unit are

calculated four comparison with the slew rate or tracking rate capability of
AD weapons. The horizontal angular rate, Hr , is calculated by the expression:

By = s'cosine (H)/dj (10~43)
where:
s = gpeed of the air unit
dp = horizonta. distance from ADCU to midpoint of CFS
cogine(H) = \[a-sinef?ﬁy

The vertical angular rate, V¢ , is computed by the similar equation:

Vp = sesine(V)/rg (10-44)

where:

s = speed of ailr unit

rg = slant range

sine(v) = as defined above

d. Aircraft Direction. Also relative to the midpoint
of the CFS, a determination is made as to whether the aircraft are approaching
or leaving the ADCU. This determination is made with the help of routine
POINTLIN, which is given the X, Y coordinates of the midpoint and the ending
of the CFS and the X, Y coordinates of the ADCU. If the value of the variabl:
returned which relates the position of the ADCU to this line segment is
negative, the aircraft are leaving. Otherwise they are approaching.

e. Presented Area of Each Aircraft Type. For each type
of aircraft in the air unit, the area of one aircraft, as presented to the

ADCU, is calculated for the midpoint of the CFS. Input data provides the
face-perpendicular arcas of the front or rear, side, and bottom of each air~

craft type. The area, Ap, presented to the ADCU, from the midpoint, for a
given aircraft type, is calculated by the equation:

Ap = Ay -+ cosine(V) *+ sine(H) + Ay - cosine(V)

* cosine(H) + A3 * sine(V) (10-45)
10-67
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where:

= area of froant or rear

>
[y
|

Ay = area of side

area of bottom
sines and cosines of angles are as defined above
or derived therefrom

g
w
n

f. Fraction of ADCU in Line of Sight. To determine the
fraction of the ADCU (and its contained AD weapons) which have line of sight
to the air unit on this CFS, a method is used which should provide approximate
answers of the right magnitude. This method was developed for this model,
without benefit of empirical data, and should be considered an interim method.
To apply this method, the terrain cell containing the ADCU is identified,
and the corresponding values of tne terrain indices, roughness-vegetation,
and forestation, are obtained. The utility routine IOTERN is given the X,

Y coordinates of the ADCU to provide these values. Next, the vertical angle
from the ADCU to the air unit, defined above, is calculated in degrees by

the expression:
Vg = tan~! (sine(V)/cosine(V)) *+ 57.3 (10-46)

If the vertical angle, V3, is greater than 45 degrees, the fraction, fi,4,
of the ADCU in line of sight is calculated by the fcrmula:

f108 © 1.05 = 0.05 + RV (10-47)

where:

RV = roughness-vegetation index, with values ranging from
1-9 (see Chapter 2)

If the vertical angle is less than or equal to 45 degreces, the fraction in
line of sight is computed by the formula:

f105 = 0.55 + 0.05(1. + V4/5.) - 0.05° RV (10-48)

where:

RV

as defined above

= ag defined above

<
(=7
\
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Finally, in eilther case, if the terrain cell is forested (i.e., if the
forestation index value is greater than zero), one-half of the fraction

calculated above is taken for the fraction of the ADCU in line of sight to
the air unit.

{d) Processing Each Participating Weapon Type in the ADCU.
Within each ADCU which passes the foregoing tests, each AD weapon type anti-
cipated to be a participant on this CFS is processed tc determine its possible
effects against the air unit. This processing includes rec'iecking for weapons
on hand, checking the air unit angular rate against weapon slew rate, and
determining the fraciion cf the ADCU in range of the air unit, with subsequent
separate processing of missile weapons, as distingvished from gun weapons.

1. Check for Weapons on Hand. The number of weapons on
hand of this type is obtained from the current Unit Status File of the ADCU.

If no weapons remain, this weapon tyre is not considered further, and the
next weapon type is considered.

2. Slew Rates Check. If weapons ar. on hand, the angular
rates of the air unit are compared wit'. the maximum slew rates of the weapon
type, rrom the input data. If the rat- of change of either the horizontal
or vertical angle from the ADCU to the air nit, as calculated earlier,
exceeds the respective maximum slew rate o- che weapon, this weapon type is
not considered further.

3. Fraction of ADCU in Degraded Range. To determire the
fraction of the ADCU weapons of this type which are within range of the
wmidpoint of the CFS, the maximum effective range of the weapon, from input,
is adjusted for any degr.d .tion which may be causec by current weather-
visibility couditions, as expressed by the DIVWAG visibility index, whose
value varies from 1 to 9 (see Chapter 2). Input data for thc weapon provides
capability degradation percentages for five categories of weather-visibility
index, WV. ‘These categories are defined as Very Poor (WV = 1-2), Poor
(WY = 3-4), Intermediate (WV = 5-6), Fair (W = 7-8), and Good (WV = 9). The
respective degradatinn percentage, dg, is applied to the maximum effective ¢

ju

range, rp, of the wespon to obtain adjusted effective range, rz, by the
expression:

t, =ty v (Ldp) (10-49) ‘

The Z coordinate of the ADCU 1is obtained by function ELEVATE, which is given

the X, Y coordinates. The radius of the circle on whose circumference the

AD weapons are assumed to be uniformly distributed is calculated as one-half

the lesser of ADCU width or depth. The X,Y,Z coordinates of the ADCU and

the radius of weapon location in the ADCU is given to utility function CIRCLE,

together with the X, Y, Z coordinates of the midpoint of the CFS and the o
adjusted effective range of the weapon. CIRCLE returns the fraction of the :

weapon location circle which lies within a slant distance, r,, of the midpoint F
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of the CFS. If this fraction is zero, this weapon tvpe is not considered
further.

4. Mot Number of Weapons Intercepting. This processing
step combines 2 number of factors generated in prior steps with system
reliability and ECM degradation factors to yield the net number of weapons
intercepting on this CFS. This processing is based upon the gross number
of weapons of this type on hand in this ADCU at the time of the last inventory.
The model currently takes the last inventory at the end of the CFS, although
ideally the inventory should be taken at the beginning of the CFS and losses
during the segment prorated.. The various factors are applied to this gross
number to yield the net number, according to the equation:

Wy = Wy * al-fy) *© (-fg) f154°fr R (1-fe) (10-50)

where:
W, = net number of weapons intercepting
Wg = gross number of weapons on hand at last inventory

fq = fraction of weapons destroyed since last
inventory (currently set=0)

fg = fraction of weapons suppressed during the CFS
as definad in paragraph 3e(5)(c)lc, above

f1os = fraction of weapons in line of sight, as
defined in paragraph 3e(5)(c)3f, above

fyr = fraction of weapons in degraded range, as
defined in paragraph 3e(5)(d)3, above

R = system reliability facto~, from input

fo = ECM degradation percentage, from input

If tne net number of weapons intercepting is less than 0.5, this weapon
type is not considered further.

(e) Further Processing of Missile Weapons. If a missile weapon
type passes the foregoing tests, the probability of kill values, for a
single missile, are linearly interpolated from an input table for t%is
missile type, according to a calculated missile miss distance against a
single aircraft. The four categories cf kill, as deflined above, are con-
sidered. Each of the net number of weapon systems, as defined in the pre-
ceding paragraph, is assumed to fire one missile. Re{inement of this
assumption, through consideration of rate of fire limitations, may be added
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at a later date, The number of missiles fired is then multiplied by the
probability of kill values to yield losses. The assumption is made that
each missile is directed at a single aircraft, and that a relatively few

missiles are fired from this ADCU on this CFS. Missiles fired are subtracted
from the Unit Status File of the ADCU.

1. Calculation of Miss Distance. The model currently uses
as input an average missile guidance error for this weapon type. It is
assumed that errors in both dimensions are equal and independent; therefore,
the standard deviation of the error, fcr a Rayleigh distribution, is given
by the formala:

s = - (10-51)
z

where:

(/2]
i

one standard deviation

]

a average error

A distance is then selected from a normal distribution by the expression:

d=38" F(Rn) (10-52)

where:

w
L}

as defined above

=
]

n = @ random number between Q and 1.

o]
[

a function which returns the position on
the normal curve, in standard deviations,
corresponding to the cumulative area
represer.ted by the random number (utility
function FNORM).

The distance selected is then adjusted to miss distance by subtracting a
radius extracted from the presented area of the aircraft fired upon.

2. Adrcraft Losses. Based on the calculated miss distance,
probability of kill values for one missile against one aircreft are linearly
interpeclated from input for the type of aircraft attacked. The type attacked
is assumed to be the type having the largest presented area in the air unit.
Losses for each of the four kill type categories are, tentatively, the
product of interpolated probability of kill and number of missiles fired, as
defined above. Later integration of these values with gun effects limits
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these loss values to :he number of aircraft on hand of that type.

(f) Further Processing of Gun Weapons. iIf a gun weapon type
passes the tests up to this point, it is processed further to yield probability
of kill values and to combine these values with the values of other gun systems
in the form of cumulative or compound probabilities of survival of a single
aircraft to gun systems. This processing includes calculation of the number bf
rounds intercepting the air unit, the number of rounds per aircraft, the vul-
nerable areas of the aircraft at the aspect angles and projectile striking
velocity of the midpoint of the CFS, estimation of gun weapon errors and prob-
able hits, and finally the determination of probabilities of kill and compound
probabilities of survival for each of the four kill categories.

1. Number of Rounds Intercepiing Air Unit. The number of
rounds from this weapon type, in this ADCU, that will intercept the air unit
is based on the net number of weapons, defined above, and .the rate of fire and

possible reload delays that may occur on this CFS. F¥irst, an average rate: of
fire, without reload delay, is calculated by the formula:
R = b,/[—Dn__ | (10-53{
/o) o
where: ‘
R = average rate of fire, without reload deiay, for one weapon
b, = number of rounds per burst, from input .for thi; weapon t;pe |
by = burst rate of fire, rounds per unit'time, from input
bg = interburst délay time, from inpgt.

Next, the time required to exhaust magazine capacity at the above rate is
calculated by the expression:

tyag T C/R 3 ' " (10-54)
where: ‘ ! '
tmag = time to exhéust magazine capacity at rete R
C = capacity of magazine, in rounds, from inpu; ' 3
R = rate, as defined above.

The number of reloads required, N,,, is calculated by the equation:

Npe = tis/(tmag + tre) ' I (10*.55)
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tig = time lengthk of the CFS
tmag = time to exhaust magazine capacity, as defined above
tr.e = reload delay, from input

Firing time at average rate without reloads, tg,, is calculated by the
expression:

tfa = tis = Nre'tre (10-56)
where:

tig = as defined above
Nre = number of reloads required, as defined above

The number of rounds, N, inlercepting the air unit is then calculated by the
equation:

N = R'tfa°wn (10-57)
where:

R

average rate of fire without reload, as defined above
tra = firing time at average rate without reload, as defined above

W

]

a = net number of weapons intercepting

The number of rounds, N, is then limited to the number of rcunds of ammunition
on hand of this type in this ADCU, as obtained from the ADCU Unit Status File.
This same number of rounds is also subtracted from the Unit Status File to
represent ammunition expenditures,

2. Number of Rounds Per Aircraft. For guns, it is assumed
that the rounds intercepting are equally distributed over the number of air-
craft of all types in the air unit at the stavt of the CFS. The number of
rounds intercepting pev aircraft, N, is then:

N; = N/A (10-58)
where:

N = number of rounds intercepting air unit, as defined above

A = number of aircraft of all types in the air unit.
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3. Vulnerable Areas of Aircraft. Aircraft vulnerable area
data are basic input for calculation of gun weapon type probabilities of kill.
Currently, Section 3 uses as input the same average vulnerable area data as
used by the ENRATA portion of the Air Ground Engapement Model. These data
comprise a single vulnerable area value for each of four kill categories,
within each weapon type-aircraft type combination. Since the values for the
four kill categories are embedded one within another in a cumulative fashior,
the individual values must be extracted before use in Section 3. These data
are averages, assuming an average aspect angle and an average slant range.
Section 3 is designed, however, to utilize, at some later date, detailed
vulnerable area data tables. Such tables contain data for seven striking
velocities and for each of the faces of the aircraft (front, rear, top, bottom,
and side). To interpolate vulnerable area data from such tables, at some later
date, striking velocity against a stationary target, Vg, is calculated by the

formula:
Vst 7 Va/ (1.+fd»cf)2 (10-59)
where:
Vp = muzzle velocity of the weapon, from input
fq = ballistic drag coefficient, from input

tg = time of flight of projectile, calculated as described in Section 2

Striking velocity against the moving target, V., is then derived from the
stationary sitvation by the folmula:

Vmt = Vgt + fesine(H):consine(V)-s (10-60)
where:
Vge = as defined above
f = either minus 1 or plus 1, depending on air:raft direction
H = horizontal aspect angle, as defined abcve
V = vertical aspect angle, as defined above

At some later date, interpolated vulnerable areas of each face can be con-
soiidated into one area, using the expression:

A = Ayg‘cosine(V)-sine(H)+A,,* cosine(V) sine(H)

. (10-61)
+Ayg* cosine (V) - cosine (H)+A,y - sine (V)
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where:
Ayf = front vulnerable area (zero if aircraft leaving)
A,, = rear vulnerahbie area (zero if aircraft approaching)
A, = side vulnerable area

Avb = hottom vulnerable area

4. Weapon Error. Four separate sets of equations, from the
AMHI study, are used to approximate the weapon error associated with four types
of gun system. These four types of system are, (1) visually sighted 12,7mm
or .50 cal mg, (2) optically directed 14,5mm, 23um, snd 57mm systems, (3)
range-only radar systems, and (4) full-solution radar systems. These equations
account for aiming errors and ballistic dispersion errors. Parameters used by
these equations include 3iant range, as defined above, aircraft speed, target
angular rate, and projectile time of flight, as defined abowe Target angular
rate is taken here to be the maximum of the horizontal or vertical rates, as
defined above. An item in the weapon input data designates which equation set
is used. The result cf these equations is a standard deviation in square
meters. On an experimental tasis another equation, from the ADAFSS study, is
used to approximate target maneuver error. This equation uses aircraft speed,
projectile time of flight, and a data input representing an average evasive
maneuver turn acceleration rate. This equation also yields & standard devia-
tion in square meters. Total error stardard deviation used for hit calcula~
tions, is then the square root of the sum of the squares of the components in
square meters. The AMHI equations used can be found on pages F-19, F-20, F-21,
and F-46, Annex F, of the USACDC study, Airmobility in the Mid/High-Intensity
Environment (AMHI)(U), January 1971. The ADAFSS equation can be found on

page 4, and addendum, to Attachment IV of an ICAS(CDC) compilation (ICAS301-71)
titled Documents Relaced to Army Direct Aerial Fire Support System (ADAFSS).

5. Probability of Hit. The probability of hit by one round
from the gun weapor type is calculated by the equation:

- .E2
Ph1 = l.-e Al/ 2r (10-62)

where:

Ph1 = the probability or hit by one round against this .rcraft type
Ap = presented area of this aircraft type, as defined above

E

total weapou error, in square meters

The probability of hit is calc.lated against each type of aircraft in the
air unit.
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6. Probability of Kill, Probability cf kill by one round
from the weapon type is calculated by the expression:

Ay
P = P of — (10"‘63)
kl hl (Ap)
where:
Pyy = probability of kill, this kill category, this aircraft type, by
one round
Pp,; = probability of hit, as defined above.

Ay

vulnerable area of this aircraft type to this weapon, as defined
above

presented area of this aircraft type, as detined above.

Ap

The probability of kill by the number of rounds per aircraft is evaluzted
by the expression:

Pyna = 1.-(1.—Pk1)Na (10-64)
where:
Pypna = probability of kill, this kill category, this aircraft type, by
number of rounds per aircraft
Pyy = probability of kill by one round, as defined abov.
N, = number of rounds per aircraft, as defined ~bove

7. Compound Probability of Survival. The probabilities of '
survival are compounded, fcr each gun weapon type intercepting, as each gun
weapon type is processed. These compound probabilities of survival, for each
kill category and each aircraft type in the air unit, are for use in the final
loss calculations. The compound probabilities of survival, starting with a
value of 1.0, are calculated by the expression: ¢

Pgp = Pgp’ (1.-Pgna) (10-65)
where:
Psp = compound probability of survival, this aircraft type, this kill f
category, to date
Prna = probability of kill, as defined above.

B o

(g) Final Loss Calculations. Final loss calculations combine
missile effects and gun effects. Aircraft losses to missiles, as described

|
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in Paragraph 3e(5)(e)2 above, and limited to the number of aircraft on hand

of the type attacked, are subtracted from the aircrait on hand in the air
unit, before gun lcsses are calculated. Losses to guns are then computed by
applying the probabilities of survival, compounded over all intercepting gun
weapon types, to the remaining aircraft of each type. Gun losses are computed
by the equation:

L= A'(l.-Psp) (10-66)
where:

A = number of aircraft remaining on hand of this type, after prior
kill suctraction

PSp = compound probability of survival, this aircraft type, this kill
category, as defined above

Troop and cargo losses are subtracted from the air unit in proportion to
A and B kills.
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CHAPTER 11

NUCLEAR ASSESSMENT MODEL

1. MILITARY ACTIVITY REPRESENTED:

a. The Nuclear Assessment Model assesges the effe:ts of tactical nuclear
weapons against personnel, materiel, and barriers and facilities. The magni-
tude of the energy released in a nucleai explosion exceeds enormously the
energy released In a nonnuclear explosion. Transfer of energy from the weapon

to the surrounding media begins with the actual nuclear explosion and is
exhibited as three distinct effects:

(1) Blast. Mechnical shock effects are pcoduced by a high-pressure
impulse or wave as it travels outward from the burst.

(2) Thermal Radiation. Heating effects result as objects in the
surrounding area absorb thermal energy released by the burst.

(3) Nuclear Radiation. Ionizing effects are produced when nuclear
radiation enitted by the burst is absorbed.

b. Two specific types of infermation pertaining to the military use of
nuclear weapons have been developed through weapon tests.

(1) The thermal, blast, or nuclear radiation levels required to

cause a particular degree of damage to a materiel or a persoanel target
element,

(2) The distance to which the required levels will extend from a
given weapon.

¢. Although the Nuclear Assessment Model does not explicitly consider
the discrete weapon effects, the use of test data provides for a reliable
assessment of the combined effects of thermal, blast, and nuclear radiation
within the validity factors associated with the data.

d. The actual delivery of tactical nuclear weapons requires targeting,
scheduling, and laydown of weapons that cannot be simulated by the current
DIVWAG Model as an automatic feature in the same manner _aat nonnuclear fires
are simulated. In tactical nuclear warfare, a potential nuclear target is
analyzed for its composition; a desired level of damage is derived; a yileld,
height of burst, and ground zero for the nuclear weapon to produce the desired
level of damage is determined; a delivery system i3 selected; troop safety
limits are checked; and the wespon is scheduled and {ired. Once the weapon is
fired, the actual ground zero, yield, and height of burst are calculated, and
the effects of the weapons on military targets arz assessed. The Nuclear
Assessment Model simulates only the latter activities.
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e. In the play of a war game simulating high intensity conflict and
utilizing the DIVWAG Model, the military gamer must array forces on the
battlefield according to appropriate doctrine for tacrical nuclear warfare
and must perform the necessary nuclear weapon targeting. Nuclear fires may
then be integrated with the conventional war simulation to achieve the objec-
tives of the game. In ovder to ensure optimum efficiency in using the DIVWAG
Model for play of tactical nuclear games, the game periods should be short
compared to periods simulating the employment of conventional munitions,
Without such relatively short periods, a simulation of the less dense, more
porous, and highly mobile tactical nuclear battlefield may produce distorted
and non-credible results.

2. MODEL DESIGN:

a. Model Structure. The Nuclear Assessment Model processes a nuclear
fire event by independently considering the weapon effect against units,
obstacles, facilities, and sensors within appropriate distances from ground
zero. The assessment methodology is resvlved into the following five phases:
location of ground zero, assessment of units (personnel and equipment,
including sensors), assessment of barriers and facilities, creation of an
induced radiation hazard area, and scheduling of radiation assessment. The
flow through the Nuclear Assessment Model is depicted in Figure 11-1.

(1) Location of Ground Zero:

(a) Requirements for a nuclear fire event include the specifi-
cation of the x and y coordinates of the desired ground zero, the location of
the fire unit, the delivery system to be employed, the desired warhead, the
type of fuze desired, and the desired height of burst.

(b) Associated with each delivery system and fuze type is a
tasle of expected delivery errors as a function of weapon-target range. From
the range and deflection standard deviations the range and defiection errors
are calculated using two normally distributed random numbers. The probable
error in height of burst is used to determine the actual height of burst,
again making use of a random number from a normal distribution. The round
velocity is then used to make a further adjustmen* in the range error of the
round. Range and deflection errors are resolved into X aund y components to
determine the actual ground coordinates under the burst. If a round impacts
(actual height of burst goes to zero or negative) and the fuze does not pro-
vide for a detonation upon impact, the round is considered a dud.

(2) Assessment of Units:

(a) Combined effects damage radii corresponding to the actual
height of burst are determined by interpolating among input height of burst
values. The largest radius, centered at ground zero, determines the area of
search for units to be assessed. If any portion of a unit ie witnin this
area it is assessed based upon the force composition. The following target
categories are assessed using appropriate damage radii.
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1. Exposed personnel, prompt casualties.

2. Personnel in open fc "holes, prompt casualties.
3. Personnel in earth -helters, prompt casualties.
4. Personnel in APCs, prompt casualties.

5. Personnel in tanks, prompt casualties.

6. Atrcraft in flight (up to four types).

7. Equipment on the ground (up to ix types).

(b) Equipment of each type to be assessed has its item code
linked to one of the damage radii. For each equipment type the appropriate
damage circle is centered at ground zero and the overlap area of the circle
with each band of the unit being assessed is determined. All equipment of
each type linked to the damage radius which is contained in the area of over-
lap between the uniformly distributed band and the circle is considered
damaged. Personnel losses are accumulated by considering the casualties
per equipment item summed over all equipment lossc. +f each type.

(c) Personnel protected by tanks, APCs, and other equipment
items affording similar protection are assessed for prompt radiation when the
equipment items are located outside the blast damage circle but inside the
radiation damage circle for protected personnel (tanks and APCs). Prompt
radiation damage circles, centered at actual ground zero, are overlayed on
the unit being assessed; and casualties per equipment item are assessed for
those equipment items located in the areas described. These casualties are
added to the blast casualty total. 1his technique of assessment may leave
some items of equipment unmanned. These items are identified as unmanned in
a printout and are treated as equipment losses.

(d) Casualties are next assessed to unit personnel not protected
by equipment. This category obvicusly includes all remairing personnel in
the unit, which sre assumed to be distributed among vulnerability postures
based upon unit activity and a warned or unwarned condition. For the STAY
activity the distribution of personnel among postures is additionally assumed
to be a function of the time spent in that activity. The following postures
are considered by the model.

. Exposed ~ personnel in the open
. Protected - personnel in open foxholes
. Protected -~ personnel in covered earth shelters.

Personnel in each posture are assessed by overlaying the appropriate damage

circle on each band of the unit., Casualties withirn each overlap area are
added to the previous personnel casualty total.
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(3) Assessment of Barriers and Facilities:

(a) As many as ten different damage radii are available for
barrier/facility assessment, where the barrier/facility mnemonic identifies
the appropriate radius tc be used. Damage radii are determined by consider~
ing the actual height of burst and interpolating among input values. The
largest of these radii defines the barrier/facility circle of search. Each
barrier/facility within the circle of search, centered at ground zero, is
included in the asseussment.

(b) Each bridge within the barrier/facility circie of search
is assessed by determining the fraction of the bridge within the appropriate
damage circle centered at ground zero. If more than one half the bridge is
contained in the circle it is considered damaged; otherwise, the bridge is
considered not damaged. The barrier file is updated to reflect the assessment
when damage occurs.

(c) Jungles, forests, undergrowth, towns, and minefields, when
assessed, result in new types of barriers/facilities. If more than one half
a jungle, forest,or undergrowth is contained in thc damage circle correspond-
ing to forest fires or tree blowdown it is changed to a forest fire or tree
blowdown, respectively. If it is contained in both circles cof damage, tnat
circie which contains more than the other dominates in the assessment. 1If
both circles contain the same portion, a random number determines the result.

(d) 1In general, a fixed percentage of mines is detonated in that
portion of a minefield covered by the appropriate circle of damage. Assess-
ment of a minefield results in a new minefield with a reduced mine density.

(e) Towns may be reduced to rubble or burned, but the Nuclear
Assessment Model does not distinguish between these outcomes. If more than
one half the town is contained in the single damage circle corresponding to
towns, it is considered damaged. Casualties are not accounted for by the
model as a function of damage to the town.

{(4) Creation of an Induced Radiation Hazard Area:

(a) As a function of the soil type, an induced radiation hazard
area is defined as being centered at ground zero and extending to a distance
at which the radiation 1 hour after burst is 2 rad/hr. This barrier is
placed on the barrier/facility file with other information required in a
decision to breach.

(b) The radiation barrier record indicates the ground zero
coordinates, the radius corresponding to the 2 rad/hr radiation rate, the
time of the blast, and two inner radii corresponding to moderate and emergency
radiation levels which are expected to exist 1 hour after the blast. The
criteria used in defining the inner radii are the following:
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1. The moderate risk radius is the radius at which the dose
rate expected 1 hour after burst is 20 rad/hr.

2. The emergency .isk radius is the radius at which the
dose rate expected 1 hour after burst is 50 rad/hr.

(5) Radiation Assessment Scheduling:

(a) Radiation assessment scheduling is a continuous process for
those units receiving a radiation dose which is initialized with their first
exposure. The first exposure may be one of two types:

1. If any portion of a unit is contained in any of the
circles of damage corresponding to delayed personnel casualties, that unit is
scheduled for a future assessment due to the delayed effects of incident
radiation. The number of personnel to be assessed is determined for each
posture as is done in the unit assessment, and the assessment time is deter-
mined by a uniform random number between 1 and 4 hours from the time of blast.
The following damage radii are considered:

a. Exposed personnel, delayed casualties.

|o*

Personnel in open foxholes, delayed casualties.

o

Persomnel in earth shelters, delayed casualties.
d. Personnel in APCs, delayed casualties.
e. Personnel in tanks, delayed casualties.

2. If any portion of a unit lies within the circle defined
by the 2 rad/hr radius of induced radiation, that unit is scheduled for a
future assessment due to the effects of induced radiation. Such units may be
within the circle due to their movement into the region or due to their
failure to move out of the region following the blast. The assessment ise
scheduled for the time the unit is to leave the area or for 1 hour from the
time of the last assessment, whichever occurs first. .

(b) At the appropriate time the unit is assessed in one of two
ways:

1. Personnel casualties and suppressions caiculated at the
time of blast are subtracted from the Unit Status File. A subsequent event
for each unit is scheduled in order to return suppressed personnel to active
status. The time of the subsequent event is determined by selecting a uniform
random number between limiting times outlined in FM 101-31-1 (Reference 1).
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2. Unite in induced radiation areas are allowed to
accumulate radiation doses. Every hour, or when the unit leaves the area,
the three radiation circles defined on the barrier file are overlayed on the
unit to determine the percentage of personnel receiving each of the dose
levels. As soon as any portion of a unit accumulates a total dose in excess
of 50 rads, that unit is scheduled a future assessment, at which time the
appropriate number of personnel will be suppressed or subtracted from the
Unit Status File. Numbers of suppressions, casualties, and the assessment
time are again determined by selecting random numbers between limiting values
outlined in FM 101-31-~1.

b. DIVWAG Model Interface:
(1) DSsL:

(a) A nuclear fire event is initiated with a DSL FIRE order
of the following forms:

STAY UNTIL 010530.

FIRE ON 0139000~0242000

IMPACT RADIUS 290 MUNITTON TYPE NZK3
NUMBER OF ROUNDS 1

HEIGHT OF BURST 3.

or:

STAY UNTIL 010530.

FIRE ON 01390( 3~0242000

IMPACT RADIUS 10 MUNITION TYPE DXY2
NUMBER OF ROUNDS 1.

(b) The first DSL FIRE order is interpreted as follows:

1. At the time of the FIRE oxder (e.g., 010530) the round
is in State of Readiress I (i.e., maximum readiness). The model will add

appropriate delay time and flight time to determine when the round actually
reaches ground zero.

2. The coordinates of desired ground zero (DGZ) are
specified after FIRE ON (e.g., 0139000-0242000).

3. The desired height of burst for only those weapons which
allow such a specification is entered in meters after IMPACT RADIUS (e.g., 200).

I1f the ‘veapon's fuze aliows only preset height of burst options, the IMPACT
RADIUS entry is ignored.
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4. Following MUNITION TYPE are four characters:

a. The first character must he N, which identifies the
munition type as nuclear.

b. The second character identifies the munition-wezapon
system to be employed.

c. The third character specifies the fuze option.
d. The fourth character specifies the yield option.

3. The NUMBER OF VOLLEYS modifier is not allowed in a
nuclear FIRE order. The number following NUMBER CF ROUNDS must be 1.

6. HEIGHT OF BURST is an optional modifier which must be
included ir a FIRE order when the munition fuze allows only preset height
of burst options, The modifier is not required when the fuze allows specifi-
cation of the desired height of burst following IMPACT RADIUS. The number
following HEIGHT OF BURST must be exactly as defined for the specific
munition type in the data preparation.

(c) The second DSL FIRE order is used for atomic demolition
munitions (ADM). It is interpreted as follows:

1. At the time of the FIRE order (e.g., 010530) the round
is in State of Readiness I. The model will add the appropriate delay time.

2. The coordinates of actual ground zero (AGZ) are specified
after FIRE ON (e.g., 0139C00-0242000).

3. The actual depth of burst is entered as a positive
number after IMPACT RADIUS (e.g., 10, indicating that the weapon is buried
at a depth of 10 meters).

4. Following MUNITION TYPE are four characters:

a. The character D identifies the munition type as ADM.

b. The second character identifies the munition to be
employed.

c. The third character specifies the fuze optiomn.
d. The fourth character specifies the yield option.
5. The number following NUMBER OF ROUNDS must be 1.

6. The optional HEIGHT OF BURST modifier carnot be used.
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(2) Engineer Model:

(a) A part of the execution of the nuclear FIRE order is to
request a search of the appropriate area for a list of obstacles/facilities
to be assessed. The Engineer Model returns an array of storage locations
of such obstacle/facility records.

(b) Each record is examined individually to determine if the
corresponding obstacle/facility is affected by the nuclear weapon's effects.
If the obstacle/facility is destroyed the appropriate word in the record is
changed to reflect the destruction, and the record is replaced. If the
obstacle/facility is changed (e.g., tree blowdown) the appropriate word in
the record is changed to reflect the destruction of the original obstacle/
facility and a new record is created to establish the exi«.tence of a new
obstacle. If au obstacle is created (e.g., induced radiation area) a new
record is created to establish its existence and provided to the obstacle/
facility file.

(3) Ground Combat Model. A nuclear fire event is scheanled such
that ground combat is interrupted. The weapon is fired as scheduled, cas-
ualties are assessed, and ground combat continues.

(4) Intelligence and Control Model. During the search for units
to assess, a search is also made for sensor locations. Each sensor is
asgessed by using the equipment damage radius associated with the item code
index.

(5) Movement Model:

(a) 1If during a MOVE event a unit encounters an induced
radiation barrier a decision must be made as to whether the uait should
attempt to cross. Parame:ters available to aid in such a determination are
the following:

1. Actual ground zer».
2. Time of last barrior decay update.

3. Three dosage rate radii which will exist 1 hour following
the last barrier decay update:

a. 2 rad/hr.
b. 20 rad/hr.

¢+ 50 rad/hr.

&
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4. Unit radiation history record.

5. Unit safety level.
(b) The unit safety level is a new parameter to be carried on
the Unit Status File. There are three allowable levels of troop safety.

1. Negligible. Personnel in a unit with a negligible risk
level should not attempt to enter a radiation hazard area if the duration
of their activities in the area will result in a total dose greater than
50 rads. Such troops are completely safe from militarily significant effects.

Negligible risk should not be exceeded unless significant advantage will be
gained.

2. Moderate. A moderate risk from exposure to nuclear
radiation occurs either when an individual or a unit has a significant
radiation exposure history, but has not yet shown signs of radiation sickness,
or when a contemplated single dose is sufficiently high that exposure, in
conjunction with previous exposures, would constitute a significant radiation
exposure history. Personnel in a unit with a moderate risk level should not
attempt to enter a radiation hazard area if the duration of their activities
in the area will result in a total dose greater than 200 rads- A moderate

risk should not be exceeded if troops are expected to operate at full
efficiency after exposure.

3. Emergency. For emergency risk cond.tions the anticipated
effect on troops may be a few casualties; however, casualties shculd never
be extensive enough to neutralize a unit. An emergency risk from exposure
to nuclear radiation occurs when a planned single dose, in conjunction with
previous cxposures, would exceed or approach the threshold for combat ineffec-
tiveness. Personnel in a unit with an emergency risk level should not attempt
to enter a radiation hazard area if the duration of their activities in the
area will result in a total dose greater than 500 rads. An emergency risk
should be accepted only when absolutely necessary.

(c) A decision as to action to occur as a result of the encounter
ie simulated in the Movement Model.

3. SUBMODEL SPECIFICATIONS:

a. Ceneral. The five phases of the assessment methodology discussed
in Model Design are treated by four major submodels within the Nuclear
Assessment Model. Barrier/facility assessment and creation of induced radi-
ation hazard areas are combined into a single submodel. Each of the other
phases is treated by a distinct submodel.
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b. Location of Ground Zero:

(1) General. 1In conventilonal artillery fires, weapon effects are
obtained by firing mary rounds and allowing the inherent delivery errors to
place the rounds randomly throughout the “arget area. In nuclear fires,
weapon effects are dependent on tne delivery errors of a single round.
Figure 11-2 illusirates the importance in nuclear fires of considering
elliptical dilspersion patterns as well as the fire unit's location relative
to the target unic in assessing damage to a rectangular area., Depicted in
this figure is the damage resulting from a .letonation at the extreme edge of
the dispersion pattern for identical weapcn systems attacking a target from
different directions. In (a) the fire unit is located such that the largest
component of the weapnn system's aiming error is parallel to the smallest
dimension ot the target unit. In (b) tlhe {ire unit is located such that the
largest component of the weapon system's aiming error is parallel to the

largest dimension of the target unit. The resulting damage differs for these
cagses by a factor of about 4.

(2) Horizontal Dispersion. Assuming an elliptical dispersion
pattern, a ceonditional actual ground zero is calculated using the range and

deflection standard deviations, the coordinates of desired ground zero, and
the weapon and target locations.

(a) The range and deflection errors are determined by generating
a normal deviate from a ' .iform deviate using the Hasting's approximation
of Equation 11-1:

2\
X = a {,; - 2.515517 + 0.8028537 + 0.0103287 )} (11-1)
1 + 1.4327887 + 0.1892697° + 0.001308%°

where:

X is the ncrmal deviate and 7 is given by Equation 11-2:

7 = fln (1 / (0.5 - 9)?) (11-2)

In Equation 11-2 q is a uniform random number hetween zero and one. The
variable a in Equation 11-1 takes on the sign of (0.5 - q).

(b) Two uniform random numbers are used to generate two normal
deviates, X, and X4, corresponding to range and deflection. The errors in
range and deflection, Ar aand Ad, are found from Equation 11-3:
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Figure 11-2. Effect of Ell_ptical Dispersion Pattern on Damage Assessment
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At = o, Xy (11-3a)

where ¢, and o4 are the range and deflection standard deviations associated
with the weapon system.

(3) Vertical Dispersion. Using the desired height of burst, Hp,
and the height of bursc standard deviation, ¢y, the actual height of burst
H 18 caiculated using Lquation 11-4:

H = Ho+"HXH (11-4)

where Xy is ancther solution of Equation 11-1 using a new random number.

(4) Range Error Modificaticn. The horizontal delivery errors of
Equation 11-3 are conditicnal on the error associated with the height of
burst. Figure 11-3 depicts this dependence, which is limited to range. In
this figure R' represecats the detonation range, which includes the error
Ar of Equation 11-3a. Hy and H represent the desired and actual heights of
burst, and 4 is the angle of the incoming round. R is the actual detonation
range and is related to R' by Equation 11-5:

R = R'"+8r = R --E;:lﬂi (11-5)
tanég

(5) Determination of Actual Ground Zero. The total range error,
AR, is found by summing Ar from Equation 1ll-3a and §r defined by Equation

11-5. Actual ground zero is resolved into x and y coordinates using Equation
11-6:

AR(x, ~ x') - ad(y, - ¥")
X = X + ) (11-62)

AR(y, - vy + Ad(x, - x")
y = yo + D (1.1"0b)
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where x,, y,, and x', y' are the coordinates of desired ground zero and

the fire ungt, respectively, and D is the horizontal distance from the fire
unit to desired ground zero. Ad is defined in Equation 1i-3b, and x, y are
the cedrdinates of actual ground zero,

(6) Damage kadius Determination. After the actual height of burst,
H, is determined by Ecuation 1l1-4 the damage radii are calculated before
initiating the assessment process. Damage radii are input in % :.e form of a
radius of damage againsc each equiment type, each personnel posrure, and each
barrier/facility type fo: each desired yield at each of four heights of
burst. The Nuclear Assessment Model assumes the nuclear weapon will function
at the rated yield. The actual height of burst is then compared with the
four input heights of burst fcv the specified yield for each damzge category.
If the actual height of burst falls within the range of input values a
simple linear interpolation is use1 to determine the damage radius against
each target category. If the actual height of burst falls outside the
range of input values a linear extrapolation is used to detsrmine the damage
radius against each target category. If the actual height of burst is less
than or equal to zero a check is made to see if the fuze specification allows
for an impact detonatica. If it does not the round is concidered a dud, and
there is no assessment.

c. Assessment of Units:

(1) General. The configuration of units and distributicn of
equipment and personnel within the unit bands, the distribution of protected
and unprotected personnel, and the distribution of unprotected personnel
among various postures are discussed in Chapter 5. The concept of all dis-
tribu ‘ions presented therein applies to the Nuclear Assessment Model, although
the numerical distribtnions may be different. The warned condition within
the Nuclear Assessment Model implies receipt of a nuclear strike warning
(STRIKWARN) message. The three postures for unprotected personnel are slightly
different for the Nuclear Assessment Model as discussed in Paragraph 2, and
data are required for both a nuclear environment and a nonnuclear environment.
The nuclear environment is assumed to commence immediately following the
initial employment of nuclear weapons.

(2) Determination of Area in Common between & Circle and Each Unit
Band. The calculation of area in common between rectangular unit bands and
circular damage areas is fundamental to the calculation of number of losses.
The general methodology outlined here is applied for each unit-oriented damage
radius against each band of every friendly and enemy unit, which is covered
entirely or partially ty the largest such damage pattern. The coordinates
of the four corners of a band of a unit as presented in Equations 5-13, the
coordinates of actual ground zero, and the radius of damage are required for
a solution, which can be divided into five major cases with various subcases.
Each of the possible cases will be shown in general figures. Figure 11-4
shows the various parts of a circle used in the following discussion. For
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convenience a segment is denoted by the notation usually reserved for the

mlnor arc which bounds it; i.e., 'the segment shown in Figure 11-4 would be

deroted by AB. Notice that the sector CDE can be decomposed into two areas, ‘
CDE and DE. _7his allows the area of the segment to be calculated as 'area

of segment, CD = {area of sector CDE'} - {area of triangle CDE{. 1In the

following equations A(*) is used to mean area of ¢).

. © /-SEQMENT ' L
' ! . . . ) . !
AL .

SECTOR s '

Figure 11-4. 'Various Parts of a Circle ‘

i 1 '
i
I s

(a) Case I. One of the rectangle's vertices inside the circle.
Figure 11-5 shows the two subcases of Case I.

1. Case Ia, area in common is given by the formula:

\
vy

AREACOM = A(AVyB) + A(AB).

!
]

2. Case Ib, area in common is given by the formula:

AREACOM = A(Vg‘zvsva) + A(AB) + A(CD) - A(AYAB) - A(CDV2V3).
v3

K , V3
\e |

v2 V2 ‘
‘ |
Case Ia Case Ib l Coo " 3 1

Figure 11-5. Geometry of ‘Subcases Ia and Ib .
' ' ' {
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(b) Case . Two of the rectangle's vertices inside the
circle, Figute 11-6 shows the two subcasces of Case Ll.

l. Case Tla. The area in common is calculated by the
Formulac

ARLACOM = A(VqV,V3V,) + A(AB) + A(CD) - A(AV,B) - A(CV4D).

2. Case Ilb. The area in common is calculated by the
formuias

-2 C‘\\
A )
vi v
v2
®

e

Case Ila

Case IIb

Figure 11-6. Geometry of Subcases Ila and I1Ib

{¢c) Case T11. Three of the rectangle's vertices inside the
cle. Figure 11-7 shows the geometry of Case 111. The area in common is

abvatated by the formula:

AREACOM = A(V,V,V4V,) + A(AB) - A(AV,B).

v4 v3

. o /

Figure 11-7. Geometry of Case IIL
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(d) Case IV. All four of the rectangle's vertices inside the

circle. ligure 11-8 shows the grometry ot Case IV. The arca in common is
given by the formula:

AREACOM = A(V1V2V3V4)

Figure 11-8. Geometry of Case IV

(e) Case V. None of the rectangle's vertices inside the circle.
Figure 11-9 shows the geometry of the various subcases of Case V.

1. Case Va. The area in common is calculated by the formula:

AREACOM = A(AB)

2. Case Vb, Thc area in common is calculated by the formula:
AREACOM = A(circie) - A(AB)
3. Case Vc. The area in common is calculated by the formula:
AREACOM = A(circle) - A(AB) - A(CD)
4. Case Vd. The area in common is calculated by the formula:

AREACOM = A(AB) - A(CD) 1
11-24 d
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Case Va

A [
[
vi v2
Case Vd
b
v4 v3
c
®
U4 4
vi v2
Case Vf
ﬂ’ Figure 11-9.
]
L
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Case Vb

Case Vc

Case Ve
v4 v3
v v2
Case Vg
Geometry of Casec V
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Case Ve. The area in common is calculated by the formula:

AREACOM = A(circle) - A(AB) - A(CD) - A(EF)

ton

AREACOM

[~
.

Case Vf., The area in common is calculated by the formula:

]

A(circle) - A(AB) - A(CD) - A(EF) - A(GH)
Case Vg. The area in common is calculated by the formula:

AREACOM = A(circle)

(3) Determination of Equipment Losses. Each equipment type item
code which is to be included in the assessment 1s linked to one of the six
available damage radii provided for assessment of primary equipment items.
Each Red and Blue unit found to be in the damage area ccrrasponding to the
largest damage radius is assessed. The assessment involves determining the
area in common between each damage radius and each band of the unit.

(a)

where:

(1)
CAS®/

Ni -

1
AREACOM,

A

3
3

3

Initial Primary Equipment. For each of the six damage
radii (four damage radii, if the unit is in flight) a check is made to see
if the unit has at least one equipment item which is to be assessed using
the radius. Only those radii which qualify are considered. Primary
equipment losses are then calculated using Equation 11-7:

cas{{/ = 3N £y AREACOM,, /Ay (11-7)

equipment losses of type i
equipment on hand of type i
percent of equipment type i in band }

area in common between the damage radius against
equipment type i and band j

area of the jth band.

The sum in Equa..on 11-7 is over all bands in the unit.
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(b) Additional Primary Equipment. Each equipment item identified
as a tank or an APC or as an item which provides similar protection may also
be included in an additional assessment. If the damage radius corresponding
to prompt casualties for personnel ir the equipment item is larger than the
damage radius against the equipment item itself an additional assessment is
made. The number of primary equipment items left unmanned as a result of
the nuclear fire is calculated by Equation 11-8:

cas® = % Ny £4; AREACOM, /A, (11-8)

where:

CAS(i) = equipment of type i left unmanned

AREACOM;j = area in common between the damage radius against
personnel in equipment type 1 and band j.

(c) Total Prlimary Equipment. The equipment losses calculated
by Equation 11-8 differ from those calculated by Equation il-7 in that the
equipment is not actually destroyed. Such equipment, however, has been
subjected to intense radiation and cannot be considered usable for an extended
period of time; therefore, it is considered an equipment casualty. The Nuclear
Assessment Model defines the total equipment losses of type 1, CASj, as all
equipment of type i which is destroyed or not usable by Equation 11-9:

cAs, = CAS(i) + CAS(?) (11-9)

The value of CAS(Q) as well as the location of such equipment is provided
in the Period Processor output with future retrieval left to gamer discretionm.

(d) Secondary Equipment. Once the primary items have been
assessed, the secondary losses are computed from the secondary equipment
tables using Equation 11-10:

<

where:
CASk = losses of secondary equipment item k

CASi = losses of primary equipwent item i1
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number of secondary items k authorized to primary
item 1

Ek = gecondary item k on hand in unit

A
"

secondary item k authorized in unit.

(4) Determination of Prompt Personnel Losses. Personnel casualties
are determined by a two-step process involving different categories of pro-
tection. Included in the assessment are personnel protected by equipment
items which are destroyed, personnel protected by equipment items which are
not destroyed but offer insufficient protection against the incident
radiation, and personnel which are not protected by equipment items.

(a) Personnel Protected by Equipment. The number of personnel
lost when the equipment providing protection is lost or 1l#ft unmanued is
calculated by Equation 11-11:

= 2 -
Cp 10y CASi (11-11)
where:
Cp = number of protected personnel casualties
n, = casualties per equipment item type 1.

(b) Personnel Not Protected by Equipment. The number of
unprotected personnel in the unit is calculated using Equation 11-12:

N, = N-¥E;my (11-12)
where:
Nu = number of unprotected persomnel
Ei = equipment type i1 on hand in unit
m = personnel protected per equipment type i
N = present strength of the unit.
11-28
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If N 1s greater than zero the number of unprotected personnel casualties
is determined by Equation 11-13:

- 2 ; -
Cu = 4 § Nu fjph AREACOth/Aj (11-13)
where:

C, = number of unprotected personnel casualties
fj = percent of personnel in band j
P, = percent of personnel in posture h

AREACOMhj = area in common between damage radius against
personnel in posture h and band j

(c) Total Casualties. The total personnel casualties, C, is
calculated by Equatlion 11-14:

C = C,+C, . (11-14)

d. Assessment of Barriers/Facilities. The barrier/facility assessment
is a two-step process involving the destruction of existing barriers/
facilities and the creation of an induced radiation barrier.

(1) Assessment of Existing Barriers/Facilities. The largest
damage radius applicable to barriers/facilities is used to perform a search
for candidates for assessment. The assessment methodology is based on the
concept of the damage circle covering more than half the barrier/facility.
Within the DIVWAG Model barriers and facilities are maintained as line
segments. Determination of the 50 percent containment is accomplished by
artificially giving the line segment a width of 1 meter to make it compatible
with the existing circle/rectangle methodology. The fraction of the line
segment contained in the circle can then be expressed by Equation 11-15:

F = AREACOM/L (11-15)

where:

F = the fraction of the line segment within the circle
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AREACOM = area in common between the l-meter-wide rectangle
and the circle
L = the length of the line segment (L carries the units

of an area: L = (Im) x (lm) = Lm 2y

(a) Bridges. If F is greater than one half, the bridge is
destroyed.

(b) Towns., If F is greater than one half, the town in destroyed.

(c) Jungles, Forests, Undergrowth. Separate values are
calculated for fires, F¢, and blowdown, Fy, if such radii are provided.

1. If Fg is greater than one half and F, is less than one
half, the forest is burned.

2. If Fg¢ is less than one half and Fj, is greater than one
half, the forest is blown down.

3. Tf both are greater than one half and Fg¢ is greater than
Fy, the forcsst is burned.

4. If both are greater than one half and Fg is less than Fp,
the forest is blown down.

5. 1If both are greater than one half and Ff is equal to Fy,
a random number decides the resulting damage. If the number is greater than
one half, the forest is burned; otherwise, it is blown down.

(d) Minefields. If F ie greater than one half, the minefield

density is reduced one level. Minefield density levels are discussed in
Chapter 8.

(2) Creation of Induced Radiation Barriers. An area of induced
radiation remains centered at ground zero following a nuclear detonastion.
Information regarding the area is placed on the barrier file to prevent troop
movement through the area. The Nuclear Assessment Model provides three radii
corresponding to negligible, moderate, and emergency nuclear radiation risk
levels to trocps. The radiation rates corresponding to these levels are
2 rad/hr, 20 rad/hr, and 50 rad/hr, respectively. Also provided is the future
time at which these radiation rates are proiected to exist. Data from
TM 23-200 (Peference 3) indicate that the radiation rate 1 hour after blast
can be approximately related to the slant range by Equation 11-16:

-br

Rate =~ a e (11-16)
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where:

Rate radiation rate (rad/hr) 1 hour after blast

r slant range

a,b = parameters dependert on soil type and yield.

(a} Equation 11-16 can be solved for r for each of the three
desired rates using Equation 11-17:

Rate
= -1 i -
ri 5 ln( 3 ) (11-17)
where:
Rate1 = 2 rad/hr
R,at:e2 = 20 rad/hr
Rate3 = 50 rad/hr.

(b) The ground ranges, Ry, corresponding to the slant ranges,
ri, of Equation 11-17 are fouud using Equation 11-18:

(11-138)

where H was defined in Zquation 1i-4.

e. Radiation Assessment and Scheduling:

(1) General. The Nuclear Assessment Model provides for three phases
of radiation assessment and scheduling. Included in the assessment are those
delayed casualties and/or suppressions resulting from the incident radiation,
casualties and/or suppressions resulting from a unit's movement through an

induced radiation barrier, and continuous updating of tbe radiation barrier
size as 1t decays.

(2) Delayed Casualties. From FM 101-31~1 (Reference 1) the existing
damage radii for delayed personnel casualties are based on a dose of 650 rad.
The blological response to such a dose az well as other doses is provided in
Figure 11-10. All radiation essessment methodology is based on data in this
table.
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Figure 11--10.
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(a) At the time of the fire event the percent of personnel
within the unit which will become casualties and/or be suppressed 1s deter-
mined using Equation 11-19:

1 1)
c, = § (ﬁ ? N, £y Py (AREACOth - AREACOth)/Aj)

+ § N £y (AREACOM;j - AREACOM, ,)/A, (11-19)
where:
Cd = percent of unit which will become casualties
and/or be suppressed

N = present strength of unit

N, = number of unprotected personnel (Equation 11-12)

f4 = percent of personnel in band j

P, = percent of personnel in posture h
AREACOM;j = area in common between damage circle for delayed

casualties to personnel in posturc h and band j

AREACOth = area in common between damage circle for prompt
casualties to personnel in po:ture h and
band j
Aj = area of band j
N; = equipment type i on hand
fij = percent of equipment type i in band j
AREACOM;j = area in common between damage circle for delayed

casualties to personnel in equipment type 1
and band j

AREACOMij = area in common between damage circle for prompt
casualties to personnel in equipment type i
and band j
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(b) From Figure 11-10 the onset of symptoms due to a 650 rad
dose 1s expected to occur from 1 to 4 hours after exposure. A uniform ran-
dom number between 60 and 240 is used to determine the number of minutes
after the blast at which casualties are expected to occur. For this dose
the table indicates approximately 50 percent deaths, with more than a
24-hour period of incapacitation. An assessment record is maintained carry-
ing this information, and a future assessment event is scheduled.

(c) At the time of the future assessment, C3 from Equation 11-19
is applied to the prusent strength of the unit. Fifty percent of the result-
ing number of personnel are considered casualties, remaining personnel being
suppressed. Another event is scheduled for 24 hours from the current time.

(d) At the time of the last assessment 0.5 Cy is applied to the
present strength to determine the number of suppressed personnel returning
to active status.

(3) Radiation Barrier Assessment. Whenever a unit encounters a
radiation barrier the Nuclear Assessment Model calculates the dose received
by that unit and schedules an assessment event if appropriate. Stationary
units are given accumulated doses every hour for as long as they remain in
the area. Moving units are given a dose corresponding to the time to cross
the barrier. Unit radiation dose histories are maintained for every unit
which encounters a radiation area.

(a) Dose rates are determined by overlaying the three barrier
radii discussed above on the unit. Personnel in each band which are in the
area in common between the band and the 2 rad/hr radius and not in the area
in common with the 20 rad/hr radius are given a dose rate of 10 rad/hr.
Personnel in each band in the area in common with the 20 rad/hr radius and
not in the area in common with the 50 rad/hr radius are given a dose rate of
35 rad/hr. Personnel in each band in the area in common with the 59 rad/hr
radius are given a dose rate given by Equation 11-20:

Rate = % (50 +a e‘b“> (11-20)

where the second term in parentheses is Equation 11-16 evaluated at ground
zero. )

(b) Total hourly doses for stationary units are determined by
giving the fraction of personnel in the unit receiving each of the three
dose rates a dose corresponding to each rate multiplied by 1 hour. The per-
centage of personnel in the unit receiving each of the three doses is main-
tained in a history recorc for possible future accumulation of additional
doses.
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(c) Total doses for moving units are determined by calculating
the areas in common at the time when ground zero is colinear with the unit's
leading edge as depicted in Figure 1ll-1l. In this figure dj, d2, d3 are the
chords to the 2 rad/hr, 20 rad/hr, and 50 rad/hr circles midway between the
circle's radius and the radius of the next smaller circle (or the unit's
edge). Dose rates of 10 rad/hr, 35 rad/hr, and the rate given by Equation
11-20 are given to those personnel in the areas labeled Ajg, A3s and Agqy.
The time to cross through each of the areas is determined by Equation 11-21:

£y = dylv L (1-21)

where v is the uni- velocity. The percentage of personnel in the unit
receiving each of the three doses is maintained as for stationary units.

(d) Doses are accumulated for all units using Equations 11-22:

dy = dyq +dy. (11-22a)
dy = d, +d, (11-22b)
dy = dyy +dy " (11-22¢)
Pl - pl:l.(1 - %.pkc) * Pye - E pki)

* Py Pre ¥ Py (1= F )

tr, M-Fp)

+ 1/2 (p, By, * Py Py,) (11-22d)
Py = /2 (pyy Py ¥ Py Pyy)

+ P3y a- i pkc) + P3c - i pki)

* Pay Pyc ¥ Pyy Py + Py Py

+ 1/2 (pp; Py, + Py, Pgy) (11-22¢)
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~— v"(‘“v ————v
Py = /2 (py; Py, + Py Pyy)
+ Pay Pa. (11-221)
where:

dl’dZ’dB new dose levels (d3> d2 >dl)

P1sPgsPg percent of the unit in each new dose level
dli’dZi’dBi previous unit dose levels (d3i:> d21:> dli)
PysP9;sP34 percent of the unit in each previous dose level
dlc’dZ;’d3c dose levels from current assessment (d3c:“ dzc:> dlc)

' P1csP2c?P3e percent of the unit in each current dose level
(e) Equatic-s 11-22 are intended to distribute the personnel

having received a dose among the new dose levels
conditions are satisfied:

1. Personnel having received no
several assessments of the unit are not included

2. Personnel having received an
1/2(dy + dy) are included in level 1 {the lowest

3. Personnel having received an
than 1/2(d; + dj) but less than 1/2(dy + d3) are
internediate total dose).

such that the following
dose as the result of
in any of the dose levels.

accumulated dose less than
total dose).

accumulated dose greater
included in level 2 (the

‘ 4. Pergonnel having received an accumulated dosc greater
than 1/2{dp + d3) are included in level 3 (the highest total dose).

(£) For a unit with no previous radiation history the following

is gsed:in lieu of Equations 11-22:

P 7 P
P2 * Py
- P3 ® Pj3

11-37

— e ittt . B .




P

S "f'——v-—v— - —— % A — T T

. d; = d

1 1lc
. d, =

2 d2c
. d3 = d3c

(g) As soon as some percentage of a unit's personnel accumulate
a dose in excess of 50 rads an assessment event is scheduled. These assess-
ments are processed the same as delayed casualties with all event times

determined by random numbers between the limiting times set forth in
Figure 11-10,

(4) Radiation Barrier Update. Whenever a barrier is used in an
assessment, or once an hour, whichever comes first, the barrier radii are

reduced tc reflect the decay. The time rate of decay of the radiation rate
can be expressed by Equation 11-23:

Rate(t) = Rate (t=0)t~1-2 (11-23)

Equation 11-23 is equated with Equation 11-16 to find the new slant ranges
corresponding to the three dose rates. The result is similar to Equation
11-17 and is presented in Equation 11-24:

1 Rateit’l‘2
r, = -=1ln{——---or (11-24)
i b a
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