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ABSTRACT 

In many semiconductor materials, the photodlelectrlc effect Is 

manifested as a decrease In the real part of the complex dlelectlrc 

constant. This Is due to a phase shift In the velocity of the Ionized 

carriers Interacting with a high frequency electric field. The optically 

Induced dielectric perturbation Is used to vary the resonant frequency of 

a microwave cavity. 

Amorphous semiconductors are known to possess various levels of 

trapping centers, and It can be shown that the magnitude of the photo- 

dlelectrlc effect Is proportional to the density and levels of these 

traps. Both a fast and a slow decay of photoconductivity (a change in 

the imaginary part of the complex dielectric constant) are known to exist. 

The initial rapid decay is attributed to the capture of carriers by the 

high density of ^raps below the nobility edges of the conduction band. 

The long relaxation time is due to the slow decay towards equilibrium 

through the processes of hopping and capture of carriers by deep traps. 

Several different samples of 2As2Se3,As2Te3. As^, Aa^, As^ 

ind Si(3%) Ge(4%) A8(38%) Te(55Z) were used in the photodlelectrlc tests. 

However, none of the experiments, conducted at room temperature, 770K, or 

4.20K, produced any photodlelectrlc effect. Several reassns for the absence 

of positive results were analyzed, and it was decided that low optical 

absorption of the material, low mobility of free carriers, and short momentum 

relaxation time were the reasons which best explained the negative photo- 

dlelectrlc testa. 

The thermally stimulated conductivity experiment provides a convenient 
> 

way to investigate these hypotheses by investigating the trapping centers 

existing in the material under study. Analysis for the discrete case is 



veil documented In the literature, and a theoretical derivation la presented 

to extend the analysis to the quasi-continuous case. 

Samples of amorphous thin film As2Se3 
were investigated in this manner. 

The material was found to undergo an irreversible transformation at 385'K 

with a band gap of 1.35 eV before the transformation and 1.71 eV afterwards. 

The untransformed material was found to possess a discrete trapping level 

at 0.843 eV with a density of 9.73 x 1014 cm"3. The thermal velocity of 

the carriers was 6.34 x 106 cm/sec, and the capture cross section was 2.7 x 

-18  2 
10   cm . These results indicate that the Mott-Davis model is more ap- 

plicable to amorphous As2Se3 than the CFO model. 

Jl^ 
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INTRODUCTION 

The following final technical report is divided into two sections. 

These sections correspond to the major efforts expended in examining the 

conduction processes in amorphous semiconductors. 

The photodielectrlc tests established that relaxation times are on 

the order of 10   sec, or relaxation approximately every lattice spacing. 

Hence, a low mobility is observed. All technical details are examined in 

detail in Part I. 

The results of thermally stimulated conductivity tests (TSC) show a 

definite relationship to the Mott-Davis Model. A density of states is noted 

at 0.843 eV which places them Just below the half-gap energy. The states 

behave as acceptors in agreement with p-type conductivity noted from thermal 

power measurements. The detail of the TSC experiments are presented in Part II, 

The graduate student participants and degrees earned are as follows: 

1.) S. A. Collins - Master of Science - Electrical Engineering 

2.) J. D. Bryant - Master of Science - Electrical Engineering 

3.) A. K. Malholtra - Thesis in progress 

4.) W. C. Wang - Master of Engineering 

5.) J. G. Weatherwax - Dropped from school, personal reasons 

Two papers were presented at the Fourth International Conference on 

Amorphous and Liquid Semiconductors, Ann Arbor. The papers were published 

in the Journal of Noncrystalllne Solids, Volume 8-10 as follows: 

"Identification of Trapping Mechanisms in Amorphous Compounds Using 
Cavity Perturbation Techniques", Page 614-620. 

"Minor Switching and RF Oscillations in Amorphous Semiconductors", 
Page 432-438. 

Other papers are in preparation and copies will be forwarded as soon as they 

are completed. "O^ 



PART I 

CHAPTER I 

THE PIIOTODIEliCTRIC EFFECT 

1.1 Introduction 

The conductivity of semiconductors lies between that ot good 

conductors and good insulators and is determined in part by 

temperature and free carrier density. At liquid helium temperature 

(A.20K) an intrinsic semiconductor sample can be described as an 

insulator except for the fact that the valence band electrons are 

bound much less tightly than those of a goc insulator. This 

provides the possibility that one or more electrons can gain enough 

thermal energy to move into the conduction band. 

In well established material properties studies Arndt. Hartwig 

and Stone1) and Hartwig and Hinds2) have shown that the. compl« 

conductivity of semiconductors can be effectively changed by 

photon-induced free carrier creation. Irradiation of ä semiconductor 

sample with light of quantum energy, hv. greater than the ioniwtlon 

energy produces free carriers at the expense of bound charges. These 

free carriers, created as electron-hole pairs, add to the 

conductivity of the material for a length of time determined by the 

created carrier lifetime. 

The photodielectric effect la a decrease in the reax part of the 



complex dielectric constant as explained by Stone3). This decrease 

results from a phase shift in the velocity of the free carriers 

Interacting with the microwave electric field.  This can be 

characterized by a complex conductivity or mobility. 

1.2 Cavity Perturbatfon 

A method of measuring small changes in the dielectric constant 

of a material is to use such changes in the material to perturb the 

Inherent field patterns of a resonant cavity. According to cavity 

perturbation theory, when the sample is excited by light photons. « 

change in the dielectric constant of the material will effect a 

change In the cavity Q and resonant frequency. 

The complex angular frequency for a resonant cavity la 

<- - 0)r + JWl (1#1) 

where 

wr - real component 

«j - Imaginary component 

Sticher and Fox4) derive the following equation for the frequency 

perturbation, lü , 0f a resonant cavity. 
2 

ä .^li Vä +1fi    M 
M2     u2     ^   ^^TQ^    (1.2) 

In thiv. equation the subscript "1" denotes the cavity loaded with en 

imexdted sample and the subscript "2" denotes the cavity loaded with 

the sample after excitation. Thus, through the above equation, it 



can be seen that cavity perturbation contains both a ^^ ^  ^ 

resonant frequency and a change In the cavity Q. 

Stone3) takes the dot product of Maxwell's equations 

V x E - -jwyH 

V x H - jueE ß 3v 

M lnt.gr.tcs ov« the voW of the cevlty,Vc .  te show the 

relettve freiuenoy change due tc dielectric series tc be 

  a —i ■    c c 
"i     "i , irz—irr a.4) 

c 

/(cQ-e»)E -E.dV- /(u^-u iiF'n dv 
«2-«d0      Aw2      V      0    2    0    2      ^^0 v2Jtl0 U2aV 

~V" "^" "^ y; - -   C^ z        »•« 
c 

vhere the subscript ^ denotes the cavity with no sample, the 

subscript V denotes the cavity with an unexcited Electric sa.ple 

and subscript ..2" denotes the cavity with the sample excited by 

light. Equations (1.4) and (1.5) are the general perturbation 

equations that describe a change In resonant cavity frequency,. 

Frequency shifts caused by exciting the sample with light arl 

considered as perturbations on the original perturbations caused by 

loading the cavity with the sample. The assumptions made In the 

derivation of the above equations are that the sample volume V  Is 



much smaller than the cavity volume, V , and that in the cavity, 

\iQa\ii
a\i2  and eo!=ei=e2 e\'ery'..here except In the sample. 

i i 'i 

If the sample Is placed In a position of maximum electric field 

and minimum magnetic field and with its surface perpendicular to the 

electric field then another assumption, that the sample does not 
i 

perturb the electric fields in the cavity, can b? made. With this 

assumption the electric flux densities can be set equal.   , 

D0 m  D1,- D2 

e0E0 - elEl -  £2E2 

(1.6) 

(1.7) 

Therefore, M«*!!»*^ is the samPle ■flrf the perturbation equations 

(1.4) and (1.5) can be written as 

e„-e 

^1^    el s vi2eolEo l2dv rms 

c 

e0-e2 2 

(1.8) 

^ e2 
vj2eolEo  I dV rms 

w. 

c 
(1.9) 

The integrals in the right side of equations (1.8) and (1.9) 
i 

are similar In that they are ratios of energy stored in the sample 

to that stored in the cavity. These ratios are not easily 

calculated because they require the knowledge of the E fields at 

various points in space but may be expifrimentally determined as a; 

i , .i 

• 



geometric filling factor. Tills factor is a constant for a fixed 

sample size and is denoted as G. Thus equations (1.8) and (1.9) 

become 

(1.10) 

AW2 „ e0-e2 r 

u.2=  e2  2 (1.11) 

In the integral over the volume of the cavity, it is assumed 

that the dielectric constant of the material is such that the 

fields are undisturbed. Thus WA"!^"!« and ^"H.-H- and therefore 

WV6- 
/2E0|E0      !2dV 

Vs rms 

/<eoEo2^oHo2)dv 
Vc 

iAolio    l2dv 
Vs rms  

/(eolEolSlHol2)dv 
VC 

/e0|E0  |2dV 
Vs    rms  

2 /eolEo l2dV 
Vc    rms 

(1.12) 

(Since electric fields are assumed real quantities, magnetic fields 

are  Imaginary and e0|E0|2«u0|H0|2.) 

The change in resonant frequency that occurs when the sample 

Is excited is 



(1.13) 

Substituting from equations (1.10) and (1.11) 

z   x 

Arndt ) developed the relationship between the complex 

dielectric constant c* « cQ(c' -  je") and the physical properties 

of semiconductors in order to predict the frequency and Q 

perturbations. Using.a classical free carrier treatment, the 

differential equation relating the forces on a carrier in a 

semiconductor subjected to a periodic field can be written: 

j. dV ^ m*V   „ 1a>t        .   . 
0*dt+ —"•B«J (1.15) 

whire        E *» the magnitude of the. electric field 

,n* dt " accelerating force 

m* ■ effective mass of the carrier 

V ■ velocity of the carrier 

-— = friction forca 

T ■ momentum relaxation time 

u ■ driving angular frequency 

e » charge of the carrier 

The above equation Is obtained from the relation F=ma=qE with the 

adJition of a retarding friction force dup. to momentum. This 

equation is solved ) for the carrier velocity and then an expression 



for the complex conductivity is written as 

1+0) T     1+0) T 

where n is the concentration of optically created free carriers. 

The complex dielectric constant can be expressed as 

^"^-«o^-IS-'-^'-^  <1-17) 

where 

e' = real part of the dielectric constant 

e" "  imaginary part of the dielectric constant 

e. •= lattice contribution to the dielectric constant 
£ 

Substituting equation (1.16) into (1.17), the result is 

with real and imaginary parts: 

2    2 
,      ne   T 

f ■ e« - i      m*rJ. ~ 2^2 0 1+ü) T 

2 
n   ne 

e ■ 

(1.19) 

m*e0 ^2v2 

Thus the dielectric constant of a semiconductor decreases when the 

conduction electron density Is Increased due to photon-Induced 

contributions. 

Now the dielectric constants can be expressed as 



.,.'' 

and 

where 

and 

IT   " (erV " *$> <1-20> 

ei 
—  «■   E 

o 

aP, iT 

n      h^V 
8 

(1.21) 

e2 T2 k"^—m (1-22) 

e.  ■ kn 

(1.23) 

- number of optically created free carriers 

a «> conversion efficiency 

P. " incident light power 

T. - free carrier lif. ime 

h - Planck's Constant 

v - frequency of incident light 

Va ■ volume of sairple subjcict to created- 

free carrier density 

Equation (1.20) expresses the dielectric constant as the difference 

of the lattice contributions and photon-induced contributions. 

Thermal contributions are neglected since the work will be done in 

liquid helium (A.2'K). 



Substituting equations  (1.20) and  (1.21)  into equation (1.14) 

results in 

6iii 
G[- 

'(cr^)2 + (ei|//a.T); 
-] (1.24) 

Referring to equation (1.2), the real part of equation (1.24) Is 

related to the frequency shift of the cavity. Therefore 

ReÄ = G[ 
e, - e. 

— - i-1 
(e.-c,)2 + (€,lgM

2      tt 
(1.25) 

Equation (1.25) has been used ) successfully to predict the free 

carrier behavior of the photodielectric effect In Si, Ge, GaAs, 

InAs, and InSb. 

1.3 Traps and Recombination Centers 

Once free carriers have been created they remain free until 

captured at an imperfection in the material. Generally, these 

capturing centers arc classified into two groups:  (1). trapping 

centers - if the probability of the carrier being re-excited is 

greater than that of It recombinlng with a carrier of opposite 

sign (2) recombination centers - If recombination Is more probable 

than re-excitation. 

1.4 Effects of Traps 

Bube ) discusses three principal hypotheses to explain the 

photodielectric effect,  (1) It is another method of measuring the 

photoconductivity of the material. (2) It is a real change in the 



10 

dielectric constant of the material, caused by the existence of 

polarizoble centers consisting of electrons loosely bound to traps, 

(3) It is a real change in the dielectric constant, but is caused 

by the existence of space charges at material grain boundaries. 

Hinds ) points out that the magnitude of the photodielectrlc 

effect in CdS is directly related to the density «nd location of 

traps in the forbidden band. The first free carriers created are 

captured by both hole and electron traps. Soon, however, the 

electron traps are filled and all the electrons generated 

subsequently move into the conduction band. This continues until 

all the hole traps also become full and any holes generated are 

free for reconblnation. Figure 1-1 shows the expected conduction 

result. During the first portion (^«-0 both hole and electron 

traps arc filling and no conduction occurs. From t^  to t2 

conduction Increases when the electron traps are filled and 

electrons are collected In the conduction band. At t-tj the hole 

traps begin to saturate and carriers generated are free for 

recombination. 

In a very complete discussion relating to the complex 

dielectric constant to semiconductor properties Hinds ) shows that 

the presence of traps has a distinct influence on the relative 

dielectric constant. This Is done by add'ng a term, expressing an 

elastic binding force, to the previously discussed equation of 

force on free carriers. 
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Fig. 1-1 Curve of Conductivity vs Time Using Constant Light 
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Equation (1.15), with this binding force added, becomes 

_j.d  x , m* dx . ,    _ lut 

dt' 

where 

k - effective spring constant of the bound charge 

EeJ  - the electric field around the sample 

m* - the effective mass of the carrier 

x - the displacement. In one direction, of the particle 

from equilibrium 

T - the momentum relaxation time 

e - the charge of the carrier 

The first term represents the acceleration force, the second gives 

the viscous damping force and the third is the elastic binding 

force. 

Equation (L26) is of the form required for a harmonic 

oscillator of frequency u0-/k/m*. The solution of this equation is 

2 2 
eEeJut  (UQ -w -ju/t) 

X"  m*   I 2 2~2 7 (1.27) 
(u)0%a.

Z)Z+WT)2 

By considering surface charge densities it can be shown7) that 

the relative dielectric constant is expressed as: 

Cr" 7^ \eiXl +1 (1,28) 

where 

I 
I 
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x±  ■ the displacement In one direction, of the partlcal 

frun equilibrium 

e. ■ charge of the carrier 

Substituting equation (1.27) into (1.28) the relative dielectric 

constant becomes 
2     2 2 

ei   "o mm "J"/1 
E'"  ^ ^V^ [7J~V^7T21i+ 1    <1-29) 

i  i 0 (u Q-u ) +(a»/T) 

In order to simplify equation (L29) several assumptions are made. 

Only the charges which effect the dielectric perturbation due to 

light are considered and all others are dropped from the summation. 

Therefore only a few electrons, having the same mass m * and 

charge e., need to be considered and these terms are taken outside 

the sum. The remaining electrons which do remain inside the 

summation can be classified into selective groups such as free, 

captured in deep traps, or In shallow traps. These groups are 

represented by a new index J and Ac is written 

e2 r       u0 ~u ~JW/T 

Acr ■ ^r! Anjt   2 v,,; ^J <1-30> 
0 J    (a)- -U) ) +(U)/T) 

where txXj  represents the net change in the density of electrons in 

the J-th group. Writing equation (1.30) in real and imaginary parts, 

Aer - Ac; - JAeJ 

and 
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2 a) 2- 2 

0 T    (w0 -ü) ) +(W/T) 

0 J    (u)0 -w ) +(ü)/T) 

Again considering the classical oscillator it can be shown 

that 

a) 2 = 1.70xl029(\)E3(eV) (1.33) 

where E(eV) is the binding energy expressed in electron-volts. 

Based upon equations (1.31) and (1.33) the relation of E and Ae' 

can be noted. For a constant w, different simplifications of 

äE' can be obtained as the binding energy is varied. When 

u-»«, the bracketed term in equation (1.31) may be replaced by 

2 
(l/m0) and thus Ac* increases as E decreases. Now let 

2 
((ii/i)>(jia  t  Ae' decreases as E decreases and 

(ü02 
Ae« - l-2-~~\ (1.34) 

r   (W/T)2 

2 2 As (u)0 -u ) changes from positive, to negative,, Ac' becomca zero and 

then negative and may be expressed as 

2 2. 

AE
1
 « [-2 -^1 (1.35) 1 («/xr 

Finally when ü)»W0, E' remains negative and the bound electron takes 

on the characteristics of a free carrier. For this case the 

equation is identical to that obtained earlier for free electrons. 
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£    ,2 

'0 1 + (1)
2T, ^"-^f:- .T2 2      tt.3« 

1.5 Traps In Amorphous Semiconductors 

In the previous sections It is pointed out that in many 

materials the photodielectric effect has been exhibited due to the 

presence of traps. Therefore it is suspected that various amorphous 

semiconductors should also show some photodielectric effect since 

the models that have been hypothesized place many trapping sites in 

the forbidden band. 

o 
Cohen ) has applied the effects of trapping sites to the 

amorphous semiconductor model developed by Cohen, Fritzsche and 

Ovshinsky ). Andriesh and Kolomiets ) report the presence of 

current carrier trapping centers in the forbidden band of the 

amorphous semiconductor T^Se'ÄSjTej. Also multiple trapping levels 

are reported in the amorphous chalcogenide alloy 

As(50%)-Te(3(M0-Ge(llX)-Si(9X) by Botila and Vancu11)/ Kolomiets, 

12 
Lyubin and Averjanov ) describe the existence of both trapping 

sites and. vecomblnntion centers iaAs.Se.. 

Fagen and Fritzsche 1 explain the band model for covalent 

amorphous alloys which was proposed by Cohen, Fritzsche, and 

9 
Ovshinsky ), The important characteristics are a high density of 

localized states, sho^m in figure 1-2 as tails from either band, 

and mobility edges Ev and Ec separating the localized and extended 

states of the conduction and valence bands, respectively. These 
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VoUnet bond 

DENSITY OF STATES 

Fig. 1-2 Band Model for Amorphous Alloys (ref. 13) 
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tails overlap near the center of the ability Kap and cause 

electron hopping fron, upper valence band states to lower conduction 

band states. During steady-state Irradatlon. K° splits into 

electron and hole quasl-Fennl levels. E* and E*. When the energy 

source U  reeved, the photon-excl .ed carriers may reco.bine through 

the recombination centers located between the electron and hole 

quasi-Fermi levels. IMs accounts for the fast component of decay 

of photoconductivity that has been reported9). During this fast 

decay, the quasi-Ferml levels move partly back toward equilibrium. 

The slow component of decay of photoconductivity, that is reported 

with the fast decay, suggests a relaxation process of phonon assisted 

tunneling between spatially separated localized states. 
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CHAPTER II 

EQUIPMENT AND EXPERIMENTAL TECHNIQUES 

vfeiiy of the experimental tpchnlqucs associated with the observa- 

tiou of the photodlelectrlc effect In an x-band recant cavity have 

not previously been established In the Physical Electronics Laboratory. 

Therefore methods of material processing of amorphous compounds, use 

of cryogenic techniques and operation of microwave equipment Will be 

discussed fully. 

i , i 
1 

7.1 Amorphous Material Processing 

The amorphous compound lAM^yhttftyi» made in a specially de- 

signed oven in the Amorphous' Semiconductor Laboratory.  This oven is 

housed in an airtight enclosure to avoid tontamination of the room by 
i 

a possible explosion of the ampoule containing poisonous material. A 

rocking motor is also attached to: the furnace in order to i^ix the con- 

stituents while the material is molten. , 

The material was made by combining twp binaries, As2Se3 and As2 

Te , in the desired proportions. The correct amount of each of these. 

was weighed on an analytical balance and then loaded into 'a vycbr 

tube. This was then evacuated and sealed using an oxy-hydrogen torch. 

The sealed amouple was then inserted into the oven (preheated to 

800oC) and allowed to remain for 8 hours- During the last hour in the 

oven the sample was agitated by rbckihg to assure a uniform mixture of 

all components. At the end of the 8 hour period the 'ampoule was re- 

moved and allowed to quinch slowly at room temperature. The sample 

-i 
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hardened into a solid ingoL which was extracted by breaking the glass 

capsule. 

2.2 Sample Preparation 

In order to obtain a sample for use In the photodielectrlc 

measurements, the ingot was sawed into wafers approximately 2 nun thick 

using a jewlers saw. A fine grit sandpaper was used ro lap the sur- 

faces smooth.  In order to attach the prepared sample to the teflon 

holder several adhesives were tried but Duro epoxy cement was found 

to be the most satisfactory. 

2.3 The Cryogenic System 

The dewar system.  In order to maintain a cryogenic environment, 

the dewar system shown in figure II-l is used. The evacuated -ve- 

lope serves as a divider between the outer dewar containing liquid 

nitrogen and the inner dewar containing liquid helium. 

The circuit, a resonant cavity. Is suspended at the end of the 

stainless steel waveguide and is aligned with the lenses in both the 

Inner and outer dewar. The light is introduced through a small hole 

in the. cavity via these lenses. The plate which holds the waveguide 

rigid in the dewar can be unbolted from the header assembly to allow 

easy removal of the waveguide and cavity. The "0" ring seal around 

the he«der opening and a mica strip in the waveguide joint provide 

vacuum tight seals. 

:   Pre-cooling procedure.  In order to cool the dewars and the cir- 

cuit properly, a systematic method must be followed. The dewars must 
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be clean and completely dry before the procedure is begun.  First the 

envelope of the inner dewar must be pumped out completely in order to 

prevent ice from thermally shorting the liquid helium to the ambient. 

Next the inner dewar is evacuated and held until it is time to trans- 

fer liquid helium.  Liquid nitrogen is now transfered into the outer 

dewar to start the cooling process and is allowed to stand for approx- 

imately eight hours. This period allows the inner dewar and the cir- 

cult it contains to cool approximately to liquid nitrogen temperature 

(77aK). The vacuum on the inner dewar should be removed by pressur- 

izing it to room pressure with heUum gas.  Care must be used to pre- 

vent any air to enter the dewar during this stage of the procedure. 

Liquid helium* is then transfered by standard techniques. 

2.4 Microwave Equipment 

Many different pieces of microwave apparatus were Integrated into 

the system, used as a tool to examine the amorphous compound.  Figure 

II-2 shows the arrangement of the complete system. 

Resonant Cavity. A IE-011 cylindrical cavity is used to house 

the sample. The currents in this mode are circular in the end plate« 

thus no current crosses a mechanical joint. This preserves the in- 

herent high Q of the cavity. Also the TE-011 mode produces zero elec- 

tric field everywhere on the surface, therefore the coupling from the 

*For reference, liquid helium can be obtained from Mr. Frank 

L^V71^94^160' H0USt0n' TeXaS 0r Llnde Corporation 806)576- 4295, Amarillo, Texas. . ' 
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waveguide into the cavity Is chosen to be magnetic for convenience. 

This is nccoinpliahud with an iris opening in the cylinder wall and a 

small wire loop mounted on a teflon holder. The plane of the loop 

is parallal with the short side of the waveguide. The wire can be 

moved in and out of the iris, thus varying the position of the loop 

in the TK-10 field pattern of the rectangular guide and the amount 

of coupling into the cavity. Figure II-3 shows the cavity-waveguide 

configuration with the sample in the position of maximum electric 

field and the loop for magnetic coupling. 

The field equations for a cylindrical resonator In the TE-011 

node can be derived from Maxwell's equations 

V x E - - JuiiH (2.1) 

V x H - jwcE (2.2) 

and the wave equation in cylindrical coordinates for a TE wave 

propagating along the z-directlon 

3r *    . 

where 

H - the z-componcnt of the magnatlc field, U 
z 
2   2   2 

k * - Y + w ye c 

Y m propagation constant 

by manipulating the above equation and applying the boundary 

condition that the tangential electric field muct be zero the 

components of the electric and magnetic field expressions In 

cylindiical coordinates are obtained for the TE-Oll cavity. 
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where 

■a »-JlU0(r-OM.} .      (2.4) 

%-2A4j0'(r^)slnl.      (2.5) 

"♦ " Er " E. " 0 (2.7) 

d - length of the cavity along z axis 
p 

Jo(r "^ " a zer:) order beasel function 

«n - ntl-(f )2r1/2     ■ 

A - a constant for the magnitude of the field 

P01 - 3.81 (the first root JQ'W-O) 

a ■ radius of the cavity 

£ ■ cutoff frequency 

Klystron. A Varian X-13 reflex klystron with a frequency 

range of 8.1 to 12.4 GHz. is used as the microwave source. The 

klystron is powered by a Hewlett Packard Model 715A power supply. 

Oscillator Synchronizer. The osclllatoi synchronizer is used 

to stabilize the klystron frequency which is prone to drift from 

its original setting. The instrument used is a Hewlett Packard 

Model DY-2650A which operates on the principle of automatic phase 

control (APC). A small sample (approximately -lOdbm) of the 



klystron's signal Is mixed with a harmonic of the signal from a 

tempcvaturc stabilized crystal rf reference oscillator, cither 

Internal or external to the synchronizer, to produce a 30 MHz 1-f 

signal. This 1-f signal is then phase compared to an 1-f reference 

signal from a source. Internal or external to ttu synchronizer. 

After the frequency Is "locked", any attempts by the klystron to 

shift frequency produce a phase error and a phase comparator output 

error voltage. This voltage is applied in series with the 

klystron's rcpellcr voltage to correct the frequency shift. 

Transfer Oscillator. The Hewlett Packard Model 5A0B Transfer 

Oscillator is utilized to extend the range of the electronic 

counter into the x-band range of frequencies. The method used to 

determine frequency is to zero-beat the unknown input signal with 

a harmonic of an extremely stable signal generated internally and 

measure the fundamental of this Internal signal on the counter. 

2.5 Frequency Mensuremonts 

Measuring the exact resonant frequency of the TE-011 cavity 

required ttie une of the equlpmont dlACuasad previously.  In ordor 

to determine the frequency shift due to the change in the dielectric 

constant of the sample, the resonant frequency must be measured 

both before and after exciting the material. 

The first step in frequency measurements is to obtain a mode 

pattern of the klystron on the oscilloscope. This is accomplished 

by modulating the klystron with a ramp signal and also using this 
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I 
ramp to drive the horizontal sweep of the scope. The resulting 

pattern is shown in figure II-4. Next, the klystron is tuned to find 

the cavity ret^nance which is nanifested as a small dip in the mode 

pattern since the cavity is operated in the reflection mode rather 

than transmission mode. This dip should be placed at the top of the 

mode pattern, as is shown in figure II-5, by tuning the klystron and 

the repeller viltage. 

The klycitron should then be placed in the cw mode and the ramp 

signal removed from the oscilloscope. This procedure will cause a 

single dot to appear on the scope. This is an unswept representation 

of the mode pattern and dip explained above. To tune the klystron to 

the exact resonant frequency of the cavity the  repeller voltage 

should be adjusted to move the dot to the bottom of th3 dip. 

-Normally the frequency of the klystron is prone to drift from 

the desired setting so some type of stabilization is required. The 

klystron frequency is "locked" using the oscillator synchronizer 

discussed earlier. The APC switch on the synchronizer is turned to 

the on position and the klystron Is locked by adjusting the external 

rf reference source (General Radio Oscillator, type 1208-B) until 

the search light goes out. The dof will now have to be returned to 

the bottom of the dip by adjusting the rf reference and VFO controls. 

Often it is not an easy matter to re-tune for resonance using the 

.external rf reference and several attempts are usually necessary 

before the dot can be tuned to the desired point without loosing 
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"lock". 

The klystron la now tuned and locked to the exact resonant 

frequency of the cavity. This frequency is measured using the 

wavemeter, transfer oscillator and frequency counter. The frequency 

can be measured to two decimal places by tuning the wavemeter until 

its dip coincides with the cavity, causing the dot to drop further 

on the scope face. Then the transfer oscillator is tuned to a 

convenient fundamental frequency of that measured on the wavemeter. 

When this is reached a vertical deflection will be seen on the 

Internal cathode ray tube. The gate control on the counter should 

now be set to the external reset position so that the counter will 

measure the transfer oscillator fundamental frequency at the precise 

moment that zero beat is reached. Now the fine vernier control 

should be tuned to reduce the difference-frequency to as close to 

zero as can be obtained. At the instant the zero beat Is obtained, 

the counter reset button should be pressed to measure and record 

the frequency. 

2.6 Optical Excitation 

A He-Ne gas laser, LAS-2002, from Electro Optics Associates, 

was used to excite the amorphous sample. This laser produced a cw 

light with a wavelength rf 6328 A at a power of approximately 0.5 

milliwatts. This wavelength corresponds to a photon energy of 

1.965 eV. A projector lamp was clso used as a white light source 

when a more powerful light source was needed. 
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In order to prevent unwanted light from exciting the sample 

prematurely, the dewar system was covered and a camera shutter was 

aligned with the lenses to provide precise control of the light. 

2.7 Measurement of Cavity Q 

In order to determine that the sample is effectively dominating 

the cavity, it is necessary to measure the Q of the empty cavity, 

and compare that to measurements of 0M Q of the cavity loaded with 

the teflon holder only and with the sample on the holder. A method 

developed by Ashley and Palka14) is used to make these Q 

measurements. The apparatus is assembled as shown in figure 11-6 

with the forward and reflected wave channels each connected to a 

vertical amplifier and the sweep output of the generator connected 

to the horizontal input. The oscilloscope is used in the chopped 

mode. 

The sweep generator is adjusted to sweep through resonance and 

far enough on either side to present a complete view of the 

resonance dip. Slide screw tuner no. 1 is now adjusted so that no 

small dips or peaks appear in the incident wave. The vertical 

Inputs to both channels are now grounded so that both levels can be 

adjusted to a common reference. Then the Inputs are placed in the 

dc coupled mode and the two level-set attenuators just ahead of the 

detector mounts are set to equalise the detector outputs with the 

" test resonator replaced by a good short. 
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With the precision attenuator set to zero, the incident wave 

attenuator is adjusted to position the reference line at the bottom 

of the resonator dip. (Figure II-7a.) Now the precision attenuator 

is adjusted until the line from the resonant channel coincides with 

the line, from the Incident channel as shown in figure II-7b. The , 

sweep generator may have to be tuned slightly off of reöonance so 
i 

that the flat top of the mode may be used in this alignment. The 
i i 

setting on the precision attenuator is a measurement of the 

reflection coefficient at resonance. 

This value is now placed on the abscissa of figure II-8!   ' 

(calculated by Ashley and Palka )) and another setting of the 

attenuator is read off the ordinate. The new setting will determine 

the half power bandwidth of the resonator. The precision attenuatori 

is set to this new attenuation value and the forward wave channel 

attenuator is adjusted so that both reference lines coincide as 

shown in figure n-7c. Then all attenuation is removed from the 

reflected channel by returning the precision attenuator %o  zero dB. 

Figure II-7d shows the reflected channel dip, with all attenuation 

removed, and the forward wave channel crossing it. Now,the 

bandwidth f^-f, of the resonator is measured between the two 

crossings of the dip by the forward channel. 

The oscilloscope screen grid is now calibrated in frequency so 

that the bandwidth can be read directly. This is accomplished by 

using the frequency meter to measure the total frequency change for 
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8 divisions along the horizontal (figure II-7d). If the analog 

voJtage of the sweep generator is directly proportional f.o frequency 

over this limited range, then a slinple measurement of length gives 

f2-fr 

Now the loaded Q is calculated as 

QL " f^ (2.8) 

where f0 is the resonant frequency of the resonator. 

To determin-i the unloaded Q of the cavity, Q0, knowledge of the 

coupling factor 3 is required. However in this mothod of Q 

determination, it is sufficient to know only whether the cavity is 

overcoupled or undercoupled. Slide screw tuner no. 2, just ahead 

of the cavity, is used to determine this information. This tuner 

is adjusted until the reflection at resonance is small and then the 

tuner probe is withdrawn. If the bandwidth of the resonator 

decreases as the probe is removed, the cavity is undercoupled; but 

If the bandwidth increases, the cavity is overcoupled. When using 

this method to determine ß, if the slide screw tuner la several 

wavelengths away from the cavity, care must be taken that the 

IOSSPS in the waveguide do not affect the measurements. 

Using this information about coupling and the original 

precision atteruator setting, the value of 0 can be determined from 

figure II-8. This value of 0 is substituted into the following 

equation and the value of the unloaded Q is calculated. 

Q0 - (8 + 1) QL (2.9) 

V 
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CHAPTER III 

RESULTS AND CONCLUSIONS 

Several different samples of 2As2Se3.As2Te3, 
As2Se3' As2Te3' 

As2S3 and S1(3Z) Ge(4%) AS(38Z) Te(55%) were used in the photodl- 

electrlc tests. These varied in size from about 0.3cm in diameter 

and 0.1cm thick to 0.75cm in diameter and 0.3cm thick. The G factors 

of these samples ranged from 0.00176 to 0.015. The experiment, as 

described in ti.e previous .halter, was performed on these samples at 

room temperature, liquid nitrogen temperature (779K) and liquid 

helium temperature (4.20K). however, no photodielectric effect was 

observed. 

In order to establish that the apparatus was not at fault, an 

Al doped sample of CdS, known to exhibit the photodielectric effect 

at 900 MHz. was tested.  The equipment, described in Chapter II, 

performed properly and a frequency shift of 1.61 MHz was observed in 

the resonant frequency of 11.9 GHz, for ful.i illumination from the 

HeNe laser. Q measurements were also conducted as described in the 

previous chapter, and it was determined that the sample dominated 

th- loaded cavity. Thus any change in the sample polarization 

would be directly observable as a change in the resonant frequency, 

and any conductivity change would be reflected in the loaded Q of 

the cavity. In addition to establishing the integrity of the 

electronics, the alignment of the optics from the ambient, through 
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the liquified gases, into the cavity was verified. 

In order to determine the general structure of the tested 

materials, X-ray diffraction methods were used. The results showed 

a generally disordered structure with some short range order existing. 

This iata agrees with the existing theories which postulate the lack 

of long range order and the presence of some short range order In 

these types of materials. 

Although only negative results were obtained for the five 

amorphous materials tested, it is premature to postulate the lack or 

a photodielectric effect to be a universal feature of disordered 

materials. However, it is appropriate to investigate known material 

properties of the amorphous chalcogenides to determine if some 

common denominator exists that would explain the apparent lack of 

depolarization. Therefore, this chapter discusses several possible 

explanations based upon the limited amount of data and partial 

theories that do exist. 

3.1 Optical Absorption 

Optical data on the material 2A82Se3'As2Te is not available, 

but several authors give optical absorption and photoconductivity 

measurements for.As2Se3, As^e-, Te and Se. Rockstad15) measures 

an energy gap of 1.75eV in ASjSe^ by optical methods and shows 

absorption data (figure III-l) for this and related materials. 

Davis and Shaw ) report data on amorphous As-Se., Se and Te as 
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shown In figure III-2.  These curves suggest that photon energy 

between 1.0 and 2.ÜeV Might he used to excite the material under 

study.  Edmond ) also reports optical absorption data on As-Se« 

which supports these findings. 

18 
Optical absorption data is given by Fagen and Fritzsche ) on 

an amorphous material of the formula: Si(11%) Ge(ll%) As(35%) P(3%) 

Te(A0%) (type A matertil V  Since this compound Is predominately As 

and Te, the optical data should be applicable to the material under 

observation. Figure IXI-3 shows absorption data for the type A 

material which agrees with the reports of other authors on As_Se_. 

Figure 1IT-4 al? suggests the use of photons of energy greater 

than l.OeV. 

From the above optical absorption data, It Is seen that the 

o 
photon energy of the 6328 A Laser light (M..95eV) might have been 

marginal for band to band transitions in many of the materials. 

e 
Therefore, a mercury arc lamp, containing lines from 35l/> A to 

e 
5A61 A, was utcd in duplicate tests. However these tests also 

failed to show any positive results. 

Altho i^h sufficiently energetic photons were provided for 

band to band transitions or localized state to band transitions, 

there is uncertainty as to the number of created polarizablc 

centers-. In particular, if the available states in the forbidden 

19 
band are considered, optical absorption data ) predicts an upper 

16 —1 —3 
limit of 10 eV cm  gap states. However contradictory electrical 

19 19 -1 -3 
data ) sets the density of gap states at 10 eV cm  in order to 
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Flg. III-4 Photoresponse for Type A Material (ref. 18) 
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19 
explain the lack of a field effect in several chalcogenides ).  If 

the worst case condition is chosen, the density of states wduld be 

marginal for observation of polarization changes based on sensitivity 

predictions for the apparatus used by Hartwig and Hinds ).  In 

addition, if the majority of the trapping sites are located deep in 

the forbidden band, Hartwig and Hinds show that the contributions to 

depolarization are small since the more tightly bound traps can. 

provide smaller orbital changes and thus effect depolarization to r. 

lesser extent. 

Another possibility exists if the photon density is too low. 

If all created free carriers were used to fill the deep traps without 

ever saturating the less polarizable centers, then there would be no 

observable photodielectric effect nor would there be a Q change since 

there would be no conduction current to change the losses in the 

material.  Because there is no charge injected in this electrodeless 

experiment, the contradictory observation of photoconductivity 

(with carrier injection) in the materials without a corresponding Q 

change when the material is in the cavity, is possibly explained. 

Before these suppositions can be proved or disproved', detailed' 

thermally stimulated conductivity experiments will have to be 

performed to determine the trapping dynamics which are present. 

3.2 Mobility Considerations 

20 
Benedict and Shockley ) describe the change in the real part 

of the dielectric constant by the equation 
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ne 
'S,      cnm*    ff     / * x2 .  2, u    [( e/m*p) + u ] 

(3.1) 

where 

n 

e/m* 

u 

the lattice dielectric constant 

thermally generated carrier density 

electron charge to effective mass ratio 

driving angular frequency 

mobility of free carriers 

In analyzing the above equation it is evident that if the 

mobility of the free carriers is sufficiently low, then no dielec- 

21 
trie change will be observed. Edmond ) suggests that in materials 

in the system As^e^'As-Te« there may be local fluctuations in the 

ratio of As-Se» to As2Te3 causing a lowering of the effective 

22 23 
mobility. Kolomiets and Lebedev ) and Hartke ) report that 

electron drift mobility in amorphous Se is lowered by the addition 

24 
of a few atomic percent As or Te. Owen and Robertson ) show the 

low hole mobilities for ASjSc» for fields ranging from 9.4 x 10 

to 55 x 104 V/cm (figure III-5). 

3.3 Momentum Relaxation Time 

Equations (1.19) and (1.31) show the Importance of the carrier 

momentum relaxation time In determining the magnitude of the depolarization 

3 
when the process Is due to free carriers or trapping. Stone  has shown 

that the excitation frequency-relaxation time product must be greater than 
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or approximately equal to unity for sufficient Interactions of the created 

charge (free or bound) with the applied field. If U)T«1, then^ little Or 

no photodlelectrlc effect is observed. For an excitation of u - 2* 

(11.8)10 , T ^ 10   sec. would be sufficient to negate the photodlelec- 

trlc effect. Such a range of relaxation times In disordered materials 

! -12       ' 
Is certainly possible since values of 10   sec. for Intrinsic crystal- 

t 

line silicon at room temperatureE| are typical. Furthermore, the absence 

of an electron spin resonance signal (sensitivity of 1017 cm'3) from 

chalcogenlde films Is attributed, by Frltzsche , to a short relaxation 

time, although no values are quoted.     ,        ! 

The experiment at .liquid helium temperature showed no photodielefc- 

trlc effect, thus, the upper bound on x can be Increased several: orders 

of magnitude since T should increase with decreasing temperature.  It 

is Interesting to consider the possibility of relaxation on the order of 

one lattice space which lead to relaxation times on the order of lO-15 

18 ' ' 
sec.  . ' i     ' 

Figures 3.6, 3.7, and 3.8 show the effect of changing the momentum 

1 9       '      i 
relaxation time for a cavity of resonant frequency 10 Hz. The effect 

at X-Band can be obtained by extrapolation since the effect of raising 

frequency Is very nearly linear as far as the photodlelectrlc response is 

concerned. The d/b ratio is simply a loading factor which will not be used 

other than to compare from one curve to the others. The overall effect is 

seen to be the decrease in photodlelectrlc response (y-axis) as the relax- 

ation time is decreased. The x-axis represents light power impinging 

on the sample. i 
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3.4 Re commendations for Further Study 

The energy levels of the trapping centers present In the 

energy gap can be determined more precisely by detailed thermally 

stimulated conductivity (TSC) experiments.  In TSC measurements 

the electrical conductivity is obtained- as a function of temperature-, 

25 
The procedure, outlined by Pickard and Davis ), employs photon 

excitation, at low temperatures, to generate free carriers which 

can be captured by trapping centers. After photon excitation the 

material is heated and the electrical conductivity is monitored as 

a function of the temperature. During the heating cycle, the bound 

carriers are freed from the traps, and the current measured in 

excess of the dark current is defined as the thermally stimulated 

1 current.  Discrote trapping levels are indicated by the. presence of 

peaks in the thermally stimulated current vs temperature curves. 

These peaks can be further analyzed to give information about the 

trap depth in energy, the capture cross section of the trap. 
i 

and the density of trapping centers. 

■For future X-band frequency measurements, a plug in frequency 

extender for the electronic frequency counter should be obtained to 

replace the transfer oscillator. The method of zero-boat was found 

: to be unreliable for measuring frequency changes of less than 0.1 

MHz. Also, the practice of maintaining the exact resonant frequency 

while tuning for zero-beat was experimentally inaccurate because an 

exact zero-beat could only be approximated. 
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Additional optical equipment should be added to make the total 

apparatus adaptable to various different types of materials, both 

amorphous and crystalline. Also, a more sophisticated klystron 

power supply, providing internal ramp modulation, would simplify 

the experimental procedure and allow a whole mode pattern to be 

displayed on the oscilloscope at one time. 

The existing microwave system, with these modifications, can 

be used as an effective tool to study the optical properties of 

many different semiconductor materials. 
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APPENDIX I 

AMORPHOUS MATERIAL PROCESSING 
i 

The procedure used in making the amorphous material is begun by 

sealing off one «nd of a vycor tube, using an oxy-hydrogen torch. 

To light the torch, the hydrogen regulator is set to 5 lbs. pressure . 

and the oxygen regulator is set to 15 lbs. The oxygen is turned on 

to purge the line and then turned off completely. The hydrogen line 

Is opened until a small flow can be felt at the nozzle. This small 

stream Is then lit and the oxygen is turned on and adjusted until 

the desired flame is produced. 

After one end of the tube has been sealed by twisting It while 

soft, the vycor Is then cleaned. In this procedure, nitric acid is 

used as the cleaning agent and is followed by DI water and alcohol 

rinses. 

The correct amount of each of the constituents is weighed on 

an analytical balance and the.n loaded into the cleaned vycor tube-. 

This is then evacuated using a vacuum pump and sealed with the 

torch. When sealing the vycor. the tube is heated evenly in an area 

near the open end and the vacuum is allowed to suck in the sides 

slightly. After the glass is softened, it is twisted and pulled 

apart at this indentation, thus sealing the material in an evacu- 

ated ampoule. 

The torch is then extinguished by first turning off the oxygen 
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and then the hydrogen. When all the hydrogen is exhausted, a dis- 

tinctive pop Is heard. Then both main valves should be turned off 

and both lines bled off. 

The sealed ampoule is then placed In the quartz boat and 

Inserted Into the oven (preheated to 800oC) and allowed to remain 

for 8 hours.  During the last hour In the oven, the sample Is 

agitated by rocking to assure a uniform mixture of all components. 

At the end of the 8 hour period the ampoule is removed and quinched 

either slowly at room temperature or quickly in a water bath. The 

sample is then extracted by breaking the glass capsule. 
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OVEN CONTROL CIRCUIT 
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OVERTEMP. 
PROTECTOR 
CIRCUIT 

START  STOp 

-1- 

OUT 
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IN 
L„ 

C 
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U—220 v-»| 

h    \2 

RELAY 

HEATER 

Pt-PtRh 

THERMOCOUPLE 

+ 
TC 

WHEELCO 
CONTROL 

Note: If the overtemperature protective circuit shuts off the system, 

the switch must be rotated to off and then back to the limit 

position in order to engage the relay. 
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PART II 

CHAPTER I 

THE THERMALLY STIMULATED CONDUCTIVITY 

Introduction 

In recent years considerable attention has been focused on 

amorphous or non-crystalline, materials. Although many of the 

features of these materials r.trongly resemble those of more 

conventional and better understood crystalline materials, several 

(1-3) 
important properties are found to deviate radically    . In an 

attempt to explain the behavior of these materials, several theories 

and models have been proposed(A'13). Cohen, Fritzsche, and 

Ovshlnsky^7"12^ have done extensive research on variaus amorphous 

materials and have proposed a model (commonly called the CFO model) 

which departs radically from the theory of single crystal materials. 

The most Important differences of the CtO  model include the absence 

of an energy band gap In the density of states (see Figure 1-1), 

■md the existence of a mobility gap in which the carrier mobility 

is extremely small. Moreover, the states in the "mobility gap" 

are specially localized (since the mobility is very small), and 

the density of these localized states is approximately equal to 

(12) 
the effective density of states at the "conduction" band edge 



.  

(A) 
N(E) 

(B) 
N(E) 

Figure Irl  Proposed Density of States as Function of 
Enerpy for (A) CFO model and (B) Mott-Davis 
model (ref. 13) 
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Hott and Davis    have proposed a theory based on the extension 

of the theory of the degenerate semiconductor. The Mott-Davls 

model includes an enerpy band gap with a narrow (< 0.1 eV) band 

of localized states existing in the bandgap at the Fermi level 

as shown in Figure 1-1 (page 54j. 

Among the many amorphous materials which have been studied, 

some of the more common are in the family of the so called 

chalcogenide glasses which include the various compounds of S, 

Se, and Te.  The purpose of this thesis is to report on research 

done on a particular binary compound of this family, Aa^e  . 

Koloraiets and Lebedev(1A) have investigated thin film amorphous 

As2Se3 by the method of space charge limited currents and report 

a continuous density of localized states near the Fermi level 

with a density of 3 x 1015 - 1.5 x 1016 cm-3 eV*1. Kolomelts 

and Mazets 15 have performed th thermally stimulated conductivity 

experiment qualitatively on amorphous As2Se3 in the bulk and 

conclude a continuous distribution of localized states in the 

energy range of .35 to .75 cV. The thermally stimulated con- 

ductivity (TSC) experiment was chosen for this research so that 

the density of localized states in the "band gap" could be 

investigated.  From the results of this experiment, it is pos- 

sible to detcrinine how the various models apply to this material. 
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Theory 

The Mott-Davls model postulates a quasi-discrete density of 

localized states or trapping levels at the Fermi level in amorphous 

materials. The CFO model postulates that a quasjl-continuous i 

density of localized states or trapping levels exists. In order 

to test these hypotheses, the TSC experiment was chosen to1 

investigate the trapping levels in the material under study.  In 

order to simplify the explanation of the theory of the TSC 

experiment, two discussions are g "en; a qualitative description 

of the experiment itself, and a discussion of the equations 

applicable to the experiment. 

Qualitative Description '   ' • i 

1 

It is assumed in the following'discussion that the experiment 

is done on a semi-insulating crystal with one trapping level 

(at E ) in the band gap as showh in Figure I-2A, and that 

retrapplng does not occur. , 
i 

i 

At room temperature a finite number of carriers will be 

present in the conduction band. If the crystal is cooled, i)art 

of these carriers will lose thermal energy and fall down into 

the valence Land.  At very low temperatures (below liquid,nitrogen 

temperature) essentially all of the carriers will be in the valence 

band. , 

If energy is pumped into the crystal while maintaining the 

i 
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(B) 

Figure I- 2 

—4- ■©—E. 

(c) 

Band Diagram of a Crystal with One 
Trapping Level at E 
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low temperature (for example, by a light source) carriers will be 

excited out of the valence band to the conduction band or to a 

trap. However, those which reach the conduction band do not have 

enough thermal energy to remain there and fall back to a trap or 

the valence band as shown in Figure I-2B (page ,61). ** this 

process is continued long enough, the traps will eventually 

become saturated. 

If the crystal is then heated at some rate, the electrons 

in the traps will begin to gain thermal energy and will be 

excited to the conduction band as shown in Figure I--2C (page 6t). 

These electrons will cause the conductivity of the material to 

increase. As the traps empty, this increase in conductivity will 

reach a maximum and begin to decrease back to the dark value. By 

analyzing the change in conductivity, information can be obtained 

about the traps such as their energy depth and their density. 

If the material has more than one trapping level, the TSC 

plot will have a corresponding number of peaks which may be 

analyzed Independently. However, if the material is characterized 

by the CFO model, the trapping sites are quasi-continuous, and 

hence, no discrete peaks should be observed. 

Quantitative Analysis 

The TSC experiment has been conducted by various investigators, 

and several forms of analysis for the  TSC curves exist 

However, none of the above authors consider the pcneral case with 
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(26) 
both retrap «Ing and recombination effects. Du^sel and Bube 

have considered the problem in a general way, but their results 

are much too complicated to be of practical value. Haine and 

Carley-Read  ' have derived simpler expressions describing the 

form of the TSC curve irrespective of whether or not retrapping 

occurs. A summary of the derivation presented by Haine and Carley- 

Read is given below. 

Analysis for discrete trapping levels. Three rate processes 

are important in analyzing TSC curves. These are the rate of 

release of electrons from trapping levels, the rate of retrapping 

of electrons, and the rate of recombination. These rates can be 

combined into a general equation; 

dn   n 0  n      n.   n r-r -n 

dt    Tj.  Tt 
U ' Nt' *" T 

where: n is the density of electrons in the conduction band 

n is the density of electrons in the trapping level 

N is the equivalent density of trapping centers 

6 is the trapping factor [0 = N /N exp (-E /kT)] 

N  Is the equivalent density of states in the conduction band 
c 

E is the depth of the trapping level 

k is Boltzmau's constant 

T is the tempcrnture in degrees Kelvin 

T is the trapping time 

T is the recombination lifetime 



64 

t Is time. 

If the experiment Is performed at a slow rate, any ^'.ange 

In n with respect to time can be neglected (dn /dt - 0), and 

Equation (1-1) can be solved for n . By differentiating with 
c 

respect to temperature and neglecting the temperature dependence 

of N , an equation for the trap density described by the slope 

at any point on the TSC curve can be derived and is given as: 

{N +N exp (-E /kT)}2 , 2) 

N (T + T ) « —" ■ *        U  ' 
t     t   77 N {E/kT^c/n }exp(-E|./kT) dt c t    rK* c  r  t 

At a current maximum, dn /dT ■ 0, and Equation (1-2) can be 

simplified to: 

Nt(T+V - ^ exp(- ^{14 ^ exp(^)}2 

Etdt 

(1-3) 

Equation (1-3) has N in terms of E , the trapping level. 

(28) Bube^*""' gives the trapping level as: 
N 

E,. - kT LOGC-^--) t    m    n cm 
(I-A) 

where: n  is the density of electrons in the conduction band 
cm 

at a current maximum, T is the temperature at the maximum, and m 

the logarithm is to the base e. 

Therefore, by use of Equation (I--3) and Equation (I-A), 

E and N can      id from the TSC maximum. 

Analysis for quasi-continuous trapping levels. The previous 
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analysis assumes that the material has discrete trapping levels. 

In the case of quasi-continuous trapping levels (as postulated 

by the CPO model), the analysis must be extended. In the following 

discussion, It Is assumed that electrons move from traps only to 

the conduction band, and that thermal equilibrium Is effectively 

•maintained between the trapping levels and the conduction band. 

That is, for a given temperature, the Fermi Itvel lies at the 

energy level E, and all the trapping levels above this level are 

effectively empty whereas the trapping levels below E are effectively 

full. As the temperature is increased, trapping levels further 

down in energy empty, and the Fermi level moves toward the valence 

band a corresponding amount. Therefore, Equation (1-4) is still 

applicable.  It is also assumed that any retrapping which occurs 

is effectively at the level E since carriers which are retrapped 

at levels above E have enough thermal energy to return to the 

conduction band, and the states below E are full so retrapplng 

cannot occur. There are three Important processes for the analysis. 

(1) Rate of release of electrons from traps (lO 

n0 N 
0 «= jp exp (-E/kT) (1-5) 

where: T is the trapping time for an electron by trapping level 

with zero occupancy. 

n ■■ n (E) is the density of electrons at trap level E. 

N Is the equivalent density of states at the bottom of 

the conduction bond. 
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N - N (E) is the density of traps at E. 
t   t 

E Is the energy depth below Ec. 

k Is Boltzman's constant. 

T Is the absolute temperature. 

(2) Rate of retrapping of electrons (R.J,) 

n 

»he«: n - n 00 " *• density o£ electron, in the conduction 
c   c 

band. 

f(E) is the Fermi function. 

(3) Rate of Recombination (Rg) 

n 
R - — KC  T 

(1-7) 

where:    T is the recombination lifetime. 

These processes are related by: 

dnc . _.    R    = nt0 - ^c  ll-f(E)] - n_c C1"« 

dt T
t      

lt 

It is now assumed that dnc/dt  can be neglected since the 

experimental rate of change of nc is very small compared .to the 

relaxation time of nc (smaller of T or ^   after a perturbation 

(27) 
in the flow processes 

ntf. = "c [1-f (^ ] + üc 
"*      T'        T. T 

or 

t t 
nt0  (1-9) 

nc S TTTt/T-f (i?) 
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'taking derlvltlves with respect to t: 

dnt ^® df(E) 
6nc=0^E' + nt'dE    +nt e dE (i-io) 
dE        l+Tt/T-f(E) {1 + Tt/T.£(E)}

2 

(Assuming that T    and T are constant.    The assumption for Tt Is 

justified if N    does not vary widely since Tt is inversely propor- 

tional to N .    This assumption is valid for the CFO model since 

N    is postulated to be approximately equal to Nc). 

But, 
Nc      , w/^s   de       e       Q^t (i-ii) 

0 = ^ exp(-E/kT)-> dE = - kf - IT dT 
t t 

(the temperature dependence of N    is neglected) c 

and. 

««-■aH^«»^1 <I-1« 
,2 

^        dfiEj.   =  flOi (EzM) (1-13) 
dE kT *  v kT 

Define: • 

Substituting (1-11). (1-12), (1-13). and (X-1A) into (1-10) gives: 

©[f(E)g(E)-V£tg(E)]           n+0f2(E)exp(E-Ef)/kT 
kT Nfc                                              Pf 

dnc m t  _  kT (1-15) 

dF        1 + Tt/T -  f CE)        ' {l+T/T-KE)}2 

1* 

Equation (1-9)   gives: 
nc[l-4-Tt/T-£(E)] (1-16) 

nt 0 
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E-Ef        n 
dnc= g(E)r   0f(E) - nc  |- JSL fZ(E)exp( kT ) + _c 
dT    8      |mt/T-f(E)      N;J    W {l+Tt/T-f(E)}        kT (1-17) 

From Equation (1-5), 

N 

* g(E) 

Let: 

_        c exp f^s 

r   dl N
CexP(kT)f(E)  -nc 1 -Nt 

l+Tt/T-f(E) 

n
cf2(E)exp(k^i)- V^c -0 (I" 

 "U 
18) 

kT{l+Tt/T-f(E)}      kT dE 

, N  
Nc exP

(" ^^(E) - n 
A(E) "  l+T./T-f(E) 

(1-19) 

and 
/E-Ef, n 2     C— "—)  n  . dn 

 ,  ncfZ(E) c*^V.T__!_ -_£ + __£ 
B(E) " kT{l+Tt/T-f(E)}    kT  dE 

And: dN 

8(E> * dF 

(1-20) 

(I-1A) 

Thus: dN. ™£-m)*< 
or 

But 

dN t - BiE). N = 0 
dE   ■A(E) 

(1-21) 

, Equation (1-4) defines the relationship between E and T: 

E = kT Loge(--) - CT 
c 

(1-4) 
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Making the above change of variables in Equation (1-21)  gives: 

dN 
dE 

t - dT B(CT)    N    - 0 
dT        A(CT) 

Let: 

H(T) 

dE 
dT B(CT) 
A(cr) 

dN, T - H(T) N    = 0 
dT 

NT - Nc exp 
T 
/ H(T)dT 
0 

(1-22) 

(1-23) 

(1-24) 

(1-25) 

Equation  (1-25)   lends itself to a simple computer solution provided 

the various material parameters are known. 
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CHAPTER II 

EXPERIMENTAL APPARATUS AND TECHNIQUES 

Experimental Apparatus 

A block diagram of the system designed and built to perform 

the TSC experiment Is shown In Figure II-l. Three main divisions 

of the apparatus require special attention namely the sample 

holder, the sample heater, and the data recorder. 

Sample Holder 

The design of the sample holder was determined by the choice 

of the sample geometry.  Several alternatives were considered, and 

the structure shown In Figure I1-2 was chosen. Thin film aluminum 

slde--by-slde contacts are deposited on a glass substrate, and the 

amorphous material is  then deposited In the space separating the 

contacts.  The spacing can be varied and carefully controlled for 

repeatability by using standard photolithographic techniques. The 

holder design was completed as shown in Figure II-3 subject to the 

physical restraints of the Dewar system and the apparatus necessary 

to perform the experiment. 

A chromel-constantan thermocouple with a liquid nitrogen ref- 

erence was chosen to monitor the temperature due to its relatively 

high output: voltage over the temperature ran^e of Interest (see 

Figure II-4).  The heater is composed of four, forty-seven ohm, 
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Figure II-l  Block Diagram of the TSC System Design 
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End View 
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Flpure II-2  Sample Geometry Used for TSC Experiment 
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Figvire 11-3      Sample Holder Design (not to scale) 

'• 
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two watt composite resistors connected In parallel. An Incan- 

descent bulb is used to provide the necessary lißht which is car- 

ried to the sample by a fiber optics bundle. Leads are fastenfed 

to the aluminum contacts by an ultrasonic wire bonder using one 

mil aluminum wire. Coaxial cable is used to carry the signals to 

the ambient. The entire holder was fabricated from a single piece 

of brass bar stock. 

Sample Heater  . 

! 
I 

It was determined that a linear heating rate was needed to 

simplify the data analysis as much as possible. In order to 

determine the characteristics of the sample holder system, a 

cooling curve was taken (see Figure 11-5). As can be seen from 

the curve, the system has a time constant of approximately 1.3 

hours, and it is noted that a minimum of six hours is needed 

for the system's temperature to stabilize. 

A heating curve was made using a constant input voltage for 

the heater supply (see Figure II-6). The curve illustrates the 

effect of the thermal capacitance on the system heating.  In 

order to compensate for this effect, a feedback control system 

was designed to control the heater input voltage by comparing the 

system temperature with a predetermined reference. For a linear 

heating curve, the reference must approximate the voltage versus 

temperature curve of the chosen thermocouple (see Figure II-4 

(page  75) ). 
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Figure II-A 

100 200 300 

Temperature (0K) 

Output Curve for Chronicl-Cons tan tan Thermocouple 
(Voltaic vs. Temperature)  (ref. 29) 
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Figure II-5  System Cooling Curve (Temperature vs Time) 
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Figure II-6 System Heatinß Curve for a Constant Heater Voltane 
(Temperature vs. Time) 
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Two regions of temptrature for As2Se were of particular 

interest, 100oK to 300oK, and 200oK to A50oK. As can be seen 

in Figure II-A (page 75), Region I (low temperature) suggests the 

use of a parabolic reference voltage, and Region II (high tem- 

perature) suggests a linear or ramp reference. Two control sys- 

tems were designed to effect control in these two temperature 

ranges. 

Block diagrams of the control systems are shown in Figure 

II-7.  (See Appendix I-A for schematic diagrams.)  In control 

system I (Region I), a constant voltage (f- ) is Integrated 

twice by operational amplifier integrators to achieve a slow 

rising parabolic reference voltage as shown in Figure II-8. 

The reference is then compared with the output voltage of the 

thermocouple (amplified by a H.P. A12 VTVM) by a differential 

amplifier which controls a Harrison 6267A programmable power 

supply. System heating curves using this control system for 

two values of V.  are shown in Figure II--9. Control system II 
in 

is identical to control system I except that Vin is integrated 

only once to achieve a ramp reference. 

Data Recorder 

Several methods of recording the output data of the experi- 

ment were considered.  There arc two independent data outputs 

(temperature and sample current) which have to be correlated.  It 

was decided to record the data digitally using two E.A.I. 5001 
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Figure 11-7  Block Diagrams of the Temperature Control Systems 



80 

Time (Minutes) 

Figure IT.-8  Parabolic Re 
ference Voltape (Voltaße vs. Time) 



81 

300 

200 ._ 

e 

100 

t 
Time (Minutes) 

t 

Figure II-9  System Heatlnp Curves Uslnp the Heater Control 
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Figure 11-10  Block Diagram of the Data Recording System 
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digital voltmeters and an H.P. 562A di8ital printer.  Figure 11-10 

is a block diagram of the circuit used to correlate the meters and 

control the printer (see Appendix I-B for schematic diagrams). 

The system temperature Is recorded at the output of the H.P. 412 

VTVM. and the sample current is recorded at the output of the 

Keithley 602 electrometer (see FlEure II-l (paee 71)). The prlntlng 

frequency was arbitrarily chosen to be 0.5 Hertz. 

Fxperimental Technjqnpc 

JL
1
 eparation of Sample 

The samples were prepared on Corning cover glass substrates 

using the procedures given in Appendix II. After initial cleaning 

(see Appendix ILA) . the substrates were placed into a medium 

vacuura system (2 x lO"
6 Torr), and aluminum was evaporated onto the 

substrates. The substrates were then annealed for four hour, at 

200«C to insure good adhesion of the aluminum, and contact patterns 

were subsequently etched into the aluminum by photolithographic 

techniques (see Appendix II-B).  The substrates were then loaded 

Into a second medium vacuum system and commercially prepared As^e 

(Ventron. Alfa Inorganics Co.) was evaporated onto the contact pat- 

terns at a pressure of 5 x lO"6 Torr us,*? . mechanical mask.  Fllm 

thicknesses were on the order of 3680 &  as def mined by a standard 

Interferometric method, and the cross sectional area was 2.06 x lO"6 

cm .  The sample was then mounted into the sample holder, leads were 
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attached, and the sysU T was placed into the Dewar for cooling. 

Experimental Procedure 

Low temperature.    After the Initial cooling period (approximately 

six hours),   the sample was bl-sad (V - 30 v),  and linearly heated 

to room temperature In the dark by the system heater using control 

system I.    The sample dark current was monitored by a Kelthley 

602 electrometer,  and the temperature and current were simultaneously 

recorded by the digital printer.    When the sample reached room 

temperature,   the heater was turned off,  and the sample was again 

allowed to cool.    After cooling,  the light was switched on, and 

th'e sample current was again monitored.    When  the current reached 

a new equilibrium value  (after two to three hours),  the heating 

cycle was repeated. 

High temperature.    The high temperature experiment proceeded 

exactly as the low temperature experiment above except that control 

system II was used in the system heater,  and the sample was heated 

to A50oK. 
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CHAPTER III 

RESULTS AND CONCLUSIONS 

Results 

Electron microscopy studies showed that As.S , thin films 

made In this manner were amorphous   . The constants needed for 

evaluation of the various equations Include T, T , y (the carrier 

-A mobility), m*  (the effective mass),  and N  .    T was taken as  7 x 10 

8ec<31), Tt. as 6 x 10"3 sec(1A),  u as 10 cm2/V-sec(15), and m* as 

(13) 2.9 x m (the carrier rest mass)  '. N can be calculated from c 

the equation: 

i - ii2™^)3'2 (Tet.   32) (III-l) 
C     h2 

0r  N - 1.2A x 1020 cm"3 c 

where  Is Planck's constant. 

A graph depleting the dark conductivity (o) versus temperature 

curve for As.Se, at a 30 volt bias Is shown In Figure III-l. There 

was found to be no substantial change in the conductivity at a bias 

of 500 volts which indicates that field effects can be Ignored. 

Upon initial heating, the conductivity follows (I) on the plot. At 

a temperature of approximately 3850K, the material goes through a 

transformation ((II) on the plot), and with continued heating, the 

material follows (III) on upward. Upon subsequent cooling and 

reheating the material follows (IV). A plot of conductivity versus 
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T      for  (I)  and (IV)  is shown in Figure III-2.    It may be noted 

that  the slopes of the  two curves are different which indicates 

that the "band gap" had changed during the transformation. 

The value of the bandgap is  calculated from the curves of o 
„-1 versus T      by using the equation: 

d(Log o) 
Eg = -2k  f— Ue£-   ^ 

d (T-1) 
<III-2) 

where Eg is the value of the bandgap.    Calculations made on the 

curves  in Figure III-2  (page 88)   indicate: 

E    ■ 1.35 eV (Region (I)) 

E = 1.71 eV (Region (IV)) 

Due to the extreme instability of the photon excited material 

after the transformation (Region (IV)), only samples which had 

not been transformed were considered for further study. 

A plot of the conductivity versus T ior the TSC experiment is 

shown in Figure III-3.  Three curves are shown, the conductivity in 

the dark, the conductivity after irradiation by light, and the 

thermally stimulated conductivity (the difference of the other two). 

It may be noted that the TSC exhibits only one peak (at T = 380oK), 

just prior to the transformation.  The TSC was negligible below 

2750K which indicates that there are no shallow traps in this 

material. A plot of carrier concentration (n ) versus temperature 

for the TSC is shown in Figure III-4 for three different samples of 

As2Se3.  This plot may be derived from the TSC by making use of the 

equation: 
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n 
o      (by definition) (HI-3) 

c  ye 

where e is the electronic charge. 

An attempt was made to analyze the observed data for both the 

discrete case (Equation (1-3)) and for the quasi-continuous case 

(Equation (1-25)). However, Equation (1-25) yielded completely 

26  -3 
unrealistic results (N on the order of 10  cm ). There are 

two possible explanations for this anomaly. If the density of 

states in the forbidden region is discrete, Equation (1-25) breaks 

down because the assumption of continuity of states was the basis 

for the derivation. On the other hand, the density of continuous 

states in the forbidden region may be smaller than that postulated 

by the CFO model. For this case, T would not be constant as 

implied by the CFO model, but rather could vary over a wide range 

of values (e.g. T -*» as N -K)) . Thus a suitable functional 

relationship between T and N would have to be determined. The 

former explanation is favored since the shape-of the TSC curve of 

Figure III-3 (page 90)' is quite similar to TSC curves for materials 

(27) 
possessing known discrete trapping levelsv  . Thus, the trapping 

levels may be discrete or quasi-discrete, and the existence of only 

one peak indicates that there is only one trapping level in the 

material. 

The energy depth of this level may be found by Equation (1-4). 

8      -3 
For the observed values of T =  380oK and n    =  8.5 x 10    cm    ,   the m cm 

mm M^Ml IMMIT II r i 
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trapping level Is found to be: 

Et •= 0.843 eV. 

Then, by Equation (1-3)> the density of traps may be computed: 

Nt ■= 9.73 x 1014 cm"3. 

The thermal velocity (v) of the carriers may be found by 

using the equation: 

Ol/2 

^6 

(ref. 28) (IH-4) 

or  v •» 6.34 x 10w cm/sec. 

The capture cross section (S ) for the traps may be found 

by using the equation: 

St = (Nt vTt) 
-1 

(ref. 27) (III-5) 

or  St = 2.7 x 10"
18 cm2. 

Conclusions and Recommendations for Further Study 

The calculated values of the band gap  (E _ » 1.35 cV and 

E IV ■ 1.71 eV) may be compared with reported values of 1.8-2.0 eV 

for As2Se3 in the bulk (3 '  and 1.7 eV for an evaporated fllt/31\ 

The change in the magnitude of the band gap indicates that the 

atomic structure of the material itself changed.    The existence 

of only one discrete trapping level in amorphous As.Se    Indicates 

that the Mott-Davis model is more appropriate for this material 

than the CFG Tiodel.     It is premature to speculate on the chalco- 

- - i I,,.-,, riilililTii n 
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genlde glasses in general, but for ASjSe., at least, the Mott- 

Davls model appears applicable. 

If the Mott-Davls model Is assumed, since the magnitude of 

the trapping depth (0.843 eV) is greater than one half of the 

band gap (1.35/2 eV) , the Fermi level must be below the middle of 

the gap, and thus holes are the majority carrier in amorphous As-Se«. 

(34) 
Owen and Robertson    have measured the thermoelectric power of 

As2Se3 and have found it to be positive which also indicates that 

holes are the majority carriers. 

In order to characterize As2Se- more fully, more research is 

needed in several areas. The change in the magnitude of the band 

gap during the thermal transformation should be studied more 

closely. Optical experiments and electron microscopy studies might 

yield valuable information in this area.  Expansion of the TSC 

experiments to include various members of the S, Se, Te family 

could yield trends which may give a better overall understanding 

of the processes Involved in these materials. ^ 
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AFt ENDIX I 

SCHEMATIC DIAGRAMS 

I-A   Temperature Control Systems 

A 
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I-B    Printer Interface 
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APPENDIX II 

EXPLRIMENTAL PROCEDURES 

II-A Initial Cleaning 

The Substrates are placed in a quartz Jig and cleaned 

by the following procedure. Note: Steps 1-6 are carried out 

in an ultrasonic cleaner. 

(1) 5 minutes in Microdean conmerdal glass cleaner at lOO'C. 

(2) 5 minutes in deionlzed water at lOO'C. 

(3) 5 minutes in deionlzed water at lOO'C, 

(A)  5 minutes in deionlzed water at 100oC. 

(5) 5 minutes in boiling 2-proi)anol. 

(6) 5 minutes in boiling 2-iropanol. 

(7) Dry under dry nitrogen. 

i 



II-B Photolithographic Procedare 

(1) 5 minutes In boiling 2-propanol. 

(2) Bake la oven for 5 minutes at lOO'C. 

(3) Apply KMER-33, spinning at 4000 rpm for 30 sec. 

(4) Bake for 10 minutes at 100oC. 

(5) Expose in mask aligner for 15 sec. 

(6) Develop in xylene for 3 minutes. 

(7) Wash in 2-propanol for 3 minutes. 

(8) Slow rise on slowrise plate to 180°C. 

(*) Etch in aluminum etch. 

(10) (KW5R strip) 5 minutes in A20 strip at 90oC (±50C). 

(11) 2 minutes in boiling trichloroethylene. 

(12) 2 minutes in boiling trichloroethylene. 

(13) 5 minutes in boiling deionized water. 

(1A)  5 minutes in boiling de<onized water. 

'< 
(15) Dry under nitrogen. 

Note: Aluminum etch formula (by volume) 

85% Phosphoric acid 
i 

10% Nitric acid 

5% Deionized water 
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APPENDIX III 

OBSERVED VALUES OF TSC IN As Se 

Temperature (0K) 

290 

300 

310 

320 

330 

340 

350 • 

360 

370 

380 

TSC (ohm"1 cm"1) 

3.23 x 10 -11 

1.2 x 10 -10 

2.89 x 10 rlO 

6.76 x 10 riP 

1.4 i x 10 .-9 

2.86 x 10 -9 

5.75 x 10 .-9 

1.12 x 10 -8 

1.75 x 10 

1.95 x 10 

-8 

-8 
i   i 

i 

• 

I  : 
1   .1 
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