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A TRANSPORTATION PROBLEM INVOLVIEG

SOURCE~LOCATION OPTIMIZATIOR

R. L. Sielken Jr.

4 generalization of the capacitated plant-location problem is formulated
and sevaral poseible g;diiiéétigns noted. Four solution techniques are
briefly discussed: exhaustivz enumeration, probabilistic search, zero-onme
mixed integer linear prograssing, and an iterative procedure. The relative

attractiveness of the iterative procedure is illustrated in thiee exazplea. -
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1. Introduction

The general source~location problem under conzideration is how to supply
J destinations with D 2, versy DJ units from K possible sources at a minimum
cost when the K sources have capacities Bl' Ez, cuvs BK’ and any subset 5f the K
sources can be locuted akt any one of I locations. A minimsl cost solution
involves the specification of each source's locaticn and the allocation of the
demands 51, Dys + vs D, among the sources.

A zero-one mixed integer linear programming formulation of this problem

is:
min [ 25 gF g 3 I ] @
S T T B T T S AL T
j} ect to the canstraﬁnts
K =D, §=1 J 2)
~. “ksi- i=§. iy y rees Ty
: :§=1 Nag S B el . Tamdk=1, .., K (%)
gk 4
iﬂl uki<1’ g-lf Es ey K’ (}
w, " 0orl, ‘{=1, ..., Tandk =1, ...; K, (5)
%y >0, allk, i, 3, 6)
where
- {1 if source k iz at location i,
Yei 0 otherwise;
E=s————
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f,4 = the fixed cost for source k being at location i

Xty the nuzber of units transported by source k frem locatien 1 to
destinatiomw 4; and

ckij = the coat of source k producing one unit at locaticn i and transporting

it to destination j.

The equality in (2) implies that the demand af each destination is satisfied.

Tha constraint in {(3) insures that, if source k is at location i, then the capacity
of source k is not exceeded, and, if source k is not at location i, then nothing
is transported by source k from location 1. The inequality in (4) implies that
each gource i. located in at most one location. The constraiats also imply that,
if 2 source is not located anywhere at ail, then it cannot help satisfy the demands.
Of ccurse, the physical interpretation of thc scurces, destinations, costs,
etc, is quite wnrestricted. For exszple, the sources could be rzfineries, the
deptinations could be militsry installations, and the ceosts in terms of tise.
Alternatively, the sources could ba generators of elsctricity, the destinations
cities, and the costs mopetary.

2. Some Possible Mudifications of the General Source~Location Probles,

Restrictions concerning the feasibility of certain source~location combinations
can be easily incorpcrated. For oxzample, if at most Ei sources can be located at

location i, then the Sroble=m should be modified by adding the constraint

K
£ ouw, <L, . i
kﬁ“‘gi 1

Of coursa, if source k cix oaly bs located st & location in & subsst T, of the

I locations, then the probles should be modified by deleting all variabies u




and X, with 1 ¢ 1,
The extension of the problem to a situation involving more then one product
3 i3 conciptually simple. If there are P products nd a subscript p is used to

inc:cate the p-th product, the ex.ended problem is

N P VR - +f Lot (8)
pel  “g=! “iml  “4=1 Sxijp Mkitp Ui Tk

AN 41 ) i S Pt

k=l {aml

subjec %o the -« .ucraints ;

kI .
k=1 “14=1 Fkijp

D all j, », 9

I’

(oA E S

J
Ej-l *ki3p S Wy ka’ all k, i, Py (10)
£

1 s w, 21, kel K (11)
RIS N L NP 5
£ - w,=0orl, allk, i, a2
: - Xgsp 2 0r Ll 4, 3, P an

AR A

Of course, the gemeral source~location prodviem as formulated in (1)-(6)

encoupass=s the special case i3 which 2il K sources are identical. However, if

all K sources are identical, the problem can a)so be Zormulated as

i N NGB O

1 J R

v, f ' {14)
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. sbject to the cpustraints

2;1 Xy " nj, F=1, voo; Ta )

J - ¥ % P
ngl gij i Vi 3; iw i; “tep Ig .£&§]

2;1 vy <K, . a

.‘M\“

‘{i = éj 1’ 2’ g ®#p K, i = 1’ LA RN I' (71§:7}‘=

.~
i M
)
St

;ij:'ii' 0, all i, 3,

B = the capacity of & source;
ey 4 = the cost of producing one unit at location i and tramsporting it to
g . éestiqgéiét kH

x, 5 - the uéé}' of units proéuﬁééi at lozstion i and ’traﬁéga:ted to

deatination §;
fi = the fié%é?ecat per source located at ;ocstis;a i; and
vy = the mﬁéé?f of sources a% location 1. 7
This alteraative féfgii;:icﬁ suggests that for ¢his particular case specialized

soluticn tedlini§uss should be used. The develogzsnt of such specialized techniqués
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3. A Burvey of the Literature

The "capuavitated plant-location problem" considered by Bulfin and Unger
[31, Davis [9], Ellwein {22]), Gray [14], [15], and [16}, Marks [19], Sa [21],

ard Spilelberg [24] can be formulatad as

K K| K# .
min B, zjal €y ¥4 + Iy By 20)
subject to the constraints

* .

Ein L T DB’ i=1, ..., J (21)

L Mg S0 Ber k= Ly eun, KA (22)

uk=00t l, k‘l' 260y K* (23)

xkj >0, allk, 3. (24)

Thus, from one viewpoint, the capacitated plant-location problem is a general
gource~location problem with I = 1, Alternatively, from the opposite viewpoint,
the general source~location problem is a capacitated plant-location problem with
K sets of I mutuslly exclusive plants. Some discussion of mutually axclusive
glants ia given by Marks [19].

The “simple plant-locaticn problem" considered by Celebiler [4], Efroymson
and Ray [11], Feldmen, Lehrer, and Ray [13], Manne [18], and Spielberg [22] and

[23] has thé mame formulation as the capacitated plant-locatien problem except

that the capacity of each gsource is assumed to be at lzast equal to the total

) e P ———— r— AT i A 8RRy
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each demand D, can always be optimally suppiied from the "nearest" source.
o
Warehouse location preblems which can be simplified to general source-

location problems were considered by Balinski and Mills [1], Baumol and Wolfe

y [2], Kuehn and Hamburger {17], and Harks [19].

}% i Chapelle {5], Cooper |6], [7], and [8), and Raincsek and Hartley [20]
7 Investigated the following suwnrce~location problem: If

Ej = the vemand for a product at destination j, j = 1, ..., J;

Bk = the capacity of source k, k= 1, ..., K;

(ak,bk) = the coordinates in two-~dimensional Euclideun space of source
and

gkj = the number of units transported from source k to destination

then the objective is to

K J , 2 2.1/2
min zk=1 23-1 g {{anj - ak) + (t:Dj - bk) ]

gsubject to the constraints

K . . ]

RS )
Ej-l xgjiﬁk’ k=1, ..., K,

akiﬁs bk_{ﬁ, ggjz_o, sll k, j.

. demand, This assumption zl'mlifies the problem considerably since it implies that

(abj’bnj) = the coordinates in two-dimensional EBuclidean space of destination j;

k;

is

(25)

{26)

27

(28)
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This problem is the same as the general cource-locatisn problem excapt that
(1) the location of each of the K rces is not restricted to one of a
finite aumber of possibilities, and

(ii1) e¢,.,,, the cost of sourca k producing onme unit at locatlen i and 1

kij
transporting it to destination }, has been rsplzced by the Euclidean

distance frem the location of source k to destiration i

-?®

_ 4, Some Solution Techniques

4.1 Exhaustive Enumeratioa

To solve the general scurce-locaiion problem by exhaustive enumeration, the

Py

optirmal allocation of the J demandsamong the K sources would have to be determined .
for each of the IK pogsible assignments of the K sources to the I locations. For
e.7h assiznment the determination of the demand allocation is a capaclitated

plant-~location problem; that is

K J . oK ;
min zkal stl ckj xkj + £k=1 fk u (29)

eubject to tne constraints

;§=1 %y =Dp d=L . d (30)

j
£] <B k=1, ..., K (31)
“jgl xkj = “k ukx 3y a3 By

i

W = OQorl, k=1, ..., K

Xy >0, =allk, 3. {33)




Branci~end-bound treatments of this problem have been given in [3], [9],

{12], [21] and [24]. The empirical evidence suggests that the branch-and-br-wnd
method would be-most useful i small problems, around 25 integer varisbles or
less.
There are at least two difficulties with the exhaustive enumeration approachs
(1) the number of possible assignments, IK, increases dramatically as 1 and
¥ increase, and
(i1) the only available "fast" algorithms for solving medium or large
capacitated plant-location problems are aspproximate routines - see,
for example, [21].

4.2 Probabilistic Search

Since the number of possible source-location assignments may be quite large
in a reslistic situation, it may only be feasible to explicitly evaluate a subset
of them. A simple probabilistic search procedure which explicitly considers
only a subset of the possible source-location assignments is as follows. Seleéct
a random sample of size n without replacement from the set of all possible
sggignments. Solve the n problems (29)-(33) corresponding to n assignments
selected, Let zi, zg, ++sy 2% represent the optimal values of the objective

n
functions in these problems. Then, if z<1), 2(2), seey 2

g, 8re the order values
(1)

of Zys Ty ceey 2I§ with

. ¥
z(i)iz(i‘['l}! isl. [E R EY I*l)

it follows that




K_ K
o gAczo)>1- N

(35)

_ oy 0 @®erenn)
ZK{’Ig"l) & (IK"ﬂ‘i'l)

Thus, Ior any r, the probability of obtaining an assignment at least as good as

the r-th best assignment cen be made as close to one as desired by taking the sample

size n sufficiently large.

One procedure for sequentially deter=ming which source~location assignements
ate to be evaluated is as follows. Let o be a constant such thet 0 < a < 1. Let
Z9s Zgs eeep zIK represent the optimal values of the objactive fé?é;i@ns;gn the I
cg;acitated plant-location probleZs (29)=(33) corressponding to the IK possible
essignments. Assume that a histogranm of Zis ooy gIK can be closely approximated
by a density function of & given form, Tske a random sample of size one from
the get of Ig aséigoments. Solve the problem in7{2§)-(33} cbx:esé@aﬁiag'éﬁ the
assignment selected. Estimate the parameters of the approximating -density
function. Then repeat *hese three steps until a sslected assignment nakes
(29) less than the a-th percentile of the distribution function corresponding to
the estimated density, This procedure wss discusssd by Cocper {7] in relaztion
to a similar source-location problem,

In comparing these two probesbilistic search procedures, the former procedure
hgsf:he aé?sigqgg of sélscti;g & fired number of source location aséignﬁég;é for

consideration and does not necessitate any assumpticn about the éigéribueiaa of

21y Zyy seey :Ig, On the other hend, Cooper's sequential procedure could result
in a smalley sample size.

K
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. 4.3 Zero-One Mixed Integer Linesar Progras=in

4

The general source-~locatlion problem iz z zero-ons muxs

S
frde
=]
[a)
oy
n
"
"
P
vhre
b
[
s
L

programming problem; hence, any generszl mixsd integer linesy progoasmming zlpm
may theoretically bz used to solve it. In particulsy, the relatively new branch~
and-bound msthods 2nd implicit enumsrstion methods seem spplicsble. Hovever
computaticnsal experience on the simpler capscitated planf-iccation protlems

indicates that thess methods may oniy be camputativaally feasible for relstivaly

o

ek e
.

small ~roblems,

. 4.4 An Itsrative Algorithm

b AR R Y e A

If the source-iocation vaxisbles, u s were kuown, then the genaial

source~location probiem would reduce to

e
(2]

1= ety Fkij (36)

b ome

K 1 C 2
A kﬂl gi=‘ xkij Dj, 3 J-, aa e J + 1' {j?}
3 % . =w . B, allk, i {38}
3=1 "kij ki K’ T
% Yy 2 0, allk, 4, j, (39)
A f where
i = ¢ I _ed "
% Drar = Zkel Ziw1 %t B zjal Dj’ (40
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. This problem is just a sisple trepspertstion problea.
Im zhe ofher aznd, i€ the zallocations of the demandas D}., ey 1\3 ameng the

% souvrnge wers known snd

ﬁk.j = the pumber of wnito to be transported from source k to destinastien j,
£ thgn the gensval source-location problew weuld reduce to
;:;f ¥ I J
£ win g [, + % e ., D1 (41)
B o1 gmp FE UKL o1 KK
E - avbject to ths constrainmis
£t = 1, for all k such that I . D, > 0 (42)
1u1 Ygg T 4 POF < sust j=1 “ky ~ V"
w,=0ecrl, allk, i (43)
g A optimal sol-tion to this problea is simply
g g = LAF = 4%G0 md Iy ) D, > 0 (44)
! % - = 0 otherwise
§ where, for each k, 1%(k) is the smallest positive integer i' such that
K
£3 J J
£ f..+ L ' = min [£,+ I ¢ D.]. (45)
: ki j=lckijnkj P s I e

l

T
O A—————

The simplicity of both optimally allccating demsnds among sources for a fixed

il
ik

source~location configuration and determining an optimal source-iocation configuration

for & fixed allocation of demands among sources suggests the following iterative
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schexze for obtalning approximate solucions & zhiz general source-location

problam:

(1) Choose an initial source-locaticr configurztion.

(1{) Por this source-location confizuration, determine the optir 1 sliczation

of demands among the sources.
(111) Por this demand allocatioa, datermine the optline! sovyre-locatica
configuration, Return to {i{i) with thiz 2wz configuration.
This scheme of alternately evaluating optimal demand allocations zand optimal
source-location configurations can be formalized into 5z followipg prozsdurs:

1. Select an initial value for each u with

i
Wi 0Qorl, allk, %

and

1
z : 1’ k - 1, ,.,. g‘.
inluki

2. Sclve the transportation problem in (36)-(40) with the uki‘s fixed st
their current values. Rapresent the optimal demasnd allocation thus
ohtained by {Dk s k=1, ..., Kend =1, ..., J} vhare ij

of units to be trensported from gource k to destination j: ie,

1
LSt St

3. Generate new Wy velues in accordance with (44), so thaz the correspunding

source~location configuration is optimsl for the new dezsnd sllocation

determined in stsp 2.

is thz nushor
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4. 1If the acurce-location configuration decermined in step 3 44 the swms
configuration that was last used in step 2, the iterative procadure
terminates, and the optimel source=iscation configuration znd demand
allocation are spprozimsted by the scurce-locatica configuration and
demand ailscation .sarresponding to the curran: uki*s and nk"s regpactively.
On the cther hand, if the souxce~location coaffguration has changed,
ret .o ¢o step 2 with the cucrent Wy values being those just detarmined
iz gtap 3

An extremely sttractive feature of thie iterative srocedure is that, if the

objective function for the general source-location prohblen,

K I eJ K 1 .
Demd Tiai Tyer Sty %ty * Fpeg Sreg Tkt Ykt (36)

waz calculated each time etep 2 was compléted and each time step 3 was completed,
the result would %e a nonincreasing zequence. This characteristiz follows
imzsdiately since in step 2 the previous demand allccation is feastble when the
ne¥ optimal demand allocation iz determined and in step 3 the previous source-
location configuration is feasible when the new optimal configuraticn is determined,
Thus, each time step 2 is completed snd each time step 3 is completed an isproved
feasible solution to the general source-location problea is obtaines or a fessible
golution which is at leset as good as its pradsceszor. This feature is quite
ispoxtent for wery lsrge problema in which & se. :ch for the optimasl solution is
often economicaliy impossible.

Since there are only (I+1)g possible sourceolocatior ci.figuracions, the

itezative procadure will terminate in a finite purds ; ¢l steps provided no
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source-location conflgurasion ie generated in step 3 infinitely often. In step
Z, the valus of {4§), the objective function for the general source-~locaticn
problem, is minimized for the current source-location configuration. Thus, since
the sequence of values of (46) determined by the iterstive procedure is a non-
increasing sequence. the only way in which a source~location configuration couvid
be generated in st2p 3 infinitely often 1s for there to be more than ons scurce-
location coufiguration with the same minimum value of (46) and for looping or
cycling to occur among these configurations. However, such looping can be
easily dealt with, For instsnce, in the examples to followthe stopping rule

in step 4 vas sugmented sc that termination would occur if the szme value of (46)
occurred more than four times. Interestingly, the iterative procedure was naver
terminated for this reason,

Since this {terative procedure yields only a locally optimal solution as
opposed to a necessarily globelly optimal solution, it will genmerally be
worthwhile to vepeat the iterative procedure with different imicial source-
locetisn configurations.

5. Examples of the Iterstive Procedure's Performance

In the previous sectica several attrastive characteristics of the iterative
procadure were indicated. To further substantiate this attractiveness, the
iterative wnrocedure was tried on three szmple problems involving real data. Ths
pareseters enc problem characteristics are indicated in Table 1.

In Examples 1 and 2 the iterative procedure was cerried out for each of 100
initial source-location cenfigurations selected at random. Since Example 3

corresponds to a much larsar sesple problem, monetary consideraticns allowed
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only 33 random initial ssurce-location ceanfigurations to be conaideiad.

The cost (45) associated with the optimal demsnd allocatioan for the initial
source~location configuratisn snd the cost associated with the optimal demand
allocation for the source-lccation configuration determined to be approximately
optimal by the iterative procedure were computed for each of the initisl source-
location conflgurations. As hoped, the costs associated with the approximate
solutions generated by the iterative procedure wers much smaller than the costs
associated with the optimal demand allocations for the random initial scurce-
location confizurations, The magnitude of this improvmenc is indicated in Table
2,

The effort involved in the iterative procedure’s determination of an approximsis
golution is reflected by the nusber of source-lsocation configurations for which the
correspunding optimal demand allocation had to be determined, These numbers which
include the initial source-location configurations were surpriseingly small.

As showm by the summary of these numbers in Table 3, the iterative procadure did
not just move gradually toward the near optimal solutiocns but rather leaped toward
then,

.or comparative purposes, the zero—one mixed integer linear proguazming
problem corresponding to the sasple problem in Exazmple 1 vas alseo solved uaing a
branch-gnd-bound algerithm. This algorishm was initially progremmed by Westpnal
and Gately [26] who based the algorithm om the bramch-znd-bound procedure described
by Davis, Kendrick, and Weitzman [10], The algorithm waz modified te incorporate

the improvements in the bounding procedure which were suggested by Tomliz [23].
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The optimal solution has a value of 91 which 1s also the value of the bast spproximsts
sciution determined by the iterative procedure, The branch-end-bound algoriths
required 85 minutes of IBM 360/65 central processing time to dztermine the cptimal
Solution.

The optimal demand allocation for a given source-location configrration was
determined by an out-of-kilter network-flow algorithm described bv Clagen {27].
The total number of IBM 360/65 central processing minutes required for sll of the
trials of The iterative procedure in Exasmple 1, 2, and 3 was only 12, 12, and 20
regpectively,

6, Evaluation of the Iterative Procedure

The performance charscteristics of the iterative procedure in the tliree
sample problems combined with the attractiveness of its theoretical mmd prectical
properties as described in section 4.4 makes the iterative procedure an extremely
attgactive practical tool for determining near optimal solutions to general

source~lccation problema,




e T b R
I

; PUTHAP {2303 X 0°T = '
| PUBEAY [RIAZ K {7 @ aﬁ
‘ PUYRGP TUNOT K G o= Na
0T **¢* °T = ¥y o3 w fere fY m oy oaey e .
puowep TEINI X Z° PUBEHD TEICL X ¢° puRmSy TEIVI X £° = # aoanos 10 Laypouden am
¥
“ { uopavuTISSP I¥ pUTLIAG mn
'
walde uryrrodoinse
Gy Sy Rapuy waze upatrodoazza
Bupayy 20 3800 pwe Yi~T 103 wopui Fupatt
T ' | 9 wnanon Fe A3pvedwe] 3o 180D puw ¥ SvVAn0E JO ¥ MOFIBVIOT AW -
) IY® 0% SUBS @q o3 peoopiaxsdory) Alpoedes o3 TeuvcyiIzsdoag Hupeq ¥ IVAN08 A0 IBOD PpIXEJ 3
ﬁ
| ) { voravupisesp o3 3IT
% I dBroprn Lasalyy adeayyn AesyByy aBaoyim LesBiy Jaedeuelld puv ¥ UORIVAOT IW ITUD £
g_ & 03 [uuuTyIod;tg | G pousppiodoxy oy rRustiiodory suo wonpoad ol ¥ sdanah 103 380D L
__
% ULy, OF seudy weyryedod o swaae ueiyredoxysa
Wm, 201370 ISBAIRY Of "5 Beedawy af *g ' 3998aey 9t SWOTIBUTISHP 32 Iaquny r
wf SOXoL Wl | FeIAE e rredos 3o swegw weiryodoxnan
i 82130 YoolzeT pg *g*a weliey g g 38aBzer @ STOYANAOT 3O Ipquny I
¥51 & ¥ gauInog 30 IYQUIN 1
|
; s a7dmery 7 oyduwey 1 a1duwny
! »
' WSTIIT o uc'gyusexdisnug IDIBWUIV 4
baoudet o’ ]

. ¢ pur ‘7 ‘f serdwexy oy oimIPmIEg T FIGVL

- o ‘
g&e&aﬁﬁwz AR e I r——" . - 5




£IT g% 921 81¢ 00T
11T 082 STI | 182 06
eOt 761 11T 461 08
50% 434 60T $91 oL
oox ¢HY {01 1A 09
96 £€T 001 SEY 0s
96 Lz 00T €€T gy
96 Yet L6 8ZT oy
6 61T L6 TZA €
Eve 654 “ 6 §1T 96 121 o€
91g 429 w 56 91t 56 61T 14
20¢ £s¢ 76 YuT $6 911 <
657 024 6 31 56 Y11 ST
Vi XA yey 16 TiY 6 1841 o1
9zt Ly 16 001 7% L0T '
VA A 1y 5 26 26 Y01 y
yen Yoy 16 86 16 g6 €
0T ¢ b4 16 | 5§ 6 96 Z
6T LYE 16 16 16 16 1
uoyseand Yoy ﬁcﬁuaaﬁwwmmmw wopyeaniyivon ] wopivandyzoo uopseanByyuon | uvopiwandryuon
witwradg,, TSRaTag W TouEdn,, TEEIFUY oTouyadp,, TeTIFul
¢ wydemxy 2 eypdumxy 1 srdwexg
1507 IGVYTERG Y3~u e

“uorieRBLIueg BOTATROT-sdanes (warnde Ateavarxoxddy o, oanpavoxd SATIBIVIY oya
PO GOTIRATILINOD TOTIRTOL~BIINOS CREITUL D Q03 SROTIVDSYTY puswag yesridy syl Jo 8380) ayr

L e [} " * L]

L ——— ) 9 3 A ——, | -

"Z a1avy

¢ L]

TUe e G S W A et § AN L R S 8 w08 e

LT i !
s

i




1

-

The Number of Scurge-logution Configuracions for which the Optimal
Demand Alleocatiuvn was Determined Enycute to an Approximately Optimal
Source~Lecation Conmfiguration.
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draquency
Example 1 Example 2 Example 3
3 2 Y
73 72 16
22 24 17
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4This count inzludes the initial source-location sonfijuratioun.
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