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ABSTRACT

This paper discusses some advantages of resource shar-
ing through a network of computers as compared to resource
sharing through cther forms of timesharing services. The
ARPA network of computers, sponsored by the Lefense Advanced
Research Projects Agency of the Department of Defense, is
used as an example of large-scale resource sharing in a com-
puter network. This paper discusses the technical and eco-
nomic aspects of computer networks, touching only briefly
on legal and social implications. This paper describes some
difficulties encountered in the use of computer networks and
possible ways to address these difficulties. The problem
areas discussed are those with application to a broad group

of users, and with high potential for solution in the near
future.
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ASPECTS OF LARGE-SCALE RESOURCE SHARING
x
THROUGH NETWORKS OF COMPUTERS

Eric larslem
John Heafner ]

The Rand Corporation, Santa Monica, California

THE MARKET FOR RESOURCE SHARING

The predominant trend of the 1960s in the data process-
ing services industry was the offering of computer timeshar-
ing services. A growing user pcpulation is indicative of
the continuation of the trend, in the 1970s, toward resource
sharing of computer systems on a much larger scale (1,2].
Resource sharing has expanded from the sharing of computer
hardware to include (1) sharing of computer hardware and
sof tware maintenance, ’2) softiware development, and (3) shar- !
ing of communication facilities.

A closer look at the timesharing clientele reveals a

rapidly broadening customer base. The users, no longer pre- !

dominantly from scientific ana engineering companies, are |
now being attractead to timesharing as a solution for business
data processing and management information and decisionmaking
problems. Timesharing services are moving into educational
areas--with the notion of computer access from the home just
over the horizon.

L]

' Ary views expressed in this paper are those of the
authors. They should not be interpreted as reflecting the
views of The Rand Corporation or the official opinion ot
policy of any of its governmental or private research spon-
sors. Papers are reproduced by The Rand Corporation as a
courtesy to members of its staff.

This paper will be presented at the Anmerican Management
Association's conference on Systems of Computers, Los Angeles,
california, 20-22 June 1972.

The development of ARPANET was supported by the Defense
Advanced Research Projects Agency.
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The changes in customer base indicate the transition
from the use of timesharing services for scientific calcula-
tion to probiems requiring that large volumes of data be
exchanged between the user and his program. This transition
has been made possible through the expansion of the relation-
ship between the computer technologies and the communications
industry. The growing acceptance of remote-access computing
is shown by various market surveys of the growth of the
communicatiors industry:

®* The computer communications market now stands at $450
million and will reach $2-6 billion by 1980 (3).
¢ Growth in peripheral devices must parallel communica-
tions growth tc provide access to shared resources. Telecom-
muntcations reports that the $6 billion computer periphteral
market of 1970 should grow to $11 billion by 1975 and that
the $60 million market for graphics terminals in 1971 will
grow to $450 million in 1980."
® Creative Strategies, Inc., anticipates a $2.2 billion
revenue from cable television by 1976.1 The Institute for
the Future, in a recent market analysis on home consumption
- of irnformation utilities via cable television and picture-
phone, projected a $15-20 billion market by the close of
the 1980s.
Given this growing customer base for remote-access ccm-
puting, it is of interest to examine tne motivations for
this growth from the small isolated timesharing services of
the early 1960s to the larger, wide-area timesharing services
of today, and to extend these motivations to a larger scale

to demonstrate the need for, and the tren. toward, networks
of computers.

[ )
Telecormunications, February 1971.

’Tclcoo%wunicationl, February 1972,
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LIMITATIONS OF THE LOCAL TIMESHARING SERVICE

Tne most prominant configuration for a timesharing ser-
vice in the early 1960s was a single-processor installation

with many dial-up or hard-wired lines to remote-access ter-
minals, see Fig. 1.

Secondary Central

storage Processor

/T

Fig. l--User's terminals

Memory

Within its local sphere, this arrangement provides a
high degree of resource-sharing for the computing system,
while offering users computing power at a much lower rate
than individually owned batch systems. However, with growth
of the user population and user requirements, this simple
structure presents the following:

b ¢ The user generally cannot access a large enough set
of hardware and software resources for his total nheeds.
¢ “he local timesharing service has few of the redundan-

cies to provide back-up when key elements of the system fail.

® Geographical separation limits the set of users of such
a local service and limits the number of services available
to isolated users. This limitation is generally in the form
of increased commurication charges commensurate with the
greatez distances.

® Attempts by local timesharing services to enhance hard-
ware and software resources often fail economically because
the user population they address {s not large enough or di-
verse enough to support special purpose services,
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FIRST ORDER SOLUTIONS

In the era of the local timesharing service, the users
developed solutions to the problens just mentioned. These
solutions were, and usually are, aestheticaliy unacceptable
and wasteful from an economic standpoint; however, they suf-
fice as a temporary solution.

To expand the software and hardware resources at his
disposal, and to provide a degree of back-up, a user gets
access to a group of timesharing vendors. If he is in an
area dense with these vendors, he has a relatively low com-
munications expense. However, in some cases, using a group
of suppliers requires increased communication cost to reach
a larger area. In addition, there is no one terminal device
that guarantees access to all the services of interest, which
means the added expense and inconvenience of multiple termi-
nals. Thus, while increasing the available resources, this
technique increases communication and terminal costs and
Causes the users to learn many different access methods.

At this point, a fairly large step was taken to reduce
the problem of high-cost communications. Larger timesharing
services evolved (see Fig. 2).

Local
Timesharing users via
Computing dedicated
Center

lines
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Fig. 2--Data concentration
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In this model, the vendor expands his user population

by putting data concentrators in areas of high user density.

These users are faced only with local communication charges

to access the services via the data concentrator and a shared

line to the computing center.
This increase in the user community of a timesharing

service provides the vendorrn ar economic base to solve se¢v-

eral problems previously mentioned:

¢ The larger revenue allows the vendor to kxeep mor? back-

up equipment at his installation, providing the user greater

reliability.
e The veador is able to expand his hardware and software

using his increased revenue, to provide more di-
to attract more

resources,
verse serviccos for the user and, in turn,

users.
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THE EMERGENCE OF NETWORKS CF COMPUTERS

The two solutions to resource acquisition/sharing pro-
blems, mentioned earlier, are, in fact, primitive instances
of computer networks. In the first case, the user at his
terminal(s), with the capability to access several vendors'
services, forms a centralized network, with the user at the
cencer and the vendors' services being his "slave" processors.
In the second case, the supplier's computing center is the
center of a network of computers, with the data concentra-
tors (mini-computers) being the "slave” processors.

With the continued growth of timesharing services us-
ing the data concentrator/shared line approach to expand
the market place, the demands for resources easily exceed
the capabilities of a single-processor. Thus, these cen-
ters usually expand their processors and peripherals in a
homogeneous fashion, i.e., they add another of the same
*model” equipment. The expansion serves to increase back-
up anc reliability.

With the coatinued growth of such services, it became
obvious that there was no need to centralize the processing
resources and that comsunication charges could be further
reduced by distributing the centers of computation geographi-
cally. This led to the emergence of the more general form
of networks of computers, shown in Fig. 3.

There are other Lenefits in this homogeneous expansion
of resources. Data protocol problems are less severe in
communicating betwees like systems, and idertical software
can be used in each system. llowever, with these benefits
of homogeneity an older problem reappears. The expanding
community of users needs access to a greater variety of
computing resources. Contrary to the claims of computor
hardware vendors, no one "brand® of computing hardware can
solve the problems of a large user community in a cost ef-
fective manner.

Ty —




I T W mg A  C— e —

Data
Concentrator

Computer
Center

Computer
Center

Data
Concentrator

Data
Concentrator
Data
Concentrator
Computer /
Center
Data
concentrator
Data
Concentrator

Fig. 3--Distributed computing

Thus, the current evolution and experimentation in
resource sharing via networks of computers involves the
interconnection of heterogeneous computing resources. We
cxamine the Defe:.se Advanced Research Projects Agency's

(ARPA) Metwork as an example of this work and its associated

problems.
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THE ARPA NETWORK: DEVELOPING NETWORK METHODOLOGY

ARPA NETWORK PROPERTIES

Studies in the early 1960s [4] indicated the desirabil-
ity of distributed digital communications ietworks. The
preceding sections have indicated the trznd of the timeshar-
ing industry toward this concept. Oone of the more prominant
examples of computer networks is the experimental ARPA Net-
work [5], called ARPANET.

The ARPANET* is a nationwide network, currently inter-
connecting 26 ARPA-sponsored research installations. The
network is distributed (rather than centralized) in struc-
ture and heterogeneous in content.

As shown in Fig. 4, the ARPANET consists of two major
parts: the subnetwork and the host computers. The subhret-
work consists of a series of 50 kilobit communications lines
and small message processors, called IMPs, at each node.

The lines provide redundant communicaticns paths between
the nodes. The IMPs are responsible for handling message
flow through the subnetwork. The subnetwork operates in a
s;ore-and-forward mode [¢) with traffic routing governed
adaptively (according to lcad) by the IMPs. The IMPs also
handle error checking and retransmission. The subnetwork
is capable of reconfiguring, when possible, to circumvent
line failures.

The other part of the ARPANET is the set of host com-
puters. At each node, there is one or more host computers.
some of these offer services to the ARPANET users, while

*

ARPANET was designed by ARPA and many of its contrac-
tors. Most notably, American Telephone and Telegraph design-
ed and implemented the circuits; ARPA provided the "plan";
Network Analysis Corporation selected the topology: Honeywell
fabricated the subnet equipment; and Bolt Beranek and Newman,
inc., was responsible for most of the subnet implementation,
installation, and checkout.
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others only provide access to the Network for local termi-
nals. The magnitude of the host computers varies from the

*
ILLIAC IV to the Terminal IMPs (TIPs) and PDP-1l's.

ADVANTAGES OF THE ARPANET DESIGN

Oone of the greatest advantages lies in the subnet/host
separation. Since the communication, error handling and
routing functions are concentrated in the homogeneous sub-
network, the heterogeneous collection of host computers can
be interconnected without implementing communications pro-
grams in each computer.

Another advantage is the sharing of high-data-rate lines
among a large group of users. In fact, the anticipated
charge)r for use of the subnetwork is $16,500 per year plus
free transmission of 4.5 million bits per month. Above
this monthly transfer rate, there will be a charge of 30¢
per million bits transferred, independent of distance.

The greatest advantage, however, is the wide array of
resources which such a heterogeneous collection of host com-
puters can offer a user, with a relatively low iniciation
fee. For example, a TIP with communication lines rents for
about $1700/month. Via a TIP, 63 terminal devices can be
interfaced at that node. Thus, for about $30/month over the
cost of a terminal, access to the resources of the ARPANET
is available.

Previously, we indicated that accessing heterogeneous
resources often required different terminals because of
inconsistent input/output requirements of timesharing sys-
tems. In the ARPANET, each terminal is given access to all

terminal applications through a terminal-oriented protocol (71.

*

Terminal IMPs are slightly expanded IMPs with a mini-
mal host facility to provide basic terminal access to the
Network.

*Datamation, April 1972.
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In summary, the ARPANET solves many problems regarding
conventional timesharing systems, It offers at low capital
(or monthly) investment rates (1) efficient use of communi-
cation facilities, (2) low data transfer charges, (3) a vast
array of resources shared over a large population, and (4)
single-terminal access to these resources.
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ARPANET: EXPERIENCE AND PROBLEMS

COMMUNICATIONS SUBNETWORK

The performance of the subnetwork has exceeded design
goals., The average outage of the communication path be-
tween two sites (using alternate paths when possible) has
been under 0.5 percent. The error detection and retransmis-
sion techniques in the IMPs reduce undetected errors to 1
in 1012 bits transmitted. At the current network traffic
level, this amounts to less than 1 bit per year of use.
Currently, the response time for a message through the sub-
network averages 0.3 seconds for a maximum length message.
The capacity of the ARPANET is a function of the topology
and can be increased by adding higher bandwidth communica-
tion lines when and where necessary.

USER/SERVER RESOURCE SHARING

The ARPANET has been productively used since February
1971 when UCSB offered network Remote Job Entry (RJE) to
their host IBM 360/75, Subsequently, other RJE facilities
have joined the ARPANET at UCLA and UCSD, with the ILLIAC IV
complex scheduled to offer services in late 1972. The set
of timesharing service centers is considerably larger, em-
bracing several PDp-10s, a Sigma 7, Multics, two 360/67s,
and a Burroughs 6500.

Although the ARPANET was first used for remote batch
services (which probably still accounts for a large amount
of the network data transfer) the predominant use is now
the terminal-based timesharing systems.

PROBLEMS

One major problem in turning the ARPANET into a usable
entity is the heterogeneity of people associated with the
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network sites. There are not only different sets of termi-
nology, but also different sets of operating system techni-
ques and principles. Many working sessions for developing
communications protocols were initially hindered by communi-
cation gaps and divergent technical philosophies.

User problems are quite similar. As mentioned before,
a terminal protocol has been developed to allow user access
to many resources from the same terminal. However, the
appearance of each installation, in terms of the syntax
and semantics of commznds, remains different. This areca is
one with much greater inertia (i.e., the operating system)
and will not readily yield to standardization. Studies
in this area are currently underway.

bl 3 A b S o s i i Pl L, g e AR S g
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PROGROSIS OF HNETWORKS OF COMPUTERS

DIRECTION OF TECHXNOLOGICAL ADVANCE

ARPA plans to relinquish the ARPANET when the GQVQJOp-
mental and experimental phases arce complet@.. The ARE&NS? _
and other smaller networks serve as examples of large-scale .
resource sharing. The advances in technology gainéﬂ {rom
these network experiments will serve as a basis for larger
and pore aophisticated networks for both government and
private industry.

Exploration of netxorking methodology, however, will
continue for some time in many arcas. Several prospective
areas for investigation are mentionad belowm:

o Mass f{ile technology has brought about feasible, rapid-
access storage on a large scale (8). Individual owpership
of such mass-storage systoms s usually gcgnonicallg pro-
hibitive; thus, they are ideal candidates for resource shar-
ing in 3 network. Access Lo sSuch systenms Opens many new
possibilities for new development in areas such as manaje-
rent information systers and medical dara bank systems,
which have been constrained by thelir data volume (n the
past. Lxploratory work will concentrate on access and organ-
fzation of large, possibly distributed, data bases. i

e Encryption techniques (9] that sstisfy exacling govern- !
nental requirements for purposes of security will be further
refined and applied ro transmitted data. Encryption is also
of concern to commercial enterprises from the stamdpoint of
privacy of corporate data,.

¢ Current technology allowe the extension of networks
wia transoceanic cable, microwave systens, and satellite,
Thus, intercontinental networke with even greater rescurce

*Paramarion, April 1972,
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sharing and communications facilities are possible. A pro-
posed domestic, naticnwide, satellite corenunication system
could be operational by 1974..

e The current terminal device is a keyboard and a printer.
The power of a user's “"station” could be enhanced with dig-
itally encoded audio/video adjuncts. Although such addi-
tions may be economically infeasible at present, modest
cost voice encoder/decoders and compression techniques are
under current exploration. Such "stations™ open possibil-
fties for such fields as remote conferencing, which have
application to management {nteraction, and social and policy
experiments, which require group interaction.

e Microprogrammable subnet components will be exployed
and tailored to real-time applications involving complex
arrangements of analog and digital equipment. with the
steady improvement in the price/performance ratio of the
minicomputer, such configurations may be attractive to such
military and defense areas as radar and sonar research, as
well as to industrial process control.

e Fault detecting and self-correcting hardware [10) will
be further explored and employed in future networks. In
the current ARPANLET, for example, line fallures are auto-
matically detected and reported and mesgages are re~routed
over other paths. In the event of detected software fail-
ures, cooperating programs pemmit a subnetwork computer to
be reloaded from one of its neighbors,

FUTURY OF NETWORES

Where do we go from here? Anong those who foresee an
information utility, Dr. George Feeney predicts [11) that

#
Pelecomunicatione, June 1971,




T T I T T e e e

networks of computers will continue to grow as supplements
to conventional timesharing, thus doubling the current time-
sharing systems' capacities by 1977. He foresees this trend
leading to a cormputer utility where computer resources will
be available and marketed in the same manner that electric
power and telephone services are marketed now.

The growth in communications and computer technology
tovward a computer uzility leads to an interactive computer
station for the home that will not compete with necessities
such as home appliances, but will compete with luxury {tems
in the same price range.

In the final analysis, however, it appeara that neither
technology nor economics are significant impediments in the
grovth of networking. The ARPANET and others have shown
the technical feasibility and the economic desirabiliey of
networks of computers.

A GLANCE AT SOME NOM=TECHNICAL PROBLENMS

The computer utility is feasible, but is it socially
desirable? It is feared by some persons that such a utflicy
will widen the communications 9ap between levels of our so-
ciety. They anticipate that those on the lowur economic
scala will not be offered information in a usable form at
a cost they can casily bear. That §s to say, it i a vrilivy
for the rich, not for the poor who are not motivated to make
use of the information,

Privacy of information is another area of continuing
concern. The large amount of private information now stored
in computers is increasing., Existing lawes and technical
means for the protection of that information against unauth-
orized access are inadequate. Purthemore, there is little
or no legal foundation providing penalties for deliberate
or accidental disclosure of private data.,

Technically, much work has been done to protect againat
erroncous computer prograng and ralfunctioning hardware. %The
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weakest link appears in the communications facilities, where
little work on security has been done in arecas outside gov-
ernment use.

There is a need for a basis from “Nhich to construct pro-
tection mechanisms, pProfessional licensing standards have
been suggested as a foundation around which to build adequate
safeguards and develop penalties for violation. Other regu=-
latory needs are being examined by the PCC. The large body
of current ragulations are based on velephone and telegraph
cosmunication. Data trangmission was different requirencnts,
a variable bandwidth and high reliability. Users wish to
pay for data trensferred rather than a connect charge, be-
cause the data are typically sent in burstas, leaving the lines
jdle most of the time., Current requlations hinder stuall time-
sharing companies from concentrating their traffic and thus
forming consortia to achlewve acceptable unit costs.

sariffs are not based on the kind of cquipment used with
the phone lines. There are also constraints on the kind of
equipment that can be connected. The FCC is not insensitive
to those problems, as evidenced by the Carterphone veision
a few years ago, which permitted the attachment of foreign
devices. Computer manufacturers believe that they can offer
erninals at lower cost if they are allowed to provide the
circuitry to interface with the phone lines. However, there
is atill the need for pricing structure tO charge for line
use at a different rate depending upon the equipnent involved.

aAnother bottleneck in the evolving communications tech=
nology is the lack of wiable rules governing the use of micro=
wave for data tranamission.

The FCC appears to be taking steps in the right direc-
tion. The problems, however, are erorrously complex amd there
is no question but that the social, political, and legal pro-
Hlems (rather than the techaical ones) will delay the coming
of the computer utility.
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