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I. INTROGDUCTION

A. PURPOSE

The jntent of this thesis is threefold; to propose a measure of
effectiveness; to propose a method to determine the specific effective-
'ness; and to propose the concept of a cost-effectiveness guarantee.
A1l three are proposed with-respect~to-an~air=to~ground-{A/G)-weapons
delivery system in a dive maneuver. However, the techniques proposed,
with the necessary modifications, appear to have wider applications.

Some of the development is incomplete and requires further investigation.

B. NEED FOR ACCURACY MEASUREMENT

Prior to developing a meutod for measuring the accuracy of an A/G
delivery system, it is important to understand the need for accuracy
measurement, Severa} needs are discussed.

1. Specification Compliance

In the Test and Evaluation (T&E) community a determination of

specification compliance is usually the prime motive for measuring
accuracy. The accuracy measure and occasionally methodology are sbeci-
_— fied in the applicable contract guarantees. Confusion can be introdiced
E by the use of different measurement units and methodologies in different
specifications.

, A typical, though fictitious, example of an accuracy specification

. is:

E "Exhibit a 15 mil circular error probable(CEP), corrected for
- S 2iming error, computed in the plane normal! to the line of sight
T from the reiease point when delivering Mk-76 practice bombs

at a release airspeed between 400 and 450 KIAS, a dive angle
between 40 and 50 degrees and a release slant range to target
less than 10,000 feet."

Testing to this specification would probably be expensive

S
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Alsc inherent in the specification example is the singular usage
of the measure of accuracy. This .easure in itself has 1ittle value
outside of the specification context. Therefore, it appears that a
significant amount of money and time would be expended with negiigible
informaéion gain beyond specification compliance.

2. Sortie Predictions

In the.employment of an A/G systzm there is a need for a differ-
ent measure of accuracy. Strike planners and wéaponeers need to estimate
the probability of a weapon impacting within a given distance of a target.
(The methodology usad for this purpose is described later.) This is an

important need as it is required throughout the lifetime of the system.

" 3. System Cemparisons

Often a need arises to compare a system with some other system
or systems. One of the measures of effectiveness that should be used for
comparison is accuracy. Thus, a need arises for a measure of accuracy,
commen to the various systems being compared. An identical need exists
if a cost-effectiveness analysis is to be conducted.

Three general requirements for measurement of aceuracy have been

discussed. As presented, each of these requirements uses a different
measure and the measures need not be compatibly defined. In theory, it
could occur that several separate determinations of accuracy wouid be
required for a single system. In practice, this is not usual, hcwever,

a common technique would be beneficial so that all requirements could

use the same measure.

C. HISTORICAL MEASUREMENT METHODS

Historically the measurement of accuracy of nearly all types of

weapons delivery systems has involved probability distributions and the
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darameters that define these distributions. Several terms thal are

commonly usad in weapons accuracy analysis are shown in Figure 3.

1. distributions

The normal family of probability distritutions fas iony desn
accepted as the proper family for the ﬁstri':-ut.ien of wezpon Enpacis.
Recently this concept has coes undaer closer scrutiny. 1t ¥as een
suggested that a normal distributicn mey not 2haays accerately depict
a parent distribution cf impacts and other families such 25 the Cauthy
have been proposed [11.

a. Hormal and Variations

Many different variations of the rommei distridution izwe
been used or proposed but orly the two most comwon are discussad.

(1) Bivariate Horzal. The bivarizte normal is e rore

flexible of the two variatiens discussed, permitting the errors in ranpe
and deflextion to be correiated. Lletting x dencie range #rd v demste

deflection. the deasity function is:

- X=T_ o X% F- _?"3‘- -
() flxy) = —— et i—N%s —X L s 4%
Zsoxcy(l—p ) 2{1-:%) S, Sy Ty

Often the range and deflection errors are assumed to D& pesTiy TnooTTs-
lated so that o is approximately zerv. A rotation of e cooralnels
system can also be used to eliminate the correiztion duwt the resuiting
variables do not represent true range and defiection errors. The

uncorrelated density reduces to: -

I IR o W e
) floy) = gm—emf 3L D2 (B2
X

Zzoxay

|
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Figure I.

Depiction in the Ground Plane of terms
e commoniy used in Weapons Accuracy
: Analysis.
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The parameters are:
u, - mean of the range error distribution
- mean of the deflectio. error distribution

- variance of the rang2 error distribution

)
P gt )b e S gt AW DS

ol
LT T A AP -a oy PRI gring vt ¢ ST mttate

c ~ variance of the deflection error distribution

p =~ correlation betwezen tha range and deflection errors

-~Standard.statistical.techniques can.be.used to_estimate these parameters :

from observed data.

(2) Circular Normal. The more commonly used normal distri- §

bution is the circular nommal in which it is assumed {-at the range and i
deflection errors are indeperdent (uncorrelated), have mean zero and
have common variance. The circular normal cumulative function where r E
is the radial miss distance is:
) 2 }

(3) Fr) = 1-exp (-T5. r>o
2
g

we

.

Procedures have veen developed for use when o, ¥ oy
[2, p. 3 and 4]; i.e., the distriution is an elliptical nommal.

An axis rotation can be used to eliminate the correlation between range

and deflection.

35 ‘ An estimator for the o2 parameter is:

Eor
i=1_!

MRS
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) The circular normal has computational simplicity over ‘
!

Py MRS
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the more general bivariate normal distribution, but the assumptions are

quite restrictive.
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b. Cauchy
An Pir Force report [1] of.an analysis of combat impacts
observed in Southeast Asia found that the normal family did not yield a
good distributional fit of the data. One of the distributions that was
shown to closaly approximate the data was the Cauchy.

The functional forms of the Cauchy were proposed;

(4) ‘Rectangular Cauchy F{x,y) = ‘tan'3~2§vtan‘] -4

28

"Nlb

2
. _ 4, -1 8 172
{5) Circular Cauchy F(r) = —=tan  ( )
T ﬁz‘l‘l‘i

The estimator for the parameter 8 was proposed as:
g = .455 - (radial miss distance of the median impact)

The functional forms of the Cauchy proposed have the
advantage of simplicity but lack mean values.

c. Direct Hits Plus Distribution

The Air Force study [1] pointed out that several imdacts
were observed to be directly on target contrary to the predictions of
a continuous distritution function. This may be explained ty considering
the method of measuring the miss distances (photographic), t':e physical
size of the target and some ego orientad, psychological attractior of
the target itself. The method propoased to account for the positive
mass at the target was to introduce a proportion of direct nits. The

distribution function then becomss:

5 + (1-8) F{x,y) in the bivariate case,.or

(6) 6&(x,y)

(7) &(r)

¢ + (1-8) F(r) 1in the circular case.
The parameter & could be estimated from prior experience or
could possibly be some universal constant derived from many different

systems.
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d. Other Distributions

Literally hundr2ds of different distributions such as the

Weibul, exponertial or uniform or variations of distr-itutions such as %
. a mixture of two circular normals or a localized normal have been %
proposed. Two interesting facts emerge from these proposais. First, %
as the predictive ability of the distributions increases, the complexity ‘%
.of .the .functional form.generally increases. This usually increases %

manipulation difficulty. Secondly, nearly all of the distributions or
variations proposed are continuous.

2. Measures

N ACE e Aratal L) o s

There are several commonly azcepied measures of accuracy which

AN
'

SRR SN ¢ St g AN, (EHE AR KNI

g are functionally related to the parameters defining a unique distribution
e
£ in an assumed family of impact disiributions. These measures are

e

graphical(y portrayed ix-i Figure 2.
a. CeP
The circulzr error probatle is defined as the radius 0 a
circie centered at the target (ur designated poinij whizh contains }F‘
50 percent of the obsc:sved independent impacts, cr, the radial distaace
to the median impact {4, p. i-1, 1-2] The functional relationship of
CE? to the distribution parameters is found from the Tollowing integral:

- CEF
{(8) F(CEP) = s f(r)dr = .5
0

- As an example, the CEP using the circular normal distribution i- derived

as:

PI %o s A4 L + Al ' "
KLhe Wm_ it oy o T BT Ltk
,'ﬂuw“ st 2 "‘iwm‘mﬂmm‘% %ﬁmﬁ*‘,ﬂrﬂwﬁ"w,‘IW"B«h AR ek A i S e P
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Figure 2.

Depiction of Accuracy Measures in

the Ground Plane.
@ Individual impact soints
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CeP = o\/Z n(2) = 1.17740

b. REP/DEP

The range error probable and deflection error probable are

similar t CEP. 7he REP is the distance from the target (or some desig-
nated point) to tha median impact in range [4,p. 1-2,1-3]. The functional
relaticnship of REF tc the distributional parameters is:

REP

J  f(x) dx where f(x) is the

-

(9) F(REP) - F(-RE?) = .5
margin:l distributicu of x from f{x,y)

DEP is defined simi.arly. For a bivariate normal distribution,
: REP = .674::x and DEP = .6740y.

It should be noted that if an axis rotation was used to

v ) s = S AR Dot b, SRS R 0 b s b 1 e s

uncorrelate the range errors and deflection errors, the functional form
in equation (9) is no longer valid. This is a serious disadvantage of
mathematically uncorrelating the data.

c. MRE

The mean radial error is defined as the mean of the radial
miss distance distribution. It is derived below for the circular nommal

. distribution:

T o o S R et e

. f(r) = % exp {-
[+3
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this integral is solved [5,p. 458] as
Efr] = Zgzo= 1.253c = MRE

Of the listed measures, the MRE is probably the least .

frequently used.

d. Ml
The mean point of impact is the point which has as its range

and deflection coordinates the arithmetic means of the range and
d;f1ection coordinates of the individual impact points [4, p. 1-3].

The MPI is calculated from an observed sample of impacts rather than

a hypothetical distribution. In many analyses (such as T&E) [Refs. 18,
20,23, and 24], the MPI is used as the center of the observed impact

distributicn instead of the target. The offset of the MPI from the target
is terred a system bias and the CEP, REP, DEP and MRE are calculated with
respect to the MPI. Qbviously, this technique would not be useful in
weaponeering applications.

Analogous to the MP1 are the mean poinc of fwpact i rangz é
and defiection (MPIR, MPID) which are the arithmetic means of the impacts é
in range and deflection,

e. Other
Three other definitions given in the Joint Munitions Effective-

ness Manual (JMEM) [4, p. 1-1,1-2] are of interest and are quoted.

(1) Bombing Error. The combination of all errors which

cause weapons to miss the target. Included are ballistic, aiming, release

and aircraft system errors.”
(2) "Ballistic Dispersion. The variation of the path of a

weapon which is attributed to physical tolerances in the weapon dimensions

and aerodynamic stability."
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(3) "Delivery Accuracy. The measure of the ability of

pilots] to put the weapon impact pattern center (usually MPI) on the
target or aimpoint. The unit of measure of the variation iq placement
of the pattern center may be o, CEP, or REP and DEP. It is these measures
that are used in predicting the results ¢f future weapon releases of the
same type. Delivery accuracy is based cn the errors in aiming, release
and aircraft systems. Iu does not include ballistic errors."
3. Mils

In many applications the accuracy measures are expressed in mils
(milliradians) perpendicular to the line of sight (LOS) at release or
some other appropriate point along the aircraft flight path. The geometry
involved in the computation of the mil is presented in Figure 3. A mil
is usually defined as the angle subterded by a secant line of one foot
length ai a radius of 1000 feet [4; p. 4-2]. The Zeflection mil error (dup

is related to the deflection foot error (df) below using the svmbolegy

"~ of Figure 3:

1000 df
(1) dm =
Due to the geometry, the deflection error in the ground plane is jdentical
to the deflection error in the scoring plane, thus no correction is
required. The range mil error is computed by the following equations:

1000 r

02) r, = ———;——5- where r_ can be closely approximated

(especially if s/rg is large) by

(13) TS

rf'cos 8

]It seems to this author that more is involved than just the ability
of the pilot.
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Aircraft ot re'ease or some other designated point

B Horizontal

Impact

Approximately 90°———

Figure 3.
Geometry of the Mil Definition

8 = Depression of the Los from the
horizontal.
S= Slant range to the target in feet.
e = Ronge miss distance in the ground
plane in feet. .
re = Range miss distance in the scoring
plane in feet.

m* Mil error.
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Theoretically, the use of mils transforms impact data taken

‘ from various release slant ranges and dive angles to a comnon base. 2
° . Traditionally, separate accuracy measures are specified for each given
set of release conditions; i.e., slant range, flight path angle, airspeed %
] and maneuver. The use of mils permits some aggregation of accuracy data %
£
r .over release conditions. %
| 2 ‘ z
§§ from the material thus far presented it is concluded that a single, z
%} general accuracy measure and methodology could be advantigeous. Some of %‘
the more important attributes of a good measure ar«i methodology are: fl;
: g

a. suitability to each need for the measurement of accuracy.
b. exactness] of the estimation methodology.

c. winimal amount of testing required to achieve the desired

estimation exactnecss. . -

WLy A 2 R MRS N
b N

ARSIt g 0y p g b

d. freedom from distributional and ot'er assumptisns restricting

A e RN

the applicability.

bRt

ALY

e. 1independence Trui delivery couditions.

mathematical tractability and computational simplicity

i

e YL T
-”[
L[]

g 1) for data anaiysis.

§ 2) for weaponeering.

éﬁ 3) for maintenance of capability records.
§ . g. adaptibility to new systems.

s Even the few attributes listed above indicate the difficulty of )

N deriving an “optimal"™ measure and measurement methodology. Additionally, é

]Exactness is defined as the minimum error throughout this thesis.
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the preferential ordering assigned the attributes by an individual will
signi‘ficanﬂy influence his judgement of the “"goodness® of a particular
. method.

)

st

By carefully defining the problem and attempting to give preference
to ali phases of the problem, a methodology has been deveioped. This is
not proposed as the "optimal" method but it does have more of the attri-

butes listed above than previous methodologies known to this author.
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II. ACCURACY MEASURE

b}

Prior to developing a methodology for detehmining accuracy, a specific- .

measure of accuracy should be determined.

A. SYSTEM FUNCTION

The JMEM definition of delivery accuracy (quoted earlier) can be
paraphrased as the placement of an impact pattern center on a designated
point. The measure of accuracy being some description of the precision
of that placement. However, accuracy of an A/é delivery system may also
be thought of as the frequency with which a system performs its assigned
function or functions. This definition differs from the JMEM in that it
does not include assumptions about an impact pattern (it is distribution
free) and it gives the accuracy measure in terms of the mission.‘ An A/G
delivery system has -the singular function or mission in a combat role of
target destruction.

Tuo important results can now be discerned. First, the singular
function of target destruction greatly simplifies the development that
follows. Second, a basis for the proposed definition of delivery accuracy

has been reached. This basis can be built upon to derive a measure and

methodology that are related directly to the system mission.

B. MEASURE OF EFFECTIVENESS

Based on a mission of target destruction, the accuracy measure
definition is the frequency with which target destruction is achieved.
An interpretation of the frequency could be the number of targets destroyed

per sortie. Note that this is the inverse of a common weaponeering

measure, the number of sorties required to destroy a target. The averaging
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over sorties is not essential. It could have been taken over weapons

expended, attacks or other quantities. Sorties was chosen because it

{s commonly used as a normalizing quantity in aviation terminology.

it may seem that the number of targets destroyed per sortie is more

a measure of effectiveness (MOE) than an accuracy measure. In many
.contexts, the MOE may be a function ¢f an accuracy measure. For brevity,

the term MOE will be used and should be interpreted as meaning both

accuracy measure and measure of effectiveness. '
The MOE chosen (targets destroyed per sortie) closely resembles that

vsed by the Weapon System Effectiveness Industry Advisory Committee

(WSEIAC) [6, p. 24,25] which presents some recent analyses of related

problems.

C. WEAPONEERING EQUATION
The MOE chosen can be mathematically expressed by a probability _ - ;
statement; the probability that the target is destroyed in a Eertain |
number of sorties. This is symbolized in the familiar concept of the
probabitity of failure equals the product nf the prcbabilities of failure

on each of several assumed independent traiis as:

(18) « = 1-(1 - p)“z where;

N

a is the probability that ihe target is destroyed.
p 1s the probability of target destruction in a single attack.
n 1is the number of sorties

£ is the number of attacks per sortie.

Solving for the rate of target destruction per sortie (1/n) yields:
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(15)

Equation (15) wili be called the “weaponeeriag egmtion™.

For convenience ir. this thesis, the mmber of attacks per sorsse {53
will be assumed to be unity. In many applicatioms, such 25 azaisi
heavily defended targets, ¢ is unity by policy. However, mo Izss of
generality or nathematical inconsistsacies are inposed due To ITdENE 2
to be unity.

Superficially, the probability of target destruction in 2 single
attack {p) may appear to be identical io the aistcrical meesure of
accuracy. A closer examination shows o 10 be more. ismberestiy, o
depends on the destructive radius of the weapmm/targe: cotization (r )-
Hosever, the results of the WSEIAC anaiysis [7,7. 22-33] giwe 2 deeper
insight into o. The WSEIAC report comcicded that o simuid de relztsi 2
the availability, depencabilily and capabiilily of T sastem by She
following eguaticn.

(16) p = ADC  where

T

A" is the transpose of the veclor of probabilittes et the

system is 1In some state the start of the wEssion.
D is the matrix of prebabdilitiss a2t the Systex is in
some state at the required mission Fme condiziowd an
the state of the system 3t the start of The mission.
C 1is the vector of capabilities conditioned on he e
state.
Appendix C gives an example of the use of the ove spation o» iance
understanding of this imortant concept.
Now it can be seen that €, the capadilitiss, zre sitat were commonrily
referred to historicaily as the reasure of acturecy. Jn faportant

distinction exists though that requirss 233 itioni inwcstigmtion.
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D. CAPABILITY

As defincé, tne capability is related to Yo and conditioned on the
system state. No mention is made concerning the delivery conditions.
This is a radical departure from the historical method of tying the
accuracy to a specific set of delivery conditions. In theory and in
reality, the probability of placing a weapon within a given distance of
the target is dependent on the delivery conditions. Hcwever. the
experienced attack aviator who has flown in combat or attempted to
achieve a specified set of deiivery ccnditions over an unfamiliar target
and terrain on the first attack will readily admit the difficulty
involved. The presence of enemy defenses affects all celivery parameters
and can cause large deviations from programmed dive angle, airspeed,
reiease a}titude] and run-in he@ding. Cloud conditions different from
those predicted may dictate last minute changes in dive angle, release
altitude and run-in heading. Winds not anticipated can cause dive angle
and run-in heading to change during the attack. In close formation attacks
each aircraft usually achieves a different set of delivery conditions.

Iz older, manual delivery systems, the sight setting used was based on
a precise set of delivery conditions. Thus, a great importance was
izposed on the achievement of these prescribed conditions. Now, sophis-
ticated systems continually compute the predictea weapon impact point
ard automatically release the weapon when some dasignated point coincides
with the predicted impact pcint. The pilot using this system is free to

vary his delivery conditions “within reason" as he deems appropriate.

]Dive angle and release altitude define the siant range to the
target which is an influential parameter in the accuracy.

RIS ho vt e sl




It seems reasonable to insist that the capability measure also be

free of delivery conditions. _

The "within reason" phrase cited above gives qualitative bounds on
the delivery conditions. These bounds should refiect the current
operational tactics, and can be expected to change with time. For

.example, in the "Vietnam Era," the bounds might have been:

a. ..Dive.angle .25 to 6C degrees
b. Release altitude 4000 to 7000 feet
¢. Airspeed 400 to 600 KIAS

d. Run-in heading 0 to 360 degrees




III. ACCURACY ESTIMATION METHODOLOGY

The proposed MOE requires the estimation of o = ATDC. fhe estimation
of availability and dependabili‘yy {A and D) has been well documented in
numeious reports inciuding the ISEIAC [7]. A method of estimating
capability (C), as used to estimate p, is developed herein.

A. DERIVATION

The detailed derivation is presented in Appendix A. The derivation
of the estimator for C follows a Bayesian approach. The techniques of
the Bayesian approach are explained by DeGroot [8], Savage, Raiffa,
Schlaifer and many others. The derivation is summarized below to provide

continuity.

A squared error loss function was derived as:

(7) L = z;—zf——sgi- [ln(l-;;)—]n(‘l-p)]2 where ; is the estimator of p.
n(1-a

The Bayes estimator1 was found to be:

(18) D* = E[In(1-p)] (the symbol " * " indicates a Bayes estimator)

Members of the multinomial family of distributions were chosen as
the sampling distributions because they can be used to approximate any
distributional shape. The probability mass function of the multinomial
is:

!
(]9) f(x],""xklu’p]’OQn,pk) = "—'~—N'-.-—'—" p]x] ey pkxk
x]! e Xk!

- ]A Bayes estimator is the one which minimizes the expected Toss.
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where N = ¢ X;

.and X is.the nunber of impacts observed in the ith interval.

The conjugate family for the multinomial is the Dirichlet. Its density

function is:

r(ﬂ + csse + Qa ) a -] Q, -]
1 k 1 k
P] eses pk

(20) F(PysesesP|ayseeasay)
1 kloy d S e )

Using the conjugate family, the parameters of the posterior Dirichlet

distribution of the Pj are ay + Xyseees ap +Xpe

With an assumption and an approcimation, the Bayes estimator for C was

found to he

o wher? &, = ii](gi + xi) » and m is the

@21) &

]
| 3]

i=
smallest integer greater than or equal to

re/interval length of the multinomial




¢ was found that the prior parameters could be assigned by assuming a
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pricr value for CEP and meking some assumptions.

Appendices B, C and D delineate the proposed procedure using an

example problem.

B. ASSUMPTIONS

-Several assumptions are made in the measure and measurement methodology

it Mﬂmmmm i

derivation. "This-section will-present-a-compiete listing-of-all-the
assumptions and corresponding justifications.

1. Independent Trials

Independent trials were assumed in the weaponeering equation

(section 11.C). In testing, the independence can be achieved by using

A R R

only the first weapon dropped in a series or by randomization of the
delivery maneuvers and parameters so that no two consecutive deliveries

are the same. For prediction, the independence assumption is conservative

E—:?

as it neglects the possibility of multipass improvement.

2. Accuracy Definition

The "frequency with which a system performs its assigned functionis)"

b

definition is one of many possible definitions. The rationale behind

|

the particular choice was the direct 1ink to the mission as discussed in

section II.A.

1R 0 S

3. Accuracy Measure

The "rate of target destruction per sortie™ is, again, one of maay
possible choices. The rationale was discussed in section II.B.

4. Single Attack per Sortie

R S T i P T S

The assumption that 2 = 1 was made for convenience and has no

¥

effect other than simplification. Any value may be assigned to 2 without

changing the derivation.
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- tages of using mils in the scoring plane are obvious, especially in view

5. Independence from Delivery Conditions

The specific assumptions and an extensive discussion of the
rationale was presented in section II.D.

6, Scuared Error Loss Function

The rationale behind the choice of the quadratic loss function

was the generality and tractibility of that form. The implicit assumption

of the loss being equal for overestimates and underestimates is a simplifi-

cation. If separate treatment is preferred, the methodology is still
correct as shown in Ref. 17, p. 195-197.

7. PRadial Miss Distance

The radial errors were analyzed vice separate treatment of the
range and deflectior errors. The rationale being that any emphasis placed
on a particular healing, or more importantly, heading relative to some
target axis may lead to erroneous conclusions. Ideally, use of the proper
run-in heading can increase the accuracy but due to the reasons cited in
section II.E, this will often result in an overestimate of the true
accuracy.

The radial measure is expressed in the ground plane. The advan-

of the varied release conditions. Unfortunately, targets are usually
found in the ground plane and most weapons detonate on impact with the
ground. The geometry of the problem will also show that weapons designed

to detonate at a Tixed altitude yield to a miss distance measured in a

ground plane pro,jected horizontally up to the burst height.
8. Perfect Reliability

The assumption that ATD = 1 was made for simplicity. Assuming

otherwise compl-cates the mathematics but does not alter the concept.
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9, CEP as Assigned Prior

Assigning a CEP is one of several methods of assigning the u%'s
required in the prior distribution. The rationale for choosing CEP is
given in Append%x A but other schemes might suffice. | -

10. Uniform Distribution of pj

The justification for setting all the E[p,] equal, up to the CEP,
is based on the resulting mathematical simplicity. Other assignments
might be acceptable but might also add to the difficulty of analysis.

11. Each pj Distributed Symmetrically

Assuming each P; is distributed symmetrically about its expected
value is another simplifying step. Assignment of specific values to
V[pi] is possible for i=1,...,j but adds another subjective decision to
the analysis.

Deletion of assumptions 4 and 6 through 11 does not affect the
methodology. The mathematics become more cumbersome and the estimator,
D*, may differ, but the concept remains unchanged.

Assumptions 9 through 11 simplify the determination of the ai‘s and
as will be shown in the numerical analysis (section IV), yield good

results. However, changing these assumptions does not alter the estimator.

C. APPLICABILITY

Both the accuracy measure and methodology have been derived. It is
worthwhile now to refle.t back to the listed attributes {section 1.D)
and conment on the comsliance with them.

1. Suitabilit, to Needs

The three needs cited were specification compliance, weaponeering,
and system comparison. The suitability of the selected MOE to the latter
two needs is apparent. The weaponeering measure was used as the ME and

an MOE is one of the essential elements of system comparison.
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- The sutiability to specification compliance is not obvious and

in view of present specifications is even dubious. In section V it will

v}

be shown that specifications can be couched in temms of cost-effectiveness

C
NSk R it i

with many attendant advantages. The suitability should becone apparent
in that context.

(A b

2. Exactness

. The methodoloyy derivation results in a Bayes estimator of the
accuracy measure. The Bayes estimator derived is a sufficient statistic
[8, p. 159] which means that no more information relative to the estimate
can be garnered from the data [8, p. 155]. The use of Bayes procedures

- also allows probability statements to be made about the parameter (pi)
of interest.
The numerical analysis (section IV) siows that the proposed

methodology is the most exact of the several techniques compared.

3. Minimal Testing

The numerical anmalysis (section 1V) shows that an average error

in n1 of approximately three sorties per target destroyed can be achieved
with 100 data points. For Ta values in excess of 40 feet, the corresponding

error is less than two. The 100 impacts is less than that required to

achieve comparable exactness with the other techniques evaluated.

4, Distribution Free

The multinomial density permits the data to define its own distri-

butional shape as shown in Appendix A.

5. Independent of Delivery Parameters

The independence from delivery conditions was discussed in

section II.D.

]The reason for shifting to n vice 1/n is explained in section V.
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6. Tractibility aand Simplicity

The use of a conjugate family simplifies the data analysis as
shown in Appendix B. The weaponeeriag can be accomplished from one
table and ore graph as shown in Appendix D. As the number of data points
increasez, the influence of the prior decreases. Thus, operational units
vhich usually collect extensive data, need only maintain the total number
of impacts in each of the aopropriate intervals.

7. Adaptibility

The adaptability is highly dependent on the nature of { .
adaption required. No quantitative assessment of the adaptability can

be made without knowing the specific adaptation required.
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IV. NUMERICAL ANALYSIS

12

Numerical analysis was used to compare the proposed method with

other historical techniques. The Center for Naval Analysis graciously

AR | g

i
!

2

provided extensive A-7E weapons delivery data. There were 1244 impacts

i

"delivered from system dive maneuvers with reascnable release conditions.

Ahlg b

~These "data-were used-to-make -a-comparison with -real -world.data. .Simu-

N
[T v

lation data was used to make comparisons based on various known

distributions with known parameters. A sensitivity analysis of the CEP

I RO R

value used for the prior was also conducted.

The quantity used for comparison was the inverse of the accuracy

o l!“."rvblm‘ WP

measure proposed. The magnitude of the actual minus predicted 1/n would

W

T
A

be inversely related to the magnitude of n ( 1/nﬁ|n~ﬁ| ) and would lose
- meaning if n were not presented. In the interests of security, the
value of n will not be presented. So, 4 = ln-ﬁl is the parameter ;

compared. (This term, a, is referred to as the comparator in the figures.)

A. A-7E DATA

The accuracy parameters derived from the A-7E data are not given, again,
in the interests of security.

The true distribution of impacts was assumed to be that defined by the 5
data. The large number of impacts (1244) lend credibility to this
assumption. The n used in computing A was derived from the percent of
observed impacts within the appropriate Te value.

The techniques compared to the proposed methodology were basec or
the comonly used circular normal distribution and on the recently proposed

Cauchy distribution (see section I.C.1.b). Both the regular distributions
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and the distribution plus a percentage df direct hits ﬁefeiﬁsgdtféjﬁéﬁ-

percent of direct hits was that obseryéa in the data. The;?afhgeiéfiif B

necessary for the comparison distributions were derived from thé3dﬁseﬁv§d?

data using the estimators shown in Section I1.C.1.a and I.C.1.b.
A sample size of 100 randomly selected data points was chosen as
. being representative of a small number of observations for most purpsses,
yet; a readily achievable number in a test environment. Fifty runs of
100 impacts each were conducted sequentially so that a total of 5000
random data points were drawn from the 1244 impacts available. As a test
of the randomness of the samples, the mean radial error for each of the
50 runs were compared and no two were found equal when rounded to the
nearest integer value.
The comparisons were conducted for To values of 30 through 80 feet in
10 foot increments. The interval length (w) chosen for the multinomial
sampling distribution was 10 feet. The o (probability of target destruc-
tion) was chosen to be 0.95. The CEP chosen for the Bayes prior was of'a
nominal value and was over 15 feet diffarent from the value observed in
the 1244 impacts.
Figure 5 presents a plot of A versus ro for the different measurement
methodologies. Qualitatively, the circular normal yields the worst A

values and the Bayesian method the best. The Bayesian method completely

dominates for r_ values of 50 feet and greater. All the estimates approach

e
a common value at re = 70 feet. An interesting point is that the Cauchy

distribution appears to be a better estimator than the Cauchy plus direct
hits distribution. -

The average A values for To values equal to and greater than 30 feet

are;

N

W

AR

s Spuiation, o b, R S st AR

Juy g TALL A

rose
o




CE]

;.
=3
T
L
&
i3
i3
=

M

A

20

18

14

12

10

A Boayes

AN @ Cauchy
A X Cauchy & Direct

\\ O Normal
X Normal & Direct

| | |
20 30 40 50 60 70 80
Radius or Effect
Figure 5.

Comparator Values Using A-T7E
Data.




T i

gt A R

A

TR g R

SRS

TR TR

T

w,lm"",{fr@:%

T .w.“"_H,w i

iR

B

T -
o s TR R TR R

o

R

Yl

T

X
<
-
o
22
e
=
]
=
%‘,}
2
o
5
s
7z
Bod
=35
¥
26
52
5%

1

1.. Normal plus direct 3.3
2. Bayesian 3.4
3. Cauchy ‘ 3.6
8. Cauchy plus direct 4.8

5. Normal 7.9

The slight advantage of the normal plus direct dis?ribution results from
wqhe*}arge*differencevat*re~=330ffeet. It -can-be- concluded-that-the exact
knowledge of the percent of direct hits was of considerable aid to the
rormal plus direct distribution. This is substantiated by the fact that

the A value for the normal pius direct is smaller at Te = 20 feet than

at re = 30 feet. Removing the o value of 30 feet results in both the

Bayesian and Cauchy moving ahead of the normal plus direct.

Though not presented in figure 5, several other techniques for calcu-
lating the multinomial parameters (pi) were compared to the Bayesian.
The maximum 1ikelihood estimator of Py = X / N and several weighted
averages of three aqd five adjacent intervals (i.e.,
- Wiz Pig P W P T Pyt

%ﬂpﬁl*ﬁﬂpwz)
Wig P Wil P Wyt W W

yielded A values significantly greater than those resulting from the
Bayesian technique.

B. SIMULATION

In order to test the Bayesian technique across a wider set of possible
impact distributions, the desired distributions were simulated. The

programs used to generate the distributions were those presented in

Ref. 10 except for the Cauchy. The Cauchy was generatad by solving

equation (5) for r while using a random number generator to assign values
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betn‘eenOanditoF(r}. A CEP of 150 feet and thr>e percert Srerl B
were useG in the generation o¢f data poimis. The distributiors simdeisd
were the regular and the regular ples Jitert hit forms of e xporeniizl,
circular norml, circular Cauchy 20d wrifors ant 2 mixkre oF S
circular normal distributions. Tae mixture corsisted of 3D perrenmt wilh
CEP = 60 feet and 70 percent witk TEP = 20D fesl. The siruiziiom
routines were verified by plotiing and by compering the generzisd
statistics to the input vaiues.

The same techniques were wsed for compirison 2s with the 532 &2
(section IV.A). The percent of direct &its wes 2ssimed the krowm walue
of three percent. Mreniamm%fﬁm&%@!
was CEP = 150 feet. One hundred rums of 100 samples =ach were canbcizd,

Figtre 6 presents the 2 value for each of the acmipues anf axh oS
the simulated distributions. The Seyesisn techmipue provided She Ject
estimator for the exponential, mmiform #nd ris=ed morpel SshriieTmnse
Surprisingly, the Bayesian -techaigoe alss srovided O bhest

the Cauchy pius direct hit distribuiiom tur v  vory s=il mergihic

Table 1 presents the same reszits im forms of 2@ seoildm of =ch
technique for each distribiticn. The Sayesizn was Test overziiio

and uniform distributions, these were remcwvad. Tabdie § 2isp presems
these results 2nd the 3xmy=sias techmigue is s%1T szon o be The desil
Interestingly, both the Caucihy 2nd nrmal Dhis dirert surmss the dacthy
plus direct when the expomential and smiform fistridwiiom are romest.

it can be concluded that the 3avesian techrique provides The mst
exact estismator of the techmigues teste? ower 2 wife ranpe of pesiE
iapact distributions.
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C. SENSITIVITY
The A-7E data wa. used to test the sensitivity of th2 CEP value used

+
Lt A ‘5&'“"!‘!*“'“"‘H“‘"”“W o ol

for the Bayesian prior. As befare, 50 runs of 100 samples each were
conducted. The r, value used was 50 feet, CEP values from 120 to 180
feet in increments of 10 feet were tested.

Figure 7 presents the A values versus the CEP vajues. The 4 values
range from 2.1 to 3.1. The minimum A value does not occur at the true
CEP. The A values at P 50 feet, for three of the other techniques
are presented for comparison.

It can be concluded that the Bayesian technique is relatively insensi-
tive to the prior CEP value chosen when 100 data points are available, and

the pricer CEP value is reasonably close to the true CEP value.
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V., COST-EFFECTIVENESS GUARANTEE

The purpose of this section is to attempt to employ the methodology

of cost-effectiveness analysis in specifying and evaluating a contract

guarantee for an A/G delivery system. Cost~effectiveness analysis has

been defined as “a method for studying how to make the best of several

choices. Cost-effectiveness is always used in relation to the effective-

WL YR BT R f R X
oot AL L LG S o 8

s

ness of alternative systems, organizations or activities." [11, p. 1] It

A TSR

is apparent that comparison of alternatives is the core of cost-

AR AR AR

o 3w Uy

effectiveness as applied to choice theory. If its techniques are applied

¥ TR,
ks gt

to a single system, caution must be exercised.

It can be seen from section 1.B.1 that present specifications some-
times guarantee accuracy in a restrictive sense which inhibits both the
guarantee and the evaluation to determine specification compliance. It
is also notable that most guarantees avoid the issue of costs except for

penaity values.

The cost-effectiveness approach has proven valuable in the choice of

NP LA E gt 0

a system from a set of aiternatives and could prove valuable in guarantee-

ing a particular system. Additionally, the cost-effectiveness based

guarantee provides a stepping-stone toward controiling cost overruns.
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The MOE (1/n) required in a cost-effectiveness analysis has been
presented in section II1.B.

A. COSTS

1. Types of Cost

The tnree types of total or life cycle costs are research and

development (R&D), investment and operating costs. To fully account for




it

'

ot
PR

{RBTN S R A

W

TR Ry B TR g

the "cost" of a system, these must be expressed as “"economic costs" or
benefits lost aue to .2 use of the resources~required to develop;-procurg'
and operate a particular system. Thus, these costs incliude hardware,
manpower, new 1$cilities, supplies, dollar, etc.; everything directly
related to the decision to achieve the system [12, p. 25,66-67].

Care must be taken when costing an A/G delivery system that is
to be installed in an airframe so that the costs do not include those that
are incurred by the airframe independent of the A/G system [13, p. 5].
Also the concept of sunk costs [12, p. 33] must be considered if some of
the components of the system are currently developed or procurud. These
costs should not be included.

Another cost that is sometimes erroneously included in computing
system costs is the attrition of systems due to ccmbat or operational type
losses. Once the system is developed and procur :d, the only pertinent
cost is the operating cost.

The cost of the weapons expended to achieve the MOE are not
included due to their negligible effect compared to the other costs. The
MOE qualitatively reflects the increased weapons cost of an inefficient
system. '

The methods of measuring the costs are well detailed by Fisher
[12] and many other authors and need not be vepeated here. However, the
total cost concept has serious connotations in regard to a guarantee that
will be fair for many different systems and needs to be further discussed.

2. Total Cost

Total costs represent the total resource impact or full economic

cost of the system. HNecessarily, the magnitude of these costs is highly

dependent on the number of systems purchased and the operating lifetime
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of the system. (The buy size and lifetime are normally estimated during

the conceptual phase of a system and the determination of these values is

“
SRR s
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not essential to this thesis.) If these total costs are used to determine

?

a cost-effectiveness quarantee, systems with a large buy and/or a long

Y
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1ifetime will be unfairly penalized by the requirement for a higher

. effectiveness level than a similar (in performance)‘system of which only
a few are purchased and have a shorter lifetime. 7The logical conclusion

is that some form of normalization is in order.

Varying opinions exist as to whether or not costs should be

RGP AT e RN T E Tt

normalized [6, p. 40 and 11, p. 29]. In general, normalization tends to
hide what the total cost is and in the usual context of cost-effectiveness

analysis it is important to be fully aware of the total cost. However, in

the proposed context, the lack of normalization creates the inequity shown

above, Thus, normalization is considered applicable in the guarantee

i

context.

vt

3. Cost Model

Close examination of the three incremental costs shows that:

!

a. The R&D cost is nearly independent of the buy size and system lifetime.

(LU IR E RO Y o

i L e
1]
s

Therefore, this cost can be used with no normalization.

b. The investment cost is most dependent on the buy size and it seems

R Bt

L a2
(SR it

natural to normalize it over the number of systems resulting in units of

dollars per system.

c. The operating cost is dependent on both lifetime and buy size.
Normalizing over hoth yields units of dollars per unit of time per system.
This will be expressed as an annual operatiag cost per s&stem in this thesis.
Now, there are three different costs with three different dimen-
sions. The cost-effectiveness model hes been transformed {rom E2 to E4

(where E" is Euclidean n-dimensional space).
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The normalization of the costs in the cost model is unique to

the guarantee context and these costs should be used with care in other

contexts.

B. COST-EFFECTIVENESS RELATIONSHIP
The various techniques that could possibly be used to determine the

functional relationship between effectiveness and cost are detailed in
many sources such as Theil [14] and Raiffa and Schlaifer [17]. Prior to

the use of any of these techniques, however, a data base is required.

1. Data Base

A proper, though not extensive, data base exists for determining
the functional relationship. The cost data, reliabilivy data, and weapon
delivery accuracy data for present and past systems is historical and can
be used [15, p. 11-13].-

The data available needs to be transformed into a form compatible
with the cost-effectiveness framework outlined above. The availability,
dependability (based on a standard mission time) and capability are used
to compute 1/n. The cost data needs to be partitioned in the appropriate
accounts; i.e., R&D, investment per system, and annual operating per
system. Other adjustments to the data may be necessary. Examples of
these are well detailed in a RAND report [15, p. 17-32].

2. Technological Dynamics

With the data transformed into the proper framework, two other

aspects requiring attention still exist. First, is the fact that the
technology under which each of the systems was produced may not be the
same. The natural assumption is that the technology is increasing

chronologically and that later systems are more effective. Increased
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tech&ology has historically carried an increased price tag. This is
partially what the cost-effectiveness éurve is representing. However,
the possibility of cost decreasing, technological break«throughs is real.
If during the determination of the functional relationship, one or more

data points appear not to fit the others then these must be studied

carefully to see if such a break-through did exist. When this is the

case, a new cost-effectiveness frontier should be generated based on the
new technology. éenera]]y, omitting the data points representative of
the old technology will be sufficient. It may be though, that there are
too few data points from the new technology. In this case, the shape of
the frontier could be determined using the old technology and the
*height" (in an E4 sense) from the new technology.
3. Inflation

The second aspect is that the dollar used to cost a particular
system is not the same dollar used to cost chronologically future or prinr
systems. This is not serious though as well developed techniques exist
[15, p. 23-32] to account for the time dependent value of the dollar. All
that needs to be done is to select a date for the base value of the dollar
and transform all dollar values to this base date. It may be desirable
to change the base date periodically to keep it fairly close to the
present.

4., Functional Relationship Model

The statistical technique used to determine the functional
relacionship between cost and effectiveness needs to include the ability
to explicitly state the uncertainty incurred in the predicted form. A
Bayesian regression technique might be reasonable, due to the ability to
make probability statements concerning the estimated parameters but no

extensive study of this has been conducted by the author.
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The successful completion of the above steps will result in
the depiction (mathematically) of a hypersurface in E4 that represents
a cost-effectiveness frontier.

5. Uncertainty Considerations

When estimating a hypersurface of unknown form from a few data

-points, there is a high degree of uncertainty. Though it would be

appealing to use the generated hypersurface for the guarantze, it might
be unfair. Thus, the prediction uncertainty is vequired. The direction
of the prediction error is also uncertain and in fairness the applicable

lower bound of the prediction error interval should be ',

C. GUARANTEE

4 and cannot be depicted

The cost-effectiveness guarantee is in E
graphically. However, an interpretation of the concept can be portrayed
using a representative cost axis as shown in Figure 8.

Adding a minimum effectiveness and maximum cost tvo the guarantee
defines the areas as shown in Figure 8 including the feasible region.

The minimum effectiveness requirement is straight forward but the maximum
cost has hidden implications. In order to guarantee a maximum total cost,
that total cost must be apportioned among the modified incremental costs.
Thus, though specifying a maximum total cost is preferable, it may be
difficult. The alternative is to specify maximum incremental costs

where the sum is not the desired maximum total cost.

The guarantee also must specify the mission time from takeoff to
on target and the Te value. If these values are altered, the entire cost-

effactiveness frontier must be regenerated. Therefore, these values must

be chosen wisely.
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1. Penalty Assessment
The historical method of assessing penalties is to assign a dollar

penalty for each incremental unit outside the guaranteed value. In theory
this penalty assessment seems acceptable but in practice it often happens
that the penalty costs, when assessed, are charged back to the procuring

agency disguised as increased overhead, ground support equipment or other

.type.costs adding to the total system cost. The theory of a cost-

effectiveness guarantee would eliminate this practice but the method of
penalty assessment could also eliminate it. The manufacturer could be

required to meet the guarantee by reducing cost or increasing effectiveness.

2. Guarantee Currency

A periodic review of the guarantee would be necessary to keep it
current. A logical mechanism for ensuring that the review is accomplished
would be to require a régeneratioh of the cost-effectiveness hypersurface
each time new actual data becomes availablr ' require a constructive
review each time the guarantee is used. i imum effectiveness and
maximum cost portion of the guarantee could be unique to each system and
these parameters could be defined during the latter type review.

3. Guarantee Parameters

The parameters for the cost-effectiveness guarantee are summarized
as:
a. Minimum effectiveness
b. Maximum cost of

1) R&D
2) investment per system
3) annual operating per system

c. Cost-effectiveness hypersurface

d. Penalty assessment
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APPINDIX 2
DERIVATION OF THE ADUIRACY ESTEMERS

The detailed derivation of the acouracy estiimctors, lased on Bavesism

"
yllanoy

technigues, is presented below.
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A. LOSS FUNCTION

The corcept of a Bayresian estimator is minimizetion &f The axperset
loss; thus, a loss function is meeded.

A loss function is a function that assigrs 2 sumber {=2ihef o= Opss)

R S v

A s N T

to each combination of decitiom and stete of mture I8, p. 3IZ91. En %he
problem at hand, the staie of ralzre iz the theorelic mmber of tarpes
destroyed per sortie {1/n). The decisiom is the sstimte of i2n, Swibrl-
ized as ll;a. Any ronnegative function of the errzr {(fn - %) car e
used as 2 loss function for sstimetiom 8, p. 2251. ihe mrst commrily
used are absolute vaiue of the difference 23d spuered error SqmadreTicd

=

Debroot shows {8, p. 227-228] that e quafratiz loss §s zn acce

approximaticn for 2 wide range of mormemtive ioss

WIS

because of this, the gredratic loss w2s chosen. I Tepiscit osugdion
invcived in this choice is thet the Jisvtiiity of am cweresTizese s
iGentical to that of an undcrestimete.

The loss function is
(A1) L = a (3/m- 3;:.:32 where 2 iS Some TomMeRTIe ooSTaT.
Recallirg eguation (13) {¥rom section I1C) withz = 1 , The Grss cor 3=

expressed as:

{(A.2) L = —;——-— {in{i-) - 331§~;3§2 xﬂeze; Iz Yhe szogtner o ¢
In {3}
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Letting the decision be D = 1:1(1-;) and the state of nature be
3 = In(1-), L=K(D-8)% where K= a/In’(1~). BeGroot shows {3, p. 228]
that, for this loss function, the Bayes decision against any given distri-

bution of 9 1is:

(A.3) D* = Efse]

B. SAMPLING DISTRIBUTION
Cne of the attributes listed in section 1.D was that the methodology
be distributicn free. The use of a multinomial distribution to depict

the impact pattern achieves this goai. The form of the multinomial

probability mass function:

- N! X X
(A.4} f(x!,---,xklﬂ,p],...,p,) = W p} ]...Pkk
k .
where I X; <7 N
i=1
k
E p. = 1
=1
Py 2 0 i=1,....k

permits the cumulative distribution curve to take nearly any shape from
convex to concave and many conbinations thert;af .

Due to the desirable independence from run-ir heading shown in section
I1.E, the radial miss distance was chosen as the variable for the density.

Figure A.1 relates the geometry of the impact pattern to the multi-

nomial density. The p, are the probability of an impact in the ith

th

interval and the x; are the number of impacts ia the i~ interval.
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need nct be of uniform length, though it is assumed here that all but

»

g%

2 .-

Eé . The length of the intervals (w) can be assigned as desirable. They
ég the kth will be. The kth interval will include the portion of the real
line beyond the end of the (k-l)th interval. It would seem logical to
choose an interval length that is some function of the measurement
accuracy of the data coliection method. A reasonable choice seems to be

an interval length equal to twice the measurement error in the data

collection. The data analyzed for this thesis was collected with a
measurement arror of %5 feet leading to w = 10 feet.

Another consideration is the number of intervals (k). The choice of

e S B S AT S iR L A R R

k should be based on the number of data points available o analysis,

the interva! length and the maximal miss distance of interest. The observed

mmmmmﬁ

distribution of impacts may also influence the choices of k and w. In
general, a study of the’'system, observed data, and data collection method

should enable one to assian reasonable values to k and w.

C. CONJUGATE FAMILY

The use of a conjugate family in Bayesian analysis simplifies the
mathematical manipulation and ensures an estimate based on a sufficient
statistic [8, p. 159].

The conjugate family for the multinomial is the multivariate Beta

s A A B bt

or Dirichlet distribution [8, p. 174]. The functional form of the -
Dirichlet density 1is:

-1
P ...pkak

. (A.S) f(P ERTRY Y lﬁ 30 e ) =
R TS

k
where : p;, = 1
=1
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The expected value and ‘variance are:

a. n k
where o = I «
ao Q iz] i

(A.6) E[P"]

a;lay - a;)

uoz(uo + 1)

(A7) Vp,]

‘DeGroot-shows [8, p. 174] that if the prior parameters are Oy geee Oy
and XyseosX, are the number of observatians in each interval, then the

posterior parameters are aytX s...,atX, .

D. ESTIMATORS

It was stated in paragraph A (Loss Function) that the Bayes estimatcr,
D*, was equal to the expected value of 9 = In{i-p). There is an obvious
difference between the distribution of ¢ and the posterior distribution
of the vector of pi's. One assumption and one approximation are used to
derive the Bayes estimators for the pi‘s.

The assumption involves the relation p = ATDC. C is the probability
of an impact within ro of the target given some state uf the system.

Thus, C 1s related to the posterinr of the pi‘s by:

m
(AR8) C = =z Ps where n is the smallest integer satisfying the
inequality m> r /w
oy +xi

m m
p;d = £1E{pi] = L =0 .

m
Note that E[C] = E[ :
i= i i=1 %

Assuming the reliability of the system is unity (ATD = 1) permits setting
Elp] = E[C].

it
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The approximation involves the relation 6 = In(lep). For reasonable
values of Tes the values of p are relatively small (less than .2). For

such values of p, In(1-p) can be approximated by p with a maximum error

of approximately 15 percent.
The approximation ¢ = In{1-p) permits setting D* = E[e] = E[p] = E[C].

- Thus, the Bayes estimators for the p; are:

- . ¥+ X.
(8.9) p+ = A1 and
1 ao
- m a. + X.
(R.I0) o* = & ._’..a...}._
i=1 0

E. PRIOR PARAMETERS

For the subject problem several schemes for assigning the prior
parameters were possible. The prime factor dictating tne choice was tc
require a minimal number of parameter values to be assigned.

One of the most widely used and well known accuracy parameters is the
CEP. The CEP is aiso one of the easiest parameters to assign a priori.
The assignment can be based on system simuiation, system design or some
other method tempered by experience. The procedure for using CEP as a
single assignment parameter, as discussed below, is Ad Hoc. Several
assumptions are made, the justification of which is made in section III.B.

In terms of the pi's, the CEP is defined as:

p;  where j = CEP/w.

Assuming E[pi] are equal for 1 = 1,,..,J and a uniform length (w} for

intervals 1,...,3:
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E[P.}] = Bf§; 1= 1,000,

and from equation (A.6), the @; are equal for 1 = 1,...,j. Allowing the

kth .5.

interval to be the remainder of the distribution, E[pk]

From e 1ation (A.6) and the discussion a.ove,

k|
(IR R T ’
%4
and E[Pi] = -
Jai + @y
thus,
_ WD . .

ai = '-j— ,J“i + ak) 1= ],.oc’J

ond

Gk = 05 (iai + ak)

These equations are solved to find

@ = j“i" T=1y000sd as might have been expected.

Attempting to u-e the derived values and assigning values to the
variances (equation {£.7)) leads to an inconsistent system of eduations.
This can be resclvea by assuming that each P5 is distributed symmetrically
about its expected vaiue. Then the variance of the P; fer i=1,...,J cea
be set such that 95 percent of the prcbable P; will be nonnegative. It
follows that:

VIp,l = (Elp;1/1.60)°
For i=1,...4,J;
VIr;d = (1/3.289)°

D A R A i e e
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Solving for the a; yields;

) (A.11) R T
and .
(A.12) o = jai = 2.69j -~ .845

It has been shown, with several ascumptions, that the prior parameters

can be derived given the prior CEP.
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APPENDIX 8
SAMPLE DERIVATION OF p,

The procedures for using the Bayesian technique suggested in this

‘thesis aré illustrated by a simple, fictitious example involving a sample
of 10 impacts. Suppose the observed radial miss distances (in feet) for

dive maneuvers in the prime mode are:

7, 92, 56, 37, 23, 6, 88, 75, 29, 41.

An interval length of 10 feet and prior CEP of 50 feet will be used. ;E

j=CEP/w = 50/10 = 5 thus k=6 g

a; = 2'59(5)5“ 855~ 252 21500025 %
ag = 12.61 -

The values of interest can be tabulated as follows:

interval * 2 e

i oendpoints % 4T uYX Pi

1 0-10 2.52 2 4.52 .13
2 10-20 2.52 0 2.52 07
3 20-30 2.52 2 4.52 13
4 30-40 2.52 1 3.52 .10
5 40-50 2.52 1 3.52 .10
6 50- 12.61 q 16.61 47

*.x. is the number of impacts observed in the ith interval.

- a; + X3 6
X S — =
Py = 3, Z] (_a + X, )
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APPENDIX C
EXAMPLE DERIVATION OF p

The equation p = AToc given in the WSEIAC report [7] is explained
by the following fictitious example using the C vector component as

derived in Appendix B.
Consider a system which has a prime mode and one degraded mode. The

possible system states are defined as:
A - prime mode
B - degraded mode
€ - 1inoperative
Suppose the availabilities (probability that the system is in some

state at the beginning of the mission) are:

P{A} = 1/2
P{B} = 1/4
P{C} = 1/4

Thus, AT = (1/2,1/4,1/4).

Assume the system cannot be repaired in flight. The dependabilities
(probability that the system is in some state at a specified time after
takeoff given the system state at the beginning of the mission) are

assumed to be:
Given state A at the beginning of the mission;

P{A} = 1/2
P{B} = 1/4
P{C} = 1/4

Given state B at the beginning of the mission;




PA} = 0
P{B} = 3/4 %
P{C} = 1/4 :
Given state C at the beginning of the mission; :
P{A} = PF{B} = 0 i
P{C} =1
Thus, D = |1/2 1/4 1/4 and AD = (1/4,5/16,7/16) §
0 3/4 1/4
L0 0 1
The ATD is constant for a constant mission time and in most systems :
will probably remain faivly constant over various mission times. There- §%

fore, in the weaponeering usage this could be accepted as a set of values
unique to each A/G delivery system. Then, only the final calculation
(shown next) need be performed for various o values.

The capabilities (probability that weapon impacts within To of the
target given the system state at the time of release) are as derived in

Appendix B using o = 30 feet]:

PChit]A} = g p; = .33 = 1/3
i=1
Phit[B} = 1/6 g
Pehit[C} = 0 g
Thus, €' = (1/3,1/6,0)

]The P{hit|B} 1is assumed to be 1/6. The value for the degraded mode
was not computed in Appendix 8.
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Solving for ; = ATUE

o = (1/8,5/16,7/16) [1/3
1/6
0

4 ’

Therefore, the estimated probability of placing a weapon within 30 feet

of the target with this system is 13/96.
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APPENDIX D
WEAPONEERING EXAMPLE

The weaponeering usage of the proposed measurement and ﬁethodology
will be {llustrated using the fictitious S calculated in Appendices B
and C. .

“For"the computed 3;=‘13/96~and"assumingrue= 95, n-can-be calculated

as:
In(l-a) _ In(.05) _ o
(i) in(83/9)

- 2

A graph similar to that shown in Figure D.1 could be used, vice
solving the above equation, to find n. Entering the graph with 5 {called
the cumulative percentage) and a, the n could be found.

In general usage, the weaponeering requirements would be:

1) Capability tables for the applicable system and degradation modes.
2) ATD vector for the applicable system.
3) Graph similar to Figure D.1.

If the ATD were negligibly dependent on mission time, requirements 1 and
2 could be combined into a single table of 5 values for the various values
of Ta

At the ship or airwing level, the weaponeer could use the individual
squadron capability tables or an ainwing_tab]e aggregated over particular
systems in the airwing. (i.e., A-7 capability, F-4 capability, A-6
capability). In mixed strikes, the ship level weaponeer could use a
ratio weighting factor for the 5 based on the scheduled mix. As an
example consider a strike consisting of 8 A~7, 4 A-6 and 8 F-4. The ;

value for the strike could be o* = ’45A-7 + 'ZEA-G + ‘4;F-4‘
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