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SUMMARY

Technical Problem

The Network analysis Corporation contract with the Advanced
Research Projects Agency incorporates the following objectives:
To determine the most economical ccufigurations for the ARPANET,
to study the properties of store and forward networks and to de-
velop procedures for analysis snd design of reliable romputer

communication networks.

General Methodology

The heart of the research program has been a dual attack on
basic network theoretical problems and the development of compu-

tational techniques for the study of large netwourks.

Technical Results

Some of the results accomplished during the reporting period
are: .
e A study of the trade:ffs hetween network size, network
connectivity and component reliabili ty was completed.
This study indicates that reliability will be a major

and perhaps dominant issue for large network design.




® A new method for reliability analysis which uses a
recursive technisjue has been developed to handle a
large class of networks composed cf loops and trees-
This method allows a wide variety of reliakbility
criteria to be evaluated simultaneously at a small
fraction of the cust of previously known methods.

® New and improved computational techniques for finding
"minimum spanning trees", (a fundanental network
probliem) were derived. This computation is a basic

ingredient in many large scale network algorithms.

Department of Defense Implications

Communication networks €for meeting Department of Deferse
requirements involve huge network struciures that present tech-
niques are inadequate to handle. The results of the reporting
period highlight the role that reliability will play in such
networks, providg new techniques f~. che analysis of large
Defense Department networks and mect snme of the computational

requirere nts for iargje scale network design.

Implizations for Fu.ther Research

This report shows that for very large networks, cost/
reliacbility considerations must be given equal importance to

cost/throughput considerations. Thiz means that there will be

-




a need to develop dramatically different network design procedures
tC insure availability of resources in a large network. The re-
quirements of the new bProcedures, while not yYet well defined,
indicate that computation breakthroughs for a number of basgic

hetwork problems will be necessary.
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i. RELIABILITY AND LARGE COMPUTER METWORKS

Introduction _and Summary

The major considerations in the system design 2f a computer

networ.: such as the ARPANET are:
1) Cest

2) Throaghput

3) Delay and response time

4) Network reliability

While it is essen{ial to consider each of these constraints,

it often results that several are automatically satisfied for
designs satisfying the remaining. Initially, this was the
case .or the ARPANET. The delay and response time was ade-
quately considéred by slightly derating the line ccpacities
of the 50 kilobit links and the reliability was adequate if
there were at least two norde disjoiﬁt paths between each pair
of nodes. Thus, the cost-throughput trad;off was the over-
ridingy consideration. Given these conditions, it is possible
to design very efficient networks in a reasonable amount of
compucing time. Hcwever, it is becoming evident that as the
ARPANET increases in size, the reliability constraints are
beginning tr limit design choicee. Tt ma2y even become that

tha cost-reliability tradeoff may replace the cost-throughput

6




tradeoff as the basic design consideration. While for small
versions of the ARPANET, any design with at least two node
disjoint paths ketween each node pair and sufficient through-
put would necessarily Le reliable enouygh, initial investigations
indicate that for large networks sufficient reliability auto-
matically implies sufficient throughput. IA any case, it is
clear that reliability;constraints will play an ever increas-
ing role in the design process as the ARPANET becomes larger.
Considering this, it ie quite sobering to note that many
large communication nutwosks are being desigred
with little consideration of network reliabilitv (as distin-
guished from component or element reliakility).

Rz2liability analysis of computer netwotrks is concerned
with the dependence of the reliability of the network on the .
reliability »f its nodes and links. Element reliability is
easily defin-2a as, for exarple, the fraction of time the
element is operable, or as by the mean time between failures
and expected repair time. The proper measure of network re-
liability is not as clear and simple. Several possible
measures are: the number of elements which nust be removed
to disconnect the network, the probability that the network
will be disconnected, the expected fraction of node pairs
which can communicate through the network, and the expected

(g ]




throughput of the network subject to element féilures. The alove
measures are listed in order of their <computational complexity.

.
Many other measures can and have been suggested. A whole other
class of measures arise when the nodes are not of equal importance.
as in centralized networke or hierarchal networks. In a centralized
network, one may be interested in the expected number of nodes which
can communicate with a central node. More general criteria arise
when different node pairs are weighted by their importance. For
example, communication between ILLIAC IV and certain other nodes
will be qf high priority in the ARPANET. Most of our analysis
will deal with exepcted fraction of node pairs communicating al-
though in many cases any of the other criteria mentioned could
be used.

Ncde failures can affect network reliability in two ways.
First, if a node fails, clearly it cannot communicate with any
other :.0de in the network. Thus, if there are NN nodes in the
network and one fails, a minimum of NN-1 node pairs cannot com-
municate independent of the network structure. 1In the next
section we establish a simple formula for measuring this effect.
Changing the network =onfiguratior. hasa no effect on this com-

ponent of network reliability. ZLnother effect of node failures

is that the failed 'es destroy some potential communication
paths between other pairs of nodes. Link failuvres also affect

network reliab:ility in the second way.

.




In the next section, we survey the reliability situation
for small versions of the ARPANET. 1In Section 3 we enumerate
several indepondent pieces of evidence which point out the in-
creasing role of reliability considerations in larger ARPANETS.
In the final section of the chapter, the implications of this

trend are discussed.

Reliability of Small to Medium Networks {(NN250)

The initial design procedure for the ARPANET controlled
reliability by incisting that there be at least two node dis-
joint paths between ewviry pair of nodes. Later computations
proved that this imp)ied almost perfect reliability in the fol-
lowing sense. Suppose node i in the network is inoperative a
fraction pi of the time for i=1,..., NN. 7hen a lower bound for
the expected number c¢f noade pairs which cannot communicate is
equal to the expected number of nocde vairs not communicating in a
complete network where¢ each node pair is joined hy an invulnerable
link. No addition or redistribut:on of links can ceduc. the ex-
pected number of node pairs not communicating below this value.
For simall nets, the existence of two node disjoint paths beuwween
each pair ¢f nodes invariably resulted in an expected numker of
node pairs not communicating very near the lower bound. Thur-,
the addition of more links for rxeliability purposes was not justi-

fied. The calculation of this important lower bourd is as “ollows:

5. 9




Let each node 1 of a network with NN nodes have a probability
p; of failing. Then, the expected number of node pairs in

which one or both nodes have failed is

Z{l—(l—pi) (1-p5)} -

If p; = p for i=1l,..., NN, i< j then the expected number is
2 :
NN (NN~-1) {1-(1-p) j = NN(NN-1)[2p{1-p)]

and the expected fraction of node pairs with at least one node
failed is [2p(l-p)]. Two important implications of this simple
result deserve to be emphasized. First, the expected fraction
of non-communicating node pairs cannot be reduced below

[2p!l-p)], and secornd *bis louwcr bound is iavariant with

respect to the size of the network.

To fix chese ideas and to give specif{’c examples of the
reliability characteriftics of small nets, we consicder two
versions of the ARPANET. The first is a 23 node network that
has been thoroughly analyzed as a common measuring point or
standard for the varicus yreliability analysis techniques.

The second network is a medium size network of 33 nodes in
which for the first time an acdd.tional link was cons’dered
mainly for reliability 1easons. Thé .3 node netwcrk is repre-
sented in Figure 1i.1l. This design had a Qearly line cosct of
847,000 for aits 28 lines and a throughput of 9.9 Kbits/node

6.
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assuming uniform traffic betwean nodes. We will assune a
base element failure probability 0.02 which is a close

approximation to currently measured values. Then, 2p(l-p)

.equals 0.0395 for p=.0z and hence the expected fraction of

node pairs not communicating must bé at least (.0396) (23) (22)/2
equals 10.0188. In Figure (.2 the expect;d frction of node
pairs ‘not communicating as a function of element failur=
probéebility is shown. Also shown is the expected fraction
o€ node pairs not cammunicating when only links fail, when only
nodes fail and finally when the curve 2p(l-p) is plotied.
For p = .02, the expected fraction of node pairs not communi-
cating 1s 0.04¢.

In tre case where only ncdes fail the expect=d fraction
iz .0427 ard for only links failing .0018. Rem.rmlrerinc~ that .
2p(i-p) = .0396, we see that 80% of the node pairs which cannot
communicate can be ascribed to rurely the fact that one of
the nodes of the pair in guestion has railed. Thus, the
improvement in reliability to be gained by changing the network
configuration is mincr. Nevertheless, ceveral strateg. es for
improving reliability were examined. The mo3t vulnerable
section of the 23 node network is the long string of nodes
from node € (BBN) to node 12 (CASE) along the bottom of

Figure l.1l. The firet idwa was to add a link from node 13
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(BURROUGHTS) to nnde 14 (LINCOLN). The second idea was to
install hardware at the IMPs so that if an IMP faileaq,

traffic could be routed around it in one direction connecting
‘two of the incident links. Any remaining links are effectively
blocked. The results of these analyses are shown in Figure 1.3.
For p=.02 the improvemeat is negligible and does not justify
the cost of implementation although for higher values ¢ p

the improvement becomes more significant. The expected frac-
tion of non~-communicating node pairs is a purely topological
reliability measure since it does not completely reflect the
degradation of throughput due to element failures. The most
detailed level of analysis of reliability incorporates element
failures, flow requirements, routing, acceptablz2 delays and
other pertinent network characteristics. In order to test

the adequacy ©of the ARPANET under the most stringent of
condi.ions, a reliability analysis treating these factcrs was
performed. The effect on thrcughput at average delay of 0.2
seconds was examined by removing nodes and links from the
retwork and applying the NAC routing and analysis algorithms
to the remaining network. The nominal throughput of the 23
node network with all elements operable is 11.5 KBPS/node.

when nodes and links are failing with p=.02, the expected

10. 11




ANALYSIS OF NETWORK RELIABILITY

e e e L sy

Expected Fraction Node Pairs Not Connected

0L T

04 1

02 L

4 FIGURE 1.3

30T

A6t

344

T
Nodes and Links

3 T Failing with an
Extra Lines from
BURROUGH to

8

Nodes and LINCCLN LAES

Links Failing

{

2

~N

(
1
T

Node Failure

247 Onlyv

- N
> S '?
4 5 i L]

-~
L
+

BN
\
\
N
o
=
i

~

o
D

- Link Failures Only

Probabilitv of Element Failing
I\ i I

s

Jumpered Nodes

i
v + + =

’ B v + —% - 1 4 T
o) ol 02 03 .04 085 .o .07 08 .09 ./

1

-
7

Q2




throughput is at least 9.0 KBPS/node. These results again
show that for small networks, reliability is not a dominarnt
factor.

Figures 1.4 and 1.5 depict a 33 noude network. Four the
network shown in Figure 1.4 the difference between the ex-
pected fraction of node pairs not communicating = ,058 and
2p(l-p) = .040 is almost double the difference for the 23
node network so that improving the reliability by changing
the network configuration becomes marginally feasible. An
extra link from FT.BEL to ABER increased the cost by a little
over 1% and increased the reliability by almost 10%. The
resulting network is shown .n Figure 1.5. Thus, even for a
network with only 33 nodes, it is becoming necessary to con-
sider reliability in more detail than the "two connectivity" ,
criteria. For p >.02 it is even more important.

[

Reliability Trends for Large Networks

While for <maller networks and low element failure pro-
babilities {p%&..02), it was found that designing the network
with at least two node disjoint paths between each node pair
for throughput in the range 8-15 kilobits/second/node guaranteed
sufficienn reliability; as networks becomé larger this.simple

approacn fails. Th2 first experiments which indicated this

16
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started with low cost networks of 20,40,60,80,100 and 200 nodes
with throughput approximately 8 KBPS/node designed by NAC's net-
work design program with the reliability constraint of two node
disjoint paths. The ~zesults are shown in Figure 1.6 when nodes
are perfectly reliable. 7%s measured by £he fraction of nolde
pairs not communicating, the relialility actually increased with
the number of nodes up to 60 nodes at which point the reliability
began to decrease. As is evident, the decrease in reliability is
dramatic even though nc¢les have been assumed to be perfect.
Figures 1.7 through 1.lJ0 show the results of analysis of a
family of two and three connected networks containing from 20
nodes to 200 nodes. The networks analyzed contain 20, 40, 60,
80, 100 and 2C0 nodes. However, a ccntinnous line is drawr for
visval convenience. On the curve in Figure 1.8 for p=0.2, the
simulation/analysis error is indicated by vertical bars with length
equal to 4 times the standard deviation. If ths simulation results
were normally distributed, this would corresponde to a 95% confi-
dence interval. It can Pe seen from Figures 1.7 to 1.10 that when
there are 3 node disjoint paths between every pair of ncdes,
the unreliability is close to the ideal minimum which results
from oniy the node failures within the sampling error except
for p = .1 vhere the 3 node disjosint paths curve is just

beginning to depart from the idea curve. From these,

19
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we can conclude that requiring 3 node disjoint paths betwecn
evely pair of nodes is sufficient to essentially guarantea

an optimal reliability with respect to link allocations for

‘networks with less than 200 nodes and for element failure

probabilities of less than 0.l1l. Whether the use of this
critericn would result in expensive over-c¢. ign should be
further investigated. In many cases, 1t is clear that this
could occur so it is worthwhile to develop rapid reliali lity
analysis methods which can be carried out repectedlv in the
design process. Untortunately, at oresent as fast as

the cursent reliability analysis tachnigues have become, it
is still infeasible to employ them in an iterative design

process.

4. Implications fcr Further Research

Fast effective methods have been developed for analyzing
the reliability of networks [ARPA Semi-Annual Reports 2, 3
and 4]. Recently, as will be described in the next chapter
even more efficient analysis techniques have been devcbped.
Wnile these methods are offective for quite large networks,
they are still too slow for use in an iterative design
procedure. Recursive methcds suitable for networks composed

ryi 7
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from loops and trees are orders of maagnitude faster and offer
hope for use in design. These new methods are described in
the next chapter. These recursive methods can ke used in a
hybrid manner with simuliucion using decomposition techniques.
Networks which can be aralyzed by recursion can also be used
as control variates in simulation of general networks.
Research is progress‘ng i~ these areas.

The selective "haraening” of important nodes in a .omputer
networl: is being studied quantitatively. It is clear that thea
only way to decrease the 2p(l-p) lower bound on the fraction
of non-communicating ncede pairs is to increase the reliabiiity
of the nodes themselvcs. One way of doing this is to put a
backup IMP at each node. Since this is usuallv prohibitively
expensive, one can select a subset of nodes where backup can
be provided cn the basis of a reliability-coct tradeoff.

If-for very large networks the cost-reliabilitv tradeoff
is the dominant factor in network design, replacing the cost-
throughput tradeoff, there will obv;ously need to be dramatic
changes in network design procedures. The suxface ha=s been

barely broken in this area.

rAYE)
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1.

IT. RECURSIVE ANALYSIS OF NETWORK RELIABILITY

Introduction and Summary

The network structure of many common communication networks
can be represented as a composite of simple loops and trees.
Reliakility analysis of such networks can be carried out very
quickly and efficiently by a new recursion approach described
in this chapter. Moreover, a wide variety of reliability
measures can be obtained using the sane general method. fhe

measures studied here are:

(i) the expected number of nodes :ommunicating with a
central node called & "root",

(ii) the expected number of node pairs communicating,

(iii) the expected number of node pairs communicating by
a path through the central ncde,

{iv) _the probability that operating nodes can communicatec
through the root,

(v) the probability that operating nodes are connectecd.

Many other measures are possible.

In Figure 2.1 some of the many network structures that
can be analyzed using recursion are illustrated. In addition,

even if a network does not have this precise struzture, the

£ e~y
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FIGURE 2.1
COMPOSITE LOOP AND TREE STRUCTURES
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reliability of the network can often be approximated by the
reliabil.ty of such a network or a hybrid computation using
racursion on the tree and loop parts of the retwork together
with simulation for the other parts can be carried out.
(This generalized approach is now under study). These tech-
aiques then offer a very powerful tool in the analysis cf

network reliability.

T¢ _ninoloqgy
We will develop a very general class of recursive methods
for a wid~ variety of reliability criteria. To do this it is
very economical to employ a recursive characterization of
1

rooted trees [Knuth:1968, Section 2.3}.

Definition: A rooted trec is a finite set T of one or

more nodes such that:

(a) There is cne specially desigrated node called the
root of ;he tree, root (T): and

(b) The remaining nodes (excluding the root) are parti-
rioned intc m> 0 disjoint sets T1, Tz, T3, eeey Tm' and cach
of these sets iﬁ turn is a rooted tree. The trees Ty, ..., T

are called subtrees of the root.

1 The terminology c¢f Knuth is somewhat different from ours.
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As Knuth points out there are several models other than
the obvious one, a tree graph with a distinguished node, but
we will confine ourselves to tree graphs. To make this associ-
ation more explicit we introduce some more terminology. The
root of a tree, J, 1s said to be the father of the root of
each of the subtree. of J. The root, I, of a subtree of J
is said to be a son of J. Figure 2.2 depicts such a rooted
tree grapn where links are shocwn between fathers and their soas.
A link is a pair of nodes one of which is the father of the
other. Thus node 1 is the root c{ the entire tree. YNode 2
1s the root of the only subtree of 1 and hence 2 is the son
of 1 and 1 is the futher of 2. The corresponding subtree of
1l is determined by the nodes {2,3,4,5,6,7,8,9,10}. Node 2 has
two subtrees on {3,4,5} and {6,7,8,9,10} with roots 3 and 6
respectively. Nodz 3 has two subtrees {4§ and {5} . Node 4
has no subtrees.

Since we will be dealing wita computer methods of sclution,
it is necessary to impose a linear ordering for storage purposes.
This will be done by a father function. Suppose we have a net-
work on NN nodes, §1,2,...,NN§, and for each node I except 1 we
have a node F(I), the father of I, such that F(I)<I ana (I,F({1))

18 a linx in the network. Then F defines NA=NN-1 links and in

26, 30
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fact, the existence 9f a father function F is a nacessary and

surficient condition for the network to be a rooted trece.

The

special node 1 (which has no father) is of course the rcot of

the tree (sometimes called the patriarch). Associated with

each node I is a rooted subtree consisting of nodes with

greater numbers which are comnected to I by a path passing

through nodes with labels 2I. In Table 2.1 the father function

for the tree in Figure 2.2 is given.

Recursive Computations on Trees

We now want to calculate the reliability of a tree netwcrk

assvming the reliability of its elements, nodes and links, are

known. It is not immediately obvious what the "reliability of

a tree" should mean; we will consider several meanings.

the general approach in each case will be the samne.

Considering

the tree to be a rnoted tree in the sense of Knuth, we associate

-

a state vector with the root of each of the subtrees.

defin2 a set of recursion relations which yield the state vector

of a rooted tree given the state of its subtrees. For

sulbtrees

consisting of gingle nodes the state is obvious. We then join

the rooted subtrees into larger and larger rosted subtrees

using the recursion relations until the state of the entire

network 1s obtained.

28.
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I (1)

1 - -
2 1
3 2
4 3
5 3
6 2
7 6
8 7
9 6
19 5
. Father Function
TABLE 2.1
|
]
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|
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Deriving the recurrence relations is somewhat mechanical
alsu. It comes simply from considering the situation depicted
in Figure 2.2. We have two subtrees one with root I and the
other having as its root J=F(I). We assume the stvate of I and
J are kncwn and we wish to compute the state of J relative to

the tree obtained by joining I and J by the link (I,J).

To illustrate the technique let us consider tne fiust and
easiest criterion. Namely, we wish to know the expected number
0f nodes which can cammunicate with the root node l. We assume
we have assc~iated with each node I a probability of rode failure
PN(I) and a probability QON(I)=1-PN (%) of the node being present.
Similarly, for the link (I,F(I)) we have probabilities PL(I)
and QL(I) of the link failing and being operative respectively.
The state vector of a subt-ee with root I is, in thnis case, a
scalar, S(I) which is the 2xpected number of nodes in the sub-
tree which communicate with the root I, including I. To derive
the recurrence relaticns we consider two subtrees with I and
J=F(I) as roots, respectivelv. We then want to derive the
state of the new subtiee obtained by joining I and J together
by (I,J). Let S(I) and S(J) be the known states for the two
subtrees and S(J)' the resulting state. If the link (I,J)

and the node $ are operational S(J)'=S(I)+S(J); if not then
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S(J)'=S(J). DPutting the two together we have the recurrence
relation: S (J)' =S(J)+S(I)QN(J)QL(I) .~here QW (J) is the proba-
bility that node J is operative and QL(I) is the prohability
that the link (I,J) is operative. Now all that remains is

to put this in the form of an algorithm:

Step O: (Initialization) Set S(I)=QN(I) (the prctability

that note I is workingj), I=1l,..., NN. Set I=NN. Go toc Step 1.
Step 1: Let J=F(I), and set S(J) to S(J)+S(I)QN{.)QL(I);

go to Step 2. e

Step 2: Set T to I-1l. If I=1l, stop; otherwise, go tc Step 1.

When the algorithm stops S(1) is the expected number of
nodes communicating with node 1 (counting node 1).

For ovur next criterion we comopute the expected number of
node pairs commuiiicating. For this criterion we utilize a two
dimensional state vector. We will use, as before, S(I) to ke
the expected number ¢f nodes in the subtree which comnmunicate
with I, and a new state component T(I) which is the expected
nunber of node pairs communicating in the subtree. The recur-
sion relation for S(J) is as before S{J)'=S(J)+S{I)ON(J)QL(I1).
The recursion relation for T(J) is T(J)'=T(I)+f(J)+S(I)S(J)QLfI)
since we have the same pairs communicating as before and if the
link (I,J) is operating S(I) nodes in one tree can -ommunicate

with S(J) nodes of the other for 3{I)S(J) additional node pairs.
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The resulting algorithm is:

St

(Tnitialization) Set S(I)=QN(T), T(I)=0, I=1,..., NN.

F
(@)

Set I=NN. Go to Step 1.

Step 1l: Let ¢ F(I'; set T{(J) to T(I)+T(J)+S(I)S(J)CL(I), and
then set S(J) to S(J)+§kI)QN{J)QL(I). Go to Step 2.

Step 2: Set T to I-i1. If I=1, stop:; otherwise, go to Stc_. 1.

T(l) ends up with the desir~d result. Note in St-p 1,
T(J) must be updated before S (J).

In many real systems node pairs can communicate only through
the root. So for our next criterion. we consider the expected
number of node pairs which are connected by a path through the
root. To analyze this case we consider a state component R(I)
in place of T(I), where R(I) is the exrected number of node
pairs (pairs including I are allowed) koiva 0of which are con-
nccted to the root node I. S (I) has the same meaning as before.
The recurrernce relation for S(I) also remains unchanged. The
recurrence relation for R(I} is R(J)'=R(JI)+(S(I)S(J)+R(I)CN(J),;QL(I).
The algorithm nceds only to be modified Ly changing the recurrcnce
rclation for T(J) in Step 1 to the one for R(J). The state com-
ponents for this last criterion are illuminating. ©For 1f one
knows the number of nodes connected to the root, say n, then

the number of node pairs communicatiag through the rcot is

LA L)
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n{n-1l)/2. This would seeri to imply that either S(I) or R(I)
could be eliminated and®a state vector with one component would
be possible. This is not the case because the expectation
operation does not commute with squaring: that is, Exp[n(n-1)/2]
# (Exp n) (Exp n ~1)/2, in general, for n random.

We now turn to a class of reliability criteria reclat-d to
whether the network is connected or not. The first result is

immediate: the probability QC of the tree being connectra is

NN NN
(1) oc = g’ QN(I) 77 QL(I).
2

If we don't insist that the entire network be connected but only
the subnetwork involving operative nodes be connected we get a
new probability 66. The calculation is more interesting in this
case. Here we need a state vector for cach subtree with 3
compcuents. They are:

N(I) = The probability that all nodes in the subtree are
faileq.

C(I) - The probability that the (non-null) set of operative
nodes, including the root of the subtree, are connected.

B(I) - The probability that the rcot of the subtree is
failed and the set (non-null) of operative nrodes 1n the subtree
is ccnnected.

N(I), C(I), and B(I) account for all tree networkxs whose

operative nodes communicate.
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The reccurrence relatioans in this case are:
(2a) C(J)'=C(I)C(J)QL(I)+C!(T)NI(I)
(2b) N(J)'=N(I)N(J)

(2¢) B{J)'=B(J)N(T)+B{I)N(J)+C(T)N(J)

As we mentioned before, often in practical situations all
communication has to tke place through the root node. So
another interesting reliability condition is the probability,

GR, that all operating nodes can communicate with the root.

As can be seen from the definition of C, QR=C(1)+N(1).

an algorithm for obtaining beth criteria is:

Step 0: (Initialization) Set N(I)=PN(I), C(I}=QN(I), BE(I)=0,

L
I
b=

L]
2
k4
9
2]
(]
t
4

]
=
2
L]

Go to Step 1.

5 Step 1: Let J=f(I}. Using eguaticns (2), recalculate E(J),
C{(c,, and N(J), in that order. (Note that the order of calcu-
lations is important as calculations should be done with the

old values ¢f B(J), C{J), and N{(J).) Go to Step 2.

Step 2: Set I=I-1. If I=1, stcp; otherwise, go to Step ..

After the algorithm terminates, we obtain the probability

-~

o dha

[}

~ -
of all operating ncdes communicating by CC=C(1)+B(l)+N i)
the prebability of all operating nodes cawnvalilcating with the

root by QR=C(l)+N(1).
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We summarize the various algorithms in Table 2.2. The
algoxitims for finding the reliability measures discussed in
this section were coded in FORTRAN IV and executed on a

CDC-6500. The average running time for a 500 node tree was

1.5 scconds.

Trees with Wci1ighted Nodes

In the rrevious section it was assumed that the nodes in
the tree were all equal. In rany cases it is desirable to
assign a weight, W(I), to each node, I. As an example instead
of wishing to calculate the expected number of nodes communi-
cating with the root suppose we desired the expected amcunt oI
traffic which could reach the roct where cach node, I, generates
W(I) units of traffic. To calcvlate this, the state variabie
is 8, just as before, the only diff.:.rcnce being that the initial

conditions S(I) 7(T)CN(I) replaces the old initial conditions

rh
-
0]
H
3
P
s
Y
bJ
[0

7/

{

-»
S(I})=0N{I). (W(I) could aiso represernt the number o
at node I.)

It is possible, by the use of a weignting function, ©
extend the algocithms of the previous secction to include the
case wnere the "nodes" 0of the trae themsclves represent trecs,
or indeced, more high.y connected graphs. In this case, in
Step 0, we initialize the state vector of ‘each "node" of the

nctwork to the value of the state vactcr of the subneuworx we
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are trceating as a'"node."

Thvs, in the previous example, we

initialize the value or S(I) to the expected number of ncdes

communicating with node I in the subnetwork we are treating

as a "node". In generai it may be possible to obtain these

values analytically if the graphs are small, or it may be

necessary to obtain them by simulaticn or some other means.

Extension .0 General Networks

In network design it is common practice to reinforce the

connections among a key set of central nodes, especially in the

case where all communication must take place through these nodes.

An example of the simpliest such configuration of this type

where the central nodes are connected in a cycle is shown

in Figure 2.4,

The alacritims we have considered can be easily extended

to handle cuch networ

tion to the algorithms, the network shown

XS.

Note first that without any moli

. -

1

-

?rj
a

o+
(8]
o))
o1

n Figure 2.

[oH

reduced to a comparatively simple network consisting of the

ceatral nodes only.

We would consider cach central node as

the root of a separate tree and analyze the trece using the

algorithms of Section

e

Wnien the algorithm terminates, the

state vector at that node would rcflect the structure of <he

entire tree rootad at

the

node.

Analysis could then be carri
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out, vcither analytically, or by simulation cin the simplilicd
network of ccntral nodes.

If the simplified network is a loop, we can usec the
aloorithms of Section 3 to analyze it Iy making the follcwing
observation: If any component in a loop fails the resulting
network i1s a chain. A chain is a special kind of trece and
can be analyzed using the recursive method.

Suppocse we are given a cycle Cys containing N elcments
(nodes and links) with or:cring on the clements so that they
arc numbered Cls Chy ee-s Cy in a clockwise direcction starting

from some element, and that we Jdesirce to cevaluate a reliability

. . . 1 2
criterion, RL(CV)=RLV on Cy. Consider RL\r and RLy wheres:
& - A A Al
RL_=RLy given cy is cperative ana

5
RLQ—RLN given e.. is failed.
aN ) A
. ST PN
therceiore KL‘—RL-CL(K)TRT

/

- 3 e : e Do Ny S e o o 9 ohdEcEas &S
chat the clacment, ¢ wOorks and Pz (N} 1s the ovrodvabilicvy 1t fails.
’ Nt X 5

2

RLD is easily evaluated by previous methods as the reosulting

-

Al
0 & e d S o 1 :
NeLWOIrK 1s a cnhain. To ecovaluate KLY » ~nsider RLV—l and RLT_,

o) " : . .
LyoTRIg given oo 4s Oopcerative and
T e v P — - S 8
lib:\:_l [RLy given Cy-1 +5 wal Tedl .
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Therefore RL§=RL§_lQE(N-l)+RL§_lPE(N-l). This procedice
can be repeated to yield a sequence RI% and RL% which are
defined on disjoint segments of the total probability spaze and
can, thecefcre be summed to yield the desir ed value, RLN' Al
o these values, with the exception of RLl can.be evaluated in
terms of chains and can therefore be evaluated as before. RL,
is defined on the cycle with all components orerative, anda
is therefore easily evaluated. For example, if the cycle irs

composed of N noa2s with weights, W(I), and if RL is the ex-

5 . . c 1 . .
pected number of node pairs communicating then RL_.L is simply

N-1 N

h W ) > : = + ¥ 4o = 2

Z _; V(I)W(J). Note also that the calculations of the
I=l J=I+1

RLé can be simplified by the observaticn that two adjacent

opcrating elements e, and €;+1 can be replaced by an ecguivalent

element c¢* with:
W(*)=QC(I)W(I)+QE (I+1)W(I+i) and

QE(*)=CE(I)CE(I+1).

Tnis vrccedure replaces the ovaluation of RL on a cycle
with N cevaluations of RL on chains. The order oI computation
is chus increasec by a factor of N. The rosulits can be oxtonded
still further to networks cont.ining moxc than one cyclie, but

the order of ccuputation will be in
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the network and will become excessive unless N or the number
of cyc-es is small.

The same procedure is cffective in analyzing networks of
the Zorm shown in Figure 2.5. t can be used rfirst on each of
the outer loops to obtain the expecte d number <f node pairs
comiaunicating within the given loop, lj' and tie expected
number of nodes in the loop which can communicate with e: 1-
These can then be used as initial conditions for S(I) and T(I)
in the analysis of the central loop. If there are n noces in
the inner loop and K ncdes in eacn of the outer loops, the

2

entire procedure can be carried out in X°n+n? steps.

1y
-

Point Eva.uation Versus Functional Zvaluctiocon

- - .

The calculations in the zligorithwms can be carried out in
two ways. In the first way link and node probabilities, PL(I),

QL({I), PN(I), QN{(T). can e considered as numbers and the re-
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liability criterinn can be cvaluated as

tion can also be functional; that is, the reliability of the

v

subtrees can pe repraescented as poiynomial functions of the link

@

rooabilities. Thais apnproach: will of course reguire
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mucn mere storage. The storage reguiremens arce considerasaiy
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an. alil the link prcbabilities n.vre the same value PL=1-(CL. In
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this casc the various state components can be represcnted by
the cocfficicnts of power series in GN and QL.
As an cxample we cerry out the calculations fcr the nctwork
in Figure 2.6 using as our criterion the cxpected nunber oI
node pairs communicating. We assume all links are omxative
with probability QL=p and al 1 nodes operative with probability

QN=q.

Initialization: S(I)=g, T(1)=G6, I=1, 2, 3, 4, 5, 6.

I=6: J=F(G)=3
T(3):=T(3)+T(6)+S(6)S(3)p

=0+0+qgx

=g+q prqqg A8
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=3

2):=T(2)+T(4)+S(4)p

q2

‘o

S(Z):=S(2)+S(4)qp

q+q29

J=F (3)=1
T{1) :=T(1)+T(3)+5 (3)S (1)
= (26%p+¢3p2) + (g+2¢20) op
=3q2p+3g3p2
S(l):=5(l)+5(3)qp

=q+(q+2q2p)qp

—
i
N
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]
PxJ
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tnat the nignest order colynomiad
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an ecguivalent tree with invilnerab!. links and nodes waith
probability of operatior r=pg, cxcept for the root, which

still has pcobability of operation «.
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III. A NZW ALGORITHM FOR MINIMUM SPANNING TREEZ CALCULATICN

1. Introduction and Sumnary

A nminimuwn spanning trece (also known as a shortest
trec) 1is a tree in a nctworks whose total sum of link
lengths (or costs) is as small as possible. Finding a
mininum spanning tree is one of the moust common and most
important calculations in network analysis. Minimwa span-
ning =rees have been snown to be useful in reliabilicy analysis
(@ new application), least cost electrical wiring, minimum
cost cecnnecting communicaticn and transportation networks,
minimum stress networks, clustering anc awnerical taxonony
traveiling salesman problems, nultiterminal networX flows,
and Tclpak% routing.

Currently the most favorea algoritham for finding
minimum spanning trees is one due to Prim (19571 and
Diixstra 1939, . This algorithm takes on the crder of n2
computations where n 1s the number I nodes. It i3 simzlie
to code, conscrvative of conputer storade and is the fastest
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too irflerible for usce in unetwwork reliability applications.

This ted NAC to re-cxamine an carlicer solution approach

-

aue to Krushal. By judicious usc of list procuossing technnigucs
and modern sorting technigues, the computation for this method
becarie 0f the order m lcg a1 where 5 is the number of links.

Fer complcte networlis m = n{n-1)/2 and Prim's algoritnm

is rfaster. Iowever, in many applications in particular

in the r.liability analysis oI the ARPA network m-A2n in

wnich case NAC's version of Xruskal's Algoritnm [3rc and

4t Semi--annual reports] is much more efficient. Morcover,

lexibl

i

H,

NAC's version of Kruskal's alcorithm is much more

J

al“=~ough at the cost of increas.d complexity of th

> GALGOXiTam.

-

Here we report on a cramaitlc improvement of Kruskal's

algorithm wnichn makas 1t corgctavive wits Prim's for complete

compctitive 1n computation Tilbe Lor r.uarly Comn.LCte LLeTwor:s,
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iink, (1,3)€A gecing from i to 3, has a length 21‘ associated
witn it. We then ask what is the spanning treec of shortest

total length for N. A gencralization we will also consicer

is to find the shortest spanning forest with a fixed number,
X, of components.

These very simple problems in ¢graph theory have many
practical applications. The most okvious application of
winimum length spanning trees (MSTs) is to minimum coniecting
networks. Thus, if one wancs to connect n points using the
shortest network the solution is a MST (assuming there is no

cycle or links with negative length). Tails fact has been

used in transportation prcblems, communication design problems,
ard problzms of wiring pnoints teogether using minimum wiring

in electronic wiring problems [Loberman and innberger; 1957].
Kalaba [1964] considered the followirng type of reliability
problef on a network. Suppese with each link (i,3j) there

is associated a stress Si<- The problem i3 to fiad a mininum
stress patih connesting the two given nodes; taat is, a »nath
connecting tne two nodes such that the maxinmum stress for a
link on the chain 1s minimizea over all chains connecting

th2 two given nodes. It wurins out that the path .oiwean

twd nodes determined by a MST is a minimum stress pati.
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An avpuication in which .. inimum spanning forests arc of

interest is in clustering anas, ~is under the name of single

linkage ci .t enalysis [Cower and Ross: 1969) [Zaan: 1971].

Suppose we ha ¢ a set of points, S, and a fuiction ~(i,3)

which is a measure o7 the similarity of the points 1 a:id j.

" X 2 " ¢ : .
A family of subsets iCm 0f S form a ¢ family of clusters if

for each cluster Ch and each pair of nodes i and j in C.»
do

a3 O o a 1=13 ;=1 Q g = 5 r
there 1s a sequence i 1yeeees 153 w1th:0(1k,1k+l) & for

I

k=1l,..., K-1 and for every pair of ncdes i1 and j in difierent

clusters @ (i,j)> é . For a given § the & familv is unique
and corrcsponds co the components of a minimal spanning
forest over all spanning forests with The same number of

components.

A final application which motlvated our irterest is Monte

Carlo simulation of nctwork rcliability. Suppcse we have

a .etwork in which the links have a probkapbility p of fail-

.0 or gq=l-p of not failing. W2 wisnh wo investigate thc
nrobability of the ngtwerx “Iailing." The network "fails”

if 1t becomes disconnccted. Ia any buc the simplest cases,

H]

Tne straicghsfcrward anproacnh 1o to ganerate a random nundeor
IS =

r: - for eacrh link (i,j); 1if the ran.om nunber r

-
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The resulting subnetwork is tacn cxamined to sce if it is
connected. The procedure is then repeated and an estirmate
is generated in the obvious way.

However, in most practical situations the probability
of the network being disconnected is desired for a range ot
values for q. Suppose we want to fing the Probability the
hetwork is disconnected, h(q), for all g between 0 and 1 by
Monte Carlo simulation. A possible method is to take the
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