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I. INDFJUCTIQN .

'Ibis report summnarizes -the -results Of a :two-year research program

unddrtakens 1-o investigate aspects of reliability of computer systems

~pat~cJ~aly ithregrdto theoretical aspects of their design n

performance in Air Force applications. Most of the work described was

' performed by students under the direction of ?rbfessors A. -Yllngers

D. Mart-Un, and-J. Vidal, and documented in Master's andi Doctora theses.

Major portions 'or the work wbre concerned with theoretical ztudies of

imae processing, pattern reco Uition, and -cow, uter models of unknown

systemi (identification). '4owever., saul studies investigated design of

reliable logical hardware * cc& puter software, and vultiprocessor resource

allocation imdes.I The report consists of this intioduction,, a general desoription of
the research, a detailed section on the specific research topics and results,

and sections on concluniions and further work, student support, and publications.
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This report suuitizes the resuits of a two~year research program undertaken. to'
investigate aspects of, eliability -of computer systems particularly with regard
-to theoretical- aspects of their design, and& perforinhnce in Air Fokce Application6.
Most of th ~rk described was ,perfo:.naed by- students under the direction o'f
Professors A. Klinger,, D, Martin,, and J.Vida-1, anj documnented in Naster'1s- and'
Doctoral thess -M0o potions of the workv'ere concerned wih horeticalX

studies ofwauge, processing, pattern recognition,. and computer mdl fuinw
systemns (identification). However, so~ac studies investigated design of reliable
logic4l hardware, dcomputer sof tware, Fand multiprocessor -resource allocation, jmodes.i
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II. RM ARMJ C DES ERIVRION,

1hree types of research were conducted:

1) pattern rrecopition, image processing, anid system

identification

2) software system and logic design, and

3) models of reliability and perfornance.

In the first category, two inportant classes of Air Force applications

were defined: continuous time signal data and pictorial data. Research

was conducted on improving methods for representlng data frn both classeG

for computer processing. Continuous signal data arises in radar, communcations,

and surveillance by sensors as well as in analog and hybrid simulation.

Pictorial data is obtained by photo-optical mans in Air Force reconnaissance

missions. Specific problem often yield insigit into general characteristics

of these classes of data. Hence research was conducted in area sometimes

ranging to diverse applications such as biomedical image processing. General

properties discerned from this research were developed and presented in other

publications. Commonalities to objectives such as search and storage of

visual scenes were found so that the research enhanced the central goal of

the project. The subjects of pattern recognition and system identification

are discussed in greater detail in Section III, Specific Research Topics

and Results.

The second category began with an intensive effort to introduce

redundancy in digital logic design in a way that would best inprove overall

system reliability (loIer probability of failure). A sim lar software effort

was conducted to examine 'ieadlocks in a parallel procesz-,in system. Trhe

former effort exaned introduction of optimal redundant allocatni's of logic



elements while the latter involved a cotparison of simulation model results

with actual measuirents on a large conmuter.

A probability-model theoretical investigation of memory space and central

processor time allocations and their effect on "failure" measures such as

page faulting concludes the research conducted here. This effort is related

to the second category but deserves its own descriptive heading under models

of reliability and perforance.

A common aspect of all the research conducted was the use of statistical

models. Likewise, the computer system which were modeled were found to

require additional interactive processing in order to further the research

objectives. This was reflected first in the proposal which resulted in the

ne AFOSR Grant 72-2384, and the development of a set of hardware criteria

which led to the purchase of IMLAC equipment which has been installed in a

laboratory facility jointly used by Profes.,,,n J. Vidal, W. Karplus, and

A. Klinger and their research students. (Tbe purchase was partially supported

by AFOSR 70-1915 and partially by NSF GJ 32221.)
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III. SPECIFIC RE-7A1CII TOICS AND FJZSU TS

The overall objecti.ve of the research program was to isolate ways

in ich design and performance reliability of dr Force computers could

be improved. At the commencement of the project it was believed that a

combination of new optimization, methods with probabilistic properties

of redundancy (introduction of additional logic elements) could introduce

design reliability improvements. It was also believed that several

performance objectives could be improved by adapting pattern recognition

theory to applications and by utilizing piecewise continuous probability

laws in noaeling actual failure rates. In all these cases 'he theoretical

capabiLty existed and the need was for adapting that theory to conputer

realities through creation of software - i.e., computer programs. This

goal of program development sought to create worki.ng tools for testing the

theoretical. concepts applicability to the contemporary ne&ds in the areas

of reliability of computers which we investigated, namely

1 1) pattern recognition, image processing, and system identification,

2) software systems and logic design, and

3) models of reliability and performance.

In actuality, program development accomplishments were constrained by a

cobination of couputer hardware limitations. Nevertheless applied and

theoretical advances were made in a1 three mas. Emphasis was placed

on use of the UCLA campus compating large computer (MI'I 360/91) and small

computers already in the Computer Science Department laboratories, in

particular an XDS 920 computer. Both systems were used advantagcously,

the first on all three areas, and the second in image processing applications.



The work on pattern recognition, image processing, and system

iOentification coristcd of several different activities united by the

goal of finding ways to be!tter use con)uters in )pllied contexts. A

general principle in pattern recognition is the description of data by

features. A. Klinger, A. Kochman and N. Alexandridis 2 developed an

hierarchical method for defining features to correspond to the current

decisicn-level for chromosome slide pictures. The principles are applicable

to any two-diirensional image data. This work was camplemented by analyses

done by A. Klinger and H. Suglyana re sequential accumulation of radioisotope

scanning information3 which were simulated by I. Rynell in her M.S. thesis

research. Some preliminary results of that work were published in a paper

6
by I. Rynell and A. Klinger . The general concept of defining features or

intensively scanning high interest areas in an image, according to the kind

of decision that the computer must make is a practical way to view the problem

of pictorial pattern recognition.

A parallel activity inVolved introducing these concepts into general

planning and decision-making contexts. At an applied level, S. Ramadoral

and T. Lineck each used these sequential decision concepts in M.S. thesis

research involving radar data processing. N. Chin introduced a set of

software processing functions for one-dlansional (e.S. continuous time)

signals which extracted the presence of slgnificant features in the data, as

part of his M.S. thesis research. A. 1linger presented these aspects of

sequential search in medical pattern recognition problems at the Joint Natiomal

Conference on Major SystemsI0 and extended trie sequential search and feature

extraction concepts to the theoretical planning and &.Ision-making level in

a ptulished papei5 (E. Purcell aided in the construction of a table which

s-,>aru tirr).



kn L-ortant aspect ,f feature extraction is the basis or domain

of representation of the sigal. In an early paper I A. Klinger sugested

a difference-differential equation/generating function approach to representation

c%.' solutions to partial differential equations. Later, the representation

of qualitative phonomna seemd to be critica.. Hence the research inves-

tigated notions of boundary shape: a publication4 and a presentation9 to

the Joint National Conference on Major System by A. Klinger were related

to this question.

At the same tine N. Alexandridis was conducting doctoral research

regrdi g L.age prcessing which led to a Ph.D. thesis, several publications,

and a patent application. The work done here involved aspects of feature

extraction and pattern recognition as the publication by N. Alexandridis and

A.Klinger 7 and by N. Alexandridis 1 5 indicate. Several of the main contributions

of that thesis concemn representation of one and two-dixiensional patterns with

respect to the Rademacher-Walsh functions, a coplete orthonorrmal basis (theIapproach in' suggested a non6rthogonal, easily computed set). The patent

application concerns the possibility of i4lding hardware devices to facilitate

obtaining a Walsh-Hadamard transformatior of a two-dimnsional picture in real-

time -o i.e., a representation of the pict-,'re in an expansion with respect to

two-dinratsional Radewacher-W).sh functions. Some aspects of this were discussed

in the paper published by N. Alexandridis and A. Klinger while the basic

theoretical interconnections between the natural Walsh-Hqdamard Fourier series
representation order and the pattern axis-symmetry order were published15 by

N. Alexandridis. That image processing research is closely related to pattern

reconiition/feature extraction is saugestc-d by the ,_nt,ers degi. work done

by P. Topping who created software for image scanning which loclzed the, scan
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in zenes off hloi interest: a partial i~mler-entation of' the pictue data

structure suggested in the theoretical pattern search paper' by A. E-linger.

Frther discussion which indicates how the partial or localized scan can be

used prior to Walsh-Hadamard transfonantion to yield inproved transmission of

informative parts of a visual scene will be found in the next section.

System identification research requires knowledge of the nuaber of

independent modes or phenomena in a signal. J. Vidal supervised doctoral

research by D. 3chwartzmann which addressed the topic of intrinsic dinensionality.

This relates to how cr y term in a Fourier expansion or how many features are

needed to adequately nodel an unknown system. J. Vidal and D. Schwartzmann

published a p'per 13 describing their use of clustering considerations to resolve

topologically related data. D. Schwartzmann (like N. Alexandridis) completed

his Ph.D. work and received the degree.

Parallel applied efforts in system modeling and pattern recogpition were

par of the research. These include a Master's thesis by K. Doane on speech

,recol-ition and Ph.D. research by S. Saib on speech recognition, in the realm

of continuous signal processing. W. Meyers completed a M.S. thexsis on credit

card verification by computerized-fingerprint matching. D. Zweiban created

computer programs for chromosome scene processing, conputer interfacing, and

interactive signal processing, as well as an M.S. research project on learning

automata and patterns. A. Klinger was consulted on drug treatment data pattern

analysis by J. Satterfield and they published a paper 12 together. A. Klinger

organized a Workshop on Decision-Nnalysis at the Joint National Conference

on Major System 1 1 which dealt with related questions of pattern and decision

analysis for qualitative problems. M. Bee completed her M.S. project on a

decision-analysis problem.



Work on software system and logic design was most proinent in the initial

stages of the grant research. M. Tam created interactive design program for

introducing redundancy in a digital logic net to optimally increase probability

of success (of some path functioning to implement a p~ven logic expression).

He did not complete this research, however, and he is now eimloyed in industry.

114D. Martin published a paper on Boolean matrix conputations of precedence

In addition, he supervised the Masters degree research of S. Mrithunjayan

whose thesis concerned a key software system problem in parallel processing,

that of deadlock. MrithunJayan simulated operation of the 360/91 system at

UCLA and conpared his results to measured data. J. ao has been advanced to

candidacy for the Ph.D. on the basis of his research on the two-resource

allocation problem in parallel processing (computer mesory and processor time):

he has been working with A. Klinger and is expected to conplete his thesis

in 1972. D. Hibbits and F. Knrun have been working on software with J. Vidal.

Worc on models of reliability and performance include aspects of the

above-nentioned research by Mrithunjayan and Rao. In addition J. Rao published

a note1 7 on hazard rate functions. Likewise major reliability and perforance

research was included in the M.S. thesis by I. Rynell, which introduced new

likelihood ratio decision rules, that by S. Ramadorai, which calculated in

detail nrohability of detection for different radar digtal-windaw sizes and

threshold-detection algorithns, that by T. Lineck, and the paper by A. Klinger

which discussed reliable search.
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IV. WOICLUSIONZ;S FIER 31

The overall two-yem, research progeam fulfilled its primary objectives.

A number of areas were found where existing theory could be applied to coaputer

design and performance reliability problems, and aspects of existing theory

were isolated which need extension to enable practical use of computer power

in operational contexts. At the saiie time a substantial nunber of graduate

students received valuable training and experience. One student remarked

that the project he pu-sued gave him his first experience with a Hands -on

digital computer, Several undergraduate students received support for

programming and research assistance. One, A. Kochman (now a cowputer

programning consultant), coautbored A paper 2 and made a presentation at a

national conference. Limitations on existing computer hardware at UCLA and

increased enphasis on interactive computation and display led to the decision

to seek added equipmnt.

Plans for future research include applying the equipment which is now

installed (an IMLAC Programmable Display System) in several modes. One goal

is to direct a picture scan to areas of W.gh information content so that

transformation (e.. F"T or Fast Fourier Transformation, alsh-Hadamard, etc.)

and transmission or storage of the result, can be performed in great detail

where there is important data and in less detail where there is none. I.e.,

more term would be retained in the truncation of the .finite series obtained

from transfonation where there is pictorial information content, less t(. rms

retained where there is none, yet the total an~unt of Fourier coefficient data

obtaimnd, stored, and transmitted would be the same as in standard picture

processing tcchniques.

9



'% . ie work has experienced a'general shiM tmard pattern recolpition,

decision analysis, and statistical approaches to planning. This will involve

extensions in the areas of pattern search, hierarchical decisions, and

qualitative data. Subjective measures, statistics of rank order data, and

multilevel weighting and data incorporation are all topics which need to be

explored. Man-machine interaction via visual displays and graphic input

will be needed in future investigations.

I
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