[: ] ' : ] P v
@ APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED

AFTAC Project No. VT/1705

ARRAY PROCESSING OF ALASKAN LONG -PERIOD ARRAY DATA

SPECIAL REPORT NO,3 . - - |
EXTENDED ARRAY EVALUATION PROGRAM I

Prepared by .
Leo N. Heiting and Chung-yen Ong
i

T. W. Harley, Program Manager
Area Code 703, 836-3882 Ext. 300 !

TEXAS INSTRUMENTS INCORPORATED ' '
Services Group '

P,O, Box 5621
Dallas, Texas 75222

AD 745196

" Contract No, F33657-71-C-0843
Amount of Contract; $511, 580
Beginning 1 April 1971
Ending 31 March 1972 -

Prepared for ; ) ‘ '

. )
AIR FORCE TECHNICAL APPLICATIONS CENTER
Washington, D, C, 20333 i, !

Sponsored by'

ADVANCED RESEARCH PROJECTS AGENCY !
Nuclear Monitoring Regearch Office '
ARPA Order No, 1714 ,
ARPA Program Code No., 1F10. ’

Reproduced by
NATIONAL TECHNICAL 30 April 1972
INFORMATION SERVICE -

U S Deportment of Commerce i

VV Springfield VA 22151
Y

Acknowledgement: This research was supported by the lAdvancled

V)_ Research Projects Agency, Nuclear Monitoring Research Office,

/\ under Project VELA-UNIFORM, and .accomplished under thé tech,

nical direction of the Air Force Technical Applications Center o
under Contract No. F33657-71-C-0843, 57

et et trseoarameioeY
DISTRIBUTION STATEMENT A

Approved for public rolease; ' ‘
ppoributio'n Unlimited "

V/\ W !

! :
_ servioes group
o e S R U U - e ey - ————e v e -y e N
Ko, Ao r e e,



: ! '
UNCILASSIFIED C Y '

__Security Classification

DOCUMENT CONTROL DATA -R&D :

' 1 1
— (Securhz clansilication of ”"’ll Dbody of abstract and Indexing annotation mire! be entered when the overail report is classltivd)
1. ORIGINATING ACTIVITY (Corporate suthor) !

! 2"1 REFPORT SECPRITY CLASSIFICATION
' Texas Instruments Incorporated UNCLASSIFIED

Setrvices Group 25 GROUP —

. | !
P.O, Box 5621, Dallas, Texas 75222 ‘ '
3. RFPORT TITLE! ! !
i ! H '

1 , . .
Array Processing of Alaskan Long -Period Array Data

" Extended Array Evaluation Program Special Report No, 3

4. DESCRIPTIVE NOTES (Type of report &nd inclusive dates) ! ,
Special 3 :

S. AUTHORIS) (First Asme, middle initial, last name)
| ! :

! \ ! i
Hefting, Leo N, )‘ Ong, Chung-'Yen | ) ‘
6. 'REPORT DATE - 1 7. TPTAL NG, OF PAGES 7b.°NG. OF REFS .
25 March 1972 ! 32 " 2
Ba. CONTRACT OR GRANT No. , 92. ORIGINATOR'S REPORT NUMBER!S)

. |
Contract No. F33657-71-C-0843 |

b. PROJECT No.
|

| | S'pfi/;z/ /ellﬂ:r'f ,M:‘ 3|

C.

AFTAC Project No. VT/1705 95, OTHER REPORT NOIS) (Anj othef numbers that may be ;.s:gn,d
. ) ! this re;lmrr) " \

d ' ' ' ' ! !

10. DISTRIBUTION STATEMENT ' ! '

N '

JAPPROVEXD FOR PYBLIC RELEASEI; DISTRIBUTION UNLIMITED

11. SUPPLEMENTARY NOTES ' 12. SPONSORING MILITARY ACTIYITY g
.o . | ' Advanced Rgselarch Projects Agency
ARPA (?rder No. 1714 : ! Departnllent of Defense
' ; . The Pentagon, Washinotan. D iC 20301

13. ABSTRACT j ,

)
'

0 ! '
| ! i

"The effectiveness of various array processors for the extraction of long -
period signals from Alaskan Long-Period Array data has,been investigated,
The types of processors discussed include frequency-domain and time -
domain optimal multi-channel filters, adaptive filters, beamsteer and weight-
ed'beamsteer'. It has been con'c-luded' that conventional multi-channel filter

| processors do ‘not provide results isuperior to simple beamsteer Processors
when applied to ALFA data, . There is some suggestion that on occasion

' adaptive multi-channel filters or weighted beamsteer processors have some

advantage over beamsteer processors, / '
[ | !
) I

. ' . /é’ . ' ; |
DD IFNOORVMCSI4!73‘ | i ;

! il
|

_UNCLASSIFIED

) i Sccurity Classification




Eecurity Classification

14. LINK A LINK B LINK €
KEY WORDS ROLE WT ROLE | wr ROLE wT
Frequency-Domain Multi-Channel Filter
.Time-Domain Multi-Channel Filter
Time-Domain Adaptive Filter
Beamsteer
Weighted Beamsteer
UNC LASSIFIED

gcurity Eiusificntion




Eecurity Classification

14. LINK A LINK B LINK €
KEY WORDS ROLE WT ROLE | wr ROLE wT
Frequency-Domain Multi-Channel Filter
.Time-Domain Multi-Channel Filter
Time-Domain Adaptive Filter
Beamsteer
Weighted Beamsteer
UNC LASSIFIED

gcurity Eiusificntion




I
I
|
I
L

|
L
[

.

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED

AFTAC Project No. VT/1705

ARRAY PROCESSING OF ALASKAN LONG-PERIOD ARRAY DATA

SPECIAL REPORT NO, 3
EXTENDED ARRAY EVALUATION PROGR AM

Prepared by
Leo N, Heiting and Chung-yen Ong

T. W. Harley, Program Manager
Area Code 703, 836-3882 Ext, 300

TEXAS INSTRUMENTS INCORPORATED
Services Group
P, O, Box 5621
Dallas, Texas 75222

Contract No, F33657-71-C-0843

Amount of Contract: $511, 580
Beginning 1 April 1971
Ending 31 March 1972

Prepared for

AIR FORCE TECHNICAL APPLICATIONS CENTER
Washington, D,C, 20333

Sponsored by

ADVANCED RESEARCH PROJECTS AGENCY
Nuclear Monitoring Research Office
ARPA Order No., 1714
ARPA Program Code No, 1F10

30 April 1972

Acknowledgement: This research was supported by the Advanced
Research Projects Agency, Nuclear Monitoring Research Office,
under Project VELA-UNIFORM, and accomplished under the tech,
nical direction of the Air Force Technical Applications Center
under Contract No, F33657-71-C-0843,

ic

services group



ABSTRACT

The effectiveness of various array processors for the extraction of long-
period signals from Alaskan Long-Period Array data has been investigated, The
types of processors discussed include frequency-domain and time-domain optimal
multi-channel filters, adaptive filters, beamsteer and weighted beamsteer. It
has been concluded that conventional multi-channel filter processors do not pro-
vide results superior to simple beamsteer processors when applied to ALPA data.
There is some suggestion that on occasion adaptive multi-channel filters or weight-

ed beamsteer processors have some advantage over beamsteer processors.

Neither the Advanced Research Projects Agency nor the Air Force
Technical Applications Center will be responsible for information contained
herein which has been supplied by other organizations or contractors, and
this document is subject to later revision as may be necessary. The views
and conclusions presented are those of the authors and should not be inter-
preted as necessarily representing the offiial policies, either expressed or
implied, of the Advanced Research Projects Agency, the Air Force Technical
Applications Center, or the US Government.
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SECTION I :
INTRODUCTION - ‘ L
The purpose of this study was to evaluate the performance of multi-
channel filter (MCF) processors on ALPA data, and to compa}'e their perform;
ance with that of the much simpler beamsteer procebsor. The types of MCF
processors tested included two different frequency-domain 0pt1ma1 filters, a
time-domain optimal filter, and a time- domain adaptwe filter, In add1.t10m, the
effectiveness of the weighted beamsteer technique was 1nvest1gated The work
was performed using the vertical component of the nine-site suba'rray which was
available during 1970 and early 1971, The results are discgssed in the following

sections.
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; SECTION II
COMPARISON OF MCF AND BEAMSTEER PROCESSORS

At the prebent time MCF processors for ALPA are designed in the
frequency domam. The time ser1es data used to est1mate the noise crosspower
spectral dens1ty matrices (CPS) are divided 1nto 256 second segments, These
data are resampled to a two second samipling rate. The strong rejection by the
ALPA system res;)onse above 0,25 Hz perm1ts resampling without prior anti-
alias filtering. After takmg the dlscrete Four1er transform (DFT) of the data in
each segment, the CPS are farmed for each segment. Smoothed CPS are form-
.ed by averaging thelmatrlmes cver segments. The signal CPS are generated
theoretically, to represent a p‘ilane wave signal traversing the array, The signal
autopower at each site and frequency is set equal to four times the average noise
autopo’wer‘at that f.|requenc'}. The signal crosspowers are assigned phase delays
correspon&ing to those of a plane wave coming from the designated scurce direc-

tion w1th a surface-wave veloc1ty. At each frequency, after designing the filters,
1

an estimate of the des1gn noise MCF output power density is obtained by post-

" and pre,-mult1p1ymg'the no1se 'CPS by the vector of filter transforms and its con-

jugate transpose respectively.

(k)} .
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where: NPO(k) is the MCF output power density for design noise at frequency
index k,
Fi(k) is the filter transform for channel i at frequency index k,
N-g(k) is the transform of the design noise for channel i at frequency
index k from segment j,
* indicates complex conjugation.
Matrix equation (1) implies the following procedure. Within each segment at each
DFT frequency the data and filter transforms are multiplied for each channel,
and the resultant products are summed to yield the MCF output transform, The
product of this output transform with its complex conjugate gives the power
density of the MCF output fcr this segment and frequency. Finally these power
densities are averaged over the segments of the design noise gate. As shown in
appendix A this procedure implies a channel-by-channel circular convolution of
the time-domain data and filter impulse responses within each segment. The
rasultant NPO(k) will be referred to as the matrix multiply spectra. It is im-
portant to note that this results in an indirect estimate of the spectral content

of the design noise¢: after processing with the MCF,

The actual application of the filters to the data is accomplished in the
time domain. The inverse DFT of the filter transform yields the filter impulse
responses which are convolved with the data to yield the desired time-domain
output, A second estimate of the MCF output power density is computed from the
DFT of this MCF output time series, This estimate will be referred to as the
direct spectra. It provides the actual spectral content of the noise after process -
ing with the MCF. Since the procedures to estimate the two types of spectra are
not algebraically equivalent it is not certain that the resultant spectra will be in
agreement., More important, the procedures used to obtain the matrix multiply
spectra are implicit in the MCF deéign algorithm, Thus the filters are optimal

for this type of application but are sub-optimal for actual time-domain application.

These procedures were implemented on a suite of 23 independent one-

hour noise samples. Table II-1 gives the data start time and the number of

II-2°
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Sample No.

TABLE II-1

LIST OF ONE-HOUR NOISE SAMPLES

Date

5/27/70
7/03/70
7/28/70
7/30/70
8/02/70
8/08/70
8/12/70
8/13/70
8/13/70
8/19/70
8/20/70
8/22/70
8/25/70
8/28/70
8/29/70
8/29/70
8/30/70
5/30/70
8/31/70
9/14/70
10/14/70
12/17/70
12/23/70

Start Time

03:
02:
06:
11:

12

20
08

11

09:08
52:17

'12:00

13:09

:09:36
09:
23:
03:
:47:16
:51:06
10:
09:
23
00:
07:
14:
05:
14:

49:02
56:54
18:04

56: 30
59:10
16: 31
08:58
54: 35
02:56
48:23
59:43

:40:00
20:
12:
05:
05:

51:56
40:00
58:28
46:45

II-3

MCF Look Direction

327°
350°
277°
-19°
-61°
32%°
320°
-55°
-89°
-3(°
-17°
-90°
-95°
-35°

10°
-72°
-§9°
-19°
- g°
270°
-45°
328°
343°

of Sites
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channels used by the MCF for each of these samrles. The vertical component
only was used in this study. In each case both the matrix multiply and the direct
spectra were estimated, Figure II-1 shows the various power density spectra
for a typical sample. Inthe approximate signal band (0. 02 to 0. 06 Hz) the matrix
multiply spectra is alweys lower than the direct spectra. The power in the band
0.02 to 0. 06 Hz was chosen as a measure for comparison. For each of the 23
samples this power computed from the matrix multiply spectra was lower than
the power computed from the direct spectra. The average ratio of these two
powers was 2.5 dB and in one case the ratio was 4.8 dB. These results suggest

that the suboptimality of the filters leads to significant performance degradation.

As shown in appendix A, there is an alternate procedure for design
and application which is not subject to this difficulty. In this case both the design
and application are done in the frequency domain., The final output transform is
then inverse transformed to get the desired time-domain output, This type of
design was performed on 14 of the 25 samples mentioned above. Figure II-1 also
includes an output obtained from this type of MCF labelled MCF2. This provides
the actual spectral content of the noise after processing with the alternate MCF.
This spectra is similar to the matrix multiply spectra and superior to the direct
spectra. In all 14 cases the broadband power (0. 02 to 0. 06 Hz) obtained using
the new technique was lower than that obtained from the direct spectra. The

largest ratio of these two powers was 3, 9 dB and the average was 2,2 dB.

These results indicate that the new technique is superior to that
currently in use. It must be noted, however, that this conclusion is based on
their performances on design noise. The crucial question is their relative per-
formances on off-design noise. In four of the 23 cases above it was possible to
locate an off-design noise sample in reasonable time proximity to the design
noise. In each case both the old and new MCF processors as well as a beam-
steer processor were applied to the off-design noise. The noise suppressions
in the 0. 02 to 0. 06 Hz band for each of these processors are given in Table II-2,

The corresponding MCF results for design noise also are given. In this table

II-5



MCF1 refers to the old technique and MCF2 refers to the new tecl:mique. ' The '
time intervals between design and off-sdesign noise aré: NSI - 1.12 hours; ‘ )

NS2 - 0.77 hours; NS3 - 3,18 hours; NS4 - 2,05 hours. In tlf_ie ideal case. the
design-noise gate would immediately precede the time gate of the signal to Ilbe
extracted. Frequently, however, the presence of arrivals from other eveni:s N '
or of data dropouts precludes the selection ,Of a design-nois;e ga.té immediately
preceding the desired signal. Thus the separations bet\:veen design and off-:
design noise for these four events are not atypical. T};e data of table 11-17.
indicates that the new MCF loses most of it$ superiority overl the old MCF when

working on off-design noise. Neither MCF shows marked ‘superiority over the
i 1 I

beamsteer processor for off-design noise. Note that Jin these four cases the

1 . '

TABLE II-2! ~ |

ARRAY PROCESSOR NOISE SUPPRESSION

1

Noise In/Nnise Out (dBI) ‘
Off-Design Noise B Design Noise: Number of \/lﬁ \
B/S | MCF1 | MCF2 MCF1| MCF2 Sites (n) '|Improvement
NS1 8.7 | 10.2 | 10.6 12.5:| 14.1 T8 7.8
NS2 | 10.8 8.4 [10.0 | 9.6 12.5' | , 8 9.0
NS3 7.8 7.5 7.8 9.6 | 13.2 8 | 9.0'
NS4 | 9.3 8. 2 8. ¢ 12.8 | 14,2 .8 9.0

beamsteer suppression is within two dB of the Vn figure,

The degradation in MCF performance on Bff-désigp noise is dué
either to overdesign or to nonstai::ioné.rity of the noise. 'If the noise is sta‘tionary
the problem can be overcome by using a lonéer noise gate for computing the
noise crosspower matrices., Two fiv-e-hour noise 'samples were selected :for
processing with the new MCF. 'The first 12288 secon:ds of ea.ch saminle was
designated as design noise, Thi; is three times as much noise ds was used in

the designs discussed above. The next 4096 seconds was designated as off-

design noise. Initially, for control in each case, an MCF was designed from

m-6



C TABLE II-3

! I
. | 8
NOISE SUPPRESSION FOR TWO LONG NOISE SAMPLES
| i

| | _ ' .

\
L

1 B ; Noise In/Noise Out (dB) ‘

MCF Design'ed MCF Designed .| Beamsteer ' -. !\/T ,
From 4096 ‘ From 1E2288 \ ‘on Off-  |Improvement
Seconds.of Noise' Seconds of Noise Design |

, |Design | Off-Design | Design | Off-Design| Noise | 4

. Noise Noise \ Ngise ) Noise ; L } . .
NS5 | 13.6 | 8.7 i 12.1 | 9.3 o 7.8 8.5
NS6 | 13.3 7.1 | ; ll] 2 =8 4 ! 7.6 8.5

the last 4096 seconds of the de51gn noise gate. These filters were then applied
back to the 4096 seconds of de51gn noise and to the off de51gn noise. The re-
sultant noise suppressions are given 'm table II-3. In these tlwo cases the
difference:s. between design and off-design noise suppr‘ession were 4.9 dB and

: l !
6.2, dB. These results are consistent with those of the four events in table II-2,
) i ! .
The filters were next desigﬂedlusing the full 12288 seconds of design noise in '

Ca : ' ! '
each case.' Again they were applied to the last 4096 seconds of design noise and

, l
to the off-design noise. The data of table II-3 shows that the noise suppresalons

on design no1se degraded by 1.5 dB and 2.1 dB in these two cases. As expec'ted

the filters designed from thel full 12288 seconds were not as h-ighly tuned to the

last 4096 secqnds oi design noise. Also as expected the suppressmns of off-

de51gn noise 1mproved by, 0.6 dB and 1.3 dB The d1;t'ferences between off-
l
design and design noise suppression, however, are st111 2.8 dB in both cases.

'Alsd as shown in the table) beamsteer processors opera..mg on the off- des1gn

noise were only 1, 5 dB and 0 8 dB jinferior to the MCF.

| H !
|

| 't In several of the cases discussed in this section the various MCF
1 \

! . 1
and beamsteer processors were applied to associated large Rayleigh-wave signals
]

|
to evaluate s1gna1 preservation. 'In none of these cases was there s1gn1f1cant

i o i "-*\\\ !

51gna1 degradation. i - _ L W
’ l \' II-7 ; N I



In summary it appears that the new MCF design technique is some-
what superior to the old technique for the suppression of design noise. When
the MCF's are applied to off-design noise thé new MCF loses much of its
superiority over the old MCF and performs about as well as a beamsteer pro-
cessor. Both the new MCF designed from 4096 seconds of data and a beamsteer
processor were compared on six different noise samples. The ratio of MCF to
beamsteer broadband (0.02 to 0. 06 Hz) noise suppression ranged from 1.9 dB in
favor of the MCF to 1.3 dB in favor of the beamsteer and had an average of 0, 2
dB in favor of the MCF. In two of these cases the MCF was re-designed using
12288 seconds of design noise. The performances on off-design noise improved
‘slightly but the MCF's were still only 1.5 dB and 0. 8 dB superior to the beam-

steer.

These results suggest that MCF's designed from three hours or
less of design noise and applied tc a different data gate containing a presumed
si‘gnal show little improvement over the much simpler beamsteer processor.
Very rarely is it possible to locate more than three hours of pure design noise
in time proximity to a desired signal. It is concluded, therefore, that the
design of MCF's from a design noise gate not including the desired signal is not
a useful technique for ALPA cata. This conclusion is based on the foregoing
results obtained with ‘array processors employing nine sites or less from the
southern half of ALPA. It does not appear likely that the addition of the re-
‘maining ten sites will add significantly to the multiple coherence of the noise.
Little change in these results is expected, therefore, for the full nineteen-site
array. Itis possible that the noise .structure at other arrays such as NORSAR

may lead to different conclusions.

There is a possible alternate method of MCF processing. It may

be practical to use a noise gate which includes the desired signal for estimating

II-8



the noise crosspower matrices. In this case the filters are applied back to the
data from which they were designed and the off-design problem is nonexistent.

This procedure is discussed in section I11.
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SECTION III
DESIGN OF MCF PROCESSORS ON THE SIGNAL GATE

1 The loss in noise suppression resulting from the failure of the design
noise to accurately characterize the noise in the off-design gate can be avoided
by using the signal gate itself to estimate the noise crosspower densities. In so
doing, however, one is treating whatever signal is actually present as part of the
ambient noise field, It might be hoped that in the practical case where the signal
to be extracted is small in comparison with the ambient noise, the resultant per -

turbation of the noise crosspower densities will be insignificant. The results

of an experimental study of this approach are presented here.

The use of small events in such a study is not suitable since one has
no way of knowing the true signal and consequently no way of measuring signal
preservation by the processor. To circumvent this difficulty, large signals were
scaled down and "buried' in segments of ambient noise. In this way one not only
knows the true signal, but is able to beamsteer or MCF the pure noise, the pure

signal, and the composite of signal plus noise.

The first such composite was formed by scaling down a magnitude
5.4 event from Eastern Russia by a factor of 50. After scaling, the ratio of aver-
age single site RMS noise in the band 0. 025 to 0, 055 Hz, to the largest zero-to-
peak signal value was 1.6, Six good sites were available for processing, The
beamsteer of the pure signal as well as that of the composite is shown in Figure
11I-1. The amplitude scales in this and subsequent figures were chosen so that if
there is no distortion of the signal it should appear with the same ampltiude in
each trace. The beamsteer of the signal alone is assumed to have no distortion
and hence to represent the true signal waveform. There is distortion in the beam-
steer of the composite, and the peak values are considerably larger than those of
the true signal. The noise passed by the beamsteer cancels some of the signal

peaks and reinforces others.

Noise crosspower densities were estimated from the composite data

and used in the design of an MCF, 1In all cases in this section the length of the

m-1
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composite was 4096 seconds of which the signal occupied about 500 seconds. This
MCF was applied to both the pure signal and to the composite with the results
shown in Figure III-1, All of the data of this figure have been filtered with an

0. 025 to 0. 055 Hz bandpass filter. The result of applying the MCF to the pure
signal is not greatly different from the beamsteer of the pure signal. This suggests
that the response of the MCF to plane wave energy coming from the designated
source directicn is essentially unity, When the MCF is applied to the composite,
however, the output signal is a poor replica of the true signal. It would appear
that while the MCF passes plane wave energy coming from the designated cource
direction with little distortion, it operates on the noise so as to cause it to cancel
the signal. Since the actual signal and the noise are both included in the data used
to estimate the noisc crosspower densities, the filters "know' to some degree the
behavior of these two components and can effect the partial cancellation. The

theoreticzl possibility of this hypothesis can be illustrated with a simple example.

Consider the problem of designing a two-channel MCF where the
noise crosspower densities are estimated from data which include both the noise
and the signal. Assume that on channel one the noise happens to completely
cancel the signal, but that such cancellation does not occur on channel two. Then
the resultant noise crosspower matrix and the theoretical signal crosspower
matrix can be represented as:

0 0 511 S12
and

0 N22 521 S22
Then the MCF design equation from the appendix will be:

S11 S12 Fl S11
S;1 (N22+S55) - {F2 *SZI‘

The solution of this equation is F1=1, F»=0. If the theoretical signal matrix is

post- and pre-multiplied by this filter vector and its conjugate transpose res-

pectively, it is seen that the desired signal on channel one is reproduced exactly,

On the other hand if the filter is applied to the actual data, represented by the noise

crosspower matrix above, the output power is zero. Thus while the filters have

the desired response to the signal model, they are able to work on the signal and
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noise together so as to yield a zero output, While the situation hypothesized here
is rather extreme, it does indicate the theoretical possibility of the type of re-

sult observed above with real data.

The first portions of the composite traces of Figure III-1 indicate
that the noise rejection of the MCF is superior to that of the beamsteer. When
the two processors were applied to the noise alone the output RMS values in the
0. 025 to 0. 055 Hz bandwidth were 2.59 millimicrons for the beamsteer and 1. 97
millimicrons for the MCF; a difference of 2.4 dB. The peak values of the com-
posite output signals for the two processors differed by 8.5 dB in favor of the
beamsteer. While Ms estimates obtained from the output of either processor
would be in error, the ease of implementation of the beamsteer would suggest its

use rather than the MCF designed on the signal gate.

It should be noted that these MCF's were designed using a signal model
which was much larger than the signal which is actually present. The intent of the
author has been to use the MCF's to discriminate between signal and noise purely
on the basis of differences in their vector velocities. Noise rejection based on fre-
quency content is accomplished by bandpass filtering the MCF output. The end
result desired is to preserve all plane wave energy propagating with the vector
velocity of the signal and falling within the range of the bandpass filter. The ques-
tion of how these results would change if the true signal-to-noise ratio was used in
the MCF design was not investigated. It is recognized that the approach used here
constitutes a departure frcm the classical least-mean-square-error criterion, and
this departure was intentional. It is believed that our results are similar to those

which would be achieved by a maximum likelihood MCF followed by a baadpass filter.

A second sample was formed by scaling an m, = 5.7 Iran event with
an 0. 0005 scale factor and adding it to noise. After scaling, the ratio of the RMS
noise to the zero-to-peak signal amplitude was 1,9, In this case seven channels
were available for processing. The beamsteered signal and several MCF'ed signal
and composite traces are shown in Figure III-2, These processed outputs have been

bandpassed with the 0. 025 to 0. 055 Hz filter. Again the signal in the MGF of the
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-compos1te is smaller than that obtamed when the MCF is applied to the pure
s1gna1 suggesting that wh11e the MCF response to energy coming from the de-
s1gnated sourge direction is essent1a11y un1ty, the MCF is able to work the noise
agamst the signal to produce a smaller s1gna1 in the composite output. To deter-
mine whet‘\er this results from a unique time ahgnment ot the signal and noise

in the: ‘composite, two new composites were formed. In the first of these the
noise was shifted 300 seconds with respect to the signal before adding them to-
gether., In the secqnd the shift was 600 seconds. As seen in Figure III-2 despite

the new time ahgnments of s1gna1 and noise in the composites, the signal in the

MCF'ed comp081te is smaller than when the.:MCF's are applied to the pure signal,

i

t

It is difficult’to assign a quantitative measure of signal distortion to
these results since the dlstort1on varies as a function of time along the signal. In
an eﬁ'ort to obtain such a measure, the beamsteer of the pure signal and the beam-
steer and MCF of each of the comp051tes were filtered with a chirp filter. In each
case the largest zero- “to- -peak value in the chirp filtered output was taken as the
measure olf signal amPlltude and that value for the beamsteered pure signal was
considered to be the true slignal amplitude. ‘Table III-1 gives the ratio of signal
amplityde in each of the compos1te outputs to that of the true signal. In each
case the beamsteered compos1te y1e1ds a high est1mate while the MCF leads to a

sma11 estimate,

T TABLE III-1

IRAN SIGNAL AMPLITUDE IN PROCESSED COMPOSITE/ TRUE
; 1 SIGNAL AMPLITUDE (dB) ,

!
i
i

Relative Alignment of Signal and Noise in
Composite (seconds)

‘ 0 ' 300 " 600
| _Beamsteer 2.0 3.5 1.2
MCF -2.9 -2.7 -3.2
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It may appear surprising that the beamsteered and chirp filtered
composite would yield a peak value larger than does the similarly processed
pure signal. One would expect the noise in the composite to accentuate some
signal peaks and suppresc others. The chirp filter would presumably average
out these effects and provide a peak value similar to that observed for the pure
signal. Since the chirp is a linear filter, however, the chirped composite can
be regarded as the summation of the chirped noise and chirped signal, The chirp
in general is not a perfect match for the signal. As a result instead of having
one clearly defined peak, the chirped pure signal may have two or three peaks

of almost identical amplitude. The chirped noise also has a series of peaks and

troughs, not systematically related to those of the signal. In the summation
the noise peaks and troughs tend to cancel some of the signal peaks and accentuate
others. In measuring the signal peak value of the composite, the largest peak is

chosen. The considerations above indicate that this value will be biased high.

Beamsteering the pure noise used in forming the composites results
in an output noise level of 3.28 my RMS, while each of the MCF processors
gave output noise levels of about 1. 9 my RMS. This is a difference in noise
suppression of 4.8 dB., Cumparison of these data with the data of Table I1II-1
indicates that the signal-to-noise ratios provided by the beamsteer and MCF pro-

cessors are almost identical for this example.

The third sample was formed by scaling an my= 5,2 Sinkiang event
with an 0. 003 scale factor and adding it to the noise. After scaling the RMS noise
to signal zero-to-peak ratio was 2. 1. In this case six channels were available
for processing., Figure III-3 gives the MCF results, again bandpassed with an 0. 025
to 0. 055 Hz filter. Here the original composite and a second in which the noise was
shifted 600 seconds with respect to the signal were processed. In the original com-
posite distortion of the signal is seen to be less severe than in the second composite.
Table III-2 gives the ratio of signal amplitude in each of the composite outputs to
that of the true signal, again measured from the chirp filtered outputs. Suppress-

idn of the noise in both composites was about 4,6 dB better for the MCF than for the

III-7‘
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TABLE II1I-2

CHINA SIGNAL AMPLITUDE IN PROCESSED COMPOSITE/ TRUE
SIGNAL AMPLITUDE (dB)

Relative Alignment of Signal and Noise in
Composite (seconds)

0 600
Beamstec_er 0.8 i 0.4
MCF -1,2 -6, 0

beamsteer. Thus in the case of the first composite the MCF yielded a signal to

noise ratio about two dB better than the beamsteer, but in the second case just the

reverse was true,

In summary the following observations can be made, When the MCF
is designed from noise matrices estimated on a data gate ‘ontaining the signal to
be extracted, the response to plane waves coming from the epicentral direction
appears to be good, but the MCF is able to work the noise against the signal so
as to produce an attenuated and distorted version of the signal, at least for high
design S/N ratios. When a beamsteer processor is applied to small signzls the
tendency is to produce a distorted and amplified version of the signals. Suppress-
ion of the noise by the MCF is about four dB better than that provided by the beam-
steer. The difference in output signal levels, however, tends to cancel this diff-
erence in noise suppression. On the average the signal-to-noise ratios provided
by the two processors is about equal. These results suggest that whether the noise
matrices are estimated from a fitting interval preceding the sigral as discussed in
Section II, or are estimated from the signal gate itself has little influence on the

MCF performance, and the simpler beamsteer performs about as well,

I11-9
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SECTION 1V
WEIGHTED BEAMSTEER PROCESSOR

The foregoing results suggest that MCF processing is not a useful
concept for the extraction of signals from noise at ALPA. It has been noted,
however, that on occasion the ALPA noise levels at periods greater than twenty
seconds are highly variable from site to site. The signal levels tend to be
reasonably well equalized across the array. There exists then the possibility
that weighted beamsteer processing may have some potential superiority to
simple beamsteer processing. The weighted beamsteer as used here is actually

an extremely simple type of MCF,

The data is first time shifted to align the desired signal across channels.
A one point MCF is then designed with the objective of minimizing the mean
square value of the MCF time-domain output, but subject to the constraint that
the sum of the individual channel filter weights must equal one. To the extent
that the signal is truly a plane wave coming from the designated source direction,
this constraint ensures preservation of the signal. The resuvltant weighted beam-

steer filter weight for channel n is

W= 1

NCH 1
Np2(t) i —_—
iz N;2(t)

where: Niz (t) is the mean Square value of the noise on channel i§.

Both beamsteer and weighted beamsteer processors werc applied to
six different noise samples. The weighted beamsteer weights were estimated
from 1000 seconds of bandpassed noise just preceding the segment to be treated
in each case. The bandpass, 0.025 to 0. 055 Hz, is the same as that over which
the noise suppression of the processor was computed. In these six cases the
RMS value of the weighied beamsteer output was less than the beamsteer out-
put by 0.5 dB, 0.6 dB, 0.5 dB, 0.2 dB, 1.2 dB, and 0.7 dB. In four of the
cases where a large signal existed in time pProximity to the treated noise, the

processors were al<o applied to the signal. In each of these cases the signal

Iv-l’




outputs of the two processors were essentially equivalent, While the weighted ’

beamsteer is always superior to the beamsteer, the difference in noise ‘suppress-

ion in these six cases was not great, ' ' ‘

| )
It has been subsequently observed that on: occasmn the weighted beam-

steer does suppress ALPA noise by as much as four dB more than the beamsteer |
(personal communication, George Buhn, VELA Seismological Center, Alexandnia ‘
Virginia), It would appear that in a routiue monitoring context, one would at |
least like to have the capability to do welghted beamsteer so as to ach1eve the best

possible signal extraction in marginal cases, , \
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SECTION V | | |
'TIME DOMAIN MCF DESIGN | | ! |
1 A i

|
I T1me domain multi- channel f11ters were evaluated on the two five- I

]

1 )

hour n01se samples discussed onipage II- 6 As was done for tle frequency-
!
domam design, the first 12288 seconds of each sample was des1gnated as design

[
noise, and the next 4096 seconds as off-design noise. 'In eachicase two maximum

likelihood MCFs were designed the first' using the last 4096 Seconds of the design
noise gate for est1mat1ng the requ1red no1se statistics, and the second using the
full 12288 seconds for th1s purpose. Both MCF processors ’were app11ed to the :
last 4096 seconds of des1gn noise and to the off- ~design noise,. The RMS values

in the 0. 02 to 0. 06 Hz band of the processed outputs were measured The f1gure
of merit used was the ratio of MCF RMS noise to that of a beamsteer processor
operatmg on the same data gate.' Taple V-1 gives the 1mpro{ 'ement ovér the
beamsteer in' noise suppression for the frequency- domain filters d1scussed in |

Sectlon II, for the time- doma.ln f11ters, and for time-domain adaptive fllters.

When the opt1mum filcers were designed frém 4096 seconds of noise
|

and applied back to the de51gn roise, the frequendy- domam design performed !
J

2.7 dB, better than the t1me ‘domain design in one case and 1,6 dB better in the

other case. When these same filters were apphed to the oft-design noise the

advantage sw1tched to the time- doma1n design. In each of the designs d1scussed

-. here the t1me domain ﬁlters have 33 points'per channel, Each frequency-domam

filter was des1gned at'64 independent frequéncies and cOnsequently had 64 com-
plex degrees of freedom per channel The fr equency-domam filter W1th its 1
‘greater number of degrees of freedom was able to tune more sharply to the design
noise, but consequently perf'ormed more poorly on the off-desl»gn noise. When

the filters were de51gned from 12288 seconds of design/noise the results changed

to some e\tent The frequency- domam filter was stlll supermr when applied to

. the'last 4096 seconds of design noise, but its super10r1ty was less than in the

former case. The frcquency-domam and t1me domain f11ters performed almost

identically when applied to the off- -design n01se. ' ,

L}
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TABLE V-1

RATIO OF MCF TO BEAMSTEER RMS NOISE SUPPRESSION
IN 0. 02 TO 0.06 Hz BAND (dB)

MCF Designed MCF Designed
From 4096 From 12288

Method Seconds of Noise Seconds of Noise

Noise of Design [Off-Design Design Off-Design
Sample Design Noise Noise Noise Noise
F'requency Domain 5.2 0.9 3.7 1.5
NS5 Time Domain 2.5 2,5 2,2 1,8
Adaptive 2.6 6.0 2.8 4,9
Frequency Domain 5.2 -0.5 3.1 0.8
NS6 Time Domaiy 3.6 0.4 2.6 0.8
Adaptive 4.4 2,5 3.9 2.3

Time-domain adaptive multi-channel filters were also evaluated on
these two noise samples using the technique of Booker et al, 1967, In each case
two adaptive runs were made, each starting with the beamsteer filter. In the
first run the filters adapted through the last 4096 seconds of design noise., The
final state of the filters after this pass was used as the initial state for an adap-
tive pass through the last 4096 seconds of design noise and the immediately
succeeding off-design noise. The RMS values of the filter output for design noise
and off-design noise were computed during this pass and the corresponding in-
creases over beamsteer performance are given in Table V- 1. In the second run
the initial beamsteer filters were allowed to adapt through the full 12288 seconds
of design noise. As above the final state of the filters was used as the initial
state for an adaptive pass through the last 4096 seconds of design noise and the

off-design noise. The resultant performance is also given in Table V-1,
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On ‘he average the adaptive' filter operating on the design noise per-
formed slightly better than the time-domain optimal filters, but slightly poorer
than the frequency-domain optimal filters., When operating on off-design noise,

however, the adaptive filter is superior to either of the optimal filters.

In summary neither the time-domain or the frequency-domain optimal
filter appears to significantly outperform the beamsteer for these two noise
samples. The adaptive filter shows greater improvement over the beamsteer

results, particularly in the case of NS5,



SECTION VI
CONCLUSIONS

Two approaches to the design of MCF's in the frequency domain have
been considered. It was found that the use of noise Crosspower spectral matrices
estimated by smoothing conjugate products over adjacent frequencies of a long
transform was superior to the use of matrices estimated by smoothing conjugate
products over many short transforms at the same frequency. The results summ-

arized below are based on the use of the former technique,

Some variability in noise suppression was observed when the optimal
MCF's were applied to the design noise (the noise gate on which the required
noise crosspower densities were estimated). One of the frequency-domain
desiyns suppressed this noise by about five dB more than the beamsteer processor,
In the practical case, however, when the filters were applied to off-design noise
(a later data gate containing the presumed signal), the performance dropped and

none of the optimal MCF's was materially superior to the beamsteer.

To overcome this performance loss in processing v/f-design data,
several MCF's were designed from Crosspower densities estimated on the data
gate which contained the signal, When this was done the resultant MCF tended
to degrade the signal, and the output signal-to-noise ratio was not any better than

that obtainable with beamsteer processing,

There was some evidence that the adaptive time-domain filter can
achieve somewhat better results. In one case the adaptive filter suppressed the

noise by 6 dB more than the beamsteer,

The relatively simple weighted beamsteer processor was also con-
sidered. In most cases this type of processor achieves results very similar to

the beamsteer, but on occasion it provides an additional four dB of noise suppression
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APPENDIX
THEORETICAL MCF RESULTS

It is desired to design a least-mean-square-error MCF to extract
the signal from multichannel time series data X mi(n) (m is the channel subscript

and n is the sample index). The time series data contains both signal and noise.

X p(n) = sm(n) + ng,(n) m=1,2,...,NCH
n =0’1.Dll’ L-l (l)
The design is to be accomplished in the frequency domain. The discrete

Fourier transform (DFT) of the data is

L-1 i nk
| o ]
Xenlk) = 3, e L ks .. S o)
n=

= Sy (k) + Ny (K).

Let the frequency domain filter weight for channel m and frequency index k be
denoted by F_ (k). Then the frequency domain output of the MCF at frequency

index k is given by

NCH
O(k) = E F_ (k) X, (k)
m=1]
NCH
- rg;l F_ (k) [Sm(k)+Nm(k)] (3)

The desired output of the filter is the signal as it appears on one of the channels.
Let this signal be denoted by S.(k). Then the error at frequency index k is given by

NCH
B0 =S:(0 - 3 Pl [5,09 + No0a)] (4)

m=]

The error power density is expressed as E(k)E*(k) where * indicates complex

conjugation. The error power density at frequency index k (MSE(k)) is:



NCH
MSE(K) = 5, (RIS*,(K) = 3 [F, (IS%p(K)S (k) + F¥ (k) Sr(k)S*m(k)]
m=1]
NCH  NCH
+D, 2, P, F k) [S*m(k)Sp(k) + N*m(k)N/(k)] : (5)
m=1 p=1 *

Implicit in (5) is the assumption that products involving signal and noise trans-

forms are zero.

The optimum filters are obtained by equating to zero the partial
derivatives of MSE(k) with respect to the real and imaginary parts of each filter

weight., The resultant design equation in matrix form is (neglecting smoothing)

S¥18y # N#INy  S¥1S + NNy - L L S%iSncn t NMNNeH| F 5%,5

| S*ncHS)1 t N¥neuly - - - S*NcuSncH * N*NcuNNcH |

The frequency index k has been suppressed in (6). This equation is solved at

each index k to obtain the desired frequency-domain filter weights.

This design equation (6) results from the frequency-domain application
of the filters given in (3). Thus for each channel at each frequency in the DFT
the filter weight and the data transform are multiplied. This procedure corres-
ponds to a circular convolution of the filter and data in the time domain, Cochran

et al, 1967. This is illustrated by inverse transforming the output transform (3).

, L=l NcH gk
olg) = — 1?;6 rnz=l Fo(k) X_(k) ei®™ T (7)

Substitution of (2) for X = and the similar representation of F, (k) followed by

change in the order of summation yields

NCH L-1 L-1 L-1 k Ig-(n-l-h) I
o(g) = Z -Ii— Zo Xm(n) ;0 f.,(h) E eliem I (8)
n= =

m=1l k=0 g=0,1,..., L-1



Using the orthogonality relation |

N2t r(n-m) B | |
Y TR = N, if n=m mod N ! ‘ |
r=0 i i

0, otherwise ; : (9)

in (8) results in

NCH L-1 f !
o(g) = E i) f,(h) Xm(g-h) + Z . f.(h) Xm(g-h+1) . (10)
m=1 = h=g+1 l | ,
! 1
Here it is seen that frequency-domain application of the filters cbrresponds to
time-domain convolution of the filter on each chéfnnel with the periodic extension

of the data. : '

The discussion above is slightly incorrect smce the noise cr05|Spower
terms in (6) are considered to be obtained from one segment of data. If this
were the case the resultant filters would be highly tuned to that Spgment of data
and would be very poor for any other data. In fact the crosspower spectrai
matrix in (6) would be at most of rank two and could not be 1nverted In actual
Practice noise crosspower spectra are obtained by transforming many segmen;;s
of data. At each DFT frequency the crosspower spectra are formed 1n each |
segment and then averaged over segments.  Under thesé circumstances the ‘
filter design equation (6) implies time - domam circular convolutlon of the filters
with each of the segments of data. This is in contrast w1th the type of apphcat1on
actually used to get the time-domain output, The frequency domam filters are
inverse transformed to get their impulse responses. These are then ¢onvolved
with the data yielding the MCF output. Thus the MCF is optimal for the circular

convolution implicit in the design algorithm but not for the type of convolution '

actually employed. ' ' E ' j
-
H , | \
There is an alternate procedure for design and application, which . ,
is not subject to this difficulty. In this casé the data gate used to estimate the
noise crosspower spectral matrices is not divided into segments, Rather, a b
long DFT is taken over the full data gate for each channel Crossbower ma.tri-c:es

are formed at each of the many frequencies in the DFT. These are then smoothed
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;
by ay.eraging ow;er blocks of 'adjacent freduencies. The resultant smoothed
corsspower termsl are used in the des1gn equation (6) The filter weights are
then applied to the data in the frequency domain., This however necessitates
interpolation of the filter weights; if the data gate for application has the same
length as the'data gate used to' estimate the noise statistics. If the crosspower
spectral matrices are averaged over sixteen adjacent frequencies for example,

|
the frequency domam f11ters are designed only at every sixteenth frequency of

‘the data transform. The correct interpolation scheme is simple. Atecach of

the sixteen data transform frequencies over which the matrices are averaged
to yield a smoothed matr1x, we apply the filter weights designed from that

matrix, - In this way the actual app11cat1on of the f11ters to the data transforms

~ is consistent with the application 1mp11ed by the des1gn equation (6).



