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SUMMARY

Metody i Ustroystva Precbrazovaniya
Graficheskov Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, page 2

The book considers a wide range of questions relating to the theory
and design of graphic-data converters as well as converter desigh and
describes graphics converters, their components and circuit elements.

Questions releting to the improvement of che operating characteristics
of devices for the recording and conversion of graphic information are also
covered, as well as questions concerning information output from electronic
computers in graphic form.

This collection of articles is intended for scientific workers and
engineers jnterested in the technology of computer-aided graphic-data pro-
cessing, and is useful for graduate and undergraduate students specializing
in the field of automation, compuiter technology and technical electronics,
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GRAPHIC~DATA CONVERSION AS A SCIENTIFIC AND TECHNICAL PROBLEM

Metodi i Ustroystva Preobrazovaniya

Graficheskoy Informatsii (Methods

and Devices for the Conversion of V. P. Sigorskiy
Graphic Data), 1968, pages 3-7

Graphic information plays an important role in many fields of science
a : technology. Contributing to this is the fact that, of all the modes of
data representation, the graphic form is the most vivid, assuring the quick-
est human perception of studied phenomena, Naturally, in the pursuance of
various scientific investigations and design and planning projects wide use
is made of the paper or photographic film records of recording and control
devices (one- and two-coordinate, single- and multichannel), design graphs,
drawings, charts and a variety of half-tone graphic images (aerial photographs,
photographs in the visual field of a microscope, bubble and spark chambers,
detection and guidance systems etc.).

Weather satellites transmit information on the thermal state of the
atmosphere and its cloud cover, which is recorded subsequently or motion
picture f£ilm and projected on & screen, The processing of this information
requires its representation in digital code. The field of construction and
architecture displays increased interest in computer-aided designing. Seis-
mic prospecting has at its disposal extensive archives of photographic re-
cordings of earth tremors, which are constantly augmented with new experi-
mental material, These recordings must be represented in digital form in
order to be processed,

The list of fields of human activity in which the processing of in-
formation represented in graphic form plays a leading part could be extended
even further. The problem of processing such information on an electronic

computer can be solved if the computer is supplied with data input and out-
put devices.

An indication of the great interest in the problem undet consideration
is the success of the Symposium on Methods and Devices for the Conversion of
Graphic Data for Input into Electronic Computers, held in Kiev 28-30 November
1966 by the Scientific Council on Cybernetics of the Academy of Sciences
Ukrainian SSR, the Ukrainian Board of the Scientific and Technical Society
of Radio Engineering and Telecommunications imeni A, S. Popov in conjunctio.
with the Republic "Znaniye" (Knowledge) Society and the Kiev Polyvtechuic
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Institute  Participants in the symposium included 376 delegates from 173
organizations and enterprises in 42 Soviet cities.

The symposium heard and discussed 67 papers (most of which are pre-

sented in the present collection), in which the following questions were
considered,

1., Methods for the information assessment of graphs and algorithms
for their processing by computer (graphic-data recording equipment, informa-
tion attributes of graphs and their relation to parameters of described pro-
cesses, methods for the functional and statistical analysis of graphs, coding
the output information of conversion devices and their relation to the com-

puter, the formation and rearrangement of an initial data file, requirements
for conversion accuracy, sampling rate etc,),

2., Methods for the conversion of graphic data (optoelectronic con-
verter (OEC; for graphic-data sampling, automatic recognition of colors of
curves and carriers, automatic and semiautomatic graph converters, the fol-
low, scanning and combined methods for conversion of graphs of single-valued
functions, reading of graphs with line gaps, equipment and algorithmic methods
for separation of intersecting curves, reading of graphs of non-single-valued

functions and graphic two-dimensional mappings of functions of two or more
variables etc.).

3., Devices for the conversion of graphic data and their use (convert-
ers of recordings of single- and multichannel self-recorders, converters of

recordings of two-coordinate self-recorders; devices for input of drawings,
bubble chamber photographs, topographical and geophysical maps etc. into com-
puters, as well as examples of the use of such devices in commercial geophysics,

medicine, chemistry, nuclear physics and other fields of scientific and ex-
perimental reseaxch).

The following organizational and coordination measures seem advisable
in order to expand operations in the field of computer graphic peripherals,
First of all, there should be a speed-up in the development of requirements
and specifications for the complex of peripheral graphic equipment necessary
for computers (devices for the coding of graphs and their construction, for
reading and obtaining images on a CRT screen, for microfilm coding and re-
production etc.), It is advisable here that external input devices be de-
veloped in conjunction with output devices for the purpose of obtaining closed
graphic data input-output systems from the computers necessary for the auto-
mation of planning and design work., Often the transition from an input regime
to an output regime in an external device is accomplished by comparatively

simple means (changing the program, replacing photohead with a printing head
etc.).

Special-purpose graphic-data input and output devices make use of
standard elements adopted in specific computers, as well as coding and in-
put systems. General-purpose devices are capable of working in conjunction
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with any computer, but they may also prove considerably more complex because
‘ of a significant difference in the organization of data input in the computers
f which are being produced,

: Together with manufacturers, careful revision must be made of the tech-
§ nical requirements for graphic-data recording equipment which is now being
produced, and changes made in them to simplify the subsequent automatic pro-
cessing of the recordings obtained (for example, eliminating the monochroma-
tism of metric grid and graph line, revising the system of notations for the
intersection points of graphs and making auxiliary inscriptions in another
color etc.), This way is doubtless more rational and economically advantage-
ous than the creation of complex graph converters to sense poorly made re-

< cordings. However, the requirement laid down by the developers of input de-
: vices that the metric grid be eliminated altogether leads, in our view, to a
v disturbance of normal operating conditions since visual evaluation and auto-
A mati: processing are often combined.

; The prospects for the development of computer graphic peripherals are
naturally estimated on the basis of needs today, when the graphic form of re-
s cording measurement results is most popular, Consideration is given here to

) the wide use of recording equipment and the fact that it does not require much
. care and its production has been debugged, as well as the relatively low pro-
- duction cost of the instruments,

The rapid improvement in measuring devices with digital readout and
magnetic recording, which began in the last few years, raises the legitimate
\ question of the possibility of the future discontinuance of visual data-re-

« cording methods, This apparently will come about with the develewment of

: fully automated measuring systems in which a paper carrier is used merely as
an intermediate long-term memory (and, what is more, not the best one). How-
ever, complex control and organization systems, whose duty cycle provides for
human participation, will make wide use of the graphic form of recording in
the future as well, owing to its visuality, Specifically, it will prove to

; be a rapid and convenient mode of man-.omputer communication, a unique graphi-
) cal universal language.

At present, newly developed measuring equipment usually provides for

g two outputs: 1) on magnetic carrier for communication with the computer and
' 2) on paper tape for the research operator., Such a solution, in our view,
ﬁ is due in many respects to the lack of improved graphics converters which are

as simple and reliable as magnetic readers.,

The above remarks are true only of graphic information obtained in
measurements, The volume of other types of graphic information (design,
reference etc.) used in computer calculations will increase steadily within
the visible future. As examples let us consider the possible operation of a
complex of graphic peripherals together with a computer in the pursuance of
calculation-and-drawing and design work, Thus, an engineer .irst makes a
sketch of an article and inputs drawings and diagrams into a com, ‘ter, and
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the computer performs the necessary calculations @sually by the method of
successive approximations) according to a given program and technical speci-
fications, The result of the solutions at one (or each) of the stages is
derived in graphic form, and the design developer can, by using a special
"light pencil," correct a drawing or diagram, as well as enlarge any part of
the output image or reproduce it in perspective at any angle, which signifi-
cantly accelerates the designing or drafting process. The use of such an in-
put regime is possible in the computer-aided planning of electronic circuits.

Another plan er.isages the creation of a large graphic data system
which contains a multitude of blueprints, plans and other documents on micro-
film and permits, at the operator's option, the retrieval of a needed docu-
ment, its digital coding for use in calculations, or its duplication,

Thus, the nroblem of creating external graphic device: .or man-computer
communication is more extensive and important than it may seem from the view-
point of the current urgent problem of converting graphic measuring informa-
tion, Effective solution of this problem requires the common efforts of all
scientific institutions which are working on the automatic input of graphic
data into computers, as well as industrial enterprises interested in the pro-
duction and operation of the equipment being developed. In this case it can
be expected that in the very near f'ture several new models of converters of
graphs of all types (including devi s for the coding of non-single-valued
functions and potential field maps will be completed and put into series
production, and in subsequent yes s computers will come complete with general-
purpose external attachments anu a library of microprograms for reading and
mapping information in graphic form,
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THE STATUS OF AND PROSPECTS FOR THE DEVELOPMENT OF METHODS AND
DEVICES FOR THE CONVERSION OF GRAPHS FOR INPUT INTO COMPUTERS

Metody i Ustroystva Preobrazovaniya A. I. Petrenko
Graficheskoy Informatsii (Methods

and Devices for the Conversion of

Graphic Data), 1968, pp 8-29

Computer-aided automaric graphic data processing requires that the
peripheral equipment of a computexr incorporate several devices for the read-
ing and recording of data in graphic form (these may be devices for the digi-
tizing of graphs and their plotting, for obtaining microfilms and reading
finished microfilms, for the reading and recording of text with letters and
digits, for obtaining pictures on the screen of a cathode-ray tube and for
reading them from the screen etc.). The input of graphic information into
a computer and the receipt of output information, likewise in graphic form,

will, evidently, in the not too distant future become as ordinary as input
from punched cards,

Most of the work being done in this field is devoted to the input of
graphs into a computer, Automation of this process, if possible. permits a
substantial rise in the accuracy of data sampling, a significant increase in
the processing rate and an improvement in the operator's working conditions
in comgarison with manual or semiautomatic input, Let us dwell briefly on
the results achieved and the near-term problems to be solved,

Graphics converters can be subdivided according to the “ype of func-
tions being transformed [26]: single-valued functions of one argument (re-
cordings of ordinary single- and multichannel self-recorders), multiple-
valued functions of one argument (recordings of two-coordinate self-recorders,
letters and digits, drawings), functions of two or more arguments (topographi-
cal and geophysical maps etc.).

Each type of converter is a special-purpose device distinguished by its
structure and operating principle, Common to all types of converters is the
presence of an optoelectronic assembly for the sampling of graphic data, in
which electric signals are formed which vary according to the value of the

reflection coefficient or optical density of the individual elements isolated
in turn on the carrier.
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Optoelectronic Assembly

The isolation of the raster element to be studied on the carrier it-
self or its image, just as in television and photoelegraphy, is accomplished
by electromechanical (a scanning disk with apertures or a photohead) or elec-
tronic means (CRT luminous spot, camera tube etc.). The design for an opto-
electronic assembly is shown in Figures 1=3,

Figure 1., Optoelectronic assembly using CRT and photomultipliers:
1) carrier; 2) objective; 3) cathode-ray tube; 4) sweep generator;
5), 7) photomultipliers; 6) amplifier; 8) calibration scale.
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Figure 2. Optoelectronic assembly using Vidicon:

1) carrier; 2) objective; 3) vidicon; 4) sweep genesrator;
5) amplifier,
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Figure 3, Optoelectronic electromechanical assembly:

1) light bulb; 2) condenser; 3) lens; 4) rotating disk;

5) fixed slit; 6) objective; 7) carrier; 8) photomultiplier;
9) amplifier; 10) slits 20 microns in t+‘dth,

The quality of an optoelectronic assembly is determined by its resolu-
tion, speed of response, signal-to-noise ratio and operating characteristics,
The resolution of an optoelectronic assembly using a CRT or vidicon depends
on the resolution of the tube itself and the coefficient of linear magnifi-
cation of the optics used, which in turn is determined by the size of the
graph carrier, Tables 1 and 2 give the principal parameters of vidicons with
magnetic control and cathode-ray tubes designed for black-and-white and color
television flying-spot pickups. However, it should be borne in mind that the
data of the manufacturer's certificate and operating and servicing manual must
be employed with care, since the use of CRTs and vidicons in graph converters
(and in a television automaton in general) has its own specifics, which can
be seen graphically from the frequency and contrast response (aperture) charac-
teristic of the instrument (Figure 4), The data-sheet resolution characteris-
tic of television broadcasting systems, as a rule, is determined at a modula-
tion level of 15-25 percent and amounts, say for the 13LKS5L ('"Onega") tube,
to N = 2000 lines, In automatic television systems the modulation factor M
is set at not less than 80 percent (to realize the necessary signal-to-noise
ratio) [21], the realizable resolution therefore declines to 500 lines.
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Table 1
Principal Parameters of Vidicons
Type 0. tube Image size, Resolution, I1lumination,
mm number of luxes
lines
LI-23 9.5x12,7 600 100
LI-401 12 x 100 - 500 10
LI-404 9.5x12,7 500 100
LI-409 18 x 18 800 8
LI-412 4.5%6.0 300 3
LI-411 9.5x12.,7 550 1
Table 2
Parameters of Cathode-Ray Tubes
Type of tube Resolution, Tube diameter Brightness,
number of mm nits
lines
13LK5L 2000 130 -
13LKSA 1800 130 -
13LK3B 800 130 —_
18LK7B 1000 132 10,000
18LK9A 800 - [illegible] 180 300
18LK13L 800 - [illegible] 180 —
18LK14T 625 - 800 180 350
ﬂ9q
80t~
60[-\
40| \
X5 75 w2 205 %
lﬂunuu'/ﬂd
Figure 4. Frequency and contrast response characteristic of CRT

Key: 1.

Lines/mm
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Analogously, when vidicon LI-23 is used, only 180-200 lines can be re-
alized instead of the data~-sheet resolution of 600. Such a low resolution of
present-day electron-beam tubes is holding back, in particular, the develop-
ment of electronic photoelegraphy.

Maximum resolution is realized with the isolation of the raster element
by electromechanical means in the optical image plane of the carrier, since
the size of the diaphragm isolating the element can be very small, For ex-
ample, in the "Frankenstein" device, designed to process photographs 35 mm
wide obtained in a bubble chamber and Wilson cloud chamber [37], the absolute
error of measurement does not exceed 5 microns, i.e., a resolution of about
700 lines., Such a method is most advisable for processing graphs recorded
on wide carriers; the resolution of the optoelectronic assembly in this case
is practically independent of carrier size.

Table 3
Parameters of Facsimile Transmitters
Type of Maximum Resolution, | Transmission | Scanning Type of
apparatus size of number of spacing, mm | rate, rpm | scanning
blank, mm | lines/mm

""Neva" 200 x 300 5 0.2 60 Circular
0.265 120
150
FTA-K 480 x 690 3.8 0.265 60
90
0.4 120

FTA-P 200 5 0.2 120 Two-
dimensional
"Prizma" 110 4 0.25 300
(Prism) .

"Ladoga" 480 2.5 0.265 60
90
0,53 120

In the development of graph converters use is often made of the scan-

ners of series-produced facsimile apparatuses, the basic parameters of which
are given in Table 3,

It should be noted, however, that because of peculiarities of the re-
ceiving apparatus (low resolution), optical magnification is not used in the
plane of the diaphragm of the facsimile transmitter, i.e. the capabilities
of the electromechanical scanning method are not utilized to the utmost.

10
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The use of a fiber-optic converter in the optoelectronic assembly shows
great promise [34]. Since manufactured fibers may have a diameter less than
0,025 mm, devices using such fibers possess high resolution and accuracy. An
example is the optoelectronic assembly shown in Figure 5 with a fiber-optic
coder, whose fibers on the entrance pupil are packed into one line close to
each other, and on the exit pupil into a rectangular raster. The resolution
of the converter is increased m-fold (m is the number of lines on the exit
pupil) . The measurement accuracy here, even if pickup tubes which are not
optimal in resolution are used, is determined by the number of light guides,
whick can be reduced to 104,

The microminiaturization of electronic apparatus has raised the prob-
lem of replacing the unwieldy cathode-ray tube in the optoelectronic assembly
with some light-deflection system utilizing the properties of optical crystals
[35] . One possible variant of such a system is given in Figure 6. Here, in
order to deflect a beam on one or two coordinates to any position out of a
total number 2P, use is made of n cells, consisting of the combination of a
uniaxial crystal (for example, calcite), which possesses birefringence, and
an optical switch (for example, potassium dihydrogen phosphate (KDP) crystal),
which controls the direction of polarization of the light beam, Each cell
can send a beam in only one of two possible directions; each subsequent cell
doubles the number of possible positions of the beam.

Figure 5. Optoelectronic assembly with fiber-optic coder.

n )
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Figure 6. System of light deflection by crystals,
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When a control voltage is applied to semitransparent electrodes on a
KDP crystal support, there is a change in the plane of polarization of the
beam. Depending on the direction of polarization, a beam passing through a
calcium crystal is not deflected or is deflected by an amount proportional
to the thickness of the crystal., The system described can be used with any
light source. But in view of the fact that each crystal cell absorbs par®
of the luminous energy, it is convenient to use a high-power continuously
operating helium-neon laser. The deflection rates which can be achieved are
several megahertz at an acceptable power requirement level; the spot diameter
is of the order of tens of microns,

Interesting possibilities for the improvement of graphic data converters
are opened up by the use of scanistors in an optoelectronic assembly [20].
Scanistors are semiconductor devices with discrete or continuously distributed
p-n junctions, which convert an image projected on their surface into time-
variant current or voltage respectively., Figure 7,a gives the equivalent
circuit of a scanistor, Each "target" element of the scanistor consists of
a photodiode-diode pair, connected in series in reversed polarity, One end
of each pair is hooked up to upper conducting bus 1, the second end to a
resistance voltage divider. If alternating voltage is connected up to such
a circuit, then at the moments of time when the voltage applied to it passes
through zero and changes polarity, there is a sharp increase in the circuit
current, the magnitude of the jump in current being determined by the illumi-
nation of the photodiode,

Uy = Uy o 7

I 4
b

c

Figure 7. Semiconductor photosensitive elements:
a) equivalent circuit of scanistor; b) output signal of
scanistor; c¢) position-sensitive photocell.
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Owing to the fact that each '"target" element is fed general sawtooth
voltage (between outputs 1 and 3), as well as constant voltage wnich varies
along the layer and is created by the voltage of battery E_, connected to
outputs 2 and 3, the jump in current will not take place sgmultaneously over
the entire semiconductor layer, but will travel along it according to the
applied sawtooth voltage. The variation in the currents of individual photo-
diode-diode pairs in turn results in a stepped variation in the current of
upper bus 1, The differentiation of this step signal gives a series of pulses
(Figure 7 b), whose zmplitudes are proportional to the intensity of the light
falling on the corresponding photodiode-diode pair., Discrete scanistors with
a resolution equal to N = 10 lines/mm and a length of 2,0-3.5 cm are now in
production,

There is also great promise in trhe use of position-sensitive photocells
{12], which are characterized by a wide linearity range in two directions
oriented at a right angle to each other, high sensitivity and resolutioun, zero
stability and low persistence., The operating principle of the position-sensi-
tive photocell is based on the fact that in the case of irregular or local-
ized illumination of the p-n junction, in addition to the transverse photo-
voltage usually observed, voltage parallel to the junction also appears. This
longitudinal photovoltage can be measured by placing ohmic contacts on one
ani the same side of the junction. It equals zero if the light spot is in a
synmetric position relative to the ohmic contacts and is positive 1f the spot
is positioned on one side and negative if placed on the other side of the
relative zero positica (Figure 7, <). The position-sensitive cell can be suc-
cessfully used as a transducer in servo systems which reproduce complex curves
with the necessary degree of accuracy.

From among the above-enumerated optoelectronic assembly variants the
greatest speed of response is shown by assemblies with a cathode-ray tube and
photomultipliers, a discrete system of beam deflection by crystals, fiber
optics, as well as the vidicon. The principal factor limiting the speed of
response of the device using a CRT and photciultipliers is the screen persist-
ence of the CRT, The speed of response of graphic converters using the vidicon
is limited by the photoelectric lag of the tube. If up-to-date CRTs with a
shurt screen persistence are used, the speed of response is greater for an
optoelectronic assembly using CRT and photomultipliers than the vidicon (sev-
eral thousand readouts compared to several hundred). The speed of response
of an electromechanical reader is less although it likewise is sufficient
with the use of up-to-date tape punchers at maximum speed, It should be noted
that the appearance of step-by-step motors with a processing frequency of up
to several kilohertz and the step-pulse drive based on them is significantly
changing the former idea regarding the speed of response of electromechanical
systems, especially of the closed-loop type [29].

In view of the fact that recordings (graphs) are usually made on coor-
dinate paper, the construction of graph converters requires the proper selec-
tion of recording line thickness and its color, Special research has estab-
lished that colors can be effectively separated by means of light filters
which make possible '"suppression" of one of the colors and "intensification"
of the other.
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An input device with electromechanical scanning and an external illumi-
nating source, unlike devices using a CRT and vidicon, assures data sampling
from the carrier regardless of the color of the grid. The reading of a curve
of any color with any metric grid is solved as a problem in automatic color
determination, which resembles pattern recognition. The recognition device
serves to convert signals received from the photoelectric assembly into a
code description of the pattern, as well as to compare the code description
with a given standard and to receive recognition signals in the coding system
adopted. The code description of a color pattern may be given by a set of
spectral radiation components. Work [33] describes an optoelectronic assembly
which permits the certain isolation of a graph line plotted in one of the basic
colors (black, red, orange, blue, azure, green and yellow) on a carrier with
preliminary training in the recognition of this color.

The choice of optoelectronic assembly variant is determined by the type
of graph converter and its purpose. Electromechanical readers have recently
been successfully used for autonomous coding devices, and assemblies employ-
ing cathode-ray tubes for computer-aided programmed control devices.

Methods of Graph Reading

The problem of automatic graph reading reduces to the determination of
carrier elements belonging to a graph line and the geuneration of signals in
analog or digitcal form, the magnitudes of which are proportional to the coordi-
nates of the isolated elements, Graph conversion devices of various types are
based on two fundamental methods: 1) the tracking and 2) the scanning method
[26]. 1In the first case carrier elements belonging to the graphic image or
situated near it are interrogated, in the second case all carrier elements,

Tracking readers operating according to a closed control system scheme
use a compensation method of measurement based on matching a graph curve with
the position of the reading organ (raster element); used as the latter is an
electron or light beam, a photosensitive head, reticle etc., In the last case
the feedback loop of the device is closed via a human operator, who manually
brings the finder into coincidence with the line.

Automatic servo systems are subdivided into two- or one-coordinate
systems depending on the single-valuedness or multiple-valuedness of the
graphic functions to be transformed, Noteworthy among the multitude of sug-
gested variants for the construction of such systems are follow scanning sys-
tems, in which some supplementary local scanning is used for the generation
of correcting signals of the servo system channels (centering signal and inner
home signal); local search and line bypass are sometimes combined here [27].
The reading raster-element may rotate along a circle intersecting the graph
line [9], along arcs of the circle osculating at the intersection points [14],
or move in steps of equal length in certain fixed directions [17] et.., (Fig-
ure 8). The technical characteristics of such systems (speed of response,
tracking accuracy etc,) are determined by the mode of obtaining hasing signals
according to the coordinates of the points of intersection of local scanning
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with graph curve, viz. in the form of analog signals proportional to the scan-
ning voltage amplitude at intersection moments {9], in the form of phase re-
lations of the first and second harmonics of the sequence of received notch

pulses relative to reference voltage [l], in the form of control pulses which
restructure system cowponents [13], ete,

For single-valued graphic functions whose scanning or: one of the axes
must be performed by means .o a tape transpori or horizontal deflection of
the reading beam, the inner home signal in the above-described system is dis~
connected together with one of the tracking channels, Figure 9 presents the
realizable paths of the scanniny rzszaer element of a one~-coordinate servo

system, The real possibility arises her. of scanning a curve in the direction
of the normal to it [26].

d

Figure 8. Path of raster element in two-coordinate servo system:
a) movement along circle intersecting graph line;

b) movement along circle arcs osculating at intersection points;
¢) movement along segments of circle arcs;

d) movement in mutually perpendicular directions,
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Figure 9. Path of raster element in one-coordinate servo system:
a) linear scanning; b) sinusoidal scanning,

It must be emphasized that follow reading can be performed using an
optoelectronic assembly of any design, viz, based on a CRT and photomulti-
pliers (easiest), a vidicon, by means of an electromechanical scanning head,
Until racently, rotating prisms or mirrors were used in such heads to obtain
local scanning [26]. The appearance of position-sensitive photocells, fiber-

optic structures and photomatrices has made it possible to dispense with
mechanically rotating elements. The last two cases assume parallel interro-
gation of the carrier elements nearest the graph line with simultaneous in-

vestigation of all received signals. An example is a multisector (for example,
three-sector) photosensitive head [36]. An image of the portion of the curve
approximately equal to the line thickness is partitioned into three sectors,
which are connected with isolated photosensors. The signals of photosensors

1l and 3, as well as 2 and 3 are summed, and the difference of these two sum
signals inquantity and sign determines the correcting signal of the servo
system (Figure 10)., The admissible emergence of the photohead outside the

line is controlled by the minimum permissible value of the difference signal,

Figure 10, Relative position of sectors of multisector head

and graph line:
a) downward motion;  b) upward motion.

Of course, in principle a mechanically tracking photohead can be dis-
pensed with if the entire fi 'd of vision of the graph converter is covered
with a multielement photomatrix and, by comparing the signals of individual
elements, those which belong to the graph line are isolated in series.

Output signals of follow graph converters can be obtained with equal

success in analog or digital form without intermediate interconversions [25].

16
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In the case of electromechanical heads this is facilitated by the use of a
step-pulse drive., Follow conversion is als~ realized by means of special
computer control signal programs [10],.

Follow readers operating according to a scheme of open-loop control
systems use the method of dynamic compensation measurement, in which the value
of the graph curve ordinate is compared with an auxiliary scanning function
which maps the motion of the reading organ (raster element) along the carrier,
At moments of equilibrium states, when the scanning raster element intersects
the line of the graphic image, notch pulses are generated whose time position
relative to the start of the measurement cycle is proportional to the ordinates
of the measured graph. The measured time interval is filled with range mark-
ers for obtaining the output signal in digital form or is converted into the
amplitude of the continuous output signal,

As in follow scanning systems, the measurement cycle period is chosen
on the basis of information theory theorems for obtaining the necessary data
on the graph to be converted [22, 26]. Aay variant of optoelectronic assembly
can also be used here, and in the case of parallel interrogation of carrier
elements by means of a photomatrix (bar of photocells or light guides) scan-
ning is achieved by series commutation of the output signals of individual
elements of such a matrix,

According to scanning system theory [32], a graph converter may use
sweeps of arbitrary form, but not necessarily linear. The measurement error
here is reduced to practically zero if a function identical to the scanning
function is used to obtain analog output and calibration scales, to be scanned
by the raster element simultaneously with the graph carrier, to obtain digital
output (sec¢ Figure 1),

Scanning- and tracking-method devices will make it possible to process
the recordings of recording instruments without preliminary preparation; the
graphs here may have line omissions and fractures. In the case of a graph
line omission the output of the device is given an ordinate value correspond-
ing to the preceding value, Tracking converters make it possible to process
graphs on a contaminated catrrier. Scanning converters permit simultaneous
reading of several graphs, the graph converter being constructed as a multi-
plied scanning system, Despite the fact that the scanning method is hardly
suitable for the conversion of multivalued functions and graphs with a large
value for the first derivative (maximum angle of inclination of graph line

less than 87°), it is often technically simpler to realize than the tracking
method,

In the general case of multichannel recordings individual curves may
intersect or touch, and their input into a computer is considerably compli-
cated, The main problem in the reading of intersecting curves is to recognize
curves when they intersect or touch. The entire process of automatic initial
data processing reduces to two stages (carrier reading and mathematical-logic
processing of the results obtained), which can be carried out either by the
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converter itself or by the converter in conjunction with a computer (the first
processing stage is performed by the converter, the second by the computer
[151).
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Equipment methods for the separation of intersecting

b) in systems with follow circular sweeps.

In scanning systems the time interval between notch pulses from neigh-
boring lines is used to determine curve intersections (Figure 11,a) [28, 30];
in converters with circular follow sweeps reading of intersecting curves is
achieved by gating the amplifier link for the expected time that a sweep en-
counters the traced line (Figure 11,b); in tracking converters with a multi-
sector head this is done by analysis of the signals of individual sectors,

The cases of curve tangency and intersection can be separated in the analysis
of the first and second derivatives of the functions to be read,

There is very great promise in extrapolative processing algorithms,
according to which the graph ordinate value that is being measured at some

moment of time is compared with the value determined from its preceding values,

A conclusion as to the shape of the graph after the intersection point is
drawn from the ag:cement between the extrapolated value of the ordinate and

the actual value [24],

At the present time variants of such extrapolative algorithms are be-
ing tested at the Institute of Cybernetics of the Academy of Sciences Ukrain-
ian SSR, Kiev Polytechnic Institute and the Institute of Technical Cybernetics
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of the Academy of Sciences Belorussian SSR. In view of the fact that many
graphs to be converted represent [sets] of statistical processes, on the one
hand, while, on the other hand, certain extrapolation expressions (those of
Newton, Lagrange etc,, for example) do not [completely] assure convergence of
the extrapolation process, it will apparently not be easy to obtain a depend-
able algorithm for the separation of intersecting curves.

The problems of the input of the coordinates of the points of inter-
secting graphs and their separation over individual channels can be combined
if the carrier lines differ from one another in some physical attribute (width,
optical density, auxiliary dash lines, color etc.). Most convenient, in our
view, is the separation of curves on the basis of color discrimination, in
which event the input device can be compact and reliable,

Graphs of functions of two or mere variables (topographical or geo-
physical maps etc.) can be converted with the aid of scanning or tracking
conversion methods, 1In this case the information available as maps of lines
of equal values of some function can be represented by the matrix of values
of this function in the nodes of a square grid plotted on the initial map.

In a scanner the carrier is read line by line, with the assignment of
coordinates for the points of intersection of scanning lines with isolines
of the map and the sign of the corresponding function increment. Information
about the sign is given by additionally outlining the isoline ir color from
the direction of the larger value for the function that is to be read (Figure
12,a). Function values in the nodes of a uniform grid are calculated by inter-
polation of the read data in computers [8, 32].

In a tracker one makes the circuit of the separate isolines of the map
in turn, assigning the surrent value of one of the coordinates (say Y) at the
given step of variation along the other coordinate (Figure 12 »b). The result
is the formation of the section of a family of isolines given: X = const, analo-
gous to the section obtained on the scanning line in the first case, Unfor-

tunately, the transition from isoline to isoline cannot be automated by simple
means with this method,

Graph converters can be regarded as an intermediate link between the
graphic data carrier and computer. A direct hook-up of the graph converter
to computer can be conveniently effected at computer centers, while a con-
verter with intermediate output data recording (on magnetic tape, perforated
tape and punched card) can be used for the preparation of calculation data
in organizationus which do not have their own computer pool. In a direct con-
nection the graph converter is hooked up to the connector of the computer
photoinput and, in addition to the code of the graph ordinates, forms a series
of control signals: pulses for the shift of word positions in the magnetic
memory, for clearance of the receiving register etc.
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Methods for reading graphic images of function of two

variables:
a) scanning; b) tracking.

Figure 12,

The theory of the design of various types of graph converters has, in
the main, been worked out, It includes such questions as the rational choice
of the optoelectronic assembly, optimal regimes for the electronic instruments
used in it, the stabilization of their characteristics; questions relating to
the processing of output signals of the optoelectronic assembly; methods for
the construction of special types of converters; questions regarding the con-

nection of converter to computer (direct, via a buffer storage); error analysis
and ways of increasing conversion accuracy etc.

The scientific and technical principles are now provided for the devel-
opment of a general-purpose converter for input into a computer of information
given on coordinate paper or motion picture film by individual and intersect-
ing curves with possible fractures and colors of curves and carriers which

represent single-valued and multiple-valued functions of one or several vari-
ables,

20
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Graph Conversion Devices

Some organizations engaged in the development of external graphic de-
vices for computers have already constructed and are successfully operating
laboratory prototypes of various classes of graph converters, viz,: for
semiautomatic input of graphs with the aid of an operator [2, 5], coding and
reproduction of geological and geophysical maps [18, 23], coding of multi-
charnel recordings [3, 6], coding of colored multichannel recordings [31],
reading of arbitrary graphs [5, 27}, coding of half-tone images [11l] etc.

However, it must be noted that theoretical and practical results are
still being inadequately introduced. As a result, only a complex of three
graph input devices has been prepared for series production, viz, the "EASP-S,"
"Gamma'" and "Silhouette," developed by the Special Design Bureau at the Vil'-
nyus Calculating Machine Plant, These devices have the common design of a
vidicon-based optoelectronic assembly, but diffarent purposes and technical
characteristics (Table 4).

The complex of instruments being manufactured in Vil'nyus covers only
the input of individual and nonintersecting (up to three) graphs of single-
valued functions subject to certain restrictions imposed on line thickness,
color and inclination, as well as coordinate paper. But the demand for de-
vices for the input of multiple-valued curves and the coding of intersecting
graphs, maps, drawings and photographs remains unsatisfied, as before,

The further development of automatic graphic data processing in our
country requires the creation of a series of new external graphin devices for
computers with due regard for the results of research which has been done on
optoelectronic assembly designs and realizable parameters, methods for the
color separation of graphs, the elimination of fracture and omission effects,
as well as the algorithmization of the machine separation of intersecting
curves. Even now many laboratory prototypes have been prepared for rapid mas-
tery by industry, The high technical and economic indicators of Soviet de-
velopmental projects, which are at the level of the best foreign firms, indi-
cate that many instruments can be put into experimental series production,
Let us mention some of them,

1. The "Karta" (Map) device for the coding and reproduction of poten-
tial field maps (Kiev Polytechnic Institute), which makes it possible to ob-
tain a numerical model of a field function from an initial map and to punch
the resultant data for subsequent input into a computer, as well as to con-
struct a transformed potential field map from the computer perforated-tape
data, This device was demonstrated at the "USSR Education'" pavilion at the
Exhibition of Achievements of the National Economy of the USSR and was rated
highly by representatives of interested organizations,
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2. The "Luch" (Beam) multichannel log reader (Kiev Polytechnic Insti-
tute) for the sequential reading of intersecting colored graphs, perforation
of the resultant data and input into "Minsk-2" and "Minsk-22'" computers. The
device easily learns to recognize an arbitrary lime color, jncluding the color
blue, which is usually difficult to perceive {31]. Ian a modification called
"Grafik" (Graph), the device permits parallel reading and coding of nine-chan-
nel graphs (for example, medicobiological) for input into an "M-220" computer,
It affords the possibility of choosing or reading any graph or any group of
graphs from among those available on the carrier, it being possible to plot
the graphs in one of the hasic colors, whatever the color of the metric grid.
In the event of intersectior of the curves their ordinates are separated by a
computer according to a special program,

3. Multichannel oscillogram converters, developed at the Institute of
Technical Cybernetics of the Academy of Sciences Belorussian SSR, the Insti-
tute of Cybernetics of the Academy of Sciences Ukrainian SSR. the Institute
of Mathematics of the Siberian Department of the Academy of Sciences USSR, the
Institute of Electronics, Automation and Telemechanics of the Academy of
Sciences Georgian SSR, code either all nonintersecting graphs available on
the carrier or any of them by sampling, The first two devices are designed
for direct connection to a computer (digital or analog), the last two are de-
signed for connection via a perforated tape. These devices, iike the Vil'nyus

complex of equipment, have restrictions on the color shades >f the carrier and
curves,
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GENERALIZATION OF CHARACTERISTICS IN THE PROCESSING OF GRAPHIC DATA

Metori i Ustroystva Preobrazovaniya

Graficheskoy Informatsii (Methods F. Ye. Temnikov
and Devices for the Conversion of

Graphic Data), 1968, pages 30-33

Nature of Generalization

There can be various problems in the processing of graphic data {1-6],
including those which do not require complete retrieval of the originally re-
corded information, In this case, only that portion of the graphic informa-

tion is usually extracted which characterizes certain secondary parameters
and data,

Let us stipulate that we shall designate as generalization that infor-
mation processing in which correlation and consolidation of data takes place
on the basis of certain guiding principles, criteria, tags and algorithms.

Generalized Characteristics

The following data can be taken as generalized characteristics: repre-
sentative parameters; extreme values; derivative values; integral values;
averaged values; dynamic characteristics; spectral characteristics; statise

tical characteristics; data projections; data charts; data formulas; patternc;
concepts,

Hierarchic Generalization

We can approach the problem of generalization more strictly if we are
guided by the principles of the theory of coding and the elimination of re-
dundant information. Let us note six forms of signals and messages correspond-
ing to the six basic phases of data generation: observed and controlled ob-
ject; primary data generation; structural enrichment of data; statistical en-

richment of data; semantic enrichment of data; generation of decisions and
actions,

"Raking" of Points along T Axis

A simple method of generalization consists in '"raking" the points of a
diagram along the T axis (time axis)., The term '"raking" means the shifting
and close arrangement of the "points" of a recording either at onz edge of
the diagram or in a zone specially designated for the purpose.
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In its broad sense, '"raking" can be understcod as the formulation of
the density function characteristic of quantity X during its realization in
time T. This procedure can be performed by any method: by 'raking" the
scattered particles in the full sense of this word; by the exhibition of
light-sensitive material along one line; through the "envelopment" of points
by a discrete series of light-sensitive cells with subsequent integration or
summation of the readings for each series; by appropriate scanning of the

television image of a graph; by multilevel summation of discrete equilibrium
marks in the "Tsentrotekhnika'" system etc,

"Raking" of Points along the X Axis

An analogous procedure can be performed by moving the "raking' element
along the X axis of parameter values, Obtained as a result is a unigue T-set
distribution with respect to the reaiizations along the X axis of values,

"Raking" of Points along the N Axis

An analogous procedure can be performed by moving the '"raking'" element
along the axis of parameter numbers in the so-called XTN data complex [1-6].

Generalization of Distribution Methods

The above-indicated methods of simple generalization by ''raking'" the

29

points of graphs are particular cases of the obtaining of a posterior functions

of the statistical distribution density of the values of quantities, moments
of time and points in space,

In practice, however, these generalized characteristics in the form of

statistical distributions are more conveniently represented as data projec-
tions,*

The figure shows the initial solution of the generalized characteris-
tic of set N of quantities X at time T in the form of three plane data pro-
jections (XT, XN and NT) and six linear data projections (reducible to three),

as well as six point projections, reducible to three, which are of purely
theoretical interest, though,

Formition of Generalized Characteristics Prior to Recording

Generalization can, and in some cases must, be performed prior to the
recording of data, i.e, during measurements and the transmission of quantities
to a central point, This can most easily be accomplished by means of the

A e

* Such projections were suggested by the author and worked out by him with

the participation of V. P, Savin and Yu, A, Ivashkin at MEI [Moscow Power
Engineering Institute].
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"Tsentrocekhnika" centralized monitoring and control system (devised by the
author at MEI [Moscow Power Engineering Institute]). This ease is especially
striking in the generalized variant of the "Tsentrotekhnika" system in which
the whole set of values of monitored variables 1s represented by pulse streams,
Pulses are then accumulated and visualized in any relation.

£

Data projections
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PECULIARITIES OF THE DISCRETE REPRESENTATION OF RANDOM SIGNALS

Metody 1 Ustroystva Preobrazovaniya

Graficheskoy Informatsii (Methods V. I. Chaykovskiy
and Devices for tbk-~ Conversion of

Graphic Data), ~ v8, 1 34-40

Often in cases of ‘ractical importance an investigated random signal
undergoes time quantizat i, which results in an irremediable loss of informa-

tion about its st. ,  The magnitude of the error arising in interpola-
tion of the sign¢’ may characterize this loss,

Existing estimates of the interpolation error of deterministic signals
[3, 4, 6] are, unfortunately, completely useless for random signals, The ex-
planation is that such concepts as spectral density, energy, maximum possible

instantaneous value etc,, which are used in the analysis of deterministic sig-
nals, are inapplicable to random signals,

Error in the interpolation of a stationary random signal 1s customarily
estimated by root-mean-square value

() = M{lx(6) — X (2],
a* () fIx () — X O] )

where x(t) is the random signal in question; X(t) is its copy restored accord-
ing to Kotel'nikov*

X(t) == 5: x (kA1) sine T“‘-—(t—kAt). )
R —et0

In Appendix I the following relations are obtained:
Ml ()} = Dix);
M{X* (1)) =D}

I

MixO)X )= 3 APe
f -

-]

By

4

)

% Here and hereinafter a function of the form sin X

3 is designated as
sinc X.
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Here A Pk is the power of the spectral components of the random signal in
question in the frequency range
(Qk—l) T <o (2k+ 1) - A, .

1f S-S
k= .
Qe 00
then o o -
o’([)..—_2[ Y AP, — 3 AP :
Rt — 00 oo 00 R

The property of symmetry of the energy spectrum of a real random signal makes
it possible to write the resultant expression as:

0%() =4 [ i 24P, sin? (k-z’-‘;-t)] (3)

A —p0
From expression (3) it follows that:

1) the mean-root-square value of restoration error is a periodic even
time function with a period equal to quantization interval

% (f) = a* ({ + nAl) n=1,223 ...;

2) the maximum possible value of restoration error does not exceed
quadruple value of the power of spectrum components outside the Nyquist range

~53)

mm(\ 43 20p,;

o |

3) the mean value of quauratic restoration error on the quantization

interval equals the doubled power of spectrum components outside the Nyquist
range,

=

ot ()dt =2 24P,

L}

.
Al

O e >

4) the time-dependence of the error in the restoration of a random sig-

nal indicates the nonstationarity of a signal restored according to Kotel'-
nikov;

5) a random signal restored according to Kotel'nikov converges (in the
sense of the root-mean-square value) to the signal in question only if the

components of the energy spectrum outside the Nyquist range equal zero,
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o2 (t) = 0 given S 24P =0,

Interpolation error equals zero for random signals with a finite spec-
trum in the case where interpolation is performed with an untruncated Kotel'-
nikov series (2), which takes into consideration an infinite set of readings.
In practice the investigator has at his disposal only a finite number of read-
ings, and interpolation is performed with a truncated Kotel'nikov series

N
Xstoy - Y x(kA)sine 2 (1 kA,
k' (%)

Here, regardless of the character of the spectrum of the interpolated signal,
error arises which is customarily called truncation error,

The root-mean-square value of truncation error
at (1) = M{lx () — Xn ()1 , (5)

given a large enough number of readings to be takea into consideration, can
be estimated approximately by using the relations obtained in Appendix II:

Mt () =Dix}
N .
Mix(0) Xs (t): - DIx) Y, sine - (¢ — kA2),
kX'
o K
MXi@O) =Dixl N sinc L~ (f — kA1)
k=N

By comparing the above-cited expressions with (5) we obtain

at () -~ Dix)yx ). (6)
where

\
wi) 1= sinc —— (1 - kAY) (7)

hrmaN

denotes the generalized truncation error function,

The investigation of the generalized truncation error function, made
in Appendix III, permits the following conclusions to be drawn: 1) trunca-
tion error is a function of time and increases towards the edges of the exist-
ence interval of the readings; 2) truncation error is maximal at the edges of
the interpolation interval and does not exceed the value

_Fimax<021D1x1

Thus, the Kotel'nikov interpolation series makes possible exact (in
the sense of the mean-root-square interpolation error being equal to zero)
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restoration only in the event of a finite energy spectrum of the signal and
the use of an infinite number of readings. In the general case, neither con-
dition is fulfilled, which results in the appearance of the interpolation
errors considered above.

AEEendix 1

1. By definition the statistical mean of the square of a stationary
centered random process equals the variance of this process

Mixt (1)) = Dix].

2, Quantity M {xz(t)l can be represented as
MiX*)) =

o W .oon .o.n
= 2 L R (kA1 — pAt)sinc —= (1 — kAl) sinc - (¢ — pAt),

krem00 D= 00

where R(7q ) is the autocorrelation function of the interpolated signal. 1If
k — p = q, then

MIXt @) =

RS S i T .oon
= 2‘ R (3A1) ‘\_‘ Sinc — ({ = gA! — pAt)sinc —— (f — pAd).

qma—ic Pea—no

Through the use of the familiar Slepian equality [1], we obtain

. e singn _
MXH() = ‘\_ R (gAt) -~ = R(0) = D{x].

gm0

3. Let us consider quantity M {x(t:)x(t)§ , which after performance
of the operation of statistical averaging can be written as

XY= §© _— ine —— (f —
M-x(y X ()} P R (t — kAt) sine ar (t — kAL,
Every factor under the summation sign can be expressed by a Fourier transform.
I1f Fourier transform R(w ) corresponds to R(7 ), and Fourier transform
M () to sinc Wt t, then

Mix( X () =

0w

- _,L_ "0, JWwgt oi —1 (W &
== f SP(w,)ﬂ(m..)e i ‘\- ! G K do,.
—C0 =20 ka0
According to work [5]
o ‘ o o . 2
v e—, W, ~wy) kAT - __:JL v __l
h‘_’:m i “;-_‘mb'ml + w, Y, k)
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nd (o) = &t giv@la < -

/7(w) = {) gim“)'> 2

Y
MxOX () =
:X
¥ S T
= -E'-—J:“— elwtfd!\)z k-z-m-‘ip(w‘) b ((D, + w, — k %—) e/ﬁ)"dw‘.
at

where § (w ) is the Dirac delta function.

Performing integration and introducing the symbol

! -:-T 2n
TS 3!1m~k77Mm=Ah.
n
T ar
we obtain in final form
, ! 00 )k%‘
Mix)Xy-- ¥ APe =

kxm—op

Aggendix II

Using the representation XN(t) in the form of series (4) after averag-
ing, we obtain

N
Mix() Xx(0i = N Rt — kA sine—- (¢ — kA?).

kam—N

On the basis of spectral interpolation theory [7] it can pe proved that given
NA t, which significantly exceeds the correlation interval of the random sig-
nal under investigation, and given a small value of A t in comparison with
the correlation interval, the expression for M {x(t)X(t)} can be written
approximately in the form
N
Mix()X 01 =2D1x) S, sinc -y (f — kA0,

ks

Taking into consideraticn the resultant e juality, and assuming a pri.ri
that XN(t) on the existence interval of readings differs little from the inter-

polated signal, we can write
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N
MIX% @12 Mix() Xy ) =DIx) Y sine e (— kAY).
kN

AEEendix III

Let us consider the behavior of generalized truncation error function
Y N(t). it is known that

N
lim zn sinc% (t— kAL = 1.

Neroo

Consequently, the series

Wwi) = ? [smc ~— (t — kAY) 4 sinc — (t 4 kAt)]

l-N+l

defines the generalized truncation error function on the interval ’tl< NAt,
After reduction to a common denominator and replacement of the sines of the

sum of two angles by trigonometric functions of the components of the angles,
this series can be represented as

hnd __l)k—l
vy () = 2sinc —— Nl 2 ——LA—,—‘—-
k-Nﬁllk'T_ ~1
For any [t)\{NAt series )JN(t) is an alternating convergent series,

satisfying the conditions ol the Leibniz theorem [2].

The sum of this series
can be estimated by its first term

pum—_s

e "‘“‘)
Y (0) e < 28ine —— l = ‘)M I,_'

Analysis of this expression determines the fluctuating character of the trun-
cation error function. Given N3>10 with error not exceeding 10 percent, it

can be assumed that the maximum | )  (t)] occurs given t = (N — 0,5 A ¢t.
The value of this maximum equals

'“\lwmé 21 \;V+‘-0f)22 ~0.2l

BIBLIOGRAPHY

Bennet, W. R., Osnovnyye Ponyatiya i Metody Teorii Shumov v Radiotekhnike

(Basic Concepts and Methods of Noise Theory in Radio Engineering), '"Sovet-
skoye Radio" (Soviet Radio), Moscow, 1967,




D]

J-8547 38

Lyusternik, L. A., and Yanpol'skiy, A. R., Matematicheskiy Analiz, Funktsii,

talanloath e

Predely, Ryady, Tsepnyye Drobi (Mathematical Analysis, Functions, Limits,

Series, Continued Fractions), State Publishing House of Literature on
Physics and Mathematics, Moscow, 1961,

Turbovich, I. T., Metod Blizkikh Sistem i yego Primeneniye dlya Sozdaniya
Inzhenernykh Metodov Rascheta Lineynykh i Nelineynykh Radiotekhnicheskikh
Sistem (Method of Proximate Systems and Its Use to Create Engineering
Methods of Calculating Linear and Nonlinear Radio-Engineering Systems),
Publishing House of the Academy of Sciences USSR, Moscow, 1961,

Kharkevich, A. A., Radiotekhnika (Radio Engineering), 1958, 13, 8.

Schwartz, L., Matematicheskiye Metody dlya Fizicheskikh Nauk (Mathematics
for the Physical Sciences), "Mir" (World), Moscow, 1965,

Helms, H. D., and Thomas, J. B., PIRE, 1962, 2, 50.

Kohlenberg, A., J. Appl. Phys., 1953, 24, 12,

-




GRS T i 2.l i
.

J-8547 39

TRIRETE

DETERMINATION OF THE SPECTRAL DENSITY OF A DETERMINISTIC SIGNAL
: FROM A DISCRETE SEQUENCE OF SIGNAL READINGS

Metody i Ustroystva Preobrazovaniya

Graficheskoy Informatsii (Methods V. I. Chaykovskiy and
3 and Devices for the Conversion of L. Ya. Yalovenko
Graphic Data), 1968, pages 41-44

In the experimental determination of signal spectral density f£(t) the

analyzer of any type of spectrum approximately realizes functional transforms
of the form

c(w) = T f (t) cos wtd!

-0

s = [ f()sinatdt, ¢}

or

D Cheidi s e aliy s Bud-t MG I A S

corresponding to the determination of the cosine or sine component of the
spectrum,

If the signal under investigation is given in the form of a discrete
sequence of signal readings f(kAt), then in order to determine the spectrum
we can use the copy restored according to Kotel'nikov

, w 6N —= (¢ — kA (2)
3 Fiy=S kAl —=

‘; gt A U k80

4 The transforms

; C = [F(t)cosotd;

’ g (3)

S(v) = FF(!) sin ofdt

', only approximately define the cosine and sine spectrum components since the

restored copy F(t) of the real signal only approximately corresponds to the
signal itself f£(t) [1].

Let us determine the error which arises in calculating the spectrum
when the signal is replaced by its restored copy

) Ac(w) =C {w) — cgu_)_): 4
A AsT0) =8 (@) — s (o). ()
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For this purpose let us use the familiar expression for the spectrum
of a signal restored according to Kotel'nikov [3]:

Clw) = E c(m—k—i’%jgivaiw:< 7;:—.'
F 2
5
Cw) =0 given |o|> ¢+ %)
or

_ o~ 2a no,
S(m)—h}:’ws(m—-k-A—,)gvmwl\<.]T- 6

S(w) =0 given Io]> 4.

From expressions (5) and (6) it follows that the spectral density obtained
from the restored copy of the signal differs on any frequency w from the
idealized spectral density due to the presence of additional components

(k # 0). The sum of these additional components equals the sought error

©0

Ac (0) = 2' c(o)-—k —21').

At
R —0c0
~' 2n 7
)
A — 00

In expression (7) the prime affixed to the summation sign signifies that sum-
mation is performed for all values of k except k = 0,

The resultant expression defines the error in caleculating thie spectrum
from the restored signai realization. An analogous result can be obtained

without preliminary restoration of the signal by making direct use of signal
readings for determination of the spectrum.

As a wmatter of fact, equalities (3) are equivalent to equalities

C) =Al S [(kAt)cos kdt;

, g0 ¥ IR

. _ (8)
S) =4t ¥ f(kAt)sin kAto.

R 00

We can readily satisfy ourselves of this by replacing F(t) in (3) by
its expression in the form of series (2) and performing integration, The
identity of equalities (3) and (8) confirms the assumption stated above.

Both of the above-considered cases cf spectral density determination
are in practice realized only approximately by virtue of the limited analysis

time., In fact, the spec.tral density of truncated signal fT(t) is estimated
here
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cr(w) = f fr(®) coswtdt = ,[T [ () cos wtdt;

(9
sr(@) = -Z fr () sin otdt = ji (¢) sin rdt,
Here
N a0

The quantities cT(w) and s,_(w) are the practically attainable estimates of
idealized spectral characteristics of real signal c(w) and s(w) and are
linked with them by the simple dependence [2].

cr (@) = %- Je) -—-—-—-";z;“““”’ dv;
-0
sr(w)=—;"-:-, js(v) -—s-'l',l“-g"_;v)v)— dv. (11)

Obviously, c (w) and s (w) can be considered idealized spectral densities
c(w) and s(w), smoothed by a sliding spectral slit of the form Si“;’T .
w
The limitation of analysis time in the determination of spectral density
from readings shows up in the limitation of the number of readings taken into
consideration, Spectral density in this case is determined by the trun.ated
sum

N
Cy(@) = At B fkAD coskAtw:

temem A

A
Salw) = At S ] (kAL sin kdra, (12)

2T I

Truncation of the sum is the source of additional error, which results from
the smoothing effect considered above,

Total error (error occurring by reason of the discretization of the
signal and by reason of the limitation of the number of readings taken into
consideration to the quantity 2N + 1) can be determined relative to the esti-

mate thereof c_(w) or sT(u) ), attainable in practice during the selected
analysis time }‘T 2NAt

AC‘\' = C‘\' ((1)) —Cr (u'):

Acy = Sy (@) — st (@), (13)

It can be assumed that expression (12) formally corresponds tc the determina-

tion of spectral density by infinite sum (8) for signal £ _(t), tiuncated in
interval (— NAa t; NAt), the spectral density of which ¢ (w ) (or s.(w))

is characterized by expression (11). Therefore, in order to estimate the

error, let us make use of expressions analogous to (7). Therefore, Lhe
unknown error equals
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As, = i' cr (m-—k—zi);

! Y,

{ far =00

s o0

7 ' on (14)

., ASN = 2 ST(m—k-M-).

3 km—c0

Here c.(w) and s, (w ) are components of the spectral density of the investi-

gated signal, truiicated in interval 2T = ZNAt,
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7 ERROR IN SIGNAL RESTORATION BY MODIFIED KOTEL'NIKOV SERIES

Metody i Ustroystva Preobrazovaniya
3 Graficheskoy Informatsii (Methods

: and Devices for the Convertion of

2 Graphic Data), 1968, pages 45-48

G. I. Vasyuk

y Generally, a real signal is expressed by the segment of a function
having an infinite expanse and possessing an indefinitely broad spectrum,

In the instrumental restoration of such signals from discrete readings, theo-

retical restoration error is represented in the form of two components, One

: of these, usually called quantization error, is due to the fact that only a

: finite frequency of readings of instantanecus signal values can actually be

assured, The second component (truncatiosn error) results from the fact that

; in signal restoration allowance cannot li¢ made for approximating function

; values lying outside the signal existence sector,

wr

ChaliN

pg Lrcy

However, the ecxpression of restoration error can be simplified somewhat
2 for some classes of signals, This simplification is based on the theorem [2]:
. "Whatsoever the function f£(t) which is continuous on segment (— T, + T), and

whatsoever & > 0, there exists & function f¢ (t). belongiug to classlﬂx %

; and differing from f(t) on the indicated interval by less than ¢ ."

In conformity with the above-cited theorem, every signal which is con-
1 tinuous on the existence segment can be approximated with as great accuracy
i as desired by a function with a limited spectrum. In this case theoretical
restoration error reduces solely to truncation error,

There are several works [1l, 3, 4] deveted to the reduction of truncation
error which suggest some modifications of the Kotel'nikov series. A signal-
approximating function with & limited specirum is expanded in a series with
respect to composition functions which decrease more rapidly than the function
sin x .

e

Such a composition function can be represented in the form of the
product

* Wx 1is a class of integral functions of finite degree % &

< . square-inte-
grable on the entire real axis,
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e sinn:— T
b(t) = ———- o). (1)
A

where @ (t) is a certain even, decreasing weighting function; and A t is
the quantization interval,

The rapid decrease of composition functions of form (1) causes a de-
cline in the influence of each disregarded reading on restoration error, which
in some cases results in a decline in error,

It is easy to show [1] that in the absence of additional conditions a
weighting function is not uniquely defined, i.e. it can have an infinite num-
ber of variants. Therefore, the problem arises of finding weighting functions

which most significantly decrease restoration error for the broadest class of
signals,

The restoration error of a function with a limited spectrum can be ex-
pressed as follows:

b= X FUANb(—kAD) 4+ B [kA)D(— kY,

At 00 ka N (2)

where M is the number of readings taken into account to the left of point

t ; and N is the number of readings taken into account to the right of
point ¢t .

Generally, discrete readings £(kA t) can have arbitrary absolute
values and signs. Therefore, analysis of the dependence of error § (t) on
variation in the form of the weighting function is an exceedingly complex
problem, to which v.o solution has been obtained.

The literature presents only estimates of error variation: decrease
in upper error limit is determined by using a series with a concrete form of
weighting function. Thus, by using a Caucky inequality an estimate of the
upper limit of squared error can be obtained:

82 (1) \<[ N pesn 4+ 3 (kAi)] X

ko moo ke N

r —M * o«

xl N (f—kA) 4+ F b’(t—kAl)].
K —-oc k:?':'

The estimate of mean-squared error in interval 0 — A ¢

of the restoration
sector equals

-

8% (1) dt

1
S=-r

O e
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Let us use an example to illustrate the possibility of reducing restoration
error by employing series with composition functions of form (1).

In the event of the use of weighting function

sin Aw!
‘P(() =" aot

“ .
where 80 = 37 —®i and w _ is the upper limit of the spectrum of function
f(t), the decrease in the upper limit of mean-square error in the extreme in-

terval (M =1) given N> 1 and ©4 _ | amounts to
n 2
S
-Su—m-&‘lﬁ.
wt

Analysis of the variation in restoration error when various weighting
functions are used is hampered by the fact that a weighting function with
growth [t] can be nonmonotonically increasing and even alternating. There-
fore, let us limit ourselves to a consideration of error variation in the
event of the use of weighting functions which decrease monotonically, at least
in the interval which anywhere significantly defines restoration error [1],

Let us indicate a class of functions £(t) , for which the use of ex-
pansion with weighting monotonically decreasing functions results in a decrease
in error at any point on the restoration sector,

For nonalternating functions f£(t). series (2) is alternating., If the
rate of growth of functions f£f(t) outside the restoration region does not
exceed [t| , then by pairwise summation series (2) reduces to a nonalterna-
ting series. The use of weighting functions which are monotonically decreas-
ing reduces the magnitude of each term in such a nonalternating series and,
hence, the total sum in absolute magnitude. Thus, through using a Kotel'nikov
series expansion with monotonically decreasing functions, we reduce restora-
tion error in the case where the signal is expressed by a segment of a non-
alternating function with a limited spectrum, with this function growing no
more rapidly than | t| outside the restoration region.

Further analysis will probably permit considerable expansion of the
class of signals which the Kotel'nikov series with weighting functions can
rationally pe used to restore.
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THE CONVERSION OF CONTINUOUS GRAPHIC DATA INTO DISCRETE

Metody i Ustroystva Preobrazovaniya
Graficheskoy Informatsii (Methods V. G. Dolotov
and Devices for the Conversion of

Graphic Data), 1968, pages 49-56

The process of converting continuous messages represented in the form
of graphs, oscillograms, electric signals etc. into discrete messages reduces

to discretization operations (sampling of readout points) and to the quanti-
zation of messages at the readout points,

Figure 1 presents a classification of discretization methods for con-
tinuous messages. Questions of uniform discretization are considered in 1],
and questions of nonuniform (adaptive) discretization in [4-6].

It is of great interest to investigate the feasibility of uniform and

adaptive discretization based on orthogonal systems of Haar and Walsh func-
tions,

Let us consider certain questions in the discretization of continuous
messages {f(t)} A priori information about these messages includes data

regarding the ranges of variation in messages and the maximum modulus of the
first derivative Ml'

We shall estimate reproduction accuracy by the criterion of maximum

deviation. As reproducing (approximating) functions let us adopt power poly-
nomials of zero and first degree.

The interval between readings in the event of uniform discretization
with reproducing polynomial P(t) of zero degree for A

max - 1 [4] is
= _to
M= (1)
Given A max = 2, the interval between readings is
=9 _%o

A designates the number of points in the discretization interval,

where the difference £(t) - P(t) reaches maximum permissible error ¢
with subsequent alternation of signs,

47
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The entire aggregate of possible messages {f(t)} in the interval
A kt = k& lt can be replaced by a finite number of catalog functions Pq(t)

with an error not greater than £, .

Figure 2,a shows the existence domain
of messages

if(t)} , bounded by lines fll(t) ‘and f12(t) with angular co-
efficients iMl, and the grid of approximating functions Eu 1 and PV 2(t),
where 4 , y =1, 2, ..., k-1,

The number of catalog functions S coincides with the number of uni-
directional routes from the point of intersection of lines Pll(t) and Plz(t)

to the nodes of the line t = A kt (Figure 2,b). According to Pascal's triangle
[3] in Figure 2,c we shall find

R=—1
S=3 Ciy =24,
Tee0
The message discretization process in this case reduces to the reading
of the values of the message at the initial points of the intervals and the
determination of the catalog numbers q = 1, 2, ..., S or the characteristics
of the message from which the catalog number q can be restored. Let us

illustrate this with the example of uniform discretization given k = 3 and
k = 4, The catalog functions take the following form:

Piaity= | [ Lt <AL,

2
given retw | [(b) £ M (t—Byt) At <<ty (3)
P ,(tl)l fn\<t<Alto
14 () = 1 f(t) =M (t—A,0, Al <t <2008,
gilveniecan au| 50y g F M (1 —200), 200 <t <t *)
fat,), L <t LAL:
Ps'st(é)a;:: f4) £ M (t—A, A <t < 3A, (5)
given ‘€ | f(1,) + 2 F M, (t —34,), A Lty
fae), . <t A,
PIB 1)____ ;‘tw)iMl (1—'A|’)v A|I<1<2A|'.
giveﬁleml /(’,) + &' F M, ([ - 2All), 2A|1 <! < 3Alf. (6)
,(th) j: Ml (1-— 3A11)\ SAXI Qt{_ lk.

The upper of the binary digits in (3)-(6) correspond to functions
P (t) with odd q, the lower to functions with even q. tH and €y denote
the starting and end points of intervals,

Block diagrams of discretizers are given for one of the variants of
the organizatioén of message processing. Given k = 3 in the discretizer
(Figure 3,a) the sign of the difference £(24A 1t) - f(tH) is determined.

Given k = 4 (Figure 3,b) the discretizer additionally includes blocks for
the determination of  [£(34 1t = f(tH)[ and the comparison of this quantity
with ¢ o
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Figure 2. Replacement of aggregate of messages with a finite

. number of catalog functions:

A a) domain of existence of messages and grid of approximating
functions;

b) choice of number of catalog functions;

¢) Pascal's triangle,.
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Figure 3, Block diagram of discretization devices:
given k = 3 (a) and 4 (b):

M) memory block;
3) block for sign determination;
H) comparator;
') pulser;
J13) delay line;

K) keys.
Let us give the logic circuits of restoration programs for k = 3 and
k = 4:
[} 2 1 4 1 42 3 43 4
) dptptBiAvt { BiAwt § pot BiAwt § BiAw t;
& ! 2 - 81 3 4 3 85 84
2) ypytptBAnt I BiAst I pytrsipatBAwt § BAwt
L} o 8§ b » 3 : L3 8
t 4ptB:iAwt § BAw b § pyt ByAvw t § BAw ¢

The letters A and qldenote the operators for entering message f(tH)
and catalog number q in the memory cells,

Logical conditions:
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P —f(t)] >e) = 1;

P Sign1f @B,) — f )= + 1) = I;
PO f) —~F ()1 >2e) = 1
patsignlf () —ft)) =+ D=L
Py(pr=p) =1

PG fBAD—ft)I>e) =1

The symbol w denotes the transition to the beginning of a line [2].
The final restoration of the message is performed according to (3)-(6).

Let us consider adaptive discretization on the basis of a combined
algorithm., Let us isolate several of the simplest algorithms, each of which
considers one of the possible tendencies in the variation of a message (peri-
odicity, rate of change close to the maximum possible rate, invariability

etc,), and on the basis of these algorithms construct a combined algorithm
for adaptive discretization.

The block diagram of a discretizer with a combined algorithm is given
in Figure 4.

The operation of the program block of such a discretizer is described
by the line

0
$ F(n){n - Eqlln~ Gl in - H,) C\C.CEGH(py I\ po Py V

01,25

3 3 4 4
VoD tll—m (Ve t 12>m U]} putptll—
6.) 0
"’f(lu)] J l(”_l)“’D(i(’n))lDUo)D“n)w f-

The letters Cl’ En’ Gn‘ Hn denote the operators for the subtraction
of the quantities A f£(t) = £(t) — f(to), (2n-1) ¢ o’ (n+1)¢ o’ (n - )¢ o)
the letters CZ’ C3, D operators for measuring the first nonzero value of
sign] A £(t) which entry in the memory, and for measuring the quantities sign

b f£(t) and £(t); and the symbols F_ and [4 — Q] operators for the input of
the number n and the quantity r into Q or memory cells m, {

.

Logical conditions:
P (1Af () > ) = 1;
P (1Af (1)1 > 2e) = I;
Po(JAJ (N (20— D gg) = |;
ProC A >@—1e) =1
P (CAf ()1 < (n— ey = Lt
Py (signy Af () = sign A () = 1;
Pi(Signy Af (1) = 4 1) = |;

/714(1: =1
N=2 /=2
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Figure 4. Block diagram of adaptive discretization device:
M) memory block;

H) comparator;
3) sign determination block
B) subtracter;
y) multiplier;
Cy) counter;
K) keys;
Bn) program block.

™

During restoration the quantities n, A £(t),sign & f(t) are calculated.

The discretization intervals for the considered combined algorithm T i = hAzt,
where h = 1, 2, 3,.,

Preliminary estimates show that the effectiveness of the catalog methods
of uniform discretization (in comparing relative ¢ -- entropy) is at least one

and a half to two times higher than the effectiveness of uniform discretization
with the interval A 1t

The effectiveness of adaptive discretization with a combined algorithm
(according to an estimate of the lower limit of the mathematical expectation
of the number of readouts) is approximately two times higher than the effective-
ness of adaptive discretization based on one of the component algorithms and

six times higher than the effectiveness of uniform discretization with the
interval A lt'
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: NEW FORMULAS FOR CALCULATING THE AMOUNT OF INFORMATION (MISIN-
! FORMATION) RECEIVED IN THE MEASUREMENT AND TRANSFORMATION OF QUANTITIES

Metody i Ustroystva Preobrazovarniya

Graficheskoy Informatsii (Methods A, Ye. Kulinkovich
and Devices for the Conversion of

Graphic Data), 1968, pages 61-64

The processes of the measurement and transformation of quantities at
) present are regarded as informational, Such an approach permits, on the basis
' of Shannon's theory [4], a quantitative estimate of the volume of information

3 obtained during measurement. which is of great interest in determining the
3 number of positions necessary to store the results of a measurement (trans-
S formation) and in estimating the absolute and relative effectiveness of a

measurement (transformation) mechod.

Widely known is Brillouin's formula [1], which connects the amount of

information I with the measurement range of a measured quantity X, = X and
the measurement error A

M e AT

Xg— X

4 (L

(the error A in [1] is considered constant),

] =log,

v~

Of interest is the case where the error depends on the quantity to be
measured., The corresponding generalization of Brillouin's formula gives the

expression

1 3 Xy —X
; ] = : ( log, ——--dx.
g Xg— Xy A (x)
3 . ! . ! X (2)
o
' Formula (2) can be written as an expression analogous to (1),

] = log, 225

Aef

3)

where A of is a certain mean error, said by us to be effective,

The latter is determined from the formula

ol 1 o, o
Bef= th( Xy — Xy ;Elng A(x) dx)' (4)
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The concept of effective accuracy becomes most clear in using a multi-
plicative integral, which differs from an ordinary Riemann definite integral
n
in that there is a limit not of the sum ¥ f)Ax, but rather of the product

o). )

A multiplicativexintegral within the limits X %y of the function f£(x)
1
will be designated as § O
X
2

The following relation exists between the Riemann and multiplicative
integral:

{1 1 = exp( P (x)) d.
. g ()

Just as & Riemann definite integral, divided by the integration inte-
gral, represents a generalization of the concept of the arithmetic mean in
the case of a continuum, the radical of a multiplicative integral with the
index of the radical equal to the integration interval is a generalization
of the concept of the geometric mean, From (5) we obtain:

o =x'_"/(’ 1 r;
Bof : Ax) (6)

If the dependence A = f(x) is represented as a step function, then

o WAL NERINT=S TR
VS TS
Ap Ai )
bef el Q)
In many cases it is convenient to consider the relative effective error
A = Aef
Xy— Xy

The amount of information I is connected with Z of by the relation

In practice, cases often occur where the relative error § = ?{
can be concidered constant. 1In such case
) &
i ot
ef ek—1)" x 9

wvhere e 1is the base of natural algerithms and k =
of differentiation.

is the coefficient
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If the error A weakly depends on x, so that the arithmetic mean proves

sufficiently close to the geometric mean, then the following expressicn can be
used for A o

Xy

I o dx
bt 30
(10)
In particular, if § does not depend on x, it follows from (10) that
A b o6
ef= na 1n_x_,
Ly (11)

Formulas (9) and (11) are important for choosing the optimal variant under
those conditions where an increase in the coefficient of differentiation en-
tails an increase in measurement error, and vice versa.

The coefficient r is connected with the amount of information I by
the relation [2, 5]

Ifl = ‘/’l ._.2-21.
(12)
Hence follows the simple dependence between 7& of and r
lrl=Vi—a
ef (13)
or, considering that in many cases A if &1,
' A
rt= 1—._23f-
(14)

Expressions (13) and (14) make it possible to estimate according to
the statistical connection test the accuracy of determination of one quantity
x from a certain quantity y statistically connected with x.

For estimating the informativeness of measurement methods the a priori
entropy qur is first calculated. For this purpose, given a specified suffi-
¢ ~
cient error of measurement A (x) A
spec ef
Hapr equals the amount of information which is necessary ro solve a given

and I are found. Obviously,

problem, Then, on the basis of actual error A act(x) the amount of informa-
tion received Irec is calculated. The absolute measure of effectiveness is

the a posteriori effectiveness (residual indeterminacy)

Hapost - Hapr — Teee (15)
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If Hapost = 0, the given method of measurement completly solves the
posed problem, but if Hapost > 0, the given method is insufficiently informa-

tive, For example, a residual entropy of 1 bit means that the methods gives

an accuracy twice as bad as necessary. Given Ha ost < 0, the method possesses
redundant informativeness,* P

The relative estimate used for the measurement (transformation) method
should be the increment of information -~ the difference in the amount of in-
formation received by competing methods,

¢S U &) ¢ §' (2)
Al-= Lree = Trec = Hapost — B apost’ (16)

It should be noted that use of the increment of information proves very
converient in practice., Being in a certain sense a generalization of tlie con-
cept of Shannon's amount of information, this quantity may be a measure of
both information and misinformation., At the same time, in using this quantity
we actually do not go beyond the limits of Shannon's theory (as is known, a
shortcoming of Shannon's determination of the amount of information is that

it is substantially a posi’ive quantity and cannot serve as a measure of mis-
information [3]).

The increment of information can also be used to estimate the misin-
formation received during a transformation. If A 1(x) and A 2(x) are errors

taking place respectively before and after a transformation, and I1 and I2

are the corresponding values for the information received (in devices which
do not provide "enrichment" of the information I

12> 12), then the misinforma-
tion equals

- = u(2) (1
A 1= B! I = Hapost: - Hapost: ‘ (an
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METHODS FOR THE RECORDING OF QUANTIZED FUNCTIONS AND DEVICES FOR
INPUT INTO SPECTAL~PURPOSE DIGITAL COMPUTERS

Metody i Ustroystva Preobrazovaniya
Graficheskoy Informatsii (Methods Ye. N. Karyshev
and Devices for the Conversion of

Graphic Data), 1968, pages 65-70

Wide use is now being made of various methods for the automatic record-
ing of measurement results., One of the main properties of these methods is

their graphicness, assuring speedy and reliable communication between instru-
ment and man,

The introduction of recording methods in various fields of science and
technology has had as a result that at the present time a large volume of re-
corded information has already been accurulated and it continues to increase.
In order to reduce the volume and represent recorded information in a form

more convenient for use by man or machine, primary processing of recorded
measurement results is necessary,

60

In recent years wide use has been made of statistical processing methods,

for which the accuracy requirements set for the recording of primary informa-
tion can be significantly lowered and the processing of this information sim-
plified (1-3]. 1In the machine processing of recorded data questions arise in-

volving the speed of response, accuracy of conversion and simplification of
the device for data input into the machine, Certain limitations are imposed
on the form of a graph (thickness, slope of curve line) which hinder the read-

ing of arbitrary recordings without preliminary processing [5]. 1In addition,
serious requirements are set for the stability of converter parameters, All
this considerably complicates the devices. For the most part the complexity
springs from the fact that the existing methods for recording in the form of

a continuous curve on tape, for all their graphicness, are completely unsuited
for input into computers, It should also be noted that two types of error
occur in machine processing: 1) the error of recording and 2) the error of
reading values during input., To increase the ease of reading and to simplify
digital computer input devices, it is advisable to change the form of record-
ing, bring it as close as possible to machine “language."

the requirements for new forms of recording: 1) graphicness; 2) ease of read-
ing the recorded data and of inputting them into computers; 3) high accuracy
and speed of operation, We believe that to satisfy these requirements, it is
best to use the Eollowing methods for the recording of quantum functions:

The following are
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% 1, A method for recording in the form of a quantized function (Figure
; 1,a) [4].

g 2. A method for recording the results of the number-pulse conversion

3 of the ordinates of an analog signal in the form of a sequence of bands (Fig-

4 ure 1,b).

3. A method for recording the results of the conversion of the ordi-
nates of an analog signal in binary code (Figure 1,c).
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Figure 1, Materials for the recording of quantized functions:
a) 1in the form of a quantized function;
A b) in the form of a sequence of bands;

¢) in the form of binary code.

Now let nn dwell on several examples of input devices which use the
aforecited metnods for the recording of quantized functions., We shall con-
’ sider ri» input devices with application to the discrete measuring correla-
3 tior system DMCS, developed at the Institute of Automation and Electrometry
z{ ti:e Siberian Department of the Academy of Sciences USSR. The input of
*hia: system must be fed four-digit binary numbers. The operation of the in-

~ « device has to be synchronized by the memory cell markers CM of the DMCS
wemory.

Al i ST

Y

Device for the Input into DMCS of Information Recorded in the Form of a
Quantized Function on Photographic Film
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The block diagram of the device is presented in Figure 2, A bar of
16 FD-2 type photodiodes is situated along the width of the photographic film.
On the other side of the £ilm are 1light bulbs., The film is drawn by & tape
transport at a constant speed. The cell marker of the DMCS memory goes simul
taneously to all the photodiodes and runs onto univibrators 0 if the photo-
diodes are blacked out, The resultant "packet" of pulses develops into a
train with the aid of noncoincident delay lines. The univibrators are used
as the latter, Then via the OR circuit this pulse train corresponding to the

ordinate goes into binary countery BC, whose output receives the binary code.
“he sign of the ordinate is formed in the sign flip-flop Ts

. The latter
ign

is controlled by pulses coming from the first levels of the positive or nega-
tive value of the quantized function,

oo |
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e
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T
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machine
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tetgdtd
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—————®
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cm

~— into machine

Tsign

Figure 2, Block diagram of device for input of information

recorded on photographic film in the form of a quantized function,

Input Device for the Results of Number-Pulse Conversion, Recorded on Photo-

graphic Film

The block diagram of the device is presented in Figure 3.

62
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(1) o
W

1"y
Cdpoc MR (11)

Figure 3. Block diagram of input device for the results of
number-pulse couversion, recorded on photographic film,

Key: (1) PD3 (5) Unknown; possibly, (9 TSign
(2) PD2 Schmitt trigger (10) into
(3) PD (6) DL -
1 7 DLl machine
(4) Unknown; possibly, ( 2 (11) CM reset

limiting amplifier (8) BC

The device works as follows. Flip-flops Tl’ T2, Tsign and the binary
counter flip-flop are first set to zero position. A signal received from PD
(photodiode)2 is shaped with the aid of shaper (p 1 and converts flip-flop
'I‘2 to the one state. The potential from the one output of T1 goes to coin~
cidence circuit W 9 preparing it for operation, and via the differentiating
circuit to circuit y11. The second input of M is fed square pulses cor-
3 responding to the positive values of the process. A signal from the V11
output through delay line DL1 over the one input controls the operation of
the flip-flop Tsign’ whose return to zero position is effected by each odd
cell marker. Jith a slight delay created by delay line DL2, the pulse train
from PD3 via shaper d)z goes to coincidence circuit 7\ 9 and passes into the

binary counter if T, is in the one state. Binary code is formed at the output
of the binary countér. Machine readout of the resultant code is performed
after receipt of even cell markers.
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Thus, over the course of a single tape run in the input device all odd
ordinate values are recorded in the memory. The input of the even ordinate
values requires one more tape run, as well as changing the initial states of

flip-£flop Tl and T2 to the reverse states, i.e., they must be set to the one
position,

Input Device for Information Recorded on Photographic Film in Binary Code

PDy - PDc

/_{y - -
snee o8

5 ea""3E S27"wa__=="T55 25

{
if[::-=---------.-
1O

} ‘

into machin

HlTsign

| |
m L)
T e e
1 B [ [

into machine

Figure 4, Block diagram of input device for information recorded
on photographic film in binary code.

The block diagram of the device is presented in Figure 4. Here, as
in the preceding device, it is necessary to coordinate the drawing speeds for
the tape of the input device and the magnetic tape of the DMCS memory, The
cell marker puts the register flip-flops Tl-T4 and the flip~flop TSign in the

zero position and via the DL goes simultanzously with a short delay time to
all photodiodes PD,-DP.. The delayed MC passes only through those photodiodes
which have been blacked out. The pulse after PD, is shaped by and acts
on the one input +f '1‘Si 0’ throwing it into the one position. Pulses from
photodiodes PD,-PD cor%eSponding to the ordinate digits go simultaneously

through shaper% in%o flip-flops T,-T, of the register. From here the ordinate

code is transferred into the memory of the DMCS.

In order to simplify the use of recorded data in machine processing, it
is necessary to change the form of recording., It is advisable to record quan-
tized functions. The inclusion of subsequent statistical processing permits

the recording of quantized functions with a small number of quantization levels,
The carrier consumption here is slight, and the accuracy and speed of response
adequate. The use of recorded quantized functions makes it possible to sim-
plify the inpucr devices and to eliminate reading erroxs at the same time.
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FUNCTIONAL ANALYSIS AND CLASSIFICATION OF GRAPHIC DATA DECODERS

Metody i Ustroystva Preobrazovaniya
Graficheskoy Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, pages 71-77]

G. K, Afanas'yev
and P, M. Chegolin

Most conplex objects have an incomplete mathematical description or no
description at all, Therefore, they are usually analyzed from the results of
experiments, recorded in the form of graphs or tables. However, such an analy-
sis is of a selective character, depends on the trend of the experiment, is
very fatiguing, fails to give information on the general properties of the

object and does not make it possible to predict its behavior in the face of
a substantial change in external influences,

Multichannel oscillograms of processes in control systems and power
engineering, chemistry and medicine, structural mechanics and other fields of
science and technology carry specific information (reaction rate, frequency

spectrum, displacement, energy etc.,), although time variation is common to
all graphs,

Consideration is given below only to plane curves, when time is plotted
on oune af the coordinate axes. The problem of functional analysis is solved
as follows., There is a visual graph; it is necessary to automate the deriva-
tion of the law which the graph follows with time. This problem includes
questions of the automatic input of graphic information into a computer, the
calculation of approximating functions and the output of the initial and ap-
proximating curves on a visual display. Observing both curves on the display,
an operator tries to achieve the best agreement between them by controlling
the choice of coefficients of the approximating expressions.

Various graph decoders (GD) can be used for the input of the initial
information; these can be conveniently classified according to the form of the

curves to be converted and according to the technical principies of their con-
struction,

The numbev of graphs on one tape, their intersection or closure are
responsible for certain requirements for GDs. In all cases except closed

loops the GDs reproduce the ordinate x, as a function of abscissa E, , by

which is usually meant time t, If E, L (U)t, the graph ordinate at the GD
output will be an implicit function of t, i.e.

xo= 4 0 = 41U O, )
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where 1 = 1, 2, ..., m is the number of the graph.

For reading closed loops arbitrarily oriented on the carrier, GDs should

have two output channels, viz., one for the ordinate, the other for the abscissa.

The curve is reproduced in the parametric form
E=mU@); x=mu(l), (2)
where nng, m are scale factors,

The classification of GDs according to the character of the information
to be reproduced is useful and should be considered in developmental projects.
Such a classification reflects primarily a geometric interpretation. GDs con-
structed according to a certain technical principle can be used to read dif-
ferent types of curves, Therefore, the classification of GDs as special-pur-
pose automata is done according to the technical principles of their construc-
tion,

All GDs are divided into three basic groups: follow, scanning and
matrix (Figure 1), Such a division is completely justified, since matrix
GDs differ from scanning automata by the parallel method of interrogating the
elements of the carrier or its image with a mosaic of sensors. A scan, which
manifests itself here in veiled form, is achieved by the placement of indi-
vidual elements of the mosaic and the sequential commutation of their output
signals, In addition, it becomes possible in principle to create the logical
structure of the simultaneous sampling of data from all elements of the mosaic
and their entry in the memory. The bottom rectangles principally characterize
the uniqueness of the technical implementation., The end of the diagram indi-
cates the character of the output information received from the output of the
corresponding type of GD without additional conversion by code-analog or ana-
log-code devices,

1., Follow GDs are closed-loop type negative-feedback systems. They
are used as functional converters (photoformers), which play an especially
important role in problem solving on real-time analog devices. The main ad-
vantage of this group of GDs is the ability to reproduce functions with a large
frequency band (up to 300 kHz).

The method of follow conversion of a function given in graphics into
electrical voltage is based on measuring the position of a certain recording
element PO as it is brought into coincidence with the curve x(t). The PO
used may be a reticle of two lines, a controlled light spot, a photosensitive
head etc.

The position of the PO on the curve is maintained through the feedback
circuit OC by a control device YY. The current value of the m.smatch § be-
tween the PO position and the given curve is determined by the sensor 3.
Figure 2 gives the block diagram of a follow curve-conversion device.
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Figure 2. Block diagram of a follow GD:
43) sensor; OC) feedback circuit; YY) control device;
PO) recording element

The output voltage of the follow converter in the ideal case is pro-
' portional to the ordinate of the curve to be converted,

3 Follow GDs may use direct- or alternating-current elements (amplifiers).

’ In the second case the scanning frequency is practically unlimited, there are

' no errors caused by drift, so that a higher quality of following can be achieved.
) A serious hazard to follcw GDs is the possible break-up of a beam from a re-

3 cording line. Automatic retrieval of the lost graph is rather complex. There-
fore, a pulse follow system is of considerable interest,

2. Scanning automata are open-loop type pulse devices, Scanning is
the cyclically repetitive coverage of the carrier tape along its width at a
certain quantization step in the direction of the length., During scanning
y of the reading field notch pulses are formed, whose time position relative
to the base pulse is proportional to the graph ordinates., The scanning fre-
quency can be brought up to 2.5 Mhz, This group of GDs permits the reading
of m graphs from one carrier, The problem is to determine with sufficient
accuracy during scanning the location of a recording in a given cross section
3 of the tape relative to some base, For this purpose photosensitive cells are
3 used, through which flows an electric current which varies by jumps in the
3 transition from tape background to recording line and back. Almost the same
effect is obtained in scanning the immediate veading field or its image be-
fore the inlet window of the photosensitive cell,

ﬁ The scanning can be performed by means of a cathode-ray and a televi-
sion (electronic scanning) tube, a rotating mirror and a polyhedral mirror
drum (electromechanical scanning) or a rotating disk with a spiral slit,

/ 3. Matrix automata. These contain a matrix or bar of photosensitive

: cells as the sensing unit, They are used for computer input of printed (aipha-
3 betic, digital, sign) and graphic information, When an image of a carrier

. sector with a plotted curve is projected onto the matrix, its cells, on which
the image of the recording line falls, are excited. The coordinates or numbers
of the excited cells are information regarding the curve ordinates. It remains

: only to take these coordinates in a certain order and enter them in the ma-
chine's memory,
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The resolution § of matrix GDs is determined by the size of the photo-
cells and the coefficient k of magnification of the objective used to pro-

ject the carrier field on the matrix. 1If the distance between the centers of
the inlet windows of the photocells asquals r, then

&=

Let us note that the electronic blocks of matrix GDs, including the system of

logic circuits, amplifiers, comparison and interrogation units, are cumbersome
and require a large amount of hardware.

Thus, for a matrix 100 x 100 the num-
ber of adjoining elements

= 2(A— 1)(2A — 1) T4 - 104,

where A is the number of elements in a row.

Figure 3. Block diagram of functional graph analyzer.

In graph reading it is advisable to replace a rectangular matrix with

a bar of photocells and to project successive cross-sections of the carrier
tape onto it,

The block diagram of a functional analyzer (Figure 3) contains a multi-
channel curve reading automaton MACK, an electronic computer B, an indica-

b
tor W, a code-to-electric voltage converter [l KH, a cathode-ray tube with

a scanning system CRT, an optical system with a negative frame of the initial
graph OH, a charge-storage tube with a scanning system []

and a manipulator
M.

MACK reproduces the coordinates x, and ys of each oscillogram in binary
code and transmits them in the form of t%e numbdr i of quantization step h
along the axis x(x, = ih) and the corresponding ordinate y, to the electronic
computer 5 B.

Thé latter uses this information to calculdte Lagrange's co-
efficients of an approximating polynomial

— C‘w
L) = (— p =) 3‘ =
3
where t—_f_';_f".; h=x,._,\°=,x,—x,—---=-».\‘,,-—A,.—| ©)
is the quantization step;

A=t t{r—1). . (t~—n)
yo=f)s (=070 S




433

3

ISR R A

[T AT AL

=3 Y

AR e

J-8547 71

are complete Lagrange coefficients; Ci are binomial coefficients.

The sought function can be reproduced by the uniform approximation or
least-squares method, using known interpolating polynomials,

The I KH converts the values of these coefficients into electrical
voltage and controls one pair of deflection plates of the CRT; the other pair
of plates is fed scanning voltage

U, = flt — 1cos (2aft — @g) + b. (4)

Here £ 1is frequency; a, [ , ¢), b are control parameters, which depend
[} .

on the character and site of the curve to be reproduced and are subject to

determination.

On the CRT screen elementary sectors of a curve (particularly a piece-
wise-linear curve) are intensified, which are components in the reproducing
polynomial. The optical system projects an image of the approximating curve
on the negative frame of the actual process, and then a composite image of
them on the screen of the charge-storage tube., The electron beam of the
charge-storage tube makes a horizontal sweep over the field of the screen; at
the moment that the image of the approximating and real curve is encountered
voltage pulses are issued. The time interval between the pulses in the manipu-
lator M is compared with the permissible standard deviation, and the result
of the comparison is entered in a digital computer for correction of the co-
efficients, the new values of which are again transmitted to the /1 KH. The
process continues until the approximating polynomial reproduces the initial
graph with the prescribed accuracy.

The analytic reproduction of a graph in the above-described system is
accomplished point by point at a certain quantization interval, Naturally,
a smooth curve is represented by a piecewise-linear function,

The indicator of the aevice serves to show the operator the values of
the Lagrange coefficients., The operator can remove the corresponding addends
manually via manipulator M, increasing the role of the dominant coefficients,
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1dE SIMULTANEOUS READING OF TWO OR MORE INTEKSECTING GRAPHS

Metody i Ustroystva Preobrazovaniya V. A, Fesechko,
Graficheskoy Informatssi (Methods A, I. Petrenko and
and Devices for the Conversion of V. G. Abakumov

Graphic Data), 1968, pages 78-86

Information on variations in different parameters is recorded on sev-
eral channels on a single carrier during the solution ..f automatic control
problems, the control of complex productiou processes, and the processing of
well-logging and seismic research data, as well as in medicobiological and

other experiments., Graphs are positioned arbitrarily and it is possible for
them to intersect,

In the automatic reading of such recordings the problem arises of sepa-
rating the signals according to channels, Machine separation programs exist,
based on the extrapolation of functions and the comparison of predicted with
actual values. For the complex curves of, say, geophysical logging, medico-

biological research and others of a random character, the separation programs
are complex and not effective enough.

>.<>:<‘:M

-8

b

|
( ]
——— —ez _.\/ —/hez -\-}——W’

t )

0 ¢ d
Figure 1. Reading to two graphs:
a), b), c) intersecting; d) tangent,

Considered infra are equipmert methods for the separation of monochro-
matic records which are worth while ... which can be recommended for the read-

ing of curves with a small number of channels when there is no computer or it
is impossible to use one.
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As the curves of graphs converge, it is possible for them to intersect,
touch or intersect at inflection points (Figure 1). If the recorded functions
are continuous, monotonic and have a limited spectrum, the channel separation
is effected by an analysis of the convergence process. Figure 1 shows varia-
tions in the module of the difference between readout values and the module
of the derivative of this difference. At the points of curve intersection
the convergence A U equals zero, the derivatives of the convergence are non-
zero and greater than a certain level E,. At the points of curve tangency
the convergence and its derivative are close to zero. 1In addition, by analogy
with the foregoing the second derivative of the convergence also equals zero
at the inflection points. However, since statistically such points are very
rare, we shall not consider the second derivatives.,

Figure 2,a gives the block diagram for the separation of signals in
the reading of two-channel intersecting recordings. Pulse signals from two
1*nes are formed in photoassembly PA, which includes any reading camera and
shaping networks, These signals go to the output of the device through a com-
mutator on channels I and II. The remaining elements form a commutator con-
trol circuit, which switches the channels of the signals as they pass through
the intersection points.,

The reading is performed by the scanning method; further processing is
done in analog or digital form. Pulses from the photoassembly go to the or-
dinal separation circuit QSC and then to the block for the separation of the
nearest curves BSNC.

The first pulse 1 triggers the delayed sawtooth generator STG. The
pulse length 7V (Figure 2,b; position 1) is proporticaal to the convergence
of curves € . (See Figure 1) at whleh analysis of their shape begins. The
second pulse é briefly opens the input of holding circuit HC,, and the latter
the voltage existing at the given moment in the STG. At the'end of a line the
end-of-reading pulse EORP transfers the voltage from HC. to holding circuit
HC, (Figure 2,b; position 3), which holds the voltage until the arrival of

data from the next line.

The first pulse again triggers the STG, and its voltage goes not only
to HC,, but also to comparison circuit CC, whose second input receives the
voltage from HC,. At the moment when they are equal block 1 generates a
pulse (Figure 2,b; position 4, 5) whose delay relative to the first pulse of
the second line equals the time shift between the pulses of the first line.
Obviously the delay relative to the second pulse of the second line is pru-
portional to variations in the curve spacing on the scanning step, i.e. the
first convergence derivative,

If it is assumed that the convergence rate for the intersecting cutves
should not exceed a certain quantity § (see Figure 1), it is possible to
establish the time interval 7T , with which the resultant pulse shift should
be compared. If it is greater %han T 9 it indicates intersection, if it is
less than 7, it indicates tangency.
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Figure 2, Arrangement for the separation of signals in the reading of inter-

secting two-channel recordings;
a) block diagram; b) voltage diagrams,

Key: (1) STG (6) EORP
(2) HCy (7) INV
(3) HC, (8) 0sc
(9) BSNC
Egg 22aper (10) PA

For this purpose, in the circuit depicted in Figure 2 every second
pulse on a reading line triggers delayed multivibrator M.

ates a pulse of duration 7T, (Figure 2,b; position §), which as inhibit pulse
goes into the pulse-potentia% coincidence circuit and as permissive pulse
through inverter INV into analogous circuit K,. These pulse-input circuits
are fed a pulse from shaper 1 If it is &elayed relative to the second
pulse of a given line for a time greater than 7T ., it appears at the output
of the circuit [1 and corresponds to an intersection. If it is delayed for

a time less than 7 9 it appears at the output of circuit K, and corresponds
to a tangency. Both these pulses are fed to the intersection pulse separation
circuit SC, which performs the following function., If intersection i. noted
for several lines in a row, for example at small curve convergence angles,
then only one signal appears at its output -- at the end of the entire series
which corresponds to one intersection (Figure 3). The circuit also receives

a tangency recognition pulse, If it appears right after the intersection
pulses, passage of the output intersection pulse in inhibited, Inhibition is
necessary in case the curves converged but did not intersect.

The latter gener-

The inputs of flip-flops T,, T, are connected in parallel with respect
to intersection pulses IP, i.e. each of these pulses sets both flip-flops to
one state. The EORPs are received in series by the first T., and then, if

its state is maintained on the next reading line, by the in%ut of T,. Thus,
flip-flop T, is set to zero position only after the second EORP, which follows
the end of %

he series of intersection pulses, Voltage from the one output of
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Ta is used for permission for the transmission of EORPs to the output. In
add

ition, only one output pulse is cut off by means of flip-flop T,. 1If the
series of output IP pulses is followed at once by a tangency pulse TP, an

additional inhibition is imposed on output pulse transmission by means of
flip-flop T

4
S
S
2&@ -
b |
‘‘‘‘‘ ) - 1
Figure 3, Functional diagram of intersection pulse separation
. block SC.
Key: (1) 1IP
(2) EORP
(3) DL

In the diagram shown above, an increase in channel separation relia-
bility requires the proper selection of the scanning step and the use of
pulses corresponding to the middle of a graph line.

Another variant for the construction of a device for the separation
of two intersecting curves is considered in [1].

If the number of intersecting graphs is greater than two, the problem
of channel separation becomes more complicated. However, considering that it
is sufficient to study the convergence of only neighboring curves for an
analysis of the intersections, methods for the separation of two curves can
be used to solve this problem, Figure 4,a and b presents two block diagrams
for multichannel converters, particularly for six channels.,

Input signals are formed and shaped in photoreading assembly PA,
go to the ordinal separation block 0SB, at whose output signals 1, 2, ...,
(according to the order of their appearance in the PA) occur on the individual
buses. In the circuit shown in Figure 4,a these signals are transmitted to
a signal commutator SC, in which they are distributed over the channels and
the channels are switched in the case of intersection., Switching is performed
according to a signal from the BSNC, Output device 0D converts the informa-
tion, reducing it to a form convenient for further processing; the train of
pulses I, II, ..., VI in general differs from the pulse sequence of the PA.

They

In the circuit shown in Figure 4,b signals 1, 2, ..., 6 go directly to
the output device. Each output signal 1%, 2%, ,,, 6% is assigned a certain
index or code corresponding to its channel, This code goes from the code

75
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commutator KK, in which there is a set of code standards. Switching is ef-
fected by means of intersection signals from the BSNC. Signals are grouped

by individual channels in a computer or a supplementary decoder according to
channel code tags. Both circuits (Figure 4,a and b) provide for the initial
and repeat periodic sending of an initial position pulse IPP on graph sectors
with a known curve distribution, This controls the operation of the converter.

Let us consider in somewhat greater detail the individual blocks of
the converters,

The 0SB circuit is not especially complicated and represents a circuit
of flip-flops which trigger in series.

T ; 2 —/,
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o |-fome oy K =% ==
(, N j on Rp—— Vw
L— 6/’5/(:J
T = '_f%ﬁm
a
N
SN TR SRS
0y |~—jnp [T --.IT =|=7:
DR Dty A, Ti==='”:5.
—-di “: )"Q'Z.J*TJ‘—' BY

ris It
p i : - b
v Tiis !
Lo — W
b

Figure 4, Block diagram of multichannel converters:
a) with signal commutator; b) with code commutator,

Key: (1) PA (5) ob
(2) 0SB (6) IPP
(3) BSNC (7) IR, Ipy 4 TP,
(4) S¢ P IpP
4,5 5.6

The BSNC can be based on the circuit for the separation of two inter-
secting curves, considered previously, The number of separation circuits in
the BSNC is one less than the total number of graphs: the circuit inputs re-
ceive signals from the two nearest curves, for example curves 1 and 2, 2 and
3 etc., Pulses occur at the BSNC outputs at the moments of intersection of
lines IP1 9 IP, 3 etc, The ODs are the same as in single-channel converters

3 “-

and differ only in the number of channels. The KK serves for channel switching
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after passage through the intersection point. Figure 5 shows a switching
matrix (a) and its control circuit (b). The horizontal buses receive pulses
in the order designated in the figure as 1-6; the vertical buses correspond

to the output of channels I-VI. The sending of signals to the requisite chan-
nels is accomplished by switching the horizontal and vertical buses, i.e. by
connecting them in nodes (these points are shown in black in the figure), For

example, if the numbers of signals correspond to the numbers of their channels,
the buses are switched in the nodes on the main diagonal.

Suppose that lines 5,6 intersect and the order of signal receipt by
channels V, VI is subject to change. Obviously, this requires changing the
switching of nodes 5, V and 6, VI to 6, V and 5, VI, i.e, with respect to
the horizontal between the fifth and sixth buses, Analogously, if a line of
the sixth channel, the pulse from which is numbered 5, subsequently intersects
with a line of the fourth channel, there must be switching between the fourth
and fifth horizontal buses. Thus, the correct channel distribution of pulses,
considering the possibility of the intersection of only neighboring curves,

can always be achieved by the switching of neighbo.ing horizontal buses, which
is accomplished by the control matrix (Figure 5,b).

Corresponding to each node of the switching matrix is a control cell,
Running between the horizontal rows of these cells are the buses which receive
a pulse from the BSNC on the intersection of the corresponding lines IP, ..

On the appearance of an intersection pulse on any bus there is an exchaﬁéé of
states in the vertical pairs of cells along the entire bus., The outputs of
the cells control the corresponding nodes of the switching matrix. Therefore,
a change in the states of the cells is equivalent to channel switching., Let
us note that different states and, hence, changes in them as well, can be
only in the two pairs of cells along one bus of an intersection pulse.

The switching and control matrices can be technically realized in vari-
ous ways, For example, the switching matrix uses diode-transformer coincidence
systems and the control matrix standardized flip-flops of any computer.

Figure 6 presents the schematic circuit diagram of two flip-flops Tn
and T

4
(n + Lm’ which form a vertical pair with respect to the bus with inter-

section pulse IPn n-1° In the initial state the position of the flip-flops
D=

is set manually with the aid of the initial position voltage IPV and the ini-
tial position pulse IPP, The IPV is fed to the potential inputs of the flip-
flops and is retained for the time it takes to process one graph, The IPP is
generated in the passage of carrier sectors with a certain graph and output
signal sequence corresponding to the initial state. Additional marks may be
applied to the carrier for the shaping of such a pulse. The flip-flop con-
nections are made in such a way that the intersection pulses go to them via
the counti-n input, The potential inputs are connected to the zero inputs of
their £lip-flop and the nearest two neighboring flip-flops, which assures
switching of the states of the flip-flops only if one of them is in the one
state. The zero outputs of the flip-flops send voltages into the switching
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matrix to the potential inputs of the diode-transformer coincidence circuits,
F - 3 and these voltages are used as' permissive signals,
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Figure 5. Switching (a) and control (b) matrices.
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Figure 6. Circuit diagram of control matrix flip-flops.

Key: (1) 1Ip (4) PU [transliterated from the Russian., Unknown;
(2) 1PV not mentioned in text]
(3) 1pP (5) INU [transliterated; possibly, initial setting

pulse]
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Figure 7. Functional diagram of code commutator.

In a multichannel recording converter, the block diagram cf which is
shown in Figure 4,b, the code tags of the channels are switched, The KK can
take various schemes. 1In particular, Figure 7 shows the functional diagram
of such a commutator which is based on loop code reversals, On the receipt
of an intersection pulse by the loop there is an exchange of codes K through
intermediate registers P, The codes are then sent to the output device. The
circuit can also provide for the initial setting and periodical check of
states., The aforecited circuits have been considered for the case of the
intersection of only two curves at one point, In the intersection of three
curves at one point, proper switching is possible by supplying intersection

pulses with a delay relative to each other, as well as by repeating the first
IP,

The simplest way to read multichannel intersecting recordings, in our
opinion, is by using certain physical attributes of graph lines, for example
color, thickness, structure etc, Thus, the operating reliability of the in-
put device increases significantly and its design is considerably simplifed
if curves are separated according to the color attribute [2].
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AN ALGORITHM FOR THE SEPARATION OF INTERSECTING CURVES

Metody i Ustroystva Preobrazovaniya N. D. Vashchenko,
Grafigheskoy Informatsii (Methods L. V., Krupskaya and
and Devices for the Conversion of I. T. Parkhomenko

Graphic Data), 1968, pages 87-91

If several curves are situated on one carrier, the mathematical analy-
sis of the curves with the aid of a digital computer is preceded by separation
of the curves, '

Such separation is, of course, performed automatically with the aid of
a computer,

The algorithm which the present article offers for the separation of
curves consists in the following: the ordinates of the points of the curves
at a given step on the time axis are distributed with respect to the curves
in such a way that the "best correspondence' is achieved between them and the
extrapolation points calculated for the particular step from preceding sec-
tors of the curves [2]. "Best correspondence" denotes the minimum sum of the
squares of the differences between extrapolation and real points of curves at
a given step in the sorting of all combinations of the pairwise grouping of
these points. The number of such combinations in the case of n curves is
expressed by the number of permutations of n things, i.e. n!

Particularly noteworthy is the question of the mode of curve extra-
polation, In view of the fact that curves are distorted by noise fluctuations
and certain errors occur in their measurement and coding, agreement must be
achieved in general between an approximating curve and a curve which is ap-
proximable without the repetition of local deviations, Each curve is approxi-
mated according to sliding sectors by the corresponding polynomial

Yo =Gt a8+ a® - oo A amx™
The coefficients a , a,, ..., a_ are chosen from the condition of minimal

difference betweenoapproximablemand approximating curves by the least-squares
method [1].

The algorithm presented here was checked under the following condi-
tions: number of curves on a carrier -- five; arrangement of curves -- arbi-
trary (intersections and tangencies are possible, as well as the breaking off
or appearance of curves); the number of simultaneously intersecting curves is
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not limited, nor is the number of intersections at a given step on the time
axis; the length of an intersection sector does not exceed 8h (h is a step
on the time axis approximately equal to the line thickness).

From

I
o0 {7 ]
device

b

f

Block diagram of algorithm for the separation of curves,

block for the assignment of curve ordinates at the step under
study;

AM) analyzer of curve behavior;
1) block for the distribution of ordinates in the absence of singu-

lar points at a given step (intersections, break-offs, etc.);

2) hlock for the distribution of ordinates in the presence of singu-
lar points at a given step;

3) extrapolator (block for obtaining extrapolation points);
BP) block for the issuance of results;

M) block for preparing arrays for curve processing at the next step.

BO)

The figure presents the algorithm in the form of a block diagram.

It is assumed that curve ordinate codes have been entered in a certain
memory array from the graph input device. The function of block BO is to
isolate from the array a routine group of ordinates obtained in one scanning
step and to transmit them to block Afl. Block AN makes a preliminary
analysis of the behavior of the curves, i.e. it checks whether singular points
on a graph (fusion of lines, break-off or appearance of new curves) are ab-
sent at a given step. Actually this process consists in counting the number
of ordinates obtained at a given step and comparing it with the number of

ordinates of the preceding step. Inequality indicates the presence of singu-
lar points,

In view of the fact that a line fusion sector, however small it may
be, is always greater than the scanning step, which is approximately equal to
the width of a line, it cannot be omitted in such a check. The curve behavior
analyzer is idle only when both the break-off and the appearance of a new
curve are simultaneously observed at a given step. If one or more curves

occur here between the broken-off curve and the appearing curve, the distri-

bution of the curves will not be accurate, However, such a case is unlikely.

81
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If there are no singular points the transition is made to block P,,
whose function is to distribute ordinates in the same order in which they
were distributed in the preceding step., This essentially ends the creative
work of the algorithm, Next is the transition to block fl (here the segment
array for finding extrapolation points through new points is updated and other
preparatory operations are performed) and block BP, which transfers ordinates

of a given step to the curve arrays for subsequent mathematical processing or
puts them in print,

If there are singular points, their character must be established (break-
off or appearance of a curve, fusion) and the ordinates distributed according
to it, Since this required the extrapolation points of curves, there is a
transition to block 9. As has already been noted, the least-squares method
is used, The optimal curve segment length for calculating the extrapolation
points depends on the character of the curve. Extrapolation points are found
with greater accuracy on smooth curves if longer segments are used. But if
there are high-frequency harmonics, it is advisable to shorten a segment., In
practice satisfactory results are obtained with the use of segments five to
eight scanning steps in length.

After the extrapolation points have been found, there is the transition
to block PZ’ whose operation also constitutes the main essence of the algorithm,

As has already been noted, the transition to block 3 and then to block

P2 is made if

k, #k, .,

-

where ki and ki 1 respectively are the number of ordinates at the current
and preceding step.

This condition is determined by block Afl.

Given ki<i ki-l’ fusion of the curves is possible, as well as the
break-off of some of them,

In block P, a break-off check is made for the separation of such cases
according to the condition

Here Ye and y, are respectively the ordinates of the extrapolation point and

real point at a given step, and d

is the maximum possible error in calcula-
ting the extrapolation point,

*The check is made for each of the extrapolation points by sorting all
real points,
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Nonfulfillment of condition (1) indicates the absence of a real point
in the neighborhood of a given extrapolation point, i.e. a break-off, The
numbers of the broken-off curves are stored in block P,. Entered in the array
of the broken-off curve are zeros or its extrapolation”points (for several
steps). Small line fractures are compensated for in this way,

Fulfillment of condition (1) for all extrapolation points indicates the
fusion of lines,

The optimal distribution of points is determined from the minimum sum
of the squares of the differences betweer real and extrapolation points in
all combinations of pairwise grouping. Substituted for missing real ordinates

here are extrapolation points (the corresponding differences, of course, will
equal zero).

The number of minimal equal sums depends on the '"behavior" of the curves
at a given step. 1In the case of a break-off one minimal sum is chosen and
the ordinates are distributed according to the permutation corresponding to
it., 1In the case of intersertions the number of these sums will be one more

than the difference between the number of curves processed at the preceding
step and the step under study,

Having determined the permutations corresponding to these sums, we com-
pare them term by term., Equality of the corresponding permutation terms indi-
cates that the curve whose ordinate is also this general permutation term does
not participate in an intersection; in the case of inequality the given curve
is one of those that intersect, All curves which participate in a given inter-
section are assigned an ordinate common to them,

Particular attention should be given to the fact that in the course of
overcoming an entire intersection sector the segment array for counting the
extrapolation points of intersecting curves is updated through extrapolation
points rather than real points, Otherwise, the proper distribution of points
on completion of a curve fusion sector is impossible, since the extrapolation
points of the fusing curves will coincide on a rather long sector,

Finally, a third case of curve behavior is possible -- the appearance
of a new curve whose attribute will be the inequality k,6 > ki 1 determined

by block Afl. 1In order to establish the place (number) of this curve, con-

dition (1) is checked for each of the real points by sorting all extrapola-
tion points,

A real point for which this condition is not fulfilled is also a new
The value of the ordinate of this new curve is entered in the curve
segment array for the counting of extrapolation points. The distribution of
the points is done analogously to the intersection variant, but with the sim-
plification that. since in this case the minimum sum of the squares of the

differences of the ordinates is one, the points are distributed according to
the permutation which corresponds to it.

one,
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From blocks P, and P, the ordinates, being distributed in the order
corresponding to the real siope of the curves, go to block BP for assignment.
This algorithm is repeated at each step of curve ordinate counting.

The distribution process in the case where there are no singular points
is limited to a comparatively small number (30-40) of simple operations (trans-
fer, addition) and is accomplished very rapidly. When there are singular
points, rather cumbersome operations are necessary, the volume of which in-
creases with an increase in the number of curves., The time required for the
distribution of five curves at one step in the case of intersection is cf the
order of 0.1 sec. However, since the number of steps which have singular
points is rclatively small, the effective speed of operation is rather high.
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ALGORITHM FOR THE COMPUTER PROCESSING OF GEOLOGICAL AND GEOPHYSICAL
INFORMATION WITH THE USE OF MAP CODER AND REPRODUCER

Metody i Ustroystva Preobrazovaniya
Graficheskoy Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, pages 92-98

G. Bas, A. A, Budnyak,
. A, Dyadyura,

P. Kalikhman and

Ya, Shereshevskaya

wt <=

The most important task at the present time in the automatic process-
ing of geological and geophysical data is to create an automatic communica-
tion devicz: ''geolcgical and geophysical information carrier -- electronic
computer -~ carrier of resultant information," a version of which has been
created at the Chair of Technical Electronics, Kiev Polytechnic Institute [1,
2].

This device makes it possible, on the ore hand, to obtain a numeriral
field model from the source map and punch it for subsequent computer process-
ing and, on the other hand, from the calculation results transferred to per-
foratad tape, to construct a map of the converted field in the form of points
belonging to individual isolines,

The coding of a map for subsequent computer input consists in the
raster reading on an electromechanical (drum) scanner and the transferring
out of the coordinates of the intersection points of scanning lines with
isolines of the map, together with information about the increment of func-
tion Z on the transition from one isoline to another along a scanning line.
Additional map coloring is used ir order to give information about the sign
of the increment of a parameter; an auxiliary red line is plotted along an
isoline from the direction of the larger value of function Z.

Durin; the automatic reading process individual map elements are singled
out in turn on the map along a scanning line -- 43 vertical lines for every
10 mm of map scale. In successive rounds of map elements along one of the
lines the appearance of a black element indicates that at the given point the
field has a value which is a multiple of A Z, The device punches coordinate
ﬁb ij’ to which a "plus" sign is ascriled if there is a white elemernc in

front of a black element, or a "minus" sign if there is a red element in front
of a black element. The index i denotes the number of the black element ap-
pearing on the reading line, and j the number of the reading line. After
scanning the map, the device impresses on a perforated tape a matrix of quan-
tities ?ﬁ’ijg carrving information about the coordinates of isoline inter-

section with wcanning lines and the character of field increment on the transi-
tion from one isoline to another,
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By turning the map 90° it is possible to stamp a matrix of quantities
Ev]ji} carrying the same information about the field, but while reading along

lines perpendicular to the first ones,

During printing the device reads data from a perforated tape, on which
are stamped arrays of values of the coordinates of points of intersection of
the vertical grid with isolines of the map o5f counting results. When the code
of this coordinate coincides with the code ¢f a drum point under the printing
head, a single point is printed, with the points printed with three tags for
convenience in the subsequent construction of the contour,

In order to reduce to generally accepted form the digital data coded
by the device, i.e. to determine field values in nodes of the square grid, a
special algorithm for the "Minsk-22" computer was devised, which performs the
following operations: 1) the values igi*z and {r7ij§ , which are entered

in the working storage, are assigned the values of the area coordinates

1 ' 1" 1y . 1 ] ] n 1
(xi s yj) and xj, yi), 2) each point with the coordinates (xi, yj) or xj, yi)

is assigned field values zij of Zgi which are wultiples of A Z at this point;

3) field values at points of the square grid are determined from found field
values at arbitrarily situated area points (x{, y:) and xg, yg).
J
Coordinates (xi, yg) and xg, yg) are connected with the set of values

{2 ijs and [Oj13 by the following relations:

i = &y } —

. j=0 m 1
b = 10, M
x; = 10, —

= };:o, . (2)
y1==|ﬂul

As can be seen from expressions (1) and (2), one of the coordinates
is easily determined by the number of the reading line, Therefore, it is not
advisable to keep it in the computer's working storage, for it can always be
found given an ordered arrangement of the modules of quantities 'g 1 and

TS

Henceforth, the ordered arrangements of modules of quantities é i
(let us designate them xij) which have the same index number j we shall
call rows; and the ordered arrangements of modules of quantities )7 i (let

us designate them yji) we shall call columns,

To determine a function at points of rows (Z{j), we must have at our

disposal the field value at the beginning of row 2

If Z.. is known, Z;.
is determined by the expression +3

0y’ 03

mﬂ"! i

86



TR AR Ay
A

3 J-8547 - 87
:‘ Zy=az] By
y= [‘A‘z“]"‘ ~54Z,
: ham (3)
2y 5

B where A Z is a cross section of isolines; -x5 - is the integer part
2 2, 3 signf 1.1] + éign £, i

of ratio T_Z_L , and k= 2 s where
) sign . =signz ..
¢ ien &o; = sien 2y,

: Analogously for columns, if Zjo is known,

{

Zi=02|55|+ X o4z
‘ h 4= : (4)
) sign .. 4 + sign r) X

; ji-1 ji . L

: where S K 5 with sign ), 0= sign Z

i}

jo’
As can be seen from expressions (3) and (4), quantities Zoj and zjo can be re-

placed by certain fictitious values on and EjO which satisfy the inequali-
ties

AzZ| =S ]<Z.<AZ[ ]+1) (5)
Az[—A-Z-J<Z,-o< AZ([‘K'?‘]"’ l). (6)

Quantities -Z-Oj and 'Zjo are determined from a given field velue in upper

corner of the map ZO 0 according to the following logic arrangement:

zwdqﬁﬂ+vmu+—ﬁmmH
'Y (7)
sign | + sign
Here Sk = 70k'1 OOk where ) 00" sign Zy o and e is

the index of '70 , g:.ven which the difference 10 — ’70 has the minimum
positive value,

s 5 ol 2] e 3z
Analogously 7, = Az[_‘\_'zg_] " .‘}", 84Z + F sign o,

sign { k-10 + signéko . ®
3 where dk = 5 ; sign E’O 0= sign z0 0’ and e is the
3 12c11ex of &10’ given which difference 10 —_ g has the minimum positive
value,
3 If on and EjO are known, from expressions {3) and (4) we determine

E, 7z
K
E

2

t 1 1 v

zij and zji’ which are replaced by the ratios ,} and -E-L—- and are
assigned to orderly arranged sets { } { Jl .
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Al 2",
Numbers -A—;l , A—%l— and associated numbers xij and yji are arranged

in specially allotted blocks of cells (four per cell)., This is feasible since
xij and yji < 42010 = 6448, and condition

max [_K’z-]< 255, = 377,

is superimposed on field values.,

The field values at the beginning and end of rows Z(')j and Zr:]j, j=0,

i, are added to the set of values 2!,, and the field values at the beginning

ij
and end of columns ZjO and ij, j =0, m, are added to the set of values Z'J.'i.

These values can be obtained from the field values in map corners (2, ., Z. ,
00’ “Om
me and Zmo) from the relations

] - 10; - Y, -
zo '= Z _ (] 0k (z —_— . .
i = Zox + Vv Lok Za);
' v Oj—y .
Z . ] mk — ” .
mi = Ly g (Zmrs1 — Zow); (9
. ' ~ lO—x
Zio = Zyo + ~———2(Zy 110~ Zio):
! . Fkp107 X (Zas10—Zio);
loi —ka

o= Zit (g
. xk+|m—:i.;”2 ( H-lm ‘ﬂl)'

M o=zt 22 20 =2l 5 N gl o n o ool _ 9,
Here ZO 0 Z0 0 ZO 0’ zOm zOm zOm’ ZmO sz sz’ zmm Zu.m me’

y00=x00=0;ym0=y0m=xmo=x0m=10m;y00=x00=0; k is the index

of Yoi’ Ymi® ¥oi ©F LIy given which the differences 10j ~ ij’ 10 — i

10§ - X9 OF 10j ~ X 4 have minimum positive values,

To determine a field at an arbitrary point of a square grid with co-
ordinates (10, 10y ), from set of quantities é xijg ve select x 1y, ,

s L] 1 1 t
Xew Xealy * Xed22 and associated field values Zk_“, , zk?/ , Zk+1& , Zk+2& \

and from set of values iyijg Wea1r Yulo Y ! +1 y,u?+2 and associated

1
values z,u'Z .1

index of Xui » 8iven which the differences IO/,L - X and 10y — y/A i

" " n » s - s
Z,az , Z/L2+1, zp.l+2’ here k is the index of Xy and { is the

have minimum positive value,

After this selection the field value at point (104 , 10¥) can be ob-
tained from one of the following relations:

. Ioll* .x‘,\,
1) 7w =2 Zpg e e Y ke — 7).
) Ny | "k'lv_"'k\-( 1 0 A l\)
. - . Xy, A
1f z’\ « o z gqy H Z 2 z ol o—- :‘-1}.—-«’.\2_ =z
W\ Ay sl [T !’ur,r‘.'/u: \l (10)
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or Ziw + Zt fve @ Zy o= Zursy;
v iov-—yul - -
o = Ly e a— - ~AZpry— Z),
2) Zu\ nl | Yt 21 Y ( (U] ul)
if 7' ves 7;‘ H 7.1 ,‘:Z.u a ..fk_"l_‘ﬂv__ >
i Lky 77 Ly g w = Ly, Ve, (11)
H or zl‘(\' == Z; vy a z:ll :4'1: Z:l' i’l;
. 05 (g s 1y = X4) =105 (xy, | i)~ 10t
3 Z - Z L - 1 1 x
) Zuy Wk Teie ™ Xy
X (Zyt — Ziy), ' (12)
] ’ ~ s Xpite —X
Ziv = Zngry o Zpt = Zppgy, 3 —2iv "0 .
if o = Lpgay F Ly = Ly Yt =Yg S
. 05@,4—yn~P%WWTyLH%~wH
4 Z - Z [T HY 113
) wy N+ Y. 1 =~y
X (Zey = 2,), (13)
. N ~ - Xy ==X
if Tove=Zasy i Zga = Ty o 4 2R T 0 o .
Yursi — Y
S) Zuy = Ziy 100 2ty "t 105 (5 1 xy, ) — 10, 0] (14)
v Ky
*p 1y Xpy

if Zay =t Zi gy = z"’ = '/""' r&nd Yt — ¥ <l

and at least one of the quantities 2!
to z!

ky }
, 0.5 (y tir=Ya) 195Gy ¢ W) = lOvl

6) Zyt = Zpy o|o & BT 00 _..B_...L‘_-_..._..'

) Zu e a1 — Y (15)

if the conditions stated in section 5 are fulfilled but %:.fﬂ“_:fﬁl> l;
I b =Yy
in expressions (14) and (15) S is the difference between Zl:;)/ and Z, where

Z E ‘Z;-—l\'- ZI:-".‘\'\ Z;umi Z;ll-?, & 2 W z;\-:

N =2y, (16)
if all chosen field values are equal among themselves,

After making the rounds of all points, we obtain a matrix of values
~aV, which are a digital model of a 40 X 40 map board -~ this digital model
being reduced to generally accepted form, i.e, the values are referred to
the nodes of the square grid,

If the initial map has large dimensions, it is partitioned into sepa-
rate 42 x 42 map boards, which should have one common row in the region of
the interface. After the reading of each map board by converter we abtain
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banks of numerical information {Y);is K and {giig K’ where k is the map
el ~ 3

board number., These banks are put in pairs into the working storage of the
computer and used to construct a digital model of the map, i.e, they make it

possible to obtain field values Zﬁfz at nodes of the square grid of map boards

40 x 40 cm in dimension on the map scale, Map boards are partitioned into

four 20 x 20 squares, each of which is recorded on magnetic tape in strictly
defined order,

After all matrices {2,133 K and {})jig K are processed, the field is

converted according to a given program, For this purpose, from the 20 x 20

squares 60 x 60 banks are formed, each having overlapping strips of 10 rows
and 10 columns in interface regions,

By processing such banks, we obtain 40 x 40 cm boards of converted maps,
each of which is processed for output of the counting results on the puncher,

For this purpose, row by row we determine the coordinates of the points
of a row in which field values are multiples of A 2. The quantities a

are punched in the octal number system; the tag 1, 2 or 3 is assigned to them
on the basis of the following conditions:

. 2.2 4
Nif Z.+4= —%57—4-332-90, tag L

. (2.~ A

2) if Z,{—}-A=L-—‘é-:z——]-3.\z+l, tag 2;
. - (2, + A

3)lf Zi,"-rA= —33—2—- 3.\Z+2. tag 3.

Here Zgj is the field value at point E iy’ which is a multiple of A Z, and

A is a constant, multiple of 3A Z, making possible fulfillment of the in-
equality Zij +A> 0,

The value of coordinate a 1 is found by linear interpolation. 1In

conformity with the tags assigned to quantities 5 i indices of varying

configuration are printed at the point with coordinate a 533 these indices

are subsequently connected by lines of equal values. At the first and last
points of rows field values are derived which are used in map construction.
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COMPUTER INPUT OF GEOPHYSICAL MAPS

Metody i Ustroystva Preobrazovaniya A, A, Budnyak,
Graficheskoy Informatsii (Methods V. A, Dyadyura and
and Devices for the Conversion of 0. A, Kapshuk

Graphic Data), 1968, pages 99-102

Information represented graphically in the form of maps of various po-
tential fields possesses great visualizability and makes possible rapid human
perception of the phenomena under study. This permits acceleration of data
processing on computers through selection of the most important portion of in-
formation from a collection of experimental data which often possesses con-
siderable redundancy,

Such information is most rapidly processable by electroric computers.
However, a technical imbalance has arisen at present between the speed of
modern electronic computers and the manual method of preparing technical in-
formation carriers (punched cards or perforated tape), the preparation of
which for many jobs takes about 90 percent of total processing time,

Experience in making economic calculations on the compu'er shows that
the coding and transference of primary data onto technical information car-
riers take up to 70-100 hours of hand labor per hour of computer operation,
In the processing of graphic information, however, data preparation time may
exceed that indicated above by more than one and a half or two times since
the data for perforated tapes and punched cards must be obtained directly
from a graphic drawing. Most often, potential field maps (for example, grav-
ity-anomaly, magnetic and other maps) represent field information as isolines
of values of a function of the form 2 + f(x, y).

On the one hand, the necessity of creating automatic devices which
will permit automation of the process of the computer input of such maps
follows from the aforecited comparison of the time required for data prepara-
tion and computer processing and, on the other hand, this necessity is evi-
denced by the important part playad by those fizclds of science and preduction
where the processing of such .nformation is used, An automatic device can
be based on an optical scanning system [2].

In reading a potential field image, most often we must determine the
value matrix of potential field function Z = f(x,y). This is necessary, for
example, for further computer analysis,
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In scanning an information carrier (potential field map) any initial
message A 1s dercribed by a function of a finite set of variables

A= F(Bla BZ’ L] Bk’ soey B“)’ (1)
where Bk = fx y (w, y, t) is a function characterizing the time variation
i’i
of the intensity and spectral composition of the luminous flux received by
the k-th elementary area of an observation field; X, y; are the coordinates

of the k-th elementary area; ' 1is the intensity of the elementary luminous

flux; t is time; and n 1is the number of elementary areas in an observation
field.

In other words, this expression can be regarded as the mathematical
form of giving the initizl message in a multidimensional space of photore-
sistors, from which one can then proceed to a description of the message in
a multidimensional space of tags.

As a result, the expression

F(By» Bys +evs By, <eey BY) = 6(E) @

where 6(t) 1s system response on conclusion of interrogation of the n-th
number of elementary areas, will be found to be the mathematical model of a
programmed scanning system,

In the scanning of a potential field map, the intersection (as well
as tangency) of the isolines of & map with the reading beam of the scanning
system is informative, This being the case, the coordinates of intersection
point X;5¥ygs S well as value Zi of the map isoline must be known, Value Zi

is most often recorded on a blank map in the form of decimal digits since this

method makes possible the compact recording of a large amount of information
representing value Zi.

The use of recognition devices (often called readers) to determine
value Z, at a given stage is inefficient since their employment significantly
increases the size of the hardware and lessens the reliability of the entire
device (reader reliability is less than 100 percent), In addition, these de-
vices are far from perfect, especially in case of arbitrary arrangement of
digits, All this has made investigators set about searching for a simpler
method of representing information about intersection points, Since the in-
formation obtained in reading a potential field was intended for subsequent
computer input, it could be represented in a form having a smaller quantity
of information and, by using simple computing operations, &trix Z could be
obtained [1]. If we know sign A Z at isoline intersection and the initial
value sz’ 2s well as the coordinates of intersection points ij’ij’ we can

find valve Zij at these points in the form

7 N
Z; = Azl_ﬂ-] + N 8,2,
/ vZ 5.:1 k (3)
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Z..
where A Z is a cross section of isolines; [-Zilg]is the integer part of
s

Z
.
Z.. 5 ) sign xi—ij : gn xij
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—QJ.- . = i .
relation Az H K > and sign ij sign ZOj

Analogously, values of Z can be found from columns (along coordinate
y). 1If we have these data, it is a simple matter to obtain matrix Z by us-
ing one of the interpolation methods, Consequently, with this representation
of information image A (an isoline in the investigated field of the scanning
system) must enable the system on the basis of n tags to produce response
8(t), which has in all two values, i.e, response 8(t) can be represented by
a discrete function with two values., In view of the fact that, in order to
produce two values of 8(t), at least one of the functions B(k) which, as fol-
lows from (1), depend on the intensity of luminous flux and its spectrum, must
vary, with this method the necessary amount of information in the event of
isoline intersection will be expressed by only one bit (as compared with 5-10
bits in determining the value Z, on isoliries). One bit of information can be
represented on a blank map as tio values of reflection coefficient p or as
two areas with varying spectral reflection V

In view of the fact that the amplitude system (variation of O ) is
very unstable, the potential-field reading device uses a method of varying
the spectral composition of the reflected lumjacas flux, whereby elimination
of the influence of variation in the intensity of luminous fiux w 1is pos-
sible, i,e., an additional red line is used, whicn jointly with the basic tlack
isoline carries information about the sign of A Z,

This choicewas found to be optimal in separating three ~ones of a map
field by means of the two photoreceivers used, whose spectral characteristics
do not intersect: white and red zones occur in the region of maximum spectral
sensitivity of phototransistor FIG-1 (infrared region), but only a white zone
occurs in the region of maximum spectral sensitivity of FEU [photomultiplier]
-16 [1, 3].

Such a logic device then makes possible determination of the color of
the zone in which the reading beam occurs, the sign of the variation of the

function sign A Z at a given point, and the coordinates of the latter [l and
2}.

Determination of the value of function Z = f(x,y) in nodes of the uni-
form grid of coordinates x and y, which is usually necessary for computer
calculations of this type of information, is described in detail in [1].
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OSCILLOCRAM-PROCESSING ALGORITHMS FOR FORMATION OF SYSTEM OF
ALGEBRAIC EQUATIONS RELATIVE TO PARAMETERS OF THE DESCRIBED PROCESSES

Metody i Ustroystva Preobrazovaniya V. G. Chekalin
Graficheskoy Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, pages 103-107

The problem of raising the accuracy and reducing the time involved in
the experimental determination of the dynamic characteristics of cont.olled
systems is very urgent [1l, 3-5].

Most controlled systems can be represented in the form of a circuit,
whose control action H (t) and controlled value @ (t) can be measured.
Noise n(t) is not amenable to measurement, and generaily it can always be
reduced to input, as shown in Figure 1,

As the result of an experimental study of the dynamic characteristics
of a system, the time variations of input W (t) and output q7 (t) coordinates
can be recorded (realized, for example, in the form of an osciilogram). The
purpose of subsequent processing is to determine the approximaring differential
equation, the solutior to which in a certain sense is closest to that obtained

experimentally,
a(t)
t !
éﬁ) System 0

Figure 1. Control circuit

The known methods for determining the dynamic characteristics of a
system either take a great deal of time, for example statistical methods [3],
or require the introduction of a test signal, which is not always feasible
under operating conditions, But dynamic-model systems, as a rule, can operate
only under tracking conditions,

At the same time, information theory [2] shows that by employing opti-
mum methods and taking into consideration a priori known informat:ion about
the system under investigation algorithms can be created which require comn-
siderably less realization time,
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For example, in cases where the structure of the operator describing
the dynamic properties of a system is known or given, an effective method for
forming a system of algebraic equations relative to the coefficients of this
operator can be employed. Solution of the system of algebraic equations pre-
sents no great complication.

The advan*age of this method, the idea of which was apparently first
stated in [6], is that it is integral with an arbitrarily chosen integratior
limit and at the same time does not require the operation of differentiation
of the monitored signals when they are processed.

The suggested method presupposes the sequential principle of the for-
mation of a complete system of algebraic equations based on the processing of
an amount of process realization equal to the number of unknown operator co-
efficients,

However, a complete system of algebraic equations can also be formed
on the basis of processing a single realization with the use of the parallel
principle,

Let the processes in the controlled system be described by a differen-
tial equation of the form

8,9 - aqM = Lag? oo s () ). (1)

Values of coefficients a, of this differential cquation are unknown
and have to be determined,

It is found possible to form a system of algebraic equat.ons relative

to unk.owns ai of the form

Collo + Cpthy 1+ “« o A 4 Coalln == Uy,
0@, - Oty 4 ¢yt 4+ CinQn = Uy,
o, -+ .1y '+ 4- L‘“'“ +- v CaQp = L‘I; (2)
CroQy -t Cmi@y - H Oy ~ < & Canll) = Un.
r T .
Here  cu= (=D [ [ qdr. w, (=1 [ [ yde (3)

(k) Modulating function f(t) in this case must satisfy condition f(k) 0) =
= f (T) =0, where k =0, 1, 2, ..., 2n - 1.

Actually, if we take initial equation (1) and differentiate it n times
and then multiply each of the newly obtained equations times £(t) and integrate
from 0 to T, we shall obtain the system
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T T T
a‘,i!‘ wu)fdt _*_ Ve + a‘é‘ ¢u+]),dt+ . +‘anjf Q‘“+l,’d_{;—:

T T
= of pofde + ,[ nofds. (4)

Performing integration by parts of terms which contain derivatives of
P (t) until they come out from under the sign of the integral, and taking
into consideration the above-iudicated property of f(t), we obtain
T T ien
ay(—~ 1 [ [Vqdt +- -+ o (— NI edt 4

T
e i i

T T

= (=0 — 1) { {ndt.
(1 [ " udt + = 1) [ On )

If we assume that noise n(t) is a random stationary process with

M [n(t)] = 0, then the last term given large T can be discarded and in this
case expression (5) is identically equal to expression (2).

As modulating function, it is proposed to use a function of the form

f () = sin*at. (6)

As analysis has shown, by virtue of the finite accuracy of the measur-
ing equipment and as a result of the fact that the term

§ £ ar vas not
0

taken into consideration, the resultant system (2) can be strongly oblique-
angled and even incompatible., This being the case, the solution can differ
significantly from the actual solution, To reduce error to a minimum, it is

suggested that the solution be found from the condition of minimum squared
mismatch error, which is determined as follows:

et = jé {

n 3
£ diou—u]. @

Here a% are the estimated values of coefficients,
that in this case the process will always be convergent,

j=0
It can be proved

Let us illustrate the use of the algorithms presented above with an
example of the determination of coefficients of the first-order equation

dp _ ,
Ay - a4y =y =p{@)+n) )

for which roalizations M (t) and ¢ (t) of Figure 2 were obtained, As modu-
lating function, let us choose £(t) = sin® w t, Figure 2 shows the form
of the modu}?ting function and its first two derivatives on the segment from
OtoT= 3.

w
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Using expression (3), we can calculate the values of coefficiernts c,
for the example under consideration. However, in the digital computer opega-
tions are performed with quantities at discrete moments of time; therefore,

in order to choose quantization time interval A t, let us use Kotel'nikov's
theorem, according to which

n
Af=e- ©)
. A vm) Kt}
L [11e
0 &
4 e 1
. ]
0 ] t t
0 T
95 45110
)
Rt (1N
f
T 7 :

Figure 2. Graph of modulating {unction and its derivatives,

Lest there be information loss, the cutoff frequency cw o st be
taken for compound signal £(t) @ (t) with it being equal to the sum of the
cutoff frequency of output signal @ (t) and modulating function f(t).

Using formulas of approximate integration, we can represent expressions

(3) in the form of sums and realize the resultant algorithms on the digital
computer.,

Thus, using a formula of rectangles, we can write expressions for co-
efficients cji and uj at moment t = kA t (k =0, 1, 2, 3,,,) as

& . m ’
Culkdt) == (= 1)ar T [P (van @1k + v) A1l
V=

u; kAl = (— 1) A? \go(m) [vAf R |(k + v) AL): (10)

here m equals T//A t accurate to within an integer.

More accurate results are obtained and the algorithm made negligibly

more complicated if we use a formula of trapezoids. The lacter was in fact
used in practical calculations.

Experimental testing of the algorithms by using the example of the
processing of realizations for first- and second-order systems, which were
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. on model MPT-9-3, showed good results, The systems of algebraic equations
. 8 were solved not only by ordinary methods but also by minimization methods.

The latter made it possible to obtain more accurate results in the presence
of noise.
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DIGITAL WELL-LOG CONVERTERS

Metody i Ustroystva Preobrazovaniya A. G. Mel'nikov and
Graficheskoy Informatsii (Methods K. M. Sarumova

and Devices for the Conversion of

Graphic Data), 1968, pages 123-125

The digital-computer processing of well logs requires their pre-~-con-
version into digital form., Well logs recorded at wells, as a rule, are not
suitable for automatic reading (due tc the poor quality of the recording,
the single-color coordinate grid etc.) and require time and expense to re-
record them, Therefore, coasidering, on the one hand, the difficulty of cre-
ating an automatic well-log converter and, on the other hand, the ever grow-
ing need for a device which is inexpensive and simple to make, adjust and
service, yet permits the conversion of a large amount of initial graphic data
at an adequate speed, the Problem Laboratory of AzINEFTEKhIM [Azerbaydzhan
Institute of Petroleum and Chemistry imeni M. Azizbekov] has developed a semi-
automatic digitel well-log converter (DWLC).

The converter is designed for operation with a "Minsk" or "BESM" type
digital computer (with the appropriate attachment) and is supplind with a
tape or card puncher,

The principal components of the device are a broaching-copying device,
an anglc-data transmitter, a phase-code converter and a timer., Tracking of
a curve is performed by an operator shifting the edge of the master form in
a vertical direction with uniform movement of logs. Deflection of the master
form by a flexible coupling is converted into an angular' displacement,

The angle-data transmitter is a small-sized sine- cos.ne rotatable
transformzr of the VI-3 type, which is put on a phase-shifting regime. Sinu-
soidal voltage is generated at the phase-shifter output, with the phase of
this voltage varying relative to the phase of the reference signal in propor-
tion to the angular increment., The phase shift of the voltages being compared
by means of two zero elimination circuits is converted in the phase-code con-
verter into the time interval filled with pulses of stable frequency (8 ke)
from a special generator, The result is recorded in an eight-digit binary
counter, The conversion of binary code into binary-octal code for recording
parametryrs is performed by the electronic timer.

The DWLC provides for recording of the digital data in parts (for ease
of computer input), control over the degree of log slippage, as well as enabl-
ing "characteristic'" marks to be entered on punched tape (or cacd) during
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conversion for the purpose of singling out the most interestng points of a
curve from the overall information, The device uses semiconductor triodes
and diodes and is characterized by the following technical data:

Maximum conversion rate 3 numbers/sec
Amplitude resolution 1 mm

Speed of log drive 2.4 and 8 m/hr
Speed of log reverse 60 m/hr
Carrier width Up to 210 mm

Error in converting master-
form deflection into code + 1 percent
Quantization step 0.5, 1 and 2 mm of log travel
Power supply 200 v _ 10 percent, power require-
ment (without puncher) -- not
more than 40 w

Two pilot models of the instrument have been in operation for two years
at VNIIGeofizika [All-Union Scientific Research Institute of Geophysical Ex-
ploration Methods] and AzINEFTEKhIM and have proved very reliable, The instru-
ment is being made ready for series output. .

The semiautomatic well-log converter, though possessing many advantages,
still fails to solve the problem of fully automating the interpretation pro-
cess, Therefore, just as before, there continues to be great urgency in the
question of creating an automatic digital converter suitable for reading well
logs recorded at wells, The Problem Laboratory of AzINEFTEk™ M is doing work
on the use of the facsimile apparatus FTA-P2 for automatic - .{l-log conversion,
One of the important problems here is the separation of a .rve from a single-
colored coordinate grid., To solve the question, a methol «s suggested which
consists in having forbidden zones at moments when areas of a log containing
coordinate grid lines are read, Such zones can be created by means of mech-
anical or electrical masks. The mechanical masks are made of a material with
a reflection coefficient approximating the reflection coefficient of the car-
rier and are mounted between the reader and well log.

Electrical masks can be created, for example, by a generator which forms

a series of pulses of a certain frequency and duration to inhibit data con-
version, the pulse duration being chosen on the basis of the required width

of the forbidden zone and the repetition rate on the basis of the distance be-
tween the horizontal iines of the grid. Naturally, some useful information

is also lost with this method of separating the curve from the grid, but in
view of the fact that the converted data are subsequently processed in a digi-
tal computer, the latter can provide a simple subroutine to restore missing
sectors (for example, by means of linear interpolation),

The main advantage of the above-described method of separating a curve
from a monochromatic coordinate grid is that the volume of information to be
recorded and entered in the computer is significantly reduced.
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In the developmeat of digital well-log converters (automatic or semi-
automatic) the question arises of chcosing the optimal time quantization step,

since the construction of an automatic adaptive converter is an‘exceedingly
complex problem,

For choosing the quantization step a statistical method was tested,
based on a given mean-root-square error of approximation and a certain esti-
mate of the correlation function, The step h = 1 mm was obtained for the
most characteristic curve with a given mean-root-square error of approximation

of © = 10 percent. Such a result is in satisfactory agreement with the
initial curve,
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GRAPHIC JATA-TO-DIGITAL CODE CONVERTER

Metody i Ustroystva Preobrazovaniya
Graficheskoy Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, pages 126-129

. S. Chakhirov,
G. Lekvinadze,
. I, Glinkin and
. K. Gdzelishvili

Z2=<>2=

The conversion and coding of graphic information (graphs, diagrams,
oscillograms) are exceedingly time-consuming processes, Therefore, the auto-
mation of data reduction and preparation for computer input is an urgent prob-
lem. The Institute of Electronics, Automation and Telemechanics of the Academy

of Sciences Georgian SSR has developed two types of graphic data converters,
the PG-1 and PG-2,

Figure 1 gives the block diagram of the PG-1l device, Pulses go con-
tinuously from blocking oscillator 1 to ferrite-transistor switch 2, the
control of which is effected from start-of-readout pickup 3, which is rigidly
connected to the tape transport roller, The value of the established time
interval determining the scanning step is chosen by the operator. After
switch 2 is opened the pulses from the blocking oscillator begin to go to
binary ‘counter 5, which consists of series-connected statis flip-flops. As
the binary counter is filled, the analog voltage increases stepwise at the
output divider, the number of voltage stages corresponding exactly to the
number of pulses filling the counter, The analog voltage is amplified and
fed to photooptical comparator 4.

Start

oL - |

-1 -
Stop ,
L)
v
2]
[}
6

Figure 1, Block diagram of PG-1 device
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The latter is a cathode-ray tube, objective and camera with photomulti-
plier. Striking the Y-plates of the tube (the X-plates are disconnected), the
step voltage moves the beam over the tape with the graph plotted on it. At
the moment the graph is intersected by the beam, a sharp drop in the illumi-
nation of the camera with photomultiplier causes receipt from the photomulti-
plier of a signal which closes switch 2 and thus stops the receipt of pulses
by the counter. At the same time the pulse coming from the photomultiplier
turns on puncher 6, and the number recorded in the counter is punched on the
tape. Following'?he recording of the number on the punched tape the counter
returns to zero position. Since the position of the beam on the tape with
the graph is closely connected with the number of pulses which filled the
counter, the maximum error of data-to-binary code conversion can be equal to
only one discrete unit, i.e, about 3 percent for a five-digit binary counter
and about 0.8 percent in case of the use of a seven-digit binary counter and
seven~track punched tape.

Some of the deficiencies of the PG-1 converter were discovered during
its trial run, Thus, due to the weak intensity of luminescence of the CRT
and insufficiently clear focusing of its beam, completely reliable conversion
of graphs with a line thickness of less than 1.0 mm is impossible with the
PG-1 converter; therefore, the lines of the graphs have to be outlined with
India ink. This same circumstance makes it difficult to convert graphs with
an inclination of more than 80°,

The PG-2 converter does not have these deficiencies, It retains the
principle of a close connection between the position of the light spot on
the tape with the graph and the number of pulses filling the binary counter;
however, the operating principle of this device differs substantially from
the principle forming the basis of the PG-1 converter,

The PG-2 consists of three main components: an ordinate reading de-
vice, a coding device and a PL-80 puncher, The ordinate reading device, which
digitizes the angle corresponding to the ordinate of a function, consists of
two point light sources arranged in diametrically opposite directions (Figure
2). The first of these 1 is used to scan the tape with the graph. The light
spot of the second source 2 scans bar scale 4; the number of pulses at the
shaper output determines the value of the ordinate here.

The graph is pulled discretely through drum 3 perpendicularly to the
rotational axis of the heads, On a common shaft with the heads of point light
sources 1 and 2 is the disk of inductance pickup 5. The coding device, as
usual, consists of a pulse generator, control gate (switch K) and binary
counter, The tape with the graph is pulled discretely into the PG-2 by means
of a special planetary mechanism, The tape transport, scanning light heads,
the disk of the inductance pickup IP and the PL-80 puncher are driven off one
motor M, which assures the synchronous operation of all components of the
converter,
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Figure 2, Block diagram of PG-2 device.

: Key: (1) Counter (7) Register

: (2) PL-80 (8) Photomultiplier

! (3) Pulse generator (9) Graph carrier

: (4) Shaper (10) Tape transport
(5) Power supply of illuminators (11) Motor
(6) Photopickup (12) Inductance pickup

The ordinate is measured cyclically, The conversion cycle begins from
the moment a pulse is issued by the inductance pickup for resetting the coun-
{ ter, At the moment the light spot approaches the origin of coordinates, the
g inductance pickup puts out a pulse for opening the switch, and the count pul-
3 ses go to the counter, If the light spot coincides with the graph line, a
photopickup, consisting of a photomultiplier and shaper, puts out a pulse for
closing the switch. The number of pulses going through the switch corresponds
to the angle of rotation of the point light sources, i.e, the value of the
ordinate; by means of the counter this number of pulses is converted to binary
code, Once the scanning head is clear of the carrier, the information col-
lected in the counter is dccumented by means of PL-80, which ends the cycle
of reading one point of a graph,

3 During the punching, the tape with the graph moves a preset step, The
reading of subsequent points proceeds analogously, Six nonintersecting lines
can be read in the converter, The maximum tape width is 230 mm, minimum 35
mm, Tape length varies from 1 to 20 m, The maximum value of a recorded
ordinate should not exceed 200 nm, The line thickness of the tape-recorded
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curves is at least 0.3 mm, and the maximum slope not more than 87°. The back-
ground of the information carrier in the reading field should be kept clean,
preferably white in color and transparent for motion picture tapes, The graph
reading rate is 5 and 20 points/sec. The values of the issued ordinates are
arbitrarily positive, reckoned from an inmplicit zero reference line, The
discreteness step of an issued ordinate corresponds to the scale value. Sys~
tematic conversion error, reiuced to the maximum ordinate, does not exceed

scale value. The quantization step on the axis of abscissas is set as equal
to1l, 2, 5 and 10 mm,

The PG-2 is characterized by simplicity of operation and comparatively
small size with rather high accuracy. An advantage of the PG-2 instrument
which distinguishes it from other such devices is the presence of a light spot
of great brightness, which increases the resolution of the instrument and makes
it possible to read oscillograms and diagrams without preliminarily outlining

them with India ink, as well as to tune them out from grids marked on the
tapes of flow meters,
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SIMPLE MULTICHANNEL GRAPH READER

Metody i Ustroystva Preobrazovaniya V. A, L'vov
Graficheskoy Informatsii (Methods
and Devices for the Conversion of
Graphic Data), 1968, pages 1390-132

Av the present time a multitude of models of devices intended for read-
ing the ordinates of recorded graphs have been developed [1, 3, 4].

Let us describe a simple reader which is a further development of a
system based on facsimile transmitter FTA-P [2].

Beam scanning in the FTA-P is effected by means of an oscillating mir-
ror which is put into oscillatory motion by a cam, while the latter is put
into motion by a motor with a constant velocity up to 250 rpm., A light beam
of the optical system is focused in the plane of the graph to bt: read, and
mirror deflection takes place in such a way rhat the beam moves linearly over
the graph with time, The beam reflected from the paper strikes a photomulti-
plier; if the beam intersects a line of the graph, a pulse appears at the
photomultiplier output, Given uniform motion of the beam, the moment a pulse
appears relative to the moment scanning begins is proportional to the value
of the graph ordinate,

Let us consider the curve-~reading process. Suppose that a graph has
four curves, 1In setting one moment for the start of reading ("0") for all
four curves (Figure 1,a) incomplete utilization of the maximum capacity of
counters is possible since the size of each curves amounts to less than one-
fourth the maximum possible value. Therefore, the accuracy of representing
curve ordinates in digital form is reduced. The initial reading level must
be established separately for each curve (Figure 1,b). Thic is accomplished
by plotting on the graph a supplementary zero reference line parallel to the
axis of abscissas (in the device here described both variants for designation
of the reading start are envisaged). Plotting the reference lines presents
no difficulties, With a common reference line, intersecting curves can hz
read; in this case separation of the curves takes place in an electronic com-
puter according to a special curve-recognition program,

Figure 2 presents a block diagram of the reader. Block 5 at the be-
ginning of the forward stroke issues an instruction to block 4 ‘to start opera-
tions, On the arrival of pulses from the output of block 3 at the input of
block 4 pulses form at the moments of line intersection on the graph, the
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length of which is proportional to the magnitude of the ordinates of the curves
being read, By means of these pulses block 2 is actuated and pulse trains

are generated in which the number of pulses is proportional to the magnitude

of the ordinate. 1In each train the pulses are counted up by one of four flip-

flop binary-decimal counters (blocks 9-12). Ordinate code is fed sequentially

through block 13 to block 14 and recorded on perforated tape.

Ve
<
—

a

Figure 1, Graphs of curves:
a) with common base line; b) with separate base lines

The ordinate coding scale is determined by the pulse repetition rate
from block 2. Block 1 makes it possible to vary the pulse repetition rate
so as to obtain the necessary value of ordinate quantization level for every
specific case of curves being read. This value must be selected on the fol-

lowing basis: the counter must not overflow if the maximum value of the or-
dinate is read.

1 4 b '_4__£__}—'
b 6§ i O
L
A= e
2

! J
Figure 2. Block diagram of device:

9

1) selection of scale; 2) count-pulse generator;

3) photomultiplier; 4) shaper;

5) beam scanning block; 6) selection of reading regime;
7) scanning counter; 8) pulse distributor;

9)-12) counters 1l-4; 13) output control;

14) perforator,

By means of the above-described device the ordinates of four curves,

the first two or any one curve can be read simultaneously,
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The device uses the binary-decimal coding system, Every ordinate is
coded in two decimal digits, which corresponds at most to 99 curve quantiza-
tior: levels. The ocrdinate value takes up two rows on the perforated tape;
four ordinate values are enterzd per computer storage cell. The set of graph-
movement elements, given step-by-step transport, is 0.25, 0.5, 1 and 2 mm,

Graph line thickness and color depend on photomultiplier quality, Com-
pletely reliable reading is obtained with line thickness not less than 0,3 mm
and black (or red) line color. It is assumed that graphs are plotted on paper
tape without a coordinate grid., No method of reducing noise from coordinate
grid, blurs or fractures is used in the device. This simplifies the reading
system but reduces operational reliability,

The device uses semiconductor elements (except for the photomultiplier
and its power circuits),
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A GRAPH PROCESSOR BASED ON FACSIMILE APPARATUS

g Metody i Ustroystva Preobrazovaniya L. N, Bureyev and
i Graficheskoy Informatsii (Methods S. T. Parsadanyan
: and Devices for the Conversion of
Graphic Data), 1968, pages 133-134

Due to the fact that there are well-developed line-scanning systems,
document-feed and optical reading assembly systems in facsimile apparatus,
the latter is widely used for processing graphic data of any kind. Compara-
tively simple logical units are required in the FA-aided processing of re-

, corder graphs and tapes. Let us consider some of the distinctive features
F of a simple reader based on the facsimile apparatus,

The scheme uses for the most part standard logical semiconductor cells
(flip-flops, coincidence cascades, pulse mixers, one-shot multivibrators,
scaling decades) and is powered by FA rectifiers,

Minimum signal clippin