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PREFACE

This thesis is the presentation of the results of an
extensive literature search in the area of robust estimation
techniques. Presently there is no formal text available
on the maricet that gives more than an introductory look
at robust estimation techniques. Most cf the theory
developed over this area has been presented only in
statistical journals and technical reports. It was the
intent of this thesis to present in a concise manner a
survey of several orf the most current and useful techniques.

Robust estimators were chosen which were theoretically
and computationally tractable so that they could be easily
understood by a practicing aralyst or scientist. Section III
contains a descriptive ana.ysis of the chosen estimators
and is followed by an extensive analysis of their performance
using Monte Carlo techniques in Section IV.

The method of presentation assumes a basic understanding
of the principles of probability and statistics. All material
is presented as simply and concisely as possible. It was
intended that the estirmators chosen for study would be
ones whose overall performance was good and which lent

themsclves toward application fairly easily.
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ABSTRACT

Several robust estimators were considered for analysis

P it 2k I A

and explanation. Monte Carlo techniques were used to
investigate the efficiency of these robust estimators relative
to the best estimator for the distribution under consider- 3
ation. Sample sizes of 12 and 24 wer=s drawn 4200 times
from five symmetric probability distributions. The results

showed that over a class of distributions the robust est-

2.

imators provided a higher guaranteed efficiency than the

S

best estimator for any particular distribution in the family.
Some interesting results are apparent from an analysis of
the graphs in Appendix C indicating some upper bounds

on the size of the Monte Carlo sample when conducting

this type of a study.
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I. BACKGROUND

Throughout many areas of scientific investigation there
has been established a storehousec of information and
techniques as a result of previous research and experiment-
ation. This previous research and experimentation coupled
with an ability which exists in many disciplines to isolate
a situation for the purpose of observation has been an
invaluable aid to the experimenter when testing a hypothesis.
During this century all areas of science have turned at one
time or another to mathematical statistics as an aid to
scientific investigation. In the last quarter century extensive
empirical investigation has given way almost completely
to statistical inference and statistical testing of hypothesis.
Some disciplines benefit more than others by this technique.
Consider a continuum with the exact physical sciences
positioned at the far left extreme and the inexact social
sciences positioned at the right extreme. As you progress
from left to right one notices a marked decrease in the
degree of confidence that can be placed upon statistical
estimates. The physicist and chemist at the far left side
of the continuum have an abundance of empirically supportable

evidence with which to base assumptions concerning the
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T

distributior: of the population from which they are sainpling.
This empirical support decreases rapidly as you move from :

left to right along this continuum.

T Y AT ST T

AN

Located at a point somewhere right of center on the

continuum is a relatively new discipline, Systems Analysis,

Stbien:d Gttt d il

of which the author of this paper is a student. The basic

o adistag

tools of Systems Analysis are mathematics and mathematical 3

statistics along with many of the techniques of Operations

Research. A concise definitive explanation of Systems Analysis

RO

does not appear to be available and maybe not even possible.

In a vague sense Systems Analysis attempts to combine
pieces of information, which can be disjoint and totally

unrelated, about a large or small system, and to draw

S Cpatimabial S ad s’ ot

T T XY TR

1 inferences for basing conclusions so that a decision may be

made or a course of action plotted.

ok it ok

Measures of central tendency e.g., mean, mode, median,
are usually important statistics in all areas of investigation. 3
Estimates of these measures are usually made based on the

assumptions concerning the distribution of the sampled

popuiation. For the reasons stated earlier the sciences

 dacad 2o kb
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close to the left of the continuum have relatively littie

L hrvnid el

trouble in determining the form of the underlying distribution

of a sample. Now consider the plight of the Systems
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Analyst outlined in the following hypothetical situation.

A Department of Defense analyst is asked to estimate
the total number of nuclear submarines and/or conventional
subn.arines required to effectively defend the coastal
United States from attack. Whether a point estimate or an
saterval estimate is required is immaterial since the same
difficulties will exist in either case. There might be a
large number of individuai estimates which could be comb-
ined to determine the overall estimate. For example an
estimate of the average speed of conventional and nuclear
submarines would probably be required. It would be
necessary to determine the amount of ocean area that these
submarines could cover per unit of time. The natural
tendency would be to take some random observations of the
cruising speed of both types and then to compute the
arithmetic mean. This statistic is known to be reliable
when the sample is drawn from a normally distributed
population. But what if this assumption was not justified.
The resultant error in most cases would be small but could
be catastrophically large in certain cases. Lot as suppose
the error was small. Consider now, however, a possible

one thousand plus individual estimates that might be used

A
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. in determination of the optimal force size. How much ;

confidence could you have in this estimate with the possibility

. p
of a small error compounded one thousand times present?
3

Ll Sl

In problems of this type assumptions about population
distributions are cifficult to make because of 2 usually

small number of observations but even more so as a

Sadudintiinid

Rl S Lt

result of the uniqueness of each problem.

With this background in mind this thesis will examine

T ST TAT A

some of the recent innovations in statistical estimation

theory. An attempt will be made wherever possible to
present the statistics considered in a manner which lends
itself toward application of these statistics as opposed to

a purely theoretical approach that may be of interest only

to the theoretical statistician. 3
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: II. INTRODUCTION
E
Possibly the most important problem of statistical inference

is the estimation of parameters (such as population mean,
variance, etc.) from the corresponding statistics (i.e. sample
mean, variance, etc.). The theory of estimation originated
with problems where almost all of the statistical variability is
due to measurement errors. This situation should be clearly

distinguished from the opposite case where the data shows a

A B bbbl

large internal variability. It is interesting to note that Gauss

introduced the normal distribution to provide an assymptotic
distribution for the sample mean. That is the statistic
existed before the theory for the normal distribution v-as

developed. Throughout the years the use of the arithmetic

mean has become almost sacred even though it could have
easily been designed in some other form, for example omitt-

ing the three largest observations. This dogmatic use of the

sample mean caused experimenters to be ignorant of the

high sensitivity to dcviations from normality of some of

these standard procedures. In the late 1940's distribution
free procedurcs brought relief to some of thesc estimation
difficultiecs. More sigrificant advance. in this area were

made throughout the 1%60's. It was rccognized that one
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never really has a very accurate knowledge of the true
underlying distribution and that the performance of some of
the classical estimates is very unstable under small changes .
in the underlying distribution.

This paper will be confined to a study of estimation of

location parameters. Throughout this paper the location
parameter will denote the center of symmetry of a symmetric
distribution on the real line. When the densit-y function of

a distribution is well specified there are usually several

methods available to obtain large sample estimators of the

3 location parameter. For example if {f (the density function)

oian bt

is Uniform the the midrange is an efficiant estimator of

Bl T I

| A (the location parameter) or if f is Double Exponential

(Laplace) then the median is an asymptotically efficient

fakr it A e iy

estimator of A . This study will primarily be concerned

with estimates of location parameters when the exact form

il L

of the underlying distribution is not known.

Lathiin

el A, bt AL S L LA bk oS Rl Ll L I s il L

Statistical methods which are relatively insensitive to
assumptions about their underlying distributions have been
termed robust methods (Ref 3:169). This term has been

extended to include estimators which have been specifically

ki L0

deocigned for estimation when the form of the underlying

distribution is not known but some character of the family
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of which the underlying distribution is a member is known.
For example we may know that the density function is sym-

metric. These are called robust estimators. The main

idea is that these estimators have been specifically designed
for this purpose and we are not merely investigating the

statistical robustness of an existing estimator for a known

distribution. This study has been limited to estimators of

location parameters and does not consider investigation of
the estimation of scale parameters. Huber (Ref 8:93) dis-

cusses at some length the unsatisfactory aspects of attempt-

ing to estimate a scale parameter. He summarizes the rea-

sons why this author and most statisticians have avoided this

area.

"The theory of estimating a scale parameter is less
satisfactory than that of estimating a location param-
eter. Perhaps the main source of irouble is that
there is no natural ''canonical" parameter to be est-
imated. In the case of the location parameter, it was
convienent to restrict attention to symmetric distribu-
tions; then there is a natural location parameter,
samely the location of the center of symmetry, and
we could seperate difficulties by optimizing the est-
imator for symmetric distributions (where we know
what we are estimating) and then investigate the
propertics of this optimal estimator for non standard
conditions, e.g., for nonsymmetric distributions.

In the case of the scale parameter, we meet, typically,
highly symmectrical distribuiions, and the above device
to ensure unicity of the parameter to be estimated fails.
Moreover it becomes questionable, whether one should
minimize bias or variance of the estimator.

So we shall just go ahcad and shall construct estima-

tors that are invariant under s- ‘2 transformations and

7
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3 that estimate their own asymptotic values as
) accurately as possible. Of course one has to ]

check afterward in a few typical cases what these i

« estimators really do estimate". 3

3 Specifically this thesis has two purposes.

1. To pro;ride a survey of the current techniques involved
in robust estimation of a location paramecter of a
symmetric probability distribution.

2. To explore, using Monte Carlo techniques, the performance ;

of some selected robust estimators of a location parameter.
The purpose of this investigation will be to ascertain

what benefit, if any, can be achieved through the use

of robust estimators making no assumptions about the
specific form of the underlying probability distribution,

as opposed to employing known estimators for a

T

predetermined probability distribution.

To achieve these objectives an extensive literature search

and study was made of the available literature. The results

(ot

3 are presented in this thesis. The bibliography contains

e e d T Y T e LY e Wi # #0000 L2,

a listing of those sources found to contain much of the

1
H

E applicable information on robust estimation which were used

ha i

directly in the formulation of this paper. Appendix A
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is a supplemental bibliography which contains a listing
of those sources which were either applicable to robust
estimation techniques and were not available, which apply
only to statistical robustness in general, or were sources

of a gencral nature which were useful in the formulation

of this paper.
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III, TYPES OF ROBUST ESTIMATORS

The purpose of this section is to present in a summarized

Sy e e

: form several robust estimators which have been developed
for the purpose of estimating the center of symmetry of

an unspecified distribution. The estimators considered

T T T
g Db Uik o te 8RO p il By g

A

will be of two basic types. Orne type has the characteristic

2 that the functional form of the estimator does not depend on

3 the sample while the other type has the actual functional form

of the estimator determined by the information contained

in the sample.
3 Pioneer efforts in robust estimation were mainly
concerned with departures from the assumptions of normality.

By appealing to the central limit theorem many distributions

j
]
|

3 can be considered to be approximately normal. However it

is easily demonstrated that even a slight departure from

L 1

the assumption of normality can often cause the sample

mean to behave badly as an estimator of the location

onand MLttt fu e A B At s i ke B 1S L

parameter. Early studies were devoted prirnarily to

estimation methods where the underlying distribution was the

H
:
i
3
4

standard normal but was contaminated in some manner by a

distribution, usually normal, with a larger amount of dispersion.

i
H
ES
3
2
4
<
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More recent inquiries consider situations involving more
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varied sets of distributions. In most cases only symmetric

. unimodal distributions are considered. Tukey (Ref 13:30)

emphasizes this restriction when he considers the treatment

T

of 'spotty data'.

> Do

El
i
'}‘
4
.‘:
3
<}
k]
E
'%
i
H
3
3
E
£
3
:
3
k]
H

"Accordingly it will be for us to begin with long
tailed distributions which offer the minimum of
doubt as to what should be taken as the true
value., If we stick to symmetric distributions
we can avoid all difficulties of this sort......
No other point on a symmetrical distribution 3
has a particular claim to be considered the :
true value. Thus we will do well by restrict- :
ing ourselves to symmetric distributions'. E

ik 03 R LA A

ALOF B v LU T N A DR R

T

T

This quote is presented here because throughout all the

4

v

more recent papers dealing with robust estimation the
res.riction of a symmetrical distribution appears to have
been strictly adhered to and the Tukey (Ref 13:1) paper
given as the reference source. This quote will also
provide some justification for the structure of the Monte
Carlo analysis presented in the next section of this thesis.
The first robust estimators considered here will be

3 " of the type where the specific form of the estimator dces

not depend on the information contained in the sample.
The functional form of these estimators will be struct-

ured as order statistics.

11
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This type of estimator was analyzed rather extensively by
Croe and Siddiqui. A class, F, of distributions are
considered which are normal, cauchy, parabolic, triangular,
and rectangular. The resuits presented claim that
asymptotic efficiencies of at least .82 relative to the best
estimator for a single distribution are achieved by the best

trimmed mean or linearly weighted mean (Ref 3:353).

Estimators Which are Special Symmetrical Linear Combinations

i Lt uran 08 RS YR LY

of Order Statistics

Two estimators of this type wil. be considered here.
The winsorized mean and the trimmed mean. These
estimators have bcen present for many years but were used
very sparingly. The theoretical basis for winsorized and
trimmed means is the technique called rejection of outliers.
The trimming removes equal numbers of the highest and
lowest observations and then proceeds with the remainder
as if it were a complete sample. If the samples do come
from a normal distribution there will be some loss in
efficiency and there will be an increase in efficiency when
the samples are from a distribution with long tails.

L —~4
Let XI = Xz“ ¢ .. fxn be the order statistics

resulling from random sampling of F( X-= ,\ ) € G

12
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and subsequent ordering. G consists of distributions which
are symmetric about the median /\ and such that A is
the unique mode. The amount of trimming or winsorizing

p is determined here such that

p :1/2 - l‘/n (3-1)

where I°” is a non-negative integer less than n/ 2

Winsorized Mean: (Ref 13:1).

W(P) = n" [(r+1)(xr+1"x ) (3-2)

*x]

l-r*

and if ns= 2 V"'1
\Nn( 1/(2 n)) = Xv+1

(3-3)

where r‘(n‘1)/2

13
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. Trimmed Means (Ref 13:1).

e 2k e ada o

: h-r
z ) Th(p) =(n- 2 '")-12 xi (3-4)
i=r+1

ALy e LA SA L

In/a normal sample winsorized means are more stable

\
than trimmed means. The possible loss in efficiency

through the use of these estimators is far overshadowed by

the large possible gain when the assu*nption of normality

: is violated. Many papers published in the area of robust

estimation have dealt with linear combinations of order

IR,

3 ctatistics (Ref 1, 3,4,5) and in many cases much of the

analysis centered around winsorized and trimmed means.

L0103 ol SE R B SEE L B St B3 dneond wifed i Sl BN €4,

For an in depth discussion of this area see the paper by

Gastwirth and Rubin {(Ref 5). Gastwirth and Rubin demon-

ueat Lo

3 strate that within a large class of estimators there is a 3

i unique maximum efficient linear estimator. The difficulty

3 of determining a maximum efficiency linear estimator for

specific families of densities is emphasized and the paper
is restricted to searching for maximum efficient estimators
in smaller classes of linear estimators such as the trimmed

means and lincar combinations of a few sample percentiles.
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Estimaiors Which are not Strictly Functions of Order
Statistics

This section will develop the estimators in the same
manner as the previous section. While many of these
estimalors, which make up the greater part of this study,
do utilize order statistics they are not considered strictly
functions of order statistics as were the estimators in
the previous section. These estimators were chosen
from the many which exist today for several reasons.
First of all they have been shown in some previous studies
to possess a high relative efficiency over fairly broad
classes of distributions. Secondly they are, in most cases,
theoretically simple to comprehend and computationally

tractable to apply.

Hodges -Lehmann Estimator (Ref 6).

This estimator was one of the earlier attempts at tue
development of a robust estimator and.from most results
in the literature appears to be c-e of the best estimators.
Results obtained by Bickel (Ref 1) indicate that, in terms
of robustness, the Hodges-Lehmann estimate 1s superior
to the trimmed and winsorized means. It is simple in
form and computationally easy to handle. Hodges (Ref 6)

defined this estimator of the location parameter in terms
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of rank test statistics such as the Wilcoxan or Normal
scores statistic.
Let x'l‘ X2\ ----- aXn be a random sample from

an unknown symmetric probability distribution. Then

HL| X, xz...,xn]-.- MED{Z(J_;ﬁ -5
=)

'1) 31\ 2;. ....N

This estimator is formed by taking the median of the
mean of all of the (5) pairs in the sampie. In the
Hodges-Lehmann paper (Ref 6) it is shown that the estimates
are symmetric with respect to the parameter being estim-
ated and thus to be unbiased if the underlying distribution
of the observations on which the estimate is based is
symmetric. The form of the estimator makes it the only
practically tractable estimator derived from the ranks
test. When the sample gets very large, however, the number
of steps involved becomes prohibitive. An alternate form
of this estimator which uses ordered samples and is n.uch

quicker to compute for large samples has shown to be

good in certain situations
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. Let x/‘ x? ABERR x n be an ordered random

sample.

ST
.

TR N

ARt

HL2| Xp Xonn X "‘MED[ Xi+ >2<n+1°i ](3_6,

kot bk Sl el St N

1= =04
: 2

N fddan s ot

Huber's Estiinator (Ref 8;.

FWARTE

Huber deals with the asymptotic theory.of estimating
a location parameter. The emphasis in this paper was
placed on treating contaminated normal distributions. 3

There seems to be some discussion over just how well 3

3 this cstimator actually performs. It is presented here

in summary form mainly because Huber does attempt to

design a robust estimator of the scale parameter.
Basically Huber considers the method of least squares

where the idea is to minimize the expression

Zi(xw)g

PR VU TR X AT PO T L RTRICE T G RPLE CUR P PLATR TOITER N FICIETY)

it Nesadis,

(3-7)

T YTRENLYY [
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: y where x’} ’ X2\ S ,Xn is a random sample and
' = Xi (3-8)
s § Zi Yn

~~
2

Huber's approach was to search for 2 § such that

’ § =§n(X1aX2.an}

minimizes

E
b
E
>
3
e
3
Z

(3-9) :
ZP(X; -¢) (3-10)

1= Kk

s pit)= § G
kil-bE 4=k

€
=
[}
-
[+
\v\\
=t
N
PPV RTTIVAT)

k was here relatec to the contamination proportion.
Huber showed that taking k=2. will do well for
any contamination proportion less than twenty percent.

Huber obtained robust estimators T and S for both

£ the location and scale parameters as the solutions of the

following simultanecous equations.
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n'1Z UB( K, ZEJS:_T) = E’l Uz(k, X) (3-13)

where 3
, \

X Xl <k

Wik, X) =3 G149
K sgn X IX| =k

and

2 1 “

—_— 2 _L (3-15)
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Solutions to these equations for T and S along with
an iterative computatioral procedure can be found in
Leone (Ref 10). Leone performed a Monte Carlo study ,
using contaminated normal distributions drawing a sample
of size 20, The sample was drawn 500 times. The
results indicate that the variance of the estimators
increased with an increase in the scale parameter of the

contaminating distribution but are less sensitive to a change

in the location parameter.

The remaining estimators to be considered in this section
are the type whose functional form is determined by the
information contained in the sample. Takeuchi (Ref{ 12:292)

called this type quasilinear estimators.

Quasilinear Estimators

The estimators of this type considered here will normally
use some known statistic for information with which to
base a choice between several competing functional forms
available. The various functional forms used in the following
estimators were chosen on the basis of some very weak
assumptions about the general form that the underlying

distribution might possess. Thus it should be clear that

20
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these choices are merely examples and the intent of the
analysis here is to emphasize the great flexability available
in choosing these competing functional forms, making these
very pcwerful estimators.
Keeping the notation consistent with that used previously
G wi:l denote a family of distributions which are
symmetric anout the median A and such that l
is the unique mode.

Switzer's Estimator (Ref 11),

The method employed here is to choose from a set of
competing estimators that estimator which has the minimum
standard error for the sample being considered. The forms
of the competing estimators are predetermined but which cne
is chosen is determined by the information contained in the
sample. In formulating this estimator Switzer outlines two
fairly loose restrictions on the sct of competing estimators
from which to choose:

1. that the competing estimators be such that their
standard errors can also be estimated without making
use of the unknown shape of the underlying distributior
and,

2. that the collection shculd contain only estimators

whose cfficiency relative to onc another ranges from
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very small to very large numbers as the distributions

range over a set of reasonable possibilities.
Estimators are chosen in the manner described for each
available sample of equal size and a sequence of estimates
of the location parameter is obtained. Switzer chose to
limit the number of competing estimators to three. This
paper’s author will continue this convention throughout this
thesis. However it is apparent that this principle could be
extended to include a larger number of competing estimators
and is so suggested by Switzer at the close of his paper.

Let §| |:1 \ 2 . 3 be three sequences of competing

estimates obtained from three selected estimators which
are defined for every sample size ‘\l and let S' i=1,
2 , 3 be non-parametric estimates of the standard errors.

Then the recommended estimator is:

3
SW =Zzi§i
=1

(3-16)
(

1 it min[S.5.53]= S,

N
]
AN

O otherwise

\
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. It is assumed here that VN (§| - /\ ) has a
limiting normal distribution with () mean for ]:’]2 3
2 D |

and that the standard error estimates were chosen so that

N-Slz consistently estimates Oﬁf) for each | ,

and f belonging to a large class G . lff(f) is

[hies

the most efficient of the three competitors for a given f :
thenVN (SW -A ] has the same limiting distribution
asm(é‘(ﬂ_k} for all f € G

Switzer outlines two general procedures for obtaining

] non parametric estimutes of the standard errors of the

ol habiiad £ 5 v

LLatdy

competing estimators. Only one procedure will be presented

here. It is a two step procedure.

PRI TSI TR

Step 1. Assume the sample can be divided into K

blocks of equal size N = N/K

Step 2. Compute §' based on samples of size N,

gik k=1\21n K i=]«.2,3

e 250k

PRI SN P

(3-17)

=y
"
M=
I
A
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and

K 2
5;-; :Z(fik_ gl) KlK-1 (3-18)
1

Specifically, Switzer chose for study an N (sample size)
which was divisible by six and computed the three mid

ranges.

3 =[X(3]+ X(z./)]/z e

(3-20)

fzk = [X(2)+ X(S)]/z

(3-21)

& =[x 4]

k=1\2\\ K

24
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The results of the Monte Carlo analysis performed by
Switzer using his estimator as previously outlined showed
that the SW estimator performed very well when the sample
was drawn from short, long, and normal tailed distributions
with samp.les of size 30, 60, and 120. In each case the
SW estimator was not quite as good as the best estimator
(sample mean, median, mid range, etc.) for that particular
shape. It was showr however, to always have less variance
than the other estimators considered for that shape.

Hogg's Estimator (Ref 7).

This estimator is very interesting because of the large
amount of possibilities it presents and very appealing because
of its extreme simplicity. Hogg uses the kurtosis of the
sample to determine which form the estimator shou'd take.
Kurtosis here being defined as the fourth central moment

divided by the square of the variance. The sample kurtosis

n

K = 21: X~ X (3-22)
ns _

where I is the sample size and X is the sample

mean, converges in probability to the kurtosis of the

underlying distribution of the sample. Hogg subsequently
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structured his estimator in the following manner.

—C
X k=<2.
HG= X 2=k=4, (3-23)
Xl,‘4 4<k=525
M 55<k

.

x is the mean of the n/4 smallest and n/4
1“ largest items of the sample.

Xy is the mean of the remaining interior sample items.
x is the sample mean.

M is the sample median.

The many possibilities of this estimator should now be
apparent to the reader for there is really no restriction
on the possible ranges of k or the choice of forms for
the estimator. Based solely on the kurtosis of the sample

this estimator might prove useful indeed if its corresponding

26

i kda s




©mmmamer G YTTLL W v T T I R RO YO ORI TR LS S YL AT T AT, TR N

GSA/MAWR/72-3

results were fruitful. Hogg performed a Monte Carlo
analysis in which the performance of his estimator was
compared mainly with the performance of the Hodges-
Lehmann estimator. The analysis was performed over a
class of d;stributions ranging from Rectangular to Cauchy.
Hogg's estimator performed better overall than the Hodges-
Lehmann estimator which also performed very well.

It is possible to generalize Hogg's estimator in such a
manner that the estimator is a linear combination of the
sample items with weights which are continuous functions
of the sample items. The procedure is summarized below.
See Hogg (Ref 7:1184) for a more complete discussion.

I X1 ) X2. EER Xn are sample values then

n
HG2 :ZW - X. (3-24)
! |
=1

where

Wi = /[/Zﬂ: ‘I/Vi (3-25.)
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. and

LD LTS

2
r
: Vi =max[1+(,03“k-3ﬂxi "M) y 0.01 G20 |
. s
i The author notes that if k’3 , this statistic places :

less weight on the extreme observations and with k< 3

it assigns more weight to the extreme observations.
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L
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3 - I1IV. MONTE CARLO ANALYSIS

This investigation was conducted to explore the perfirmance
3 of three of the estimators discussed in the previous section.

The three chosen were the Hodges-Lcehmann estimator, the

Al fn b sk ik

3 Switzer estimator, and Hogg's estimator. There were two

reasons for selecting these three estimators from the many

ZA3 o n e 0 b pl

TP

which can be found in the available literature. First of

"

all the Hodges-Lehmann estimator and Hogg's estimator

Ll AR

had demonstrated a high degree of efficiency in estimating
3 location parameters in much of the analysis found in the

literature. The Switzer estimator is very new and could

AN AT

3 be found in only one article (Ref 11). The Switzer estimator

does however demonstrate a new and interesting technique

Sig

for exploration. Thus in an attempt to test the performance

2wing

of the Switzer estimator it was necessary to select what are ;
3 generally considered the best available robust estimators

as competitors. The second reason was that these

I

estimators had not previously been compared against one

another for these sample sizes and probability distributions

VPR TPV PR N I LIC PR LY

and also that these, as with all the estimators considered

s und by
N
. u

in the previous section, were computationally and theoretically

manageable.
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. The analysis was basically a computer exercise and all

s ddiad

computations were performed on the Control Data Corpora.ion

3 6600 Computer System. Five basic probability distributions
were selected which were symmetric and unimodal.
3 Utilizing Monte Carlo techniques, random samples of

sze 12 and 24 were drawn from these five distributions.

(a0 e b e L, bl L8R AR I 2

At the outset of the analysis several larger sample sizes

were drawn but the additional gain in information did not

Gushaad i LT

Loy

prove to be worth the extra cost in computer time so these

larger sample sizes were eliminated. Using the random

oo o el N L % S s

samples drawn, estimates of the location parameter were

e cadin el

computed using the robust estimators and also using the

TS

: known statistics which are the 'best" estimators for each
of the distributions considered. The final step was to
compute the variance from the true value of the location
parameter for each of the estimates. The computer

program listing of the program designed to accomplish this

procedure can be found in Appendix B.

Probability Distributions Used

Samples of size 12 and 24 were drawn from each of five
probability distributions. As stated earlier each was a

symimetric distribution. The specific distributions were

30
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selected because of their similarity in the sense that they

could easily be mistaken for one another when a decision

maker had to base a decision on a small sample. It is

also possible for these distributions to occur in combination

with one another thus causing further confusion.

Rectangular.

F{x] =1

Triangular.

O=x=1 (4-1)

FT[X]‘[Q/{a'rb]a]{a'rx} _-a=x=Q “7

2 Phaenidp, 0%

Drawings were made from this distribution with three

diffecrent parameters.

1 =X=
F=X=<
-\J-

31
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Normal.

F[x)= ch exD[ L=

Contaminated Normal.

10% Contamination

20% Contamination

F[X]=

Double Exponential.

F[x]= 1/2 exp IX

32
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Estimators Considered

The three robust estimators analyzed were used in the
forms stated earlier in this tex:, i.e., equations 3-5, 3-16,
and 3-23. Three popular statistics were also computed,
the sampie mean, the sample median, and the mid range.

The form of these statistics should be familiar to anyone

with an interest in statistics.

Computations

The variance of each estimator with respect te the true
value of the location parameter was computed using the
mean square error.

Each sample size was drawn 4200

times.

(4-8)

The computer program was designed to compute the mean
square errc. every 350 repetitions and provide these values
as outputs. Appendix C contains graphs of some selected
resultc obtained for some of the estimators from ecach
distribution considex=zd.

The majority of the graphs were

omitted from this thesis to keep the size manageable

33

AT

I A TIA A R i)

RPPROLCA 2Tea

o sl EAKRAAKSAS

gt dnle

]
3
3
i
i
:
3
b
H




GSA/MAg/72-2

ARG Ll il

. and it was the opinion of this author that they would not

Eal i

provide any meaningful information. ;

TR
Y

Relative efficiencies were also computed and the results
are expressed in per-centage form and presented in
Appendix D. Relative efficiency is defined here to be
3 the ratio of the variance of the best estimator for the
distribution considered to the estimator whose efficiency 3

is under consideration.
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) V. CONCLUSIONS 3

Since this thesis was intended mainly to provide a

survey of existing robust estimation techniques the content

AMad Jod

is not easily extrapolated to many significant conclusions.
Several interesting observations however, were made in
the course of this study which are worthy of note.

First of all the technique of robust estimation as it
has been presented here is not over 10 years old. The

scarcity of practical estimation techniques and an absence

of a theoretical foundation for this discipline emphasizes
its newness. The fact that investigation in this broad
: . and interesting area of statistics has h rdly scratched
A the surface is a conclusion worthy of mention. There j
appears to be approximately ten theoretical statisticians

who are doing the majority of the research in this area.

$RETT

Their names can be found in the bibliographies at the end ]

of this thesis. The amount of duplicated effort evident

e

in the literature is testimony to the infancy of this
3 discipline.

Sevcral interesting conclusions can be made based on
the results of the Monte Carlo analysis summarized in

Tables ] thru VI in Appendix D. As stated carlier these
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estimators were designed to estimate the location parameter
of a symmetric distribution. The relative efficiencies
presented in Appendix D denote the performance of each
estimator relative to the 'best" estimator for that distribution.
Cbviously if the exact form of the underlying distribution

was known the ''best! estimator could casily be selected.
Suppose however, that a sample cf size 12 was drawn

from either a Normal, Contaminated Normal, or Double
Exponential distribution, with equal probability. Tables

I and V show that if the Sample Mean were selected to
estimate the location parameter the highest efficiency that
could be achieved would be 100% and the lowest efficiency
would be 72.7%. If however, the Hodges-Lehmann est-

imator was chosen the highest efficiency would be 100%

(efficiencies in the Tables greater than 100% are taken here

as 100%) and the lowest 92.1%. If Hogg's estimator were

chosen the high would have been 98.5% and the low 78%.
Now consider all five distributions from Tables I thru VI.

Suppose the Mid Range was selected as the estimator of

the location paramecter. Then the efficiency would range

from 100% to 6.2%. Once again if the Hodges-Lehmann

estimator was chosew the efficiency would range from

100% to 32.5%. The Hodges-Lechmann estimator is truly
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superior to the Mid Range when the efficiencies are comp-
3 ared for each distribution. The data presented in Appendix

D shows that for the estimators and distributions considered

PSRl

the robust estimators are superior.
Several minor conclusions are worthy of mention here. ; ;
First of all a comparison of the efficiencies for sample
sizes 12 and 24 show that as the sample size gets larger
the ""best'" estimator gets better and the efficiency of the

robust estimator decreases. This is to be expected how-

ever, since the robust estimators were designed and have
value only for small sample sizes. Another conclusion
of some import is that varying the scale parameter of the
underlying disiribution has no effect on estimation of the

location parameter. This is evident from Tables I, 1I,

111, and 1IV.

KRR R RS

The final conclusion has more application in the area
of Monte Carlo techniques than robust estimation techniques.
During the course of this investigation there was some

question as to the number of times each sample should

be drawn. The low figure was approximately 500 drawings :
and the high figure 5000. The graphs presented in Appendix
C show that for all practical purposes 1000 repetitions

would be suificient and that any over 2000 is just not

worth the computer time.
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Areas For Further Investigation

. Initially the author of this paper felt that the Switzer

estimator would have the most efficient form. The choice
of competing forms of the estimator did not bear out this ;
] premise as was demonstrated in the analysis. If however,

a more judicious choice of competing estimators was made

¥ T T

the performance of this estimator might be significantly

enhanced. This area plus the possibility of analyzing

the performance of these robust estimators when the

restriction of a symmetric underlying distrituiion does

not apply could be extremely fruitful areas for further

study.
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nw nNn &

11
12
12
14

15

631
602
597
604
635
606
509
591
502

POOGRAM MAIN(INPUT ,CUVPUT,,PLOT)
OIMHETION X (20

NIMFNSION VI8

QIMCHSTON Z(20)

anL PLOT‘lo.?. 9‘3’

READN 659,

00 5 Ju=1,4

00 3 11=1,6

D0 1 I=3i,N

READ §21,X(I)

TEVe=0,

00 2 J=1,M

TrMP=X(JI+TENP

Y(J) =TEMP/I .
GC Y0(10,11,12,13,14415),11
M= J* 230 )
2(J1=4

PTINT 502,4,Y(J)

CALL G2A2d(Z,Y,N)

coNTINUS

CONTINUE

GNh Y0 7

oPINY 601

60 TO &

peINT ARQ2

60 YO 4

PRIMT /33

60 T0 &

PRINT 694

6C TO0 &

PTINT 635

GO0 Tn &

PRINT 696

60 17 &

coNTINIE

FORMAT (23X*HODSES LEHMAYN ESTIMATORY)
FORMNAT (28X *HIGGS TSTIYATORY)

FOOMAT (2AX*SHITZCS SSTINATOR®)
FORMATI23X*SANPLE MTANY)
FCOUAT (23X *¥SLUILE PEDITANY)

FOPMAT (28X*MID 2ANGES)

FORUAT(IY)

FOPMAT(FIL. D)

FORMAT(//7928XRaFTER #I4% REPITITICNS®*//,28XFik 1)
£ND
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18

20
50

501
$12

609
601
$00
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PRCGRAY ﬂAIN(IH’UT.OUTPUY,°UMCH)

DIMENSION RAﬂD(QS)'QOQH(QBD,COMT(ABD,

DIvENSION VQ(SU),VC(SG),VT(SD),VN(sa)

DIHENSION VE(5))

READ S00,4YG,°CT,ST10,4,N

READ 591,55

CALL RANSZT(S)

X=S

PPINY 699,%

00 &0 Jan=1,12

ORINT 601,AVG,°CT,STD,£,N

D0 18 JU=12,24,12

VR4S =0,

veiyn =9,

Vitsui=g,

VeI =0,

vHtJsJino, : :
CONTINYE

no 1 JI=1,n

00 1 1=212,24,12

¥=J1

K=g

0N 2 J=1,K

X=OLNF (Y)

RAND (I =X

CALL GAUSS(K,JT,RDPH)

CrLL PNO?S(STU,PCT,K,AVG,RC°4,C0NT,JI)
caLt YQIAﬁG(A,<,191:W,JI)
CALL ExPO(K,£x2,07)

CALL AHOBS(RAND,¥,a30930)
CELL AMNDG(CONT,K,20929)
catL AMODG(T?I&S,(,ﬁToaa)
CELL AHODN (R3Pu, &, 299uD)
CELL RHODL(TXP,¥,2EXPO)
VoK)= ((220-7~,5)542) 4y (x)
VLK) = (AZ02N**2) svC (K)
VIAK) = (ATORD**2) +¥ T (X)
VEIK) = (£2040%52) ey (x)
VE(K) = (AEX20%%2) syF (X3
CONTINUZ
10 20 K¢=12,24,12
VPIKK) =y 2(K¥) 79
VKR 2y (<) /7y
VNG =VT (K%Y 7y
VEIKK) =y iKY 7y
VELLN) =y e (K) 7N
PRINY 5324, Ky VUKD , VC (1K)

CCN iy
COonTINUE

CALL RANGET(Y)
PUNCH 531,Y
FCIVAT(S16,6)

FOIMAT(28X%vaTawsE oF ESTIMATES(VEen §
SX*REPETITIONS WITY SIMPLE SIZE=%12,17,2
f14,Q)

FCUMAT(1L,F15.3)

roax:rxzx.ur:s.9.x3)

fFLumay (F5.2,F502:?303)r50 2,13
END
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1 VT KDY , VN (KK , VE (KK)
PUNCH 531,VQ(KK),VC(<(),VT(¥K),VH(KK),VE(KK)

TRIANC48) ,EXPL4S)

CUSRT ER07) 2FTER 213,/,28
LXSHODIES LEPNANNS 2/7,23%,5F

|
. Al ALYk weadd
L a SRSV VR PTPRRPY RIS WSROI (VS T
y POV P PP SN S U SUTUE SUrvr
(ST IVE 1S IO OOV S

A La kA L a i

eyt i,

01

£ e

e .
i A0l o Xt St b i




v T
et e ———— T

PRI & AN S e = -

: GSA/MA@R/72-3

POSRAN HATHN(IMOUT, 0UTPUT,PUNCH) :
. DIMINSION XR(S53),XC(55) ,¥T(53) 4 XHI5C) 4XE(50)

3 DIYINSION SRU55),50(55),5T(53)4SH{55),SZ(53)

3 OIMENSION RANDL431,024{43) ,CONT (+3) 3 TRIAN(4LE) ,RORI (4 8)
DIHEMSION 4R(53) 345(32) 44T (53) s4N(55) 4HEL53)
DINIHSION ZXP{49),EX2ND(4L3)

DIMZNSION WHI(43) ,C220(43), TORD (48}

3 DIMENSION STLTR(8) 4 STATC(S) ,STATT(3) 4 STATH(E) ,STATE (8)
1 DIMINSIIN RR(53) 9T(53) 92T I53) 5 N(32),RT55)

¥ . COIMENSION YR(52) ,YC(53) YT L5351, YNISI} 4YEL50)

: . . READ 500,4Y6,PCT4STDyA,N

3 READ 501,S

Nom st Saadd

MATSELSS Wy

3 CALL RANSET(S)
L X=$
3 PRANT 600,X . ¢
) PRINT BGLsAVGPCTH5TO 4N
00 18 JJU=12,24,12
SE(JIJ) =D,
SN(JIJI=.
3 STtII=0.
SC(IN =d.
. SAUASIY =0,
Y{II) =3,
YCtJs) =90,
YTCIN =0, . .
YN(JSJY =D . -
YECII) =0
3 SIFNIET
X XC(JJ1=0.
XT(JJ)=D.
XNCIJY =3,
: XZ(IJ) =0
2 . HILJII =0,
) HC(IJ) =0,
4T7¢JJ) =0,
HN(JJ) =D,
F HI(3I) =0,
3 RAUIN=J, 4
E R3SLJIN =0, i
RIS =3.
QNI =de
RE(JII =D,
18 CINTINYD
00 1 JI=1,N
BD § I=12,24,12
¥:J1
K=1
D0 2 J=1,X
X=RANFLY) -
2 RAND(J) =X *
CALL GAUSS(K,JI,R03%) ;
SALL CNORY(STD,PLT )Ry aVG,RII4,CONT,,JIY ;
CALL TRIANILA;K,TRT AYLJII) i
SELL EXPONCIX,EX2,JI) .
CALL BOSERAND,X,STATR)
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20

501
509
$d2

510
600
601

D0 26 KK=12,24412

RRIKK)=RA(LKI /N

RE(KK) =C(KKY /N

RTIKK) =T(LK) /8 ’

RHIXK) =LK 74

RE(KKI =RE(LK) /7

YUKKY=YR(KX) /N

Y2(XK)=YT (KK /7Y

YI(KK)=YT(XK)/N .

YHIXK) sYNIKK) /N

YE(KKI=YZ (KXI/N

XAUKKI =XUALK)I /N

XS (KK =XZ(KK) /N

XT(KK) =XT(<K)/N

XNEKK) =XH(KK) 788

X AKK) =X (XKI /N -

HULK) =4UAKKY 7N

HS(KK) =HC (KK) /N

4T (XK)=HT(XK) /N

HANCKKS =HM(KK) /N

REIKKI =AZ (KK) /N

SE{KK) =S (LK) /N

SN{LK) =5 1(KK) 7

STIKKI=ST (LK) /N

SCUIKK) =ST(KK)I 74

SUKKI=SR(LKI/N

PRAINT 5249y YRIKKDI 3 YT (KK) , YT (XKD g YRIKK) 4 YE (KD
By JRUUKL) gHTIKL) 9 HT LK L) g HNIKK) g HE (LK)

39 YULL) 9 XS LK) 3 XT IR L) 5 XHIAKK) g X2 LX) 9 2(KLD 9 AT LKK) 9ITIKK) RN IKKD
AT XK ,SAAKK) 3STIKK) 3 STLLL) 35U {K) ST (KK)

CONTINUEZ

CaLLl 2UANSIT(Y) .

PUNCH S01,Y

FIOMAT(FL4.9)

FOQ"&T(F;:Z,:SQ 21;50 3' F5.2,13)

FORMAT 23N REPETITIONS=213,7,25X®VARIANCT ESTIMATE(MI AN SCUARE ERIN
8D FOR SAMPLEI MEDIAN®//,23%,5F 1845977, 23X*F0R HOG3S ESTIMATORY 2/,
$28X 5714,y /7923 K FIR SAVPLI MEANS//423X35F 24499/ /428X FOR NID RAN
CGE*//323X45F ik D4//723X3F0R SAIT2ERS ESTIMATOR®//428%X95F1449)

FORMLTIIX,5715.3)

FORMAT(1X,715.9)

FORAT(2K44515.,9,13)

END
SUBIOUTINT AMIDIX,K,y3)

DIXENSIIN X(&4b)

B=(X(1)+X(K)) /2.

RITURN
END

i
2
1
?

for o e

TS UMTRERELT. SE T

FNPNTREE

.

o b A

SU3VITINT SHID(AIAY K, AMTD)
OIENSION ARRAY(L3I)

N=L/2

M=(K/72) ¢+

&M= (ARIVINI +ARAY(N ) /72,
RITURN

END
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SUs0UTINE ARangs

} (XyK 4 RANGE) ’
DI4ZNSION X(48) yRANGE (48) -
KOP=K-1
00 15 1=1,NCP
IPzT+eg

09 18 y=1p,K
IFOX(I) oLEa X160 TO 19
TEYP=X(I}

X(I)=x(y)

X€J) =Tzmp i ;
RANSE(I) =x() f
RANGE (K) =X (K)

RETURN

END

UL TERIIVIG

SU3R0UTINE SHIT(X,K,SH) . .
DIMINSION A(B),E(B),C(s),X(EB) 3
L=«Ksp
S04=9,

$23=90, .

$Qc=0,

09 S0 1=%1,L

H=1I%g

#=4-5

NN=He1q °
00 56 II=M,NN

JL=1T¢4

D0 56 KK=J<,N
IF(X(II’.LE.X(KK))so 70 56

RV IIV

Seo

e () ek

s Sanidd

TINP=X(11) .
XCII)=X(K%)

X (%K) =Tgup

X1 =x¢(11) 3
M=)

MYy

MIzMe2

"J=N’2 ¢

A(I)::KZN)OX(H))IZ.

B(I)t(X(Hﬂ)¢x(ﬂﬂ))l?.

C(I):(X(ﬂJ)#X(HI))/Z.

S2A=A (1) eSIA

SQ3=8(I)+S23

592=C(I)+S2C

SQA=Sq9Aa/L

S23=823/71L

S$3C=893/L §

DINIM=Le (L-1) ;

S$32a=g, 3

SSIS=0. -

SSQC=-2 .

00 53 JJ=1,L
SSQ==(A(JJ)-SQA)"2¢(Ssc&)
SSQ3=(J(JJ)-SQ%)"E'(SSQS) . :

$523=4C(J9) -532) 0024 (5520 :

53a=8S2ar0z 40

$S23=3523/92 %0y

SS$2=5528/22 19y

lF(SS:A.LE.SS:ﬁ)GO 19 52

l‘(SSJﬂ.L?.SSGC)GD 10 54

IF(SS2h.1£.55221G0 T0 53

SR=S8%%

%0 10 535 i

SH=S2) .

%9 10 55

3W=333

CONTINYS

RETUIIN
END
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SUSROUTINE HOSG(X,3,C,K,A)
DIMENSION X(8),C(48)
X{8)=X(3)+3,

IF(X(8) «5T+4,360 TD 35
IF(X(8).LTe24250 TO 36
A=X(1)

GO TO 49
IFIX(8)eLEe5.5)G0 TO 37
A=8 .

G TO 40

aA=0.

L=K/4

M=K~ (L~2) .

DO 38 FzM,K :
=3(1)44A

D0 39 u=i,L

A=C(J) +A

Asp7(2%L)

60 T0 40

A=0,

L=K/4

M=(K74) +1

qq=gK- .

00 *. N=M,uH

Az2(N) +#A

A=A7(K/2)

CONTINUE

RETURN

END

SUARQUTINE GAUSS(K,JT,R80RM)
AIUCESION VRINLS) N
I2=J1

00 61 I=1,K

X=D.

90 63 J=1,12

X=RANF(Z2Z)+X

X=x-6.

ROOM(IN=X

RETURN

END

-

SURCQUTINTG TRIANG(A,K, TRIAN,JI)
DIHTHNSION TRIAN(4Y)

YY=J1%2

DO 7.I=1’<

X=0.

00 8 J=1,2

X=PARF (YY) +X

TRILN(II=A% (X~1,)

contTIny:s

RETURY

1 4 211] .
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. SURPOUTINE CNO2MISTD, PCTyKyAVG,RCRM¥HCONT 3JI)
. DINENSION CONT(LS) 4RORM(4S)
YyY=J1+43
D0 & L=1,K
X=RANF (YX)
IF(X.GT.PCTIGO TO S
1 ©7 IF(XJ,LELPCYIGO TO 6
b S CONT(L)=20IM (L)

2N ; GO T0 &4
' 6 CONT (L)=AVG+STD*RORN (L)
3 & CONTIMUE -
: RETURN
END

SUR2OUTINE SOPT(A,K)
DIMFHS]ION A(1)
LOGICAL SHITCH
IF(K.E0.1) RETURN
Ji=1
J2=¥-!
1 SWITCH=.FALSE.
1 00 2 J=J1,J2
: IF(A(I) LELA(J+1)) GO TO 2
T=a0J+1)
A S+ 1)=ALD) .
" At =T
Juzy
IF(SHITCHIGO TO 2
J2=y
SHITCH= . TRUE,
2 . CORTINUS
: IF (. HOT. SHITCH) RETURN
J1=MAXD(1,J3~1)
J2:MAXD (1, J4~1)
GO T0 1
END .

R e aaci i

R i

SURPORTINEG FXPONI{K,A,J1)
DIMFNSION A(48)
Y7=JI%4
D0 295 I=1,K
X=REMF(YZ)
TF(XLE4.5)1G0 YO 26
IFIX6Tae5YGO TO 27
26 ACII=2LOG(X)

£
&
.

G0 T0 28
b 27 ¥=(3.72.)=X
{ A(IY==ALDG(Y) .

¢ ) .28 CcoeNTINUES

25 CONTINUE
RETURN
END

Loy

54

¥
ARA S




GSA/MAQR/72-3

3 SuUBLoYTING ﬂNODG(A,K,QMS)
3 . DINENSTION A¢Lg) .8('.8),0(12),57(6,5),0(509)
1 INTEGER ST
: ne g I=1’( 3
: 1 B =4a¢(])
3 B CALL SORT(8,K)
1 . I1=x/72 °* E
00 2 1=31,11 E
4 C(I)=9(1)’3(K*101)
3 caLL SORTIC,K/2) . E
3 C1=C(K/4) . F
C2=C(K/441) 3
xp:o . #
12 Nl=ﬂ?=“3=ﬂ%="5=° 3
00 19 1=1,K . .
00 9 U=1,x 2
T=8(11¢3(J) : °
IF("CI)8’5,3 ‘
IF(T‘C?)?,S,B 3
H5=NGeKw g4 . ’
60 10 19
N2=N24 g
GO 10 9
NL=RG4 g
GO0 10 9
H2=n2sg
otn)=1
G0 Y0 s
Ni=Mie+y
CORTINUE
q CCeuTTHUS
M=K®* (K+1) /74
TF(N3.€0.9) GO T0 13

IF(((Nitﬂ?)oLT.H).#ND.((Nh*ﬂS)-LT.H))GO T0 36

T T RT Y GRYTS, Y

N WM rw

oo
*. -:{r Fekt ik o

T PR

] 24 IFCIRL LT o M) L AND L (NS, LT M) ) G0 T0 13

- 10 IF:lpsy :
; Ci=(x/4~10)

3 C2=C(K/4+1IP+1)

1 60 10 12

i3 1r((n1012).ns.tu«on5))co 1 24

3 14 8VS=(C1+02) %, 25

RETUPN
15 ceLt SO2T(0,N3)

IfzN-n1e-y2

C1=0t1n

€2:=D(1Ine1)

GO 10 14
is CALL SCRT(N,N3I)
3 INzM-yg -y 2
3 . IFGIn1+82) , 6T, )60 10 21 3
E IF((NION?‘N3).LT.%)GO T0 20
3 IF(I0,N2,0) Ci=0(IM)

I T O TP oy T PP TR N UL FE oLy

T

_ IFLINGKELNIY C220110+1)
3 60 70 14
g 20 c¢3=c2

60 T0 14 3
21 ce=gy ]

60 Y0 14 : ;
, END,
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i SUSRONTINE GAPHIZ,Y,N)

] DIMENSION ZU14)4Y¥(10)

3 CALL SCAL&(Z’BI 9,',’ 1) -

: CELL SCALE(Y,5,3,%, 1)

1 LL AXIS(24040.0,164REPETITIONSSI50,-25,84C,0. 3, Z(Ne1) ;2 (N+2))

: CALL BXIS(G4dy0040,27HYARIAHCI(HEAN SQUARE ERRCR) . . 3

: (AL XISD.350.0, CEKIAN SQUARE ERRCR) )27 55405984 0y ¥ (N¢1 ;

3 CALL LINZ(Z,Y,%,1,1,11) :

; CALL PLOT(104494,-3 i '

s RETURN - :

£60 *

: z
3

;

5

3

TR S

56

pe
.
K Bl s VASLARLAL £ar b0 i3 ot St 0 ot 270 0 2 Ay 2ol e P AN Soriy s Pt a Pdimbaaid e sk i it L 050 80 £ AL NI L DI i3 m DL i Al s 8 i s ¢ AL




T T G IO A TR or T deke &

_— ot P T . BT T R PN AT )T T BT AT Y A T AT B ST B AT YRE BT e T AT
“
K

.

ERETPTT,

s F

TR TR R TIRT,

57

£33

T L TR BPITITYY IO LR

APPENDIX C

A
Ll
<
o
by
O
0

oo

By

«
~
O

GSA/MAYS/72-3

R i

e I e T S,

LS I
Fs&:;f:&.ﬁ: hik 2, sk oA Lady L : ks min L Al sl aaaed awdia ALl 2k S8 ducudashs Clnmit b bl S e s A




g s— — R T TR TT AT T MEST A e

GSA/MANS/72-3

The thirty graphs pre.ented in this section were selected
from several hundred which were generated in the course

of this investigation. One graph was chosen for each of

oA AL,

the six estimators considered from each of the five dist-

[N

ributions.” The values plotted along the abscissa are the

number of times the sample was drawn times 350,

8 LR ot o kbt

The values along the ordinate are the cumulative values
for the mean square error. The graphs are labeled at

the bottom by ESTIMATOR/PROBABILITY DISTRIBUTION/

SAMPLE SIZE.
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GSA/MARBR/72-3
. All efficiencies recorded in the following tables are
efficiencies relative to the best estimator consideded for
‘ that particular distribution. The best estimator which
was used as the base is listed as 100%. In the case of
] the contaminated normal distribution there are efficiencies
£ 3
greater than 100% recorded. This is because some of the E
robust estimators actually performed slightly better than %
: the best estimator for that distribution which was the sample
mean.
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John Caso was born in Philadelphia, Penna.,9 June

1939. He graduated from Monsignor Bonrner High School
E in 1957 and enlisted in the United States Air Force. In
% . . 1963 he was selected for the Airmen's Education and
" Commissioning Program. He subsequently received a
Ei Bachelor of Science in Mathematics from Michigan State

i

University and a commission in the USAF in 1965. Atcer
completing a radar-electronics course in 1966 he served
3 as an instructor in the course until 1968. He then served

a tour as a Radar Maintenance Oificer at Indian Moun:ain

&)
v v o e

: Air Force Station, Alaska. Prior to coming to the Air
3 Force Institute of Technology he was Course Supervisor
of the OBR3041 Electronics Systems Oifficer Course at

Keesler AFB, Miss.

Permanent Address: 2232 Theresa Ave.
Morton, Penna.
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