i

1551

. 8I§E

-QUYOV

Viavw

=
&

ACARD LECTURE SERIES N». 5

on

i s
,%,,.xwm??

T

les

issi

r3

1

Guidance and Control
of Tactical &

(o

1B

ARG

LR

SRELR
YRR

R

-

N SAAIRAL AT VRS -
et ¢ H
, u e
A
ERR
S
fro
Vod :
. ,A
i
s
1)
1)

R RN,

TRIRUTION AND AVAILAD:

21




AGARD-LS-52

NORTH ATLANTIC TREATY ORGANIZATION
ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT

(ORGANISATION DU TRAITE DE L'ATLANTIQUE NORD)

AGARD Lecture Seres .\’0.5’.‘/
GUIDANCE AND CONTROL OF TACTICAL MISSILES

C.T.Maney
Lecture Serics Dm:ctor;;

Best Available Copy

The material in this book has been assembled to support a Lecture Series under the sponsorship of the
Guidance and Control Panel and the Consultant ané Exchange Program of AGARD.



-

"REPRODUCTION QUALITY NOTICE |

This document is the best quality available. The copy furnished
to DTIC contained pages that may have the following quality

problems:
o Pages smaller or iarger than normai.
« Pages with background coior or light colored printing.
e Pages with small type or poor printing; and or

o Pages with continuous tone materiai or color
photographs.

Due to various output media available these conditions may or
may not cause poor legibility in the microfiche or hardcopy output

you receive.

If this block is checked, the copy furnished to DTIC
contained pages with coior printing, that when reproduced in
Black and White, may change detail of the original copy.




THE MISSION OF AGARD

The mission of AGARD is to bring together the leading personalities of the NATQ nations in the fields of
: science and technology relating to aerospace for the following purposes:

— Exchanging of scientific and technical informatiun;

— Continuously stimulating advances in the aerospace sciences relevant to strengthening the common defence
posture;

- Improving the co-operation among member nations in aerospace research and development:

— Providing scientific and technical advice and assistance to the North Atlantic Military Committee in the
field of aerospace research and development;

~ Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations
in connection with research and development problems in the aerospace field.

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential:

- Recommending effective ways for the member nations to use their research and development capabilities
for the common benefit of th: NATO community.

The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior
represeniatives from each Member Nation. The mission of AGARD is carried out through the Panels which are
composed for experts appointed by the National Delegates, the Consultant and Exchange Program and the Aerospace
Applications Studics Program. The results of AGARD work are reported to the Member Nations and the NATO
Authorities through the AGARD series of publications of which this is one.

Participation in AGARD activities is by invitation only and is normally limited to citizens of the NATO nations.

The material in this publication has been reproduced
directly from copy supplied by AGARD or the authoz.

Published iay 1972

Best Available Copy

629.7.05:629.76

&

Printed by Technical Editing and Reproduction Ltd
Harford House, 7—9 Charlotte St. London. WIP I1HD




3
H

i .

i1

& )
i .

g :

T RS
&7

1“’ ; PREFACE
’f This Lecture Series is sponsored by the Guidance and Control Panel and the Consultant and
% Exchange Program, .
% New tactical missile requirements are so stringent that weapon subsystem technology must be
Si; utilized at the highest possible level consistant with cost, reliability and performance. This is
i particularly true with the guidance and control subsystems — the “nerve center” of the weapon,
il As a result of this, there is a continuing requirement for more and better tools for analyzing
performance, predicting requirements, determining error sources and selecting suitable concepts.
4
4 Due to the extremely high cost of developing and testing prototype concepts for each of
] the very large number of possible guidance and control concept combinations, the use of
7 simulation through mathematical techniques has become an absolute necessity.
;'5 : The Lecture Series provides an opportunity for an examination of the utility of modern
! analysis and evaluation tools and techniques associated with the several commonly used control

and guidance concepts. It examines the techniques which are normally employed for error
(* . source determination, performance specification, and the use of digital and analogue compuflers
E for system performance prediction.
~‘ A round table discussion with the patticipation of all the speakers concludes the Lecture
Series presented in three different NATO nations (Norway, Greece and Italy) from 29 May to
3 6 June 1972,

C.T.Maney

Lecture Series Director
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I. SOME ASPECTS OF THE SYSTEM DEVELOPMENT PROBLEM

C. T. Maney
Assistant DCS/Development Plans
Armament Development & Test Center
Eglin Air Force Base, Florida 32542

Gentlemen

It is a real pleasure for us to be here today to discuss some of our views on tactical weapon
system development. e plan to discuss in particular, the guidance and control aspects of tactical
missiles. We shall analyze how we bound and define problems and how we develop solutions. We wiil talk
primarily methodology; that is, how we.identify problems and how we develop solution methodology.

Design engineers must have performance specifications toward which they work tc develop designs.
The Jectures you will hear today and tomorrow will be devoted to discussions of mathematical and )aboratory
techniques which can be used to determine these performance specifications and to predict whether or not
a given design wil! meet a set of specifications.

Let us begin by reviewing the problem of selection of technology appropriate for a new weapon
development and the creation of the preliminary or conceptnal design as this 1s the type o¥ problem
normally approached by development planning organizations. Development planners' and design engineers
labor under a multitude of diverging and sometime violent forces which are related to the general "collapse
of time" factor associated with the accelerating technology of 20th century living--T am referring te the
ever increasing sophistication of potential enemy threat capability; the growing number of pussible
applicable technologies; the generally voiced concern over inventory proliferation; and associated
increased operator and maintenance personnel training requirements; and above all, the skyrocketing cost
of hardware development. Whether we have faced up to it in the past or not, it is now imperative that we
in the entire weapon development conmmunity devote our primary energies toward the development of quality
weapons at lower costs. The demands upon national resources are so great and so diverse that we would
be foolish to take any other course, This does not necessarily mean, however, that we have to build
cheap systems. What 1t does mean is that we have to be absolutely sure that the systems we design and
develop represent not only the maximum performance for the money invested but also that the type of
performance obtained is really needed by the armed forces.

With these constraints upon us then, let us examine the preliminary analysis and review procedures
that are often followed in the U. S. leading towards the creation of a new weapon capability.

The operational weapon requirements process begins with identification and assessment of an
operational deficiency or need, The primary goals of the initial assessment of an operational need are
to establish a clear understanding of the need and to determine its urgency and importance. An operational
requirement is normally generated by one of the using Commands and is forwarded to HQ USAF in a document
?a1l$d a Required Operational Capability ROC). Additionally, a ROC can be generated within the Air Staff
tself.,

HQ USAF/Research Development (RD) receives the ROC and circulates 1t within the Air Staff and
other agencies for review. Study and analysis efforts consider the mission, threat, operational concepts,
constraints, resources, and potential alternative proposals. Air Force Systems Command (AFSC) and Air
Force Logistics Command (AFLC) are asked to provide inputs regarding technical feasibility, costs, and
potential alternative solutions.

The proposal (ROC) is then reviewed by the Requirements Review Group (RRG) comprised of General
Officers. The RRG reviews the need for the proposed system or equipment taking into consideration the
threat, alternative means of satisfying the ROC, cost estimates, impact on force structure and technical
feasibility.

If the ROC is approved at this point, it is considered to be formally validated. A Program
Management Directive (PHD? is written by HQ USAF/RD, which represents USAF decision to proceed with system
development. The proposal then enters another period of formal study and refinement. AFSC and AFLC are
tasked to provide possible alternative propusals, evaluate cost and feasibility and make recommendations.

Though the weapon development proccss fnvolves extensive additional study, review, hardware
prototype building and testing, we, in this short course, are going to concentrate our efforts entirely
on an in-depth discussion of the methodology which is used to examine and prepare alternative design
solution options during the conceptual phase of develaopment.

Basically what we do in the initial phase of a weapon concept study 1s to first review the
technical and tactical aspects of the immediate threat and then attempt to develop a reasonable prognos-
tication of the particular threat associated with the time frame and mission under investigation. Next
we review the present operational capability and prepare an inventory of the available off-the-shelf
technology which has potential application to the problem at hand. We also attempt to make an estimation
of the required or desired nerformance parameters which the weapon concept should have. A conceptual
design team then is charged with the responsibility for developing a preliminary design with performance
capabilities reasonably close to those requested, An operational analysis team is simultaneously charged
with ascertaining the effectiveness or utility, i.e. worth, of the performance levels estimated for the
preliminary design. An {teration pracess is thus initiated in which performance goals are modified as
preliminary designs are iterated and design effectiveness is estimated. And, of course, by effectiveness
I am also including cost; so that really we mean cost effectiveness. The iteration continues until the
development planning management concludes that the study has developed the best series of alternative
designs that can be accomplished in the time provided. The results of studies of this type become the
nucleus of new and quantified specifications for either new weapons or for modifications to existing
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weapons. The resulting data and rationale ace continuously reviewed and examined by appropriate higher
Yevel authority until decisions are made for program go ahead or cancellation.

When a tactical missile or other weapon program is approved for development of hardware test
iteins, the system specifications are rather well defined. The several subsystem specifications, however,
are less precisely defined. Successively increased definitization of these specifications evolve as
tradeoffs are made between performance, cost, risk availability, manufacturing difficulty, environmental
limits, and reliability.

Now Tet us consider our primary interest for this seminar; namely, the conceptual development
of tactical missile designs. The several subsystems as usually defined in this weapon include propulsion,
warhead, flight contrel, guidance, and airframe. The guidance system is often further subdivided into
mid-course and terminal. This additional subdivision occurs if the device is to be used as a precision
type of weapon. An interesting point wi .h will be developed in different ways by later speakers is the
tradeoff that is made between mid-course navigation systems and terminal guidance systems.

Another point which will be explored in depth by my colleagues include an evaluation of the types
of guidance error and the mathematical tools which exist to evaluate and minimize these errors. We will
discuss control system synthesis and design, and mathematical methods for predicting stability and proner
system response. We will address methods for determining the sensitivity to overall system performance
of various parameters., We plan to discuss guidance analysis methodology and the development of guidance
or navigation laws.

Though the real proving ground for theory 1is the field test, it is well known that the laboratory
and the analog/digital computer offer splendid opportunities for testing guidance and control system ideas
and designs. We shall examine these tools in depth.

Let me now most briefly summarize what you are about to hear. OQur first speaker is Mr Philip
Gregory, Manager of Guidance Systems at Martin Marietta Company. He will discuss the evolution of general
guidance and control subsystem requirements. He will also be the last speaker this afternoon when he
reviews the laboratory evaluation tools used by his engineers.

Our next speaker will be Dr Robert Goodstein of the Boeing Corporation, He is Manager of
Guidance & Control Development there. Dr Goodstein will analyze the methodology of development of control
system requirements. Dr Goodstein will then return for the opaning session tomorrow and present a paper
on guidance law applications.

The next member of our team is Mr Duncan Pitman, Senior Staff Engineer for McDonald Douglas
Corporation. Mr NMitman will present two papers. The first one on classical control theory and the second
on modern theory.

Following Mr Pitman will be Mr E. Heap of the Royal Aircraft Establishment at Farnborough.
Mr lleap will present a paper today on numerical analysis and simulation. Tomorrow, he will present ancther
topic; namely, research methodology into certain non-inertial guidance systems.

Tomorrow, in addition to the speakers I have referenced, you will hear Mr Acus, a control system
engineer for the U. S. Air Force and Mr Zuerndorfer, Manager of Tactical Systems for the Raytheon Company.
Mr Acus will discuss two papers on self-contained guidance systems and Mr Zuerndorfer will review certain
aspects of radar guidance.

We would Tike to encourage all members of the audience to participate with us in this review of
design and analysis techniques for the guidance and control of tactical missiles. Ir order to maximize
the efficiancy of this participation, I would 1ike to suggest that you write your questions as they occur
to you. We shall collect the guestions and present answers to them during the round table discussion
tomorrow.

I wou'd 1ike now to introduce to you our first lecturer today--Mr Philip Gregory, Manager of
Guidance Systems for the Martin Marietta Company.
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I1. GENERAL CONSIDERATIONS IN GUIDANCE AND CONTROL TECHNOLOGY
by

Philip C. Gregory
Deputy Director, Research and Technology
Martin Marietta Corporation, Box 5837
Orlando, Florida
United States of America

SUMMARY

This paper describes a particular set of mission requirements for an air~to~air missile and an
automated design process to synthesize these requirements into the preliminary design of a missile and guid-
ance system. This process makes use of the CAMS (Computer Aided Miselle Synthesis) digital computer program
which was developed to: synthesize missile configurations including the guidance, controls, secundary power,
warhead, and propulsion subsystems; furnish resulting flight performance including trajectories and mies dis-

tance; and estimate unit costs.

GUIDANCE AND CONTROL ANALYSIS

The guidance and control analyst is a key figure ‘n the process of developing new tactical mis-
siles, First, the operations analy=st studles the battle tactice of opposing forces and poses scenarics which
velate the timing and geometry of expected encounters. The guidance and control analyst then interralates
all state~of~thevart missile technologies to syntheslze candidate weapons and evaluate their performance,
This process is repeated at successive levels of detail each time a successful set of tradenffs are made, or
redone with modified paraueters when a fallure occurs, A fallure is established when state~of=the=art tache
nologles do not satisfy the mission requirements. The process is valuable for identifying areas of research
and development requirements, but this ia of little solace or comfort to the englneer who is required to

solve an lmmediate problem,

The process of interrelating state-of-the-art missile technologies into candidate systems is both
time consuming and costly, It requires the support of specialists in aerodynamics, propulsion, structures,
secondary power, flight control, and guidance hardwave., 1In addition, many different combinations are pos=
sible requiring the evaluation of a large number of candldate systems,

Computer programs have the potential of reducing the time and cost of this preliminary design
process. The Computer Aided Missile Synthesis (CAMS) program has been developed by Martin Marietta under
contract F33615«70=C=1753 to the United States Air Force Deputy for Development Flanning (ASB), Wright
Patterson Air Force Base, Ohio as a missile synthesis and performance prediction tcol to aid in rapidly de-
veloping large numbers of missile design concepts and in assessing their performance potential and cost.
This program permits two functions to be performed during the concept and formulation study phase of any new
miesile design program: system and subsystem concept evaluation, and subsystem design point tradeoffa,

Without a program such as CAMS, there is normally a problem in effecting integrated missile de-
sign (i.e., one where all subsystem interactions are reflected), The CAMS program is constructed so that the
system design constraints must be satisfied by all subsystems. This implies a compatible missile design
where the various engineering disciplines are matched., In performing desiyn point trades without a CAMS pro-
gram, normal practice is to isolate a particular subsyicem and vary its desigr parameters to achieve tha op=
timuw performance, minimum weight, length, etc., The integrated aspects of the CAMS program ensures & more
cost effective answer since the impact on the total system performance may be ascertained by adjusting a

single parameter, with design compatibility assured,

All computer programs, however, make use of approximations and the final output should be consid-
ered only a preliminary design to be completed in detail if and when the miassile program continues,

Before proceeding to a detalled discussion of the CAMS modules, it will be useful to define a
typical mission as it might be presented to the guidance analyst,

MISSION SCENARIO

It is desired to develop a more effective weapon for fighter type alrcraft to pertorm dogfights
during air superiority, escort, and interdiction missions in the 1975=1985 time frame,

Air superiority missions penetrate hostile territory and seek to engage enemy fighters, inflict=
ing a sufficiently high loss rate to allow subsequent penetration by friendly aircraft. Escort missions pro=
vide cuver for relatively vulneramble attack or reconnaissance aircraft. The friendly aircraft is assumed to
be autonomous, or on his own, whereas the enemy can be either autonomous or ground controlled. Interdiction
missions are directed primarily against ground targets., Attack by enemy fighters 1s geuerally oL chielr con=

venience,

Figures 1 through 3 depict the engagement modes desired in the new weapon system, In Figure 1
tiue friendly aircraft performs a maximum g turn to avold the enemy’s tail attack while launching a weapon,
In Figure 2 both aircraft attempt to get in position for a tail attack while the weapon is launched. In
Figure 3 the weapon performs in the conventional aggressor role.
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E, = Enemy Initial Position 1
E3 = Enemy Final Position . .,
F)= Friend Initial position \

F, = Friend Final Position Fa

o wes = Misasile Flight Path

Figure 1, Taill Attack

B

E1 = Enemy Initial Position
3

= Enemy Final pPosition El
F, = Friend Initial Position
Fa = Friend Final bosition

o wrmen = Miggile Flight Path

Figure 2. Nose Attack

I'igure 3. Aggressor

Nota that in both Figures 1 and 2 the aagle correction capability of the missile would be its
most valued feature, If a kiil is not achieved on the first pass, then a turnecounterturn dogfight ensues,
The participants generally will not be separated by more than their conbined turn diameters (about 4 miles at
10,000 feet). A number of passes usually occur before one attains a superlor position over the other., This
superior position is clamssically definued as being on the tail of the opponent, and results in shots of the
type depicted in Figure 3.

The friendly and enemy aircraft should be assumed to have the design characteristics shown in
Figure 4,

To establish missile requirements, some capablility must be given to the enemy’s weapons. [f each
slde’s weapons are equally effective, no advantage can be gained. For this example, assume that in one lim=
iting case the enemy must close in a taill chase to 2 nmi to use his weapons effectively, Given that the uew
missile will have a 40g axlal and lateral acceleration capability, Figure 5 summarizes from geonetric consld=
erations the potential tradeoff between missile angular capability and detection range to permit launch and
kill before the aggressor closes to within 2 nmi. The friendly alrcraft detects the target at the specified
detection range, then makes a 3g turn until the missile angular cepability can be ut{lized. 1If the alrcraft
does not turn, then 180 degree capability is required.

In a second limiting case the aircraft meat head on, or on slighcrly displaced trajectories. Fig=
ure 6 summarizes the angular requirements for this situation for the ideallzed candidate missile as 4 funce
tion of time from aun initial slant range of 2 nmi,

From a review of these geometries and general practlcallties associated with curryiog defensive
missiles on alrcraft, a list of desired system characteristics can be assembled (Table 1), The new miguile
will require innovations in guidance, propulsion, and control moments as 4 minimum. It would now be useful
to define the CAMS program in more detall and then use it to evolve a solution to this problem (if one
exists).
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TABLE I
Missile Parameters

Altitude
Launch velocity

Sea level to 100,000 ft
0.5 to 2,7 mach
Maximum range 6 nmi

1 Rft (Ve U ft/s)
4 Kft (Veor 3,000 ft/s)

Angle correction 180°

Minimum range

CAMS DEFINTTION

Weight (maximum) 250 1b
Probability of kill 0.9
Length (maximum) 120 in
Diameter (maximum) 7 in
Axial acceleration 40g
Normal acceleration 40g

In any computer program that evaluates system performance, all pertinent subsystems must be cone

sidered in sufficient detail to reflect practical nonlinearities,

Figure 7 plctorially presents the subsyse

tems and engineering disciplines that are considered in the CAMS design and eveluation process, In general,
the subsystem design programs perform the computations and analyses normally performed by the preliminary

design engineer either at his desk or through computer programs unique to his discipline.

opment of this program ia that, at least through the major component level, the design is synthesized based
on the physics of the particular design asituation, as opposed to an estimate based upon correlation of hise

torical observations of previous systems,

This approach enables the user to inspect new teclinology such as

sdvanced materials properties which could only be addressed subjuctively if an observation technique were

emp loyed.

In identifying the scope of 8 program, it is often essential to fdentify {ts limitations. From

The goal in devel-

an overall applicability viewpoint, the program encompasses vehicles of from approximately 5 to 30 inches in
diameter, and with length to diameter vatio of 3 to 30j these vehicles are single stage, having a single pro-
pulsion system (air breathing systems arc defined to include the booster) and are banically cylindrical
bodies with an ogive forebody. The missiles are aysumed to be air launched, although the solution is algo
generally applicable to ground launched missiles,

It should be emphasized that CAMS is basically a design (synthewis) program and does not provide
an optimum design. An optimum design ls the result of many perturbations uring the integrated designs re-
sulting from the CAMS program and detailed individual analysis.
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Figure 7. CAMS Scope

The program may be used in two modes: a missile design mode, or as stand-alone disciplinary sube
programe. In the latter, it would be employed to screen candidates for a given system against coarse indi-
cators such as weight or volume, or to evaluate the best design conditions to be employed in the miasile de=-
sign mode. The impact of each subsystem on the total vehicle configuration and performance can then be
assessed. The results of a guidance tradeoff in the stand-alone mode is shown in Figure 8 which reflects the
impact of changing antenna diameter in an active radar systum on the performance of an air breathing missile.

3!
34
3‘]
g [ —
H] 32
2 Antenna Limit
g Based on Inlet
10 Intexrferance
29
28
7.0 8.0 9.0 10.0 11.0 12.0
Antenna Dish Diameter ~ in
42 26 430
ak 24 Fuel Weight alazo
k-
0 8§ 22 410 3
2 N k
a 9p : 20 - x 400 x
13
S st Ioi 18 /‘ 390 &
3 Antenna / [
4 mk ? a6 . Station 380 2
5 E Guidance =
'3 sk B 14 / Length 370 @
35r 12 360
ub 10 150
7.0 8.0 9.0 10.0 11,0 12.0

Antenna Dish Diameter ~ in

Figure 8. Antenna/Missile Performance Trade

It is possible to evaluate a mix of existing and new subsystems in the study of flight demonstrae

tion vehicles, modifications to operational systems, etc.
which permits insertion of the data for an exiscing subsystem.

In addition, an easily operated stacked-runs capabllity exists which permits variation of any de=

sign parameter so that the most sensitive parameters can be fdentifled when the user is designing a missile
which 1is outside his experience.

The general computation flow is shown in Figure 9,

payload by the guidance, warhead, and pa.ikaging subprograms,

by the slzing of the coutrol surfaces and the design of the structure and control. systems, The weights of

This is accomplished through a by-pass arrangement

The program starts with the definition of the
The propulsion system is then designed followed
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Figure 9. CAMS Subsystem Design Module Interface

o N D e ek e e 2 g . T TR E
’ ) ) , o . DRI J«i{-ﬂ"id’.ﬂ}.ﬂ\d
N Cosn Welt Dynomic Fromurs During Flight
Thickrams Wisite Flight Tiowe
WL CG &Iy Inslation Wt
ol We, CG 8 1y
Settery Wt & Vol
Yy £ Y (2% Y ] 9 Y
8 : 8, . i 2 5
g 5 s e? 1 m 2 % M 23 ¥
- .'_. 3=
m o m 4 | et ; m o Sy [ ML Rt Eat '.m h% ta 1 M MM FH o
o 3 -
1 | Y 1
“ Prop b | sec ]
| w e " - Pacel P w, o vie
Vel <G w. &Mt Losd e <
wH R e s Hings macs
&CG x Rogt K
Masite Wt Torminel Fight Condition
Antanca Dis| - v —
_ idh Vel Asro Surfece Thick Retie
Guidmes Wt Walt Thvick
Yot Hinge Lins TVC Dets Tail Configurstion Cond.
L NeumhGeesywy K TVCDewm
___ tnigt Configurstion
.ualm.ul’-'-!m'caa.[l!il._lli
TVC D
wiﬁ
Miss D istnes Regsirament




P

the components are summed and compared with the welght at the start of the program; the problem is iterated
until there is a satisfactory agreement; performance is ascertained; thermal response ia computed; and the

sirframe material frequencies required to achleve the miss distances are determined. When the desired per-
formance parameters are achieved, the cost evaluation phase is entered with inputs (not shown) from each of
the other modules.

The output is derived from the subprograms run during the computation process and from addi-
tional subprogram computations. For example, aero data required to perform the computations are limited to
drag, 1ift, and pitching moment coefficients. During the output phase, additional derivatives are computed.
In addition, the linear analysis of the autopilot is conducted, the migsile cost is estimated, and addi-
tional trajectory computations are performed, Selected data are placed on tape for subsequent plotting on
off=line devices. Examples are :rajectory maps, aerodynamic coefficients, and linear analysis root locus
plots, Certain multidimensional results such as the aerodynamic duta shown in Figure 10 can be presented as
plots; other parameters such as packaging data are pri..ted out in tabular form (Table 1I),
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TABLE II

Packaging Data

Computer=-Aided Missile Synthesis Program
CAMS Design Review Sample Run
Packaging Data
22.46.08 Tue 06.22.71

Radome length 17.01
Seeker section length 8,93
Electronics section length 7.00
Warhead section length 11.20
Wing control section length 0.0

Roll control section length 0.0

Total non-propulsion length 44,13
Nose bluntness length (XBLUNT) 18.25
Radome length (XRDOME) 17.01
Seeker length (SEEKL) 7.93
Antenna thickness (TDISH) 2,06
Antenna gimbal arm (GLOC) 2.56
Antenna radius (RANTEN) 6.61
Bulkhead thickness (TBLKHD) 1.00
Seeker clearance length (CLSEEK) 1.00
Electronics plus battery length (GL) 6.00
Guidance clearance (CLGL) 1,00
Delta warhead clearance (DLCLWH) 0.0

Warhead length (WHL) 10,20
Warhead aft clearance (CLWH) 1.00
Warhead diameter (DWH) 13.00
Nose bluntness radius (RNOSE) 6.00
Radome thickness (TRDOM) 0.60
Radome weight (WRDOME) 38,08
Bulkhead weight (WBLKHD) 27.80
Missile forebody diameter (DFORE) 16.00
Nose fineness ratio (FINE) 3.00
Warhead volume (VWH) 2000,00
Electronics volume (VOLEL) 895.08
Guidance insulation (TINSG) 0.20
Warhead insulation (TINSW) 0.10

Total missile length (TL) 170.00
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Table II1 presents the subsystem design options evailable. The user designates the options de~
sired and specifies several trajectories (Figure 11) to start the iterative process. One trajectory, deaiyg-
nated the design trajectory, is utilized to establish performance measures and guidance demands and possible
axial loading conditions, autopllot design, and thermal environment. The next trajectory is constructed to
represent the worst thermal environment, and to generate data for use in the thermal mode. The last three
trajectories are optimal and are worst case, used to determine the design conditions for the autopilot and
loads. The trajectories shown are representative; the user must input the trajectories for individual prob=
lems. If only the design trajectory is input, it will serve as the thermal, load, and autopilot design also.

1t is important for the user to appreciate both the size of the program and its running time,
In line with the practice of denoting size by the number of boxes of statement cards, CAMS is a 30 box pro-~
gram. 1t operates with 89 segments on the IBM 360/65 at a core high water mark of 410k bytes. Run times
are dependent upon the trajectories employed and so are only indicative. Typical values for a solid rocket
are 6 minutes of central proceasing unit (CPU) time while an air breathing design will take approximately

10 minutaes,

The guidance system subroutine will be examined next for a more complete understanding of the
operation of the program.

TABLE I1I

CAMS Subsystem Options

Guidance System Secondary Power Propulsion
Active Radar Control Actuation Rocket
Semi-Active Radar Hydraulic Turbo Pump Solid
Active Laser Hydraulic Motor Pump Liquid
Semi~Active Laser Hydraulic Gas Blowdowm
Blectro=Optical Pneumatic Cold Gas Air Breathers
Tnfrared Electro~Mechanical (Podded, Integral)
Ultraviolet D. C, Torquer Ramjet
Command Solid Ducted
Inertial Guidance Electrical Power
ARH/HOJ Battery Thrust Vector
Correlator Turbine Alternator Movable Nozzle
Shaft Extraction Liquid Injection
Hot Gas Injection
Jet Tabs
Control Aero-Configuration
Autopilot or Torque Balance Nose Shape (Ogive, Cone, Haack, Power, Hemisphere)
TAIL/body Nose Blunting
TAIL/wing Boattail
CANARD/wing Surface Arrangement (-O-‘g -Q- n)
TVC/TAIL/body Surface Planform te
WING/tail Surface Section (Wedge, Convex, Diamond)
TVC/TAIL/wing End Plates
Autopilot
TVC/body
2 (Min q)
: X
el
o
\~3!;, 1
(-->7 ‘\\\\ (Durlqn)
—i;:g 5 (Thermal)
/ \\3 (Max Q)
Lll'=:1ﬁlIllIlilll.lli.l.l.*l:!lll#l‘! (Max Q)
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Figure 11. Trajectories
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GUIDANCE INFORMATION PROGRAM DESCRIPTION

This program provides a self-sufficient subprogram for synthesis and trade-off analysis of ac-
tive, semi-active, passive, and autonomous guidance informaticn systems. These candidates are shown in
Table III,

The program also includes dual mode guidance nf the respective mid-course terminal guidance
candidates,

The terminal guidance information subprograms provide three basic options: one to calculste
aperture; one to compute thraeshold, detection, and acquisition ranges; or one to compute transmitter or
scens power required, In addition, the program will supply the tracking characteristics, signal=to-noise
for detection and acquisition, weight and volume of the guidance aystem, ws well as other guidance charac-
teristics peculiar to each guidance technology.

The midcourse guldance candidates are used to determine the range capability, accuracy, and
guidance characteristics of this type guidance when used either as a stand-alone or dual mode system. They
also provide the miss distance computation for this type system,

The laser semiactive guidance program is a typical subroutine., The guidance system consists of
a laser illuminator which is operative on the ground or in an aircraft and a proportional navigation, laser
missile using semiactive guidance. Figure 12 1s a block diagram of the basic ccmponents of this type of
concept divided into two parts: the missile guidance and the laser illuminator,

The adssile, its optical seeker head, ahd electrunics constitute a conventional homing migsile
incorporating proportional navigation., The detector for the seeker would be a svlid state device, optimized
and spectrally filtered for laser radiation. It could be a four-quadrant type, producing bang=bang or pos=
sibly semiproportional error signals. The detector and its associated cptics are mounted in a two-axis,
gyro=stabilized gimbil system in the nose of the missile, The gimbaled optics and detectors are driven by
the torque motors arting in each axis to null out any error signals from the detector.

For the four-gquadrant detector, four lowsnoise solid state video preamplifiers, with optimized
input impedance and bandwidth, provide signal amplification prior to the threshold detectors. Four level
detector threshold circuits for the four quadrants of the detector establish the seeker’s operating senai=
tivity., The levels of these detectors are adjusted to trigger on signal-to-noise ratio levels which will
provide a good probability of detection with & low false alarm rate., Signals which exceed the system
threshold are fed to the digital tracker and gating circuit. This circuit provides time correlation gating
of the signals to eliminate false alarms due to laser backscatter and background. In performing this func~
tion the circuit allows only those signals from the threshold detectors which occur at the laser repetition
rate to pass through to the error generators. Synchronizing pulses from the laser illuminator are providad
to the misaile prior to launch to establish timing of these gating pulses and ensure lock-on to the target
only., The time correlation technique increases the immunity to enemy countermeasures.

__é- Reflected Oyro stabilized [ | pre- Threshold
Energy Optics an ector amplifier Datactors
Laser T

Bean Amplifier Error
and . Generator [W] Tracker
Torquer
Cooling
Eqpt p—ecind Illuminator Misgile Power Supply
Control and
’ Regulators
Tracking Eleccrical
Platform System Laser Seeker
P 15 )3
Tracking owe:ndupp ¥
Alds Regulator
Alrcraft or Ground Illuminator

Figure 12. Block Diagram of Semiactive Laser Guidance Technique
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Signals from the tracker circuitry are processed in the digital error generators to provide a
dc correction signal to the torxque motors, thus maintaining the target in the center of the seekexr field of
view, The digital error generators &lso sample the position of the gimbaled optics with respect to the mis~
slle alrframe, and generate correction signals to the missile control section,

The basic components required for illuminating the target are: 1) a Q-switched crystal laser
operating in a pulsed mede, to serve as the laser illuminator; 2) a power supply, consisting of eithexr re-
chargeable batteries or a motor-generator set, to provide the operating power for the laser; 3) the laser
electrical equipment, containing the electronic circuitry (storage capacitors, timing circuits, etc,) nece
essary for controlling the laser’s operation; and 4) cooling equipment tc provide the necessary cooling
(circulated water) for the laser head during its operationm.

The laser semi-active subroutine provides a celf-sufficient tool for syntheaia and tradeoff anal-
ysis of a semi-active lasar guidance system. The program, at the user’s option, will compute the range at
vhich the signal~to-noise ratio is one (1.0), the range at which a probability of tracking is 50 percent, the
range at which tracking or acquisition is obtained, and the range at which the system can acquire the target
when the detector/seeker is boresighted; the aparture size raquired Zor three types of optical systems to ob-
tain a user specified tracking range; or the lasar pover required to obtain the user's specified range and a
given apertura size, In addition, tracking charactariastics such as maximum tracking rate, tracking loop time
constant, and noise charactaristic can be determined. The threshold signal«to-noise ratio and acquisition
signal=to~noise is computed basad on given illuminator characteristics and false alarm rate. Lastly, the
welght, volume, and powar requirsments representative of this type of hardware are calculated.

The user also has the option of selecting the type of target reflactivity. The material that
makes up the target may be such that it acts like a diffuse reflector, a semispecular reflector, or a semi~
diffuse reflector.

The program psrforms a tradeoff analysis for a given acquisition range and optical aperture to
show the effects of field of view on aignal to noisa, scan rate, optical T:No, and probability of detection.

The user has the option of selecting one of three basic optical systems. The first is a reflec-
tive zystem; for axample, a Cassegrainiun optical system. The second 1s a reflective-refractive optical sys~
tem which has a refractive primary lens and a reflective secondary element. The third optical system contains
purely refractive elaments.

Next, the user can select an air-to-alr or an air-to-ground mission, which affectu the scan rates
of the system,

GUIDANCE PROGRAM OUTPUTS

The performance and seeker characteristics are transferred (Figure 13) to other modules, as well
as serving as user information,

The guidance volume requirement is divided into seeker volume and electronics volume; howaver,
these two are added to yield the guidance volume, which 1is sent to the packaging module. The sesker length
and dome diameter for the semiactive laser optics system are also transferred to packaging. The dome diameter
is used to determine the point on the tangent ogive to place a hemispherical nose,

The guldance weight is transferred to the welghts module; however, for user benefit, the guidance
write-out specifies the seeker weight and electronics weight. The electronics weight includes the weight of
the power supply and regulators; therefore, average power requirements for the guidance system include the
electronics/power supply; gimbaled spin motors and torquers; and detector power. These values are transferred
to the secondary power module. The field of view, gimbal limit, and maximum tracking rate are used in the
trajectory~navigation module as limits which are continuously monitored, and appropriate messages are printed
when these limits are exceeded. For example, during the terminal guidance portion of the mimsile trajectory
run, the gimbal angle of the seeker is compared to the limit. If this limit im exceeded, thei a message is
printed stating so and the program is continued,

The miss distzace module assays the accuracy of the missile hased on such parameters as guidance
bandwidth, reference ranye, acquisition range, and guidance one-sigma error sources, The reference range is
that range at which the sfgnal to noise equals one.

The cost module assesses the type of guidance and optics and prices the semi-active laser system.

To {llustrate the program operation, assume a semi-active laser guidance system is desired for the
air-tc-sir ‘nissile requirement defined earlier. The system would use an illuminator on the launch aircraft to
perform midcourse guidance through the high angle turn using a beamrider technique and conventional terminal
guidance. The beamrider alone has very poor accuracy at long ranges, whereas the terminal guidance system
cannot be designed to make large angle corrections with a lock-on before launch system.

To achieve the high turning rates, a tail controlled aerodynamic configuration with dual level
thrust control is defined (Figure 14) with jet vanes to give the effect of thrust vector control. Duriag the
first phase of the flight, for an enemy on tail engagement, the missile is required to turn as fast as par-
mitted. The sero capability is limited to approximately a 30 degree angle of attack. The effect of the jet
vanes 18 to increase the angle of attack to approximately 45 degrees, To apsist in turning the missile as
fast as pomsible, the thrust is kept at a low level to keep the missile velocity low during the turn. The
vanes tend to erode due to the high temperature exposure; however, they last for approximately 3 to 4 seconds,
which 18 sufficient to allow a 180 degree maneuver, The aero capabllity of the missile is sufficient with tha
high thrust level to allow it tc svertake the target of interest here.
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Figure 14, Conceptual Missile System

The missile is launched with the lower thrust profile for the rear hemisphere engagement and com:
manded to a large angle of attack until the terminal guidance system picks up the reflected energy from the
target; then the terminal guidance signal 1is used to trigger the dual area actuation system which closes the
nozzle area and ylelds a high thrust level. Thus, the propulsion is utilized in the direction of the target
and ylelds an excellent protection footprint.

For the head-on wugagement, it is most important that the enemy be killed as soon as possible to
prevent him from launching his missile on the friendly aircraft. Thus, {f the target is within the terminal
field of view at the time of launch, the high thrust level is commanded immediately. X
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g Before ascertaining the detailed characteristics of the guidance system, the CAMS program should be
usad to develop several trajectory runs with no restrictions upon field of view or gimbal rates to approximate
3 the missile performance and establish that this configuration ia in the correct performance range. Figures 15
A and 16 illustrate the resulting trajectories which satisfy the original vequirements, Table IV summarizes the
inputs required for this guidance option of CAMS, All of the values shown are stored in the program and will
ba used to determine performance unless changed by a new input card. Tabla V furnishes the output data to
establish if the iterative numbers fad to other subroutines have consistent values and that ths mission re-

N . quirements are satisfied,

' The output indicates that the signal-to-noise ratio is satisfactory. The optical dome (called
' RADOME for purposes of common program output) can be built, the acquisition and detection ranges are slightly
under those desired, vhile weight, power, size, etc. are within acceptable limits,

! This iteration (conveniently chosen) may convince the guidance analyst of the feasibility of tha

nav missils concept; however, averyons is not so pleased. A great many problams have been transferred from the
' micsile to the aircraft fire contrxol system. Specifically, what is going to keep the laser pointed at the

] 1 right geomatric position in space to provide tho beamrider midcourse guidance and then hold it on target for

. ) the terminal phase in the face of aircraft motions and maneuvers? Will the propulsion man smile about a dual

level thrust system? Truly, our guidance analyst is assisting these technologies by pointing out areas for

3 ! their research and development. Our guidance analyst has accomplished the first iteration in weapon system

; : svolvement; he has thrown the problem to someone else. 1If he is part of a pystems team, the problem will

shortly come back to him with instructions to use single level propulsion and a diffarent guidance technology.

B ! Then, back to the drawing board, oops, computer.
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., ; TABLE IV
3 i Computer Alded Missile Synthesis Program
3 2 Semi-Active Laser Guidance
3 o 19,21,19 Thu 11,18.71
4 Input Summary
) §: Afr-Alr Case
3 g_ Refractive-Reflective Optice
% Diffuse Reflective Tarpet
B AMr-Air Case
;'J Collocated Semi-Active Laser
L C Acquisition range {nmi) Detector quantum efficiency 0.30000
! ¥ Detactor dark current Amicro swp) 1.0000 Wavelungth XImeters) 0.10600E~05
] lx Falee slarm rate 0.10000E~00 Video bandwidth (Hz) 0.117002-08
;;l Preamplifier noise XNA< 6.0000 Hedght of target XKfte 10,000
N v Solar irradiance Iw/sq m/a) 0.60000E=D1 Height of rveceiver XKft< 10,000
A b4 Meteorclogical range Xnmic 15,000 Laser pulse width (us) 0. 15000E-01
N 4 Target normal to LOS engla ldeg< 60,000 Boresight ervor Xmrc< (tracking) 0,20000
8 | Aueing error Imr< (tracking lasar) 0.20000 Target valocity rel to LOS (ft/sec) 900,00
L . Thickness of dome glass (in) 0.25000 Length from optics to pivot (in) 0.50000
% I1iluminator peak pover (watts) 0.10000E<08 Height of illuminator XKEr) 10.000
+ 9 i Illuminator range fnmic 1.,0000 Aperture Xsq in< 6.2500
3 Seamvidth Zmr< (tracking) 0.20000 Optical transmission 0.69000
| , Optical filter vandwidth RA< 1100.0 Reflectivity of background 0.10000F-N0
Y Reflectivity of target 0,70000 Detector diameter Xin< 0.75000
: Sesker aft bulkhead dismeter in) 5.,00000 Velocity of aircraft/missile 1t /woc< 0.90£-Q3
) | Detection probability 0.,90000 Electrouics density (1bs/in3d) 0.217502-01
¢ { 1/2 scan angle Xdeg< 30.000 Minimum guidance rangs (nmi) 0.50000E-0V
N Pulse rate frequency (c/s) 10.000 No. of quadrant cells 4,0000
. Desirad field of view {deg) 30.000 Effectiva area of the tarpet (Rl) 10.000
¢ to of quadrant suzmed befors detection 1.0000

Compute Range
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TABLE V

Computer~Aided Missile Synthesis Program

LAAM Design Case
Semi-Active Laser Guidance
19.21,19 Thu 11,18, 7

Output Summary

Signal /Noise
Signal/noise catio (dB} 8.722 Threshold /noise ratio 6.177
Noise bondwidth XHz< 0.2933E-08  Fluctuating signal to noise (dB) 0.0
Total signal to noise (ratio) 7.452
Radome Sizing
Aperture length (inches) 2,9610 Aperture (inches squared) 6,2500
Focal length (optics/antenna) In 1,3995 Thickness of radome 0.25000
Dish length 0.0 Length from pivot to front of dish 0.75000
Gimbal freadom (degrees) 30.0 1/2 scan angle (degrees) 30.0
Range at S/N=1 for Given Aperture
Signal current (amps) 0.18790E-07 .Internal noise current (amps) 0,60000E~08
Solar shot noise cuxrent (amps) 0.17335E-07 Aperture diameter (in) 2.8209
Aperture (in2) 6.2500 Actual signal/noise retio 1.019
Range at S/N = t (Kft) 91.61
Range at Detection
Signal current (amps) 0,11353E~06 Internal noise current (amps) 0.60000E~08
Solar shot noise current (amps) 0,17335E-07 Aperture diameter (in) 2.8209
Aperture (in2) 6.2500 Actual signal/noise ratio 6.155
Detection Range at PD o 0,5 (Kft) 48,94
Acquisition Range
Signal current (amps) 0.13771E-06 Internal noise current (amps) 0.,60000E=-08
Solar shot noise current (amps) 0.17335E=07 Aperture diameter (in) 2.8209
Aperture (in2) 6.2500 Actusl signal/noise ratio 7.466
Acquisition Range Off Boresight (Kft) 45.94
Boresight Acquisition Range
Signal current (amps) 0.13768E=06 Internal noise current (amps) 0.60000E-08
Solar shot noise current (amps) 0¢,17335E-07 Aperture diameter (in) 2,8209
Aperture (in2) 6,2500 Actual signal/noise ratio 7.464
Boresight Acquisition Range (Kft) 29.94
Guidance System Parameters
Solution of FOV versus PD for 29,94 Aperture (sq in) 6.250
range (Kft)
Alpha Signal/ Focal Scan Probability of
FOV RMS Noise T number Length Rate Detection
2,00 21,480 9,1683 21,484 10.000 1.0000
4,00 20,498 4,5828 10.739 20.000 1.0000
6.00 19.125 3.0536 7.1554 30,000 1.0000
8.00 17.596 2,2886 5.3628 40,000 1,0000
10.00 16.081 1.8292 4,2863 50,000 1.0000
15,00 12,828 1.2156 2,8484 75,000 1,0000
2y.00 10,446 0.90760 2,1267 100,000 0.91101
30.00 7.4643 0.59726 1.3995 150.00 0.90107
*40,00 5,7589 0.43969 1.0303 200.00 0,33808
*50.00 4,6787 0.34319 0.80419 250,00 0,67071E~01
37.55 6,1026 0,47076 1,1031 187.75 0,50000
Guidance
Seeker line of sight (deg) 0.0 Threshold noise ratio 6.17662
Acquisition seeker power (w/in2) 0.70326E-06 wWidth of scan XKft< 1816.41846
Effective beamwidth XR< 0,52510E-03 Circle of equal probability (ft) 9.2590
Seeker dynamic range req 10532, System false alarm (fa/sec) 0.14207E=01
Blind prnbability 0.36000E=01 Seeker bandwidth (rad/sec) 20.00
Seeker time constant (sec) 0.5000E=01 Detector responmrivity (amp/watt) 0.4540E-01
Maximum tracking rate (deg/sec) 75.000 Maximum scan rate (deg/sec) 150.00
Ratio of the energy that falls 0.27867 Seeker weight (Llb) 5.6500
on the target Electronics volume (in°) 180.00
Seeker volume (in”) 113,51 Detector power req (watts) 1.0000
Seeker length (in) (reflect- 4,948 Electronics power req (watts) 10.000
refract) Guidance weight (1b) 9.565
Electronics weight (1b) 3.9150 Seeker white noise PSD (rad2/Hz) 0.31831E-07
Seeker power req (watts) 2.0000 Glint noise (ft sq/rad/sec) 5,508
Guidance volume (cubic inches) 293.5 Drift rate noise (rad2/Hz) 0.1000E=11
Dome diameter (in) 4,734 Seeker dome error slope 0.3000E-01
sandwidth to glint (rad/sec) 12,00 No roll rate requirements
Gimbal freedom (deg) 22,50
Bandwidth of drift (rad/Hz) 8.000
Range noise power ap den (rad?/ 0.0

rad/sec)
Hemispheric nose section required
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III. CONSIDERATIONS IN CONTROL TECHNOLOGY
DEVELOPMENT OF CONTROL SYSTEM REQUIREMENTS
by R.Goodstein

ADJOINT SOLUTIONS TO INTERCEPT GUIDANCE
by D.L.Pitman

OPTIMIZATION AND KALMAN FILTER
by D.L.Pitman

NUMERICAL ANALYSIS AND SIMULATION EVOLUTION
by E.Heap

LABORATORY TECHNIQUES AND EVALUATION METHODOLOGY
by P.C.Gregory
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DEVELOPMENT OF CONTROL SYSTEM REQUIREMENTS
by

Dr. Robert Goodstein
Manager, GCuidance & Control
The Boeing Company
Aerospace Group
P, O, Box 3999
Seattle, Washington 98124 USA

SUMMARY

The control systam engineer nust be apprised of all missiocn requirements and
the alternate solutions proposed by all subsystem engineers. He must conceiva preliminary
control system concepts which are compatible with the mission requirements. He then
participates in preliminary analytical work which leads to the establishment of increas-
ingly firm control system requirements and the tolerance of the control system parameters
to changes in othex subsystem parameters.

Examples of the process and the different lavels of control system requirements
definition are given for reprementative tactical missile situations,

1. INTRODUCTION

During the 1life cycle of a tactical weapon system, the raquirements for the
control syscem are set in the early design phares, From then on, it becomes increasingly
more difficult to change the requirements, The difficulty is a matter of cost, schedule,
capability, or combinations. The first topic treated below will describe the timing of
control system requiremants establishment and who sets the requirements,

Following the description of when and who typically sets the requirements,
three examples will be presented which show the variety of issues, candidate solutions,
and selections of control systems to meet requirements.

The examples are hypothetical in that no actual weapon systems or their require-
ments and schedule are cited, The ranges of parameter valu¢s and the types of control
system implementations are, however, realistic. All are covered in text book and open
literature sources. The type of weapon system requirement, procesc of analysis, reasoning
on concept selection, are intended to provide, by example, assistance in current and
future tactical weapon control system selection,

2. WHEN AND WHO SETS CONTROL REQUIREMENTS?

Market survey studies reveal that many tactical weapon systems ars conceived
and identified, but few go all the way through production and deployment. For thase
which do, the time span is on the order of 7 to 10 years for all the events to be
completed.

During this lengthy period, the subsystems, including the control subsystem,
undergo their development to maturity. With the aid of Figure 1, the period during which
the control requirement is established will be identified.

For a typical tactical weapon system, a ten-year span between first identifi-
cation as & concept, an acronym, or & budget item is postulated. Figure 1 displays
typical times associated with Concept Formulation, Design Development and Competition
among interested companies or agencies, the Development and Test of wasapou system proto-
types, and finally the Productior and Deployment of the weapun systenm,

In the Concept Formulation phase, the pace of weapon system and threat
definitions is fast. Calculations and analyses are made for feasibility and performance
goals, without complete, thorough coverage of flight vegimes. All sngineering disciplines -~
propulsion, structures, guldance, system analyses, etc., - need some inputs with which
to carry on their own preliminary work. Therefore, the control system engineer can
change hia ideas in a few minutes in response to desired weapon system characteristics.

After sufficient fiterations and more formal specification of the wespon syotem
requirements and threat definition, favored configurations begin to develop. Each
engineering discipline engineer becomes more conjcious of his design establishment effect
on the other engineers. The control subsystem is one of the last to respond to the
desires and requirements of the others, who are reaching and homing on the targets assuming
perfect control of the vehicle. 1In the Design Development phase, a few minutes of dis-
cussion will now stretch to hours of trade-off activicty, and the beginnings of written
commitment records concerning control system requiremente and design.

A go-ahead on a weapon syatem to Development and Test, followed by Production
and Deployment, brings about formal, contractual, performance requirements and offfcial
documentation. As these phases proceed, the length of time to change A requirement or
design feature grows very long., Paperwork must be channeled, boards must meet, approvals
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mnust be obtained, funds must be made available. The control system requirements selected
in the latter part of Design Development and committed in early Develupment and Test muat
stand firm to be considered successful. The times shaded in Figure 1 show the period
considered moat critical for the control system engineer in establishing the centrol
requirements and design for a major tactical missile, The activity during this period
will be emphasized in the examples.

The number and type of control system engineers vary in the weapon system
tima cycle. A typical variation is to start and maintain a very small number of analysis
orisnted enginears through the concept and design definition phasea, These &ngineers
should have some hardware exparience., Their main forte should be synthesis and analyais
of control concepts, and simulation of complex systemas capability. 1In the later phasas
of the weapon system, larger unumbears of engineers are required to handle hardware flow,
formal paperwork, test and field activity, manufacturing, and field delivery activity.
Typlcal numbers of personnel with enginesring degrees and control system specialization
are shown in Figure 2 for diffarent phases of wespon system development. The shaded area
shown between Design Desvalopment and Development and Test signifies that during that time
period, one to three engineers make the binding, long-term decisions on requirements to
be met and a configuration to meet them.
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3. EXAMPLES

To i{llustrate the types of decisions required at the critical time of control
system requirement selection, three examples are presented, The relationship between the
three situations 1s that they are different in technical detail but similar in that an
engineer, fairly early in the total life of the system, made decisions which were very
difficult, from then on, to wmodify.

3.1 EXAMPLE 1, SURFACE-TO-~ALR MISSION, S-A

The control aystem for a defensive, surface-to-air mission 18 considered as the
first example., Figure 3 shows the general festures, and the example is referred to as
S~A, for aurface~to-air. The total height and range envelope are auch that gruund commande
to the missile are required between launch and acquisition by a terminal homing sensor.
The target spectrum 13 broed, including high and low flying aircraft asesumed to be capable
of sensing the missile'as presence and performing evasive maneuvers, and formation flights
deaigned to counter a one-~on-one firm lock-on and track,

In the aarly phasec of study, control system desired features come to light,
Simulations show that a midcourse apeed loss due to an over-reaponsive control system
inducing too much drag limits the range, High response is required after lock-on to cope
with maneuvers, With bnth midcourse and terminsl phases, ronsiderable avionics will be
on board, snd sharing computing functions is desired. Finally, even though the threat
18 considered advanced, techniques and hardware proven in the past are desired to minimize
program risk, These conflicting desires are indicated pictorially in Figure 4,

Thess mission desires lead the control i« {neer to consider alternate solutions
to the major control system aspects, Three of thL' .ajor aspects are tabulated, along
with contrasting solutions and their pros and cons, fn Figure 5. A roll-to-steer con=-
figuration is slower but simpler than a cruciform co: ‘iguration in carrying cut heading
change commands. Providing control system gain changes over the wide dymamic pressure
regime can be accomplished by ground observation and tiansmission or by sensing in each
missile, Providing the hardware in the missile allows for intermittent ground link loss
and increased missile handling capability. The uplink for steering commands places
digital equipment in each missile, Therefore the use of digital devices In a computer
for rutopilot calculetions becomes an obvious considerut .- as an alternate to using
conventional analog computing elements. The question ¢«  n~alog versus digital autopilot
calculations becomes one of the major trades, with std’ .y and cost considerations,
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The control system engineer now has to do his analyses, interpretations,
and coordination with the other engineers on the program, .
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EXAMPLE S-A, SURFACE-TO-AIR MISSION MISSION DESIRES AND CONSTRAINTS, EXAMPLE S-A )
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i ij For the 1issue of roll-to-steer versuas a cruciform configuration, a response
4 it time requirement needs to be established, The change in miss distance as a function of
? ? missile response time is determined from simulation and plotted in the upper left part of
- 2 Figure 6. A highly responsive missile has small miss distances for 2g maneuvering tarpets, 4
5 4 and has increasing miss distance as the response time increases and the missile becomes
& £ sluggish. For 10g maneuvering targets, if the missile is too responsive it loses speed
: 1. and misses badly. If it is too slow in response, it also misses badly. A regime of baeat i
K ﬂ, response time is obsarved. If the roll-to-stasr missile response cannot be brought down !
v %J to this regime, the cruciform configuration will be selected. '
o :
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To see whether the control system gain changes should be computad on the ground ;
and transmitted, or should be implemented in each missile, an analysic is parformed. The i
number of gain levels incorporated is varied as the missile passes through ths spectrum d
of dynamic pressures of midcourse flight., The velocity lost due to missile contyrol }

activity, and the power required to produce this activity, are highest for a smull nusber
of gain level changes (non-optimal) and decrease as the number of gain lavels increase

T

(near-optimal), Tolerable velocity losses and pover levels are marked on the upper right
i data of Pigure 6., The number oy gain lavel changes can be picked. A small number can be |
é ainsile,

iuplemented easily in each missile; & large number will be too costly to implement in esch {
1
i

The establishment of a noninal response time for tho missile assists in deter-
wining the feasibility of a digital autopilot. If the computation rates are within
state-of-the-art computer capabilities, so that development risk {s low, then the cost
trades on avionics hardware favor the all-digital computing systam. The lower curve of
Figure 6 shows computer iteration rate requirad for anslog-l1ike performance as a function
of response time. For rapid, near-zero, response times, fthe computer speseds cannot be
met. PFor slow misuile response, or long responsas time, the computer speeds are well
within the state-of~the-art.

T T

The major decisions made by the control system engineer are arrived at after
considering the data and the situations., They are, as summarized in Figure 7, 1) roll-to- ]
steer is too slow; go with a cruciform configuration even though the complexity of sorting
out ths commands to the four actuators is complicated; 2) use the up-link for tha pumerous i
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gain change commands and give up the ability to ride smcothly through an up-link loss;
J)use the less familiar digital autopilot, eince computation rates are within the state~
of-the-art and a cost saving can result from advances in digital circuit components.

The final step of the major commitment by the control system engineer is to
set down and formalize the control system requirements., He establishes these in the
accepted media of the program., Figure 8 {lluatrates a tabular summary of the typical
itens to which he commits. The double-ended arrow signiffies that, from this point on,
changes in any of the subsystems on the right could influence one or more of the control
system values and cause possible major impacta. Similarly, if the control system imple-
mentation 4288 not meet the committed values, one or more of the subsystems may bte
impacted in a major way.

6ONTROL SYSTEM REQUIREMENTS, EXAMPLE S-A
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3.2 EXAMPLE 2, SURFACE-TO~SURFACE, §-3

In the second example, some of the same and some different considerations are
involved for the control system engineer, The example considered is a rail launched
missile, boosted to flying speed, and then powered by a cruise engine on a relatively
long subsonic flight. The flight is programmed so that a long high altitude midcourse
flight 1s followed by a low level dash and homing on a specified target., The altitude -
range and altitude - speed regimes are shown Iin Figurc 93 and the example 1s referred to
as S=S for surface-~to-surface.

Some of the major mission 1ssues which the control system engineer is faced
with are shown in Figure 10. Control of the time of arrival at the target is required,
for overall mission effectiveness, This requires speed control as an additional loop.
A mission requirement which dominates many control system requirements is for terrain
clearance, A probability of clobber at a particular average altitude is desired by
mission analysts and presented to the control system engineer, The misgicn planners want
no restrictiona on their ability to plan and execute flights from weather or geographical
location. Finally, the propulsion, aerodynamics, and structure preliminary designs
couverge on a few possibilities which look favorable provided the control system limits
the angles of attack and sideslip so that sufticient air is available to the engine inlets.

MISSION DESIRES AND CONSTRAINTS, EXAMPLE S-S
EXAMPLE S-S, SURFACE-TO-SURFACE MISSION
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The major trades and decismions required of the control system engineer are
brought out by the mission requirements, If speed control, terrain clearance, and no
masiking of the inlets, can be implemented with two axes of control elements rather than
thtee, a coat savings reesults. 1If pre-launch time cap be allotted to inputting gain
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changes to each miseile, then the world-wide operation can be effected without an adaptive

~autopilot, Fast acting hydraulic actuation is more costly than using bleed air from the

engines for rotating the control surfaces, A machanical clutch, powered from the engine,
is » risky development but low weight approach. Finally, the trade between an independent
control subsystem with analog computing elements verasus an intesgrated control subsystem
using a central digital processor appears as an issue, These trades and their pros and
cons are displayed in Figure 11,

Dacisions are sought by analysis, simulation, and discussion with the other
subsystem engineers. The decisions on the major trade items are interrelated with one
another and greatly influenced by the other mission constraints, particularly the low
altitude and range requirements,

To help decide whether a two axis roll~to-stea2r configuration can be used, the
data of the upper curve of Figure 12 are generated. The ability to recover from sub-
stantial gusts inducing aideslip is evaluated for a nominal configuration with two axaes
and three axes of control., At 5° of induced sideslip, inlet air begins to fall off
rapidly. The sidealip angle is determined as a function of yaw axis ctatic stability,
which incresases as the tall surface increases, Since drag increases with tail surf{ace
area, reducing range, a limit is set at which the drag is considered excessive. Dfaign;
which hold sideslip below 5% and tail area below the value corresponding to 0,007"" are
considered acceptable,

MAJOR CONTROL SYSTEM TRADES, EXAMPLE S-S ANALYSIS AND SIMULATION RESULTS, EXAMPLE S-S
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The 1ssue of the autopilot loop gain change implementation is decided by con-
sidering mission convenience versus cost. Both adaptive systems and programmed systems
will work, The adaptive system, once implemented,is simpler to use than the programmed
system for which the pre-launch required program changes with weather and profile,

The actuation system selection is dependent primarily on the low altitude require-
ment. Missile flight at altitude in mid-course and in the homing phase do not call for
large usccelerations or rapid response. The lower left curve of Figure 12 shows the
variation of mAnimum altitude with short perlod frequency for differcnt maximum missile
acceleration levels. The higher the frequency the fewer the g's required for terrain
avoidance, However, at too high a frequency control surface actuators cannot be obtained.
The solid (urve in the lower right portion of Figure 12 shows the surface rates required
for terrain following as a function of control surface area. Since control surface area
is proportional to hinge moment, the peak power required can be determined at each
possible operating point, By trial, an operating point can be found at which, for the
same peak power, less than the maximum. surface rate required for terrain following
resulta. Therefore, the dashed curve of comstant actuator power suggests operation at
about 25% of the wing area.

The considerations on analog versus digital equipment for the on-board calcula-
tions are similar to the adaptive versus programmed autopilot issue, The system will
vork both ways. Analog is more familiar., Digital is more flexible and can be incorporated
into other computing hardware.

A set of configuration decisions is reached and 1s listed in Figure 13. It is
decided to go to the lower cost two-axis control system since sufficient margin appears
available to handle the gust problem. With an edge in low cost from the two axis
deciaion, the mission planning convenience of an adaptive system is selected. The rigid
body mode, g level sclection is made to hold wing area down with a 3g maximum acceleration
at about 8 rad/sec. When the peak power required 1s calculated, it is found that bleed
air from the engine can provide sufficient torque at high enough frequency to use pneumatic
actuation., Finally, with low cost hardware for the control and actuation devices, the
flexibility of digital operation is chosen over the lower risk analog computing elements
which are less expensive at the start but very difficult to shange.

With the major design decisions made, the control system engineer can now
establish a set of requirements to design and build to, similar to the listing of Figurc 8
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for the surface-to~air mimsile. As {n that case, it becomes very difficult to change the
design values of the control subsystem or react to changes iun the other subsystems once
the requirements are set,

3.3 EXAMPLE 3, AIR-TO-SURFACE, A-8

The third example to be discussed is an air-to~-surface miseion, referred to as
A~5. The mission flight phases include launch over a wide range of airplane spsed and
altitude conditions, mlssile midcourse flight over a wide range of speed and altitude
conditions, and terminal homing on ground targets, The homing phase does not dominate
the flight control design; Jaunch safety and the wide dynamic range of flight conditions
are the key items. The mission is illustrated in Figure 14,

EXAMPLE A-8, AIR-TO-SURFACE MISSION
CONTROL SYSTEM SELECTION, EXAMPLE S-S
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The considerations which the mission systems engineers have great concern for
in their discussions with the control aystem engineers are shown in Figure 15. Missile
storage internal to carrier aircraft will be required, so the number and size of the fins,
and whether a folding mechanism 18 required, become key questions, 7The issue of launch
safety combined with the requirement to have the missile fly high, low, to the side, and
to the rear, cause a great variety of flight condition stahility analyses and simulations
to be performed.

The choices for the control surfaces and the data which assiat in making the
selections and setting the requirements are gshown in Figure 16. Folding fins can be
larger and provide less risk of unstable flight regimes. Fixed fins provide a simpler,
cheaper, design. The upper curve of Figure 16 1s basically a drag versus increasing
control surface area curve, with the fin apan of a three fin configuration used as the
parameter, Three fins will be more difficult to store than four, The mission planners
and aerodynamicists set a desired upper limit on drag, beyond which range and velocity
penalties become too large and can only be allowed if the missile cannot be stabilized.
The fixed fin configuration is clearly desirable, pending stability considerations. To
decide whether three fins, with less hardware, can be used, the stability of the missile
critical flight regimes needs to be assessed for an assumed autopilot capability. Plots
similar to the lower one of Figure 16 are made for all the critical conditions. The one
shown, for a supexsonic turning condition, shows the static stability in yaw as a function
of angle of attack. For three fins and high angles of attack, the body masks the fin
which is to provide the luteral stabilizing force, The nominal autopilot cannot overcome
the de-stabilizing effects with three fins.

CONTROL SURFACE TRADES AND DATA, EXAMPLE A-S
MISSION DESIRES AND CONSTRAINTS, EXAMPLE A-S
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The particulars of the autopilot design must now be set, with nominal autopilot :
] performance used in the control surface trades. The autopilot choices and date are b
¥ displayed in Figure 17,

AUTOPILOT TRADES AND DATA, EXAMPLE A-S
CONTROL SYSTEM SELECTION, EXAMPLE A-S
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3 i The flight conditions for which pitch axis motion are investigated include
i v launch with controls locked, high altitude with high angle of attack, and terrain avoidance
X vich high vertical acceleration requirements., The use of a minimum of flight hardware

is always a prime consideration., The use of an attitude autopilot, with no vertical

Y acceleration limit, is easy to implement and does not need accelerometers., The flight
condition which is most critical turns out tc be the terrain avoidance mode in which rough
terrain produces signals calling for high vertical accelerations and high augles of attack.
Simulations show that without acceloration sansing leading to angle of attack limiting,

the missile will go unstable over rough terrain., The data are shown in the upper curve

of Figure 17, Over the full range of dynamic pressure, the use of analog filter elements
versus digital computations is investigated. The digital autopilot is more flexible and
simpler to change, but the analog autopilot is faster and more capable. The niddle curves

/ 1 of Figure 17, showing the capability of each as a function of dynamic pressure, show that
i L the digital autopilot cannot provide the desired stability at high dynamic pressures.
[, . Finally, fixed gain scheduling prior to launch would suffice if the velocity-time history

vaas predictable to a certain tolerance. GCain margin as a function of thrust uncertainty

is plotted in the lower curves of Figure 17, Ag the uncertainty increases, the fixed .
gain technique cannot handle the high dyramic pressure condition of the curves. A zain
scheduling technique “ased on sense? dynamic pressure is not affected by engine thrust
variations.

B ~E R, A1

Thus, the main configuratinn features are formulated by analyses of the
m sensitivity of key control system items to weapon system parameters., Figure 18 summarizes
: the choices made ia the air-to-surface mission. The data curves used to make the decisions
set the values to which the control system engineers vommit to numerical requirements, in
a format similar to the one of Figure 8 of the surface-to-~air, or S-A, example.
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In this example, with its exceptional range of dynamic pressure, the presentec L
sequence of trades, data, and selection, represents a great simplification of the design -
activity., 1Iiteration after iteration was required as aerodyramic data were refined, weight
statements made complete, simulations expanded aud, most significant, compromises reached
between desired and feasible technical goals.

:.

4, CONCLUSION

The last two decardes have brought wuch of the same and a few different aspects
of control system configuration and requirement establishment, Every design looks like N
some thing between DaVinci and some thing in someone's brochure. Any claim to a new idea ‘s
can be invalidated in someone's archives, Some things which have changed significantly
#re the analytical ability of our young engineers, the simulation tools now available, and
the sensor and computing elements available for on-board missile use, The role of the
control system engineer, even with these advances, will continue to be to hear the desires
of the mission analysts, the uncertainties of the aerodynamicists, the limitations of the
avionics engineers, and the wails of the weightu eugineers, and then make the misaile fly

properly,
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3.b.-1
ADJOINT SOLUTIONS TO INTERCEPT GUIDANCE

by

D, L. Pitman
Sentoi Technical Staif
McDonnell Douglas Astronautics Company
5301 Bolsa Avenue
Huntington Beach, California, USA, 92647

SUMMARY

The adjoint equations yielding the error sensitivites of a linear system are explained, The
Laplace transforms representing the solutions of the adjoint equations of a linear interceptor guidance ays-
tem are developed, The solutions for an interceptor, represented by a first-order lag and utilizing pro-
portional navigation, are derived,
ADJOINT SYSTEMS

To approach the solution of a set of linear differential equations

X = AX+U

which may be diagrammed as

let ue introduce an as-yet-undefined vector Z and form y, the single-valued inner product of Z and X:
y = 2Tx
Differentiating, we obtain

- 2Tx + z2T%

T

~
1]

2Tx + 2T (ax + U)

2T+ 2Ta)x+2zTy

i

If we find a Z that makes

T

2T +2TA = 0

thern

\

y = z%y
y = /ZTU
is a set of integrals giving vy,
If we have sclved for Z such that at some time T all values of Z are zero except for zy, then y(T) = XK(T).

Solution for Z

The differential cquations defining Z

2T +2Ta - o

which might also be written

2 = -ATZ

J
1
1
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are to be solved for boundary conditions defined at some future time, T, Let us, therefore, start the
system with these conditions and solve backward in time by changing the independent variable from t to
t = T-t,

Comparing the diagrams of this equation with that of the equation in X, it may be noticed
that, apart from the deletion of the inputs U, the transposition of A changes ajj from being the gain of
the connection between the output of the jth integrator and the input of the ith iategrator to being the gain
between the output of the ith integrator and the input of the jth integrator,

The diagram of the differential system describing X may, therefore, be changed to that
describing Z by deleting all external inputs and reversing all integrators,

The components of Z are referred to most commonly as adjoint solutions, sensitivity
coefficients, convolution kernels, Green's functions, or canonical conjugaies of X, depending on the
use and the user,

INTERCEPT ADJOINT FUNCTICNS

To describe the guldance loop, where acceleration normal to t.. .ine of sight is commanded
to be some function of the line of sight rate, consider the relationships already discovered:

M = U(ti-t)
s M
= 2
~Ri{t;¢)

U = F(s)¢

where F(g) includes miasile filter and guidance gain, Choosing our unit of length to be -fl. to simplify,
the system is represented as

N, U
£ c F(s) U ti-t —_r_.
M

1
(tl't)

if F(s) is assumed to have constant coefficients, the adjoint system that yields the convolu-
tion kernel giving the miss generated by information noise and target acceleration is

¢Ma

F(s) T

A

The equation deacribed by the dlagram

d /(M M
wlw) s -7

may be expanded to

1d (M) LM M
tdt\F F 2 2

which may be rearranged as
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in the Laplace tranaform convention, this becomes
: s M M
. tre) " Fe) T M
which develops into

d sM M M
“ds F8] " F(s)  °

which solves to

F(s) exp [f ;;T"—)—]

2
[

M(s) =

i Particulax Cases

g

1. Simple Lag Representation of Miaaile

] k
;. Flo) = 33T
3 "
i M(s) = —=—3T
M (s+1)
' e, g, forx=3
. i L
k. - -3R 2 T
. ¢M(' = E;z-t (t-3T) e
' 2, Critically Damped Second-Order Missile
: F(e) = ( )‘1)2
- st .
. /W N
: A=2 A /
i . 8 s+1
i Mls) = ¥z °
¢ (8+1) "~
L

}.’: which may be solved ans a series of integrals of

i cos h 2M
4 t
" multiplied by et
e 3, Constant True Bearing or Propellant Uiilization
%
N . _A(stl)
i\ F(l) = 3
# X
N Ms) = xs" 3 (as1)e ®
i For integral values of A, this represents the function;
E' [ \-2 A-1
: d d
¢ ... = K + I (2D
i M ldtx-z PSRN
£
§ For half integral values of \, it represents the function:
¢
13 dx-Z.S d)\-l.5 1 1
i b, = K + -~ cos 2 VT b
¢ M¢ dtk-z, 5 dt,‘-l' 5 Vi . ;
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Other Error Sensitivities of a First-Order Missile

1. Angle Rate Error

As previously derived, the miss of a proportional navigation system involving a first-order
missile, due to an impulse of line of sight rate, at time t, is

¢ Me (ti -t)
which is the inverse Laplace transform of

-2
- s
L [¢Mi] = X3
(s +1)
2, Angle Error

An angle error is ditfferentiated to obtain the angle rate error; therefore, we obtain the
relationship:

d
M = T M
M-l

=—h8_
L*m] = (o + NI

3, Target Maneuver

Referring back to the adjoint diagram, we notlce
Oma = Flo) &y,
Therefore

L _ .?\-1
[¢MnJ - (s + l)"

4, Initial Heading Error

A unit impulse of target acceleration generates a unit of crossing velocity’_( which would
result in a miss of (tj - t,) if no action were taken, The effect is the same as an initial unit-heading
error; therefore:

= R
*Me, © T *Ma

The following table presents results of applying some of the above functions,

N T TN - DI oR T, Ly
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ADJOINT FUNCTIONS (ERROR SENSITIVITIES)
OF A PROPORTIONAL NAVICGATION SYSTEM INCLUDING A FIRST-ORDER LAG

L) e 2
t
® Ll)"l ~Rt(t-2T)e T
Me¢ s+ l)M-l T
"1
o aah-? Ri?e T
Mé¢ (.+l)k+'1- T
t
o M2 T
Ma i T

Mins due to: ¢
Step rate error %[ZTz-(gzﬂtTﬂTz)e T].

Maximum e ZRT
value
if -
pplied at t = ®

Random angle _E_ZN’-ET__

0, 56W

Glint JT—

Acceleration

(target ¢
manesuver or 2 “T
autopilot bias)  aT“|(1+%)e T -1

Maximum
value
if

Applied at t = ®

Initial heading Rte
error

Maxinmum 0.37TRT (g = )
value

If guidance
initiation at T

HEZ

ntouu

Power spectral density per cpe,
Effective width of target,
Lumped missile and filter time constants,

A= 3 A= 4
- t ——
B oeTret?)e T Re?-1262T4366T%-241%)0 T
21’ 6Tt
_t _t
-ReP(t-3T) e T e (¢ - 8tT + 12TC) ¢ T
27% 61>
Lt L
(82T e T t(t2 - 6t-T+6T%)e T
T 21>
t
ﬁtse % -ilta(t-‘l'l‘[e T
272 613
0. 67RT 0.36RT
aT 2T
3IRVNT R VBENT
42 q
1, 08W 1. 7W.
JT JT
t 2 .1
- T
%“z . T at” (t- 3T[e___
0.27 aT® 0,13 aT?
2T 1,277
1 . X
T T

Tt (t-2T) e

0.21RT (¥, = <o)

0, 83T

Bt (% - 6tT 46T o
6T

0,17TRT (Yo - (o)

0.417T

—_
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OPTIMIZATION

by

D, L, Pitman
Senior Technical Staff
McDonnell Douglas Astronautics Company . 3
5301 Bolsa Avenue k|
Huntington Beach, California, USA, 92647 ' g

SUMMARY

The procedure for optimizing a linear system against a quadratic cost function is developed
by the method of completing a aquare, The optimal intercept guidance law against a nonmaneuvering
target when the cost is energy lost to drag is shown to be proportional navigation with a gain of 3,

QUADRATIC COST MINIMUM

The cost of an interceptor misaile is, to a considerable degree, assoclated with its welght.
The greater part of the system expenses in effort, equipment, and risk of life is expended in delivery to
the point of launch so that the smaller and lighter the vehicle, the more can be launched for the same
cost (assuming, of course, equal reliability and effectiveness),

The weight of an interceptor missile and, therefore, its cost is dependent on the size of the
warhead it is required to deliver and the amount of propellant required to eifect its delivery to the tar-
get. The size of warhead required is proportional to the square of the expected miss while the amount
of propellant must be sufficient to accelerate the vehicle to an acceptable closing velocity and make up
the velocity lost to aerodynamic drag, The cost chargeable to the guidance system designer is, there-
fore, proportional to the square of the final miss plus the integral of that part of the aerodynamic drag
resulting from guidance maneuvers,

To state this cost in the form of an equation, let us define some reasonable descriptors of
the intercept geometry:

where
T {s a target
Iis an interceptor
V is the velocity of I relative to T
Line IT is line of sight (LOS)
The coordinate system (R, X) is set up so that the initial value of x is small -
V = <R

Defining t; as the time at which R goes to zero assuming V to be constant, we get

R = V-t
M = x+k(t1-t)
M = x(ti-t)

1, ¢., miss can be reduced by application of acceleration,
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<« is a small angle ~ %

:':(tl -t) +x
V(t‘t)z

M
Vit - 1)

i, e., ¢ gives a measure of the present predicted miss, and acceleration U = % normal to IT provides a
means of reducing it,

Remembering that aerodynamic drag has a component that is proportional to the aquare of
the lift acceleration U, it is now possible to mathematically express the cost attributable to guidance-
commanded maneuvers:

t

2 ' 12
T o= KM)® + K,X“dt
t
o
2 K 2
I o= KMIt)© 4 [ K u“dt
t
o

Considering that the first part of the expreasion looks like the terminal value of an integral,

4
j :—t[P(t)Mz(t)] dat
t
[+
with
P(t) = K,
and

L{em?] < bM?+2pMut = BME 4+ 2PMUGE )

and wishing to bring into consideration the second part of the cost function, we first add, and then sub-
tract, the integrand from the above:

: 2
FHPME = PM + 2PMult-t) + Kpu® - Kpul
This may be rewritten as

2

zu

42 1 [PMig-®
K,

2
+ Kzu] - K

provided

. P’
P
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. i e,
2 I
E: dP = (t‘l-t) b
, B K>
' 3
(t,~t)
5= -—g—tc
) Knowing that
. . Pl = K
: ;.
. 1
1 C = -z
4 Kl

the solution to the equation may then be restated as

P=_“'1_"3"
t, -t

Placing this value of P into the integral, we obtain

T e T, I =TT T 3 e

t t t
; & PM°| dt = 5 7 + Kz“ - Kz u
; h 2y 2 t
* [] [+ [+
= K,M2(t) - Pt M)
; - ™M i o o
. Rearranging terms, we get ,"
": ti 2 t.:i 2
Kle(ti) + K, [ uw = P(to)Mz(to) + K, J [PM(tl-t) + Kzu]
to tO :
oS = J

We thus obtain a new expreasion for the cost, The first term is established at t, as boing
the minimal cost, The integral, having a non-negative integrand, has a minimum possible value of
zero, which may be achieved by holding the integrand equal to zero:

P

PM(t, -t)
¢ u = -_Ri__ D
b 2 D
: i Considering that K], the cost of warhead, is much greater than K, and that the cost of maneuver when
g § (ti-t) ie small may be ignored, it is possible to closely approximate P: _
g:' | L
¥ 2 o
b P~ Zti-t$'3 .
£ b
!( The optimum mancuver can be represented by \
,;f - IM i !
¥ Yopt = " 2 7 VY :
b i :
t
5 i

it
?
i
:
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GENERAL CASE

8 Given a system defined by x = Ax + Bu and a quadratic cost function

J = xTPx(ti) + fxTQx+ uTRu.

we desired to find the action u, which minimizes the cost,

If we consider the nonintegral term to be the terminal value of an integral, the equation is

i f?;l—t [xTPx] dt = fxT?x + X Px + x'Pxk

= [xTex + xTATex + uTBTRx + xTPAX

+ xTPBu + xTQx + uTRu - xTQx - uTRu E

which may be written
Y

xTPx] = f(R'lBTPx+u) R(R'IBTPx+u) -fx Qx + u TRu

provided
PeR!TP = P+ ATP + PA + Q

which may be written as

P = ATp + PA + @ - PBR'BTP
(the Ricattl squation encountered in filter design),

The cost function is represented by

xTPx(t) + [xTaQx + uTRu

[ &
n

xText) + [(R7'BTPx + ) TR(R"!BTPx + u) ;

Because the'constant term is established at t,, the cost of guidance is felt only in the integral, which
may be reduced to its minimum, 0, by making

u = -R IpTpx
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KALMAN FILTER

by

D, L,, Pitman
Senior Technical Staff
McDonnell Douglas Astronautics Company
5301 Bolsa Avenue
Huntington Beach, California, TJSA, 92647

o aaa

SUMMARY

d The Kalman filter is developed as a rational application of Gauss' method of least-mearn.-
square error summing, which adds together independent measurements and estimates proportionally to
the inverse of the variances of expected errors, The discrete measurement summer is developed into
the continuous filter by shortening the time between measurements,

6. e e

FILTER DESIGN

The decision to apply a filter to a data source must be based upon a knowledge that the dats
cannot be accepted as a true and exact measure of the system being observed, Implicit in the decision,
therefore, is information about the system in addition to that contained in the data,

P s o

The design of the filter, then, is based on the question of how best to combine the information

- content of the observations with the a priori information on how the system should hehave,
b Caussian Summing

1 Given two sources of data on a given quantity X, each containing some expected error, the
] data may be welighted scparately and added together:

E" D,=X+N

X, ] 1 W

E 1

(w1+wz)x+wlNl+sz2

¥

1 D, = X + N, v,

¢

i

§ Since the required output is X, we choose Wl + W, = 1, denoting

k. .

‘m w, = w

W, = 1-W

2

The diagram may be rearranged as

'!“l D, - X+N, +W(N, - N,)
B *H = x+WN
g
L
3 D,

. If Ny and N2 are uncorrelated, they may be considered as vector quantities at right angles:
::l

.

3 W N

1] ,NZ \2)\

¥ N \

>
N
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N will be minimal if W is chosen to make N perpendicular to N1 - NZ' in which case we get

- WN SNyl N,
N, N, - N,
« ‘ or
x NZ NZ
: A 2 2
u v N, N2 N+l
9 : (N) - Np) 1t N,

Since the expected values of N% + N% are q'% and c%, the best choice of W is

wz
. w=.._2_.§_§..
k- +o
' . SRR

KALMAN FILTER

) A measurement on a syatem is a measurement of some, all, or combinations of the compo-
' g nents of the state vector plus errora:

. D = HX +N,

The a priori knowledge of the state of the system may be considered as stored in an analog simulation of

the system:

t Inputs, U+ N ﬁ=x+¢ H&+He
4 'a-\ H
o

X

A

We now have a set of readings and a set of values of what we think these readings should be,
k. These can be summed by Gauas' criterion to get the best combined estimate of the measured quantities:

Wo =z, 7 :
¢ to
1 2

(Gauss' summation criterion)

Where the systern state is an array of variables (state vector), crz represents the expected {
mean producis of all components with all comporents: !

VI vg - H!(THT - H??T HT .

i where

21 722

’

Tnl Ynn

. : which is ca’led the covariance matrix P. u% is a similar matrix of averaged producta ‘NlNlT = R
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Applying Gauss' criterion to the summing of the measured and known state of a system pro-
ceeds as follows: ,

e ETER

L .
o

. 2 . T .
w -:?—;—03“ #eHT [R + HPH

T]'l

The complete data summing system may be pictured as

Measurement HX + N1

T N A T W T TE o T

}; X+ N HX + HN

B ' B
7. A HPH[R+HPHY ]

HX +N

which may be rearranged as

HX + N

; PHI[R+HPH

>

'1‘]"l .

v A

HX + N

e Tt S

-1

For convenlence, we will replace PHT [R + I{PHT] with W,
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If the output of the H multiplier is the best possible estimate of HX, the input must be the best estimate

L of X, Let us, therefore, replace the state of the estimator with this value:
oy A A .
X = X+W(Y-HX) .
. Our diagram now becornes /}‘
\ s
Measurement HX + N, oY
A .
ST |
")
H?LD w
7 S (NT +5)
where
X:X+NZ+W(N1-HN2)~- . ;
= x+nN! . :
N = WN (- WHN,
' ' ' 12 ) ) T
¥, P' = N = WN]WT + (- WH)N; (1 - WH)
A = (- wi) N2 - N2 HTWT 4 wr N mTwT 4w nd wT
. [N - 3]
i — —3 8
k. wEN, HT + N wT '
v)i \
. ' : NS T wT
= (1-WHP
\, If, between samples, the state vector changes from X to 8X, where 9 = eAT, then
t+AT ]
A
X, = 6% + / N, = 8(X +N, )+AN,
“t
and )
= T - T
P,y = ©PL6 +C =9 [1-WH]P 6 +C
o8 Summary
- Pp is the matrix of correlations of estimation uncertainties of the components of the system
1 state, Ry is the matrix of correlations of expected measurement errors, "
X The weighting to be given the difference botween a measurement and the expected value of
3 the measurement is
T T -1
o W=PH[R+HPH]
n n n A
'] -« '.
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_ T
Pn+1 = Q(I-WH)PnO +C

where 0 is the matrix defining the expected evolution of the system between meagurements, and C is the
expected increase in P due to errsr in the model,

\

CONTINUOUS FILTERING

As the sampling period approaches zero, the covariance matrix I approaches a continuous
function of time, and the above iterative processes approach the differential equations dnafining it, If the
error on the reading R is considered to be the result of a white noise that has been filtered over the
sampling time T, then R is inverscly proportional to T

.

= e
i,e,, R = T

If the model error is considered to be the result of a white noise on the integrator inputs and
if T is considerably smaller than any time constant of the inodel, the increase in P due to the noise over
one sampling period T is proportional to T:

)

f,e,, AP, = CT

If we let T — 0, then

w « PHT [R 4 mPHT]  ~pH'R'T

e = AT <1 4+AT

and ' N

P+AP = 6[l - WH] P8 + AP

- [1+ar][p-wup][1+ATT] + o1

T

~P + APT + PATT . PHTR ' HPT + CT

which can be rearranged as

T

aP — AP + PAT - PHTR HP + o1

T T

& —-P = AP+PAT -PHIR HP+ C
o

This equation is called a Ricatti e?untion, and is solved to give P, which in turn, gives the optimal
weighting coefficients W = PHTR-I T,

The correction to the estimate W [M - I-DA{] may be added to the estimate in the infinitesimal
time T by placing it continuoualy on the inputa to the integrators with a gain 1/T, The diagram of the
continuous filter is then

HX + Noise Tp-1

PH R
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SOLVING RICATTI'S EQUATION

¥
t
.

The equation P = AP + PAT - PHTR HP + C may be reduced to a form more amenable to i
solution by introducing as-yet-undefined matrices Z and Y: :

3 Z = PY jl
: ,4

PY + PY

T T. -1

PY + APY + PA'Y - PH R HPY + CY

- . - PY+aTy - HTRVHz +AZ + cY :

Equating the expression in parentheses to zero results in two equations:

T R T v g Tl e e
"

Z = AZ+CY

s

¥ = ATy + HTR M uz
which, when solved, yield

P = 2y}
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NUNERICAL ANALYSIS AND SINULATION EVOLUTION
L ;
E Reap ;

Royal Aircraft Establishment
Farnborough Hants UK

SUMMARY

A review is given of the quantitative sdvantages and dissdvantagen of digital snd analogue
ocomputer techniques for the simulation of missile guidanoce and oconirol, and a methodology of using hybrid
simulation is deweloped. It is shown how a hybrid ocomputer can be used t0 aid the choios of an acoeptable
missile system within a wide mpectrum of complexity, partiocularly when many non-linear factors and
statistical aspects are involved. Using this fecility, mathematical modelling not only helps specific
projects in their R & D phases, but it can contribute to management decisions in fessibility studies, g
in the choice of missile instrument oombinations and in the specifioation of their desired standard of
performance. I% can aleo safeguard against ocomplex systems being over-designed 1o the detriment of
their vost.

1. INTRODUCTION

I+ has been the practios for many years 1o simulate complex processes which are not easily
smenable $0 analytic solutions. EKspeocially in the asro-space field, the use of simulators has now become
widespread. They are indispensable tools of ressarch, both as hardware simulation facilities, eg in
siroraft flight simulators, or as computer simulations in theoretical systems studies, eg in missile demign
work, Simulation studies of the latter type, using mathenmatical models, are the subject of this review.
They are normally used throughout the whole rangs of asrospace industry where dynamic problems involving
large numbers of parameters have t0 be solved. Right at the start of a new oconcept, simple studies are
onrried out using computer wimulation techniques in order to establish the feasibility of the ides. During
the development phase these studies require more sophisticated simulations in order to investigate and
olarify the so-called 'grey areas' so that managements oan make decisions. Later, in the production phass,
and test periods of the completed product, the simulator is used to assist in the final sssessment of the
devioce, examining, for instanocs, the reliability aspsots in the presence of environmental disturbanoces and
engineering tolerances. The use and evaluation of statistical methods constitute an important part of any
investigation. 1In systeme of this kind the inherent noiwe of the system, mainly coming from the aensors,
gives rive to inacouracies: Problems of this nature require statistical treatments and therefores a high
number of runs. A mathematical model, thersfore, can be used with great advantage ss an aid to understeanding
: oomplex dynamicel system. Quided missile systems, in particular, can be studied, evaluated and developed

n this manner.

This paper is aimed, therefore, at highlighting modern techniques of numerical analysis and b
ocomputer simulation, when applied to the research and development of tactical missiles. It compares current 3
techniques of digital and snalogue ccmputer simulations on & quasntitative basis, and develops a methodology /
of using hybrid (ie digital/analogue) computers which can combine the benefits of both these separate 1
approaches. It is almo shown how hybrid oomputer simulation sids the parallel development of new hardware. '
An ezample is given of & laser guided missile study in an air-to-ground mode, showing how simple guidanoce :
and ocontrol factors ocen be assessed acooiding to their contributing effects.

2. NODEL CONPLEXITY

The degres of ocomplexity in & mathematical model of a missile mystem depends on the stage of
development 3f the project. In pilot studies, for example, & very simplified model may be acoceptable,
‘aking into mooount only the most relevant parameters. In soma of thess circumstsnces, and at a very early
stage, analytical solutions may be acosptable and may be obtainad fsirly cheaply. At the other extrems,
howsver, eg in flight triale anclysis or at the Service acoeptanoce wtage, s oomplex mathematical model
using realistic representations of each of the subsystems involved is usunlly necessary for a more detailed
understanding of the performance of the missile. The cost of svalusting this performance by means of a
mathematioal model generally increases rapidly with the model complexity. The two extremes iherefore
require different methodologien. Neither of theme extremes are considered here, howsver, but rather an
in-between modelling technique assooiated with either feasibility studies or the research and development
phage of & missile project. In these stages the missile designer desires to make the best use of his
oomputer faoilities in order 10 aid him with oritical decisions such as the choice of equipment and its
quality, and the selection of good missile design characteristica, sto. Numerical solutions of a
ocomprehensive mathematicsl model of the system can help him with these decisions. Basically two methods
of simulation are available, digital or analogue oomputing, but they have differsnt advantages and
dissdvantages when oonsidered for this task. Digital computers can provide, inter alis, good mccuraay, 3
vheress snalogus computers are easier to programme, but each have different time scales and running costs o
depending on the numbers of runs eventually required. These aspects are ocovered in more detail below. "

There are also other faotors having an impact on computer requirements. For example, there is an
inoreasing enphasis on providing cheaper missile systems to mest future operational requirements. This
leads to considerations of sub-optimal designs and wimpler guidanoe and control systems. Sub-optimal
considerstions demand the study of » wide spectrum of solutions. This might impose a penalty because both E
the number of mathematical models required inoreases and, by necessity, the quantity of numerical solutions. 3
8impls devioss ocan also lemd t0 & greater computing complexity, because a system which has become "simple"
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by ingenious engineering may be moxe difficult to describe in mathematiocsl terws. Typiocal exsmples are &
bang=bang con$rol compared with a proportional control or oomplsx cross-ooupling phenomenon often met with /
in simple systems. A linear dynsmical system of high order can be represented by a straightforward
Aifferential equation, but two or more non-linear factors in & system soon require evalustion by numerical
analysie and simulation. The tendency is, therefore, towvards greater mathematioal oomplexity, even wien
considering simple non-linear, or sub-optimal devioces separately. A oombined requirement for sub-optimal
solutions of non~linesr systemm exerocises an even more stringent methodological requirement on the
evaluaticn of future mathematical models. I+ will be shown that neither analogus nor digital simulations
alone ocan mest this requirement since esch simulation has & limited ompability, sither in degree of
representation, accursqy or running time. At this stage the need for hybrid simulation techniquas
therefore bagine to arise, but let us look first of all at the two separate approaches in more detail.

3. COMPUTER TOOLS
The following sre scme of the advantages and disadvantages of analogue and digital computers.
3.1 Analogus Computers
Advantages

a) The mathematioal model is easy to set up, especially for non-linear systems.

D) Design changes are wery simple to executs by switching $0 alternative analogue cirouiis.

c) Separats blocks in the simulation can be developed to any desired degree of sophistication.

4) 1t is easy to check component performance hy theoretical analysis.

o) Past running times of up to 10011 on xeal time are possible.

£) Hardware inoclusion is possible and model matching is relatively easy.

Disadvantages

a) The change of parameter values takes time, and emch time a change takes place the
omloulation should be checked.

b) The analogus oomputer has limited accuracy within the specified scaling of the problem,
c) The oomputer is subject to drifts.

3.2 Digital Computers
Advantagen
a) Almost any desired accursacy can be obteined, drift fres, provided that the correct word
length is chosen and oomputing time i3 not at a premium.

b) Parameter changes can be programmed easily for extensive numbers of runs.
o) Simulstion languages have been developed mo &8 t0 meke programming essy and quick to develop.

Disadvantages

a) It oan be diffioult to change a digital programme 10 incorporate design changes. Programme
cianges are also necessary if extra print-outs are required to give further insight.

b) Step lengthe of integration processes have to be reduced in stages until an acosptabdle 1
repeatability is obtained before production runs are possible,

¢) The step length changes of (b) are necesmary svery time a parameter value is changed.
d) Nultiple disconsinuities and non-linear sspects are diffiocult to programme.

e) Existing simulation langusges omn introduce hidden inmcourmoies which are diffioult to :
trace when dismocontinuities have to be simulated. o

£) Extensive simulation programmes have long running times and are therefore ocomtly to run.
3.3 Compariwon between Digital and Analogue Simulation

Let us now oompare tle relative ocosts of analogue and digital simulation. Figure 1
shows diagrammatically how the ocoste of simulating a typiocal miswile system vary aococording to the
number of oomputer runs., Digital programming is generally cheaper and quicoker to develop
than analogue progiammes (eg typloally 1 mmn, 3 months, £1500 digitally, compared with 2 men,

6 months, £6000, for an mnalogue approach; these figures oonstitute the starting numbers on

Fig 1)» PFor large numbars of runs analogue simulation iw favoured becauss the faster running
oapability makes the oost per run nearly negligible. The ratio of running cowts, or the slopes b
of the curves, is of the order of 50011 in favour of anslo modelling, using figures of 4
£30/hr, 3 runs/hr which give £10 per digital run, and £60/nr, 3000 runs/hr which give £0.02
per anslogus run. In the chosen example the oross=over ooours at about 4-500 rune.
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As limted oppoaite, the development of digital
simulation languages haz made progremming easier,

but inmcouracies oan be introduced bty using integrstion
routines with fixed step lengths for the simulation of
systema with discontinuities present. The oomputation
oan be mads acourate Iy varying the step lengths and
ochanging the indepenisnt variable to ensure that any
disoratinuitien oocour et the beginning of & step.

The use of longer word lengths also incresses digital

! oo -4 SMULATION accuraqy. These techniques, however, tend to moke

: iy -, the progremming more difficult, and this dafests the

! e L / i objective of modern simulation langusges which are

: i A irteuded to make digital programsing easy and ocheaper.

4 Aunlogwe simulations ulons have the sdvantage of

§ GO neeting the requirement for inoressed output of

4 3 ouTS computer runs, but thay have all the disadvantages

! — o listed earlier, particuiurly reduced socoursqr snd

: - long times for paremeter changes. Hybrid computation

- enables both of theme Aiffioulties to be overocome by

F1G.0 COMPARATIVE COSTS OF SIMULATION v. Na OF RUNS means of acourate “‘ifll “mt.*tm where “m“d'
ad digital oontrol of analogus changes. DBefore
oarrying the argument further it would be advisable

i t0 oonaider the owerell advantages and dissdventages

‘ of hybrid computers when used for simulation purposes.

¥ 3 3.4 Hybrid Computers

b Advantages

[ &

o 8 a) All the above advantages in 3.1 of analogus oomputation, are available in & hybrid computer, o

' together withi~ B

4 b) Inoressed modelling acourscy, where necessary, bty means of digital computstion.
' i\ o) Paranster changes can he programied as in purely digitel sisulations. " -
K{ : d) Statistiocal analyses Oof answers omn proosed digitally for the meduction of large numbers ‘)‘

: : of quantitative results. .

i . ¢) Subaystems oan be sliccated to sither digital or analogus computation according to
: preference; suitability or spplicability.

g\ v Dimadvantages
ol

8) Inoreased complexity of developing & hybrid computer model implies longer development times.
b) Specialised progremming staff are also required for effiocient hybrid operation.

o) Anslogus oomponents are still subject to0 computational drifis, but statistical techniques \
oan be used (i) to detect them and (1) to evaluate the significance of differences between e

subsystems in the pressnoce of residual computing inacouracies.

It ocan be envimsaged that the dissdvantages as listsd will become less important in the
future. The increased development time will be reduced bty softiware developmentis already under
consideration, and the inoreasing use of hybrid oomputers will smeliorate the siaffing difficulty
mentioned under item (b). In our experience the advantages outweigh the disadvantages heavily,
even at this mtage of usage.

4. VALIDATION

T PN T S e ST W 1 e 4

4.1 Matching with Current Systems

3 ; Nany engineers and mansgers are justifiably suspioiony of the ussge of extensive
Y, % mathematioal models, mo i% im necessary to build up a working oonfidenocs that the models are truly
representative. Strictly speaking s mathematical model, which in the first place was set up to
give saswers to problems not amenable to be solved bty any other method (eg analytioal), has no

3 yardstick by which it can be checked. Otherwime this yardstick would have been used in the firet

3 : place for the study. To model, on the other hand; cvery detail of a complex mechine is s

' 3 superhusan task and could be uneoonomical. Certain sssumptions, simplifications and abstrections
i 4 have to be made, thereforse, in writing the programme. The question arises as to how adequate the

3 mathematical model is for the purpose of the envisaged study and its cbjectives. The user should

; be aware, therefors, of the linitat.ons of his model, but neverthsless have suffiolent confidence
- in 1¢. The process of establishing thiw high level of oconfidence is referred to as modsl

] validation. It is most important that any model is scosptably validated before it im used o8

: ’ management t0ol. There are & number of methods of cerrying out this validation process up to a

3 oertain degres. The model might, for example, be matched with test flight results of ourrent

A miveile wystems. Alternatively physical lsboratory experiments might be oconoesived whioh are

; themselves models of the real world but which wre the nearest accessible phiysical representetions.

3 Kodel osloulations can aleo be checked out hy analytiocal solutions if suitable simplifications

9 ; oan be mude. One of the most important methods of velidating a model is by relating it to current
hu'dw;u developments, even to the extent of fncluding a hardware subsystem in the simuwlation

itself, .
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4.2 Haydware Inoclusion

The snclusion of new hardware developments in hybrid simulations serves four purposes
(a) to verify parts of the model, (b) %0 help the design angineer $0 make componant improves.ats
early in the dewelopment period, (o) to obiain an indication of the relative merits of variocuz
hardware designs and (d) $o highlight impoertant factors, introduced hy the individual devioes,
vhich signiticantly affect the performance, When this iz done, however, the ocomputaiions have
40 be run in real $ime and the sdvantages of running faster are lost. This is also trues if »
human operator is included in real $ime simulations. I¢ is an advantage 0 rFevert 4o speeded up
runs when oonfidenos has been established, and the relevant factors revealed by hardware
investigations are included in the simulation, so that no facets:of the hardware are being lowmt.

We have, 80 far, sketched out a skeleton for a simulation methodology which is most
easily met Ly hybrid weans. This methodology will now be oconsidered further and shown 4o be
suitable for both non~linear missile systems and sub-optimal evaluations.

5« SIMULATION METHODOLOGY

FMgure 2 shows the simulation programme from which the techniques of numerisal snalysis and

7 t
mg:::n;i:f‘ﬁm om provide « speotrun of aystess 5+4 Model Development

Expsrience has showm that it ia

expeditious to build up the model graduslly
mmmu" s rather than to attempt & oo-pnhonllign
ALRDDYNAMIC . 0 )
:I:mt rLint :':ff:cui“" ACTUATOR WESfonsts, ::::::no:tn':::o:“ ::‘:nieih:‘-l? ul:ilczptuble
s:nuuﬂous SIMULATIONS Qﬁ’uszi'éif“"' solution is as follows. The development of
SIMPLIFIED & typical missile simulation programse
MATHEMATICAL starts with either simple digital oomputer
NODEL. programmes or analogus runs of simplified
versions of the mathematical model. At thie
DIGITAL THAEE LABORATORY stage the missile representation may be very
BACK=UP . | omenstonaL O ent much simplifiod, with only estimated
10 ANALOGUE ANALOGUE 2..,,“,,,;, serodynsmics, actustor responsss and
X, SIMULATICNS. :
VOR WIND TUNNEL ausopilot characteristios, and 1t may be
HANLY BIAS AERODYNANICS, that only single plane flight dynasics are
TRAJECTORY STuoes. MATHEMATICAL represented hy the model. A ocareful note ~
mwxw::nemL Thhee oiMeNsionn | IO v should be made at this stage. It might be
Al twvin IR COMPLEXITY obvious that the system is characterised YWy
terects STATISTICAL STUDIES a high degres of cross ooupling, and the
effects of, say, a spinning movement, might
HYsnp m}':::t FINKL heavily affect the single plane dynamica.
g‘l’sﬁﬁ‘fm COMPONENTS In this oase one would have o start off in
STUDIES. AVAILABLE. thres dimensions, although the parsmeters
PARANETRIC MATHEMATICAL mentioned earlier could etill be of an
EYALUATIONS, MODEL eslenmentary nature.
SYSTEM FINALISED,
COMPARISIONS. Only & few digital computer runs
PAE-FLIGHT are possible because the oost of runming
STMULATIONS. them riwes rapidly as the model davelops.
POST~ FLIGHT FLIGHT When the model complexity has inoreased
MODEL MATCHING TESTS, significantly to include non-linsar effscts
' the usefulness of an analogus ocomputer

becomen moxre avident. A greater returm in
understanding follows fester ruaniag, whioch
is particularly useful in studies of biases
in the parameters represented in the model.
As the number of runs is incressed the
doninant factors and paremeiers begin to emerge, together with some knowledge of their independence
or ctherwise. The degree of ocorrelation can be judged on the basis of further oomputer rune in
which two or more paramsters are varied. Finslly statistioal studies can proosed in which combined
and intersoting variations of many variables can be evaluated, ¢g in Nonte Carlo type sampled
sinulations. The statistical response of a system in the presence of noise can aAlso be determined.
When the mathematical model is finalised, numerical solutions are evaluated most efficiently on

a hybrid ocvmputer. Non-linear aspects are more suited to anslogus evaluation, but care has to be
axercised in structuring the model in analogua form 0 as not to exceed the ocaplement of analogue
squipment. 1% is protably generally trus that in complex guidance and control modelling the
ocomputer analogus oomplement is soon used up and & vompromise beoomes necessary in the syetem
modelling. A good balance needs to be maintained so that all important aspscts are modelled to an
acosptable depth of understanding, The correct talance osn only be learned through hard experisnce
on the job, and by continuous oontaoct with real hardware.

FIG.2 SIMULATION PROGRAMME

If & missile system is sufficiently well developed and if it is planned to go forward to
full soale flight tests then hybrid computations ocan assist in assessing the many effects of
environmental factors in extensive pre-flight simulations, including malfunctions. Autopilot gain
sestings in feedback controls can be determined to ensure good stabiliiy characteristics. Instrument
combinations can be welected together with their manufacturing standsrds. The nominal performance
and likely deviations dus to statistical unoertainties can be predicted for specific trials
oonditions: Finally if sufficient records are talken asm the flight tests take place, it becomes
possible $0 carry out post flight eirulations for model matching purposes, Adjustmenis can be made,
for example, to modify the asrodynamice bawed on wind tunnel data, if these are inadequate to
describe the actusl behaviour. Sometimes only minor changes have to be made. The post flight
mathematioal model then repressrnis the fullest possibles theoretical understanding of the weapon
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system under oonsideration. In this manner the modelling activity oan be used as a management
t00l, which can oontrilbute to the success of a Research and Development project. This applies
] not only in the missile field but to any tschnologioal system which is ocomplex snd dynamic.

5.2 Sub-Optimal Solutions

We have 80 far disocussed the
] development of a modsl but we oome now to
) oonsider how the model is actuslly used in :
F the most officisnt manner. As indioated o
E before, one of the aims of a missile designer .
‘ is to gain an understending of simple smystems. I
' One method of designing simple missile
. - - - LPEAL_PERIORMANCE - systems 1is %0 oonsidsr sub-optimal solutions. !
Figure 3 illustrates this ;:tunio:
schematically. It shows that as the system
o tivh o complexity incresses, say ky incressing the
I PULLY degree of sophistication in guidance loop
1 OPTIMUM filtering, then the performance criterion
, 1 SYSTEM gonerally follows & curve of diminishing
: AD NOC } returns, The curve is shown inoomplete in
: DEVELOPMENT the upper disgram of Figure 3 to emphasise
that ad hoo investigations and developments,
indicated at the lower end of the disgrem, '
must be oonsidered to be merely attempts to
obtain significant improvements, without
necessarily sucoseding. At the other
extrene of oomplexity w theoretically
optimum solution, say & Kalman filter in the
SYSTEM | guidanos loop, oan provide the ideml :
cosT performance. There is, however, an |
associated oont curvs related to this
ocomplexity spectrum, which is shown in the
lower part of Figure 3. It indiocates that
the ideal performance might only be achieved
&t » premiwn which is t00 high for the user, .
:: the ooupu:ﬁiom oosts associated with 3
e Kalmen filter oould be great. In such ;
FIG.3 SUB-OPTIMAL SOLUTIONS s situation it beoomes necessary to study
the spectrum of sub-optimal solutions which
oontribute to the upper curve. The bulk of
the work is ooncerned with a withdrawal
from the optimum to find a working compromise
between acoeptable oost and performance
g : degradation dus to the departure from the -
' ideal. }
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f The point to be made here is that the simulation techniques being desoribed in this

& paper enable not only the fully optimum solution to be evaluated technically, but also the

: esxchanges which result from withdrawing from the optimum. Computer techniques now beiug

¢ developed allow the work load to be expanded t0 ocover a wide spectrum of sub-optimal oconditions, .
! rather than merely evaluate the design and performance of a fully optimum system. 3
i

6. NISSILZ GUIDANCE AND CONTROL EXAMPLE

o 3 ¥ An exsmple will be given now which, although being trested ia thim paper in a generalised form,
3 : oould be oconsidered %0 be typiocal of problems enocountered in missile studies.

6+1 The Problem and Results

The simulation technique will be demonsirated using a mathematical model of non-linear
3 complexity representing a wide spectrum of missiles from a fresly falling bomb wWithout either
;. guidance and control, to & laser guided air=towsurfaos mimsile of hypothetiocal design. The
R A first order effects of including simple guidance on a freely falling bomb will be shown. Then
.- / the offeocts of having either oontinucus or pulsed guidanoe information available from the sensor
; i are demonstrated. Varicus degrees of ocomplexity in roll ocontrol, from freely rolling weapons to
roll rate and roll position stabilisation are added also, PFinally a rocket motor ism sdded to .
show what improved performance arises from incressed spesd and serodynamic response in the case !
oonsidered. An AD4/IBM 1130 hybrid computer was used for this study in which the digital part of
the oomputer was used to ocontrol the analogue.

Figures 4 illustrates a laser guided missile attack in whioch the target im illuminated
ty s laser sourcs. The roflection of this radiation is detected by & wensor in the head of the
nissile, and semi-active homing can take place, provided that the missile is fitted with oontrol
¥ devioces for manceuvrs. A number of non-linear factors have been included in the simulation
and the degree of complexisy ocan be judged from the inclusion ofi—

. b it e e e e o
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a) & laser guidancs source, which, in the
simulation, csn be either continuous or
sampled.

b) & laser detector homing head,

©) » proportional aavigation homing guidanoce
law.

4) a signal hold devios for retaining s laser
signal between pulses.

®) & pulss width modulator.
£) varisble asrcdynsmic conditions (non~linear).

&) either bang-bang or proportional ocontrol
actuation.

h) a segmented roll remolver for transferring
demands in space axes 0 missile actuators
for a rolling missile.

1) gravity ocmpensation in the vertical command.

i T

Gmidn ﬂr:tn:b t:nl‘ynr:niu :o-:ofro-‘
reloase oonditions gi s wiss distanoce of abou
f6.4 LASIR GURED MSKE 120 arbitrery wnits, (arbitrary units being used
sinoe only relstive merits are being investigated).
Typioal strike points of this maguitude are showm in
the osntral part of Figure 5. The dispersion of the
sixteen impact points shown arises from imposed
wvariations in altitude and cross=track at release. }
The ocentral part of Figure 5 also shows what -

(The miseile 40 simple 4n conoept improvement oen te obtained vhen guidance iw

wth 0o sutopilot (serodynmic introduced, pulsed in the fires instence, ¥ogether
stabilfsstion only) ie no rate with bang-bang oontrol. The first order improvesent
@rros, acoslerometers or shaping 1s to about 50 units redial miss distance. Further
networks, and the target is potential improvements are offered by the introduction
assuned 10 be stationary.) of sither oontinucus guidanocs dste or proportionsl

oontrol. If bang-bang oontrol is still used, but the
guidanos is ocontinuous in form, then the miss distance
oan be reduced to the order of 40 units. Continuous
guidanos with proportionmal oontrol produces better
performsnce. A miss distanos of about 15 units oan
Ye achieved with & Zreely rolling missile. A further
improvement 4o 10 units can be obtained when it is roll position stabilised, (see the left hand
picture of Pigure 5), but 4% will be notioed shat the bBallistic travel of unguided roll position
stabilised rounds cen be grester than wvhen freely rolling, The above figures apply to sn
unpowered guidad weapon whareas in this came $he addition of a rocket motor, to inocreass the speed
and asrodynsmic responss, showed that miws distances of the order of 5 units oculd by achieved with
pulsed guidanos,; bang-bang conirols and o freely 10lling missile oompared with the 50 units given
above for an unpowered wersion. The exchange rates given above are, howewer, for illustrative
purposes only, 10 show the wvalus of the systematic approach. The results are not intended to show
gonorel characteristios because a complete missile systea depends on 80 many parameters and the
interactions between them. For instance thay relate to specific serodynsmic properties which
have remained unchanged throughout. It ocould be that significant improvements might also be
forthooming from serodynsmioc redesign, an investigetion which oould also be ocarried out by hyorid

, computer simulation to determine theoretiocslly the best merodynamic properties required.

6,2 Computational Implications

The previous parsagraph was intendsd only to serve as an indiovation of the prodviem. In
actual faot extensive hybrid computing hes been completed with this wodel. This inol multi- -
paremeier changes and statissical runs of the order of a few hundred thousand, Blooks oy 100
noninally repested runs were used s a basis for comparimon to cover analogue ocomputing
insoouracies. PFor esch run the co=ordinates of miss distance were recordsd togethsr with approach
angles at the target. The digital part of the computer then calculated means, standard deviations
and e Tedial miss distances for each block of runs, and the results wers printed out immedistely.

Arvays of blooks, $ypically 5 x 5, wers then compuied automatiocally bty digital controlled anslogus

siwulation, for a range of values of each of two parametsrs, ie a total of 2500 runs (namely

5 x5 x 100) 4n esch typioal array. Some of the parsmeters coversd were the howing head guine,

friotions and biases; the navigation oconstant of the proportional navigation law, the gravity

ompensation factor and serodynamic psrameters, One of the arrays of 2500 runs tock only about

1 hour of hybrid ocomputing time. If this number of runs had been completed bty purely manually

operated analogue ocomputation, with the ssme rveults being recorded bty hand, and potentiometer

valuwes being set by hand bdetween blocks, it is estimated that the time on the oomputer would have ’
beon incressed at least ten fold, most of the time being taken up hy documentation. Considerable !
sdditional 4ime would also have been required for off-line analysis of results. [
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A purely digital simulation of the same problem was also developed in parallel, but it
ran into significant difficulties because of the many non-linearities included. It used a
oonventional simulation language and, when completed, took about 25 mins per run. A five ly five
array of only one run per blook would have taken abous 10 hours.

Hybrid oomputation, therefors, provided the most useful quantitative results in a readily
assinilable form. Parsmetsr dynamios were reocorded on paper traces; and displayed on omcillosoopes
a8 required. TFurther software available included sub-routines for statistical anslyses of varianoce
of resulis. Significant savings in both time and effort therefore resulted from operating the
model in hybrid forw. With imposed and oontrolled noise studies in the system model, statistical
studies are a necessity, thus enhanocing the hybrid approach.

7. CONCLUSIONS

It has been shown that either digital or analogue computer techniques alone 40 not mest all the
i requirenents for obtaining a full undarstanding of the performance of & oomplex system using s mathematical
. modsl approach. A methodology of using s hybrid computer for simulation purposes has therefors bsen

3 3 developed and applied t0 the study of a missile guidance and ocontrol probleam.

" Using & hybrid oomputer to simulate rapidly varying, wide bandwidth missile system components it

. is pousible to (a) compare alternative solutions $o & given tactical requirement, (b) include msny non-linear
. 9 factors, (c) study sub-optimsl solutions, (d) perforw large numbers of runs, (e) compute trajectories 100
' k. times faster than real time, (f) explore the effects of manufacturing tolerances and instrument standards,

4 (&) cheok ous parsllel hardware dsvelopments and (h) develop & mismile 0 meet a cost—effective requirement.

This thorough method of evaluating a future system csn inolude a very elaborate simulation of any
part of the system requiring deeper investigation, and it is pomsidle to0 validate the model Wy the inclusion
of actual developed hardware in the mimulation itself,

The example given of a lamer guided missile study, in the air-~to-surfaos mode, indicates how this
methodology oan be applied to safeguard against future tactical missiles being over—designed with expensive
sub-systems. Purthermore, the methodology developed is suited t0 other oomplex and dynamio technologies,
bty utilising extensive numeriocal evalustions of either deteiministic parameter variations or statistioal
uncertainties in & representative mathematioal modsl.

\
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LABORATORY TECHNIQUES AND EVALUATION METHODOLOGY
by

Philip C, Gregory
Deputy Director, Research and Technology
Martin Marietta Corporation, Box 5837
Orlando, Florida
United States of America .

SUMMARY

A discussion of the characteristice of typical electro-optical terminal guidance subsystems in-
cluding area corrslator and gated trackers are furnished to define those parameters (aim and lock-on capabil-
ity, tracking accuracy, tracking bandwidth, aspect angle capability, sensitivity to target and light level
variations, acquisition envelope, and range closure effects) which are important to the system user.

The Guidance Devalopment Center (GDC), a laboratory designed to repeatably measure these proper-
ties, is described and a movie showm which illustrates its operation.

Typical area correlator tracker characteristies are furnished and a run schedule defined to eval-
uate the performance paramaters described above. An economic analysis is presented to illustrate the pcten-
tial cost savings over flight test.

Tactical weapon systemy demand increased accuracies at longer ranges and low cost systems to
permit virtually unlimited use in combat situations, If these high aczuracy (small miss distances) demands
are met, the dynamic effacts and performance limitations of both the missile and seeker must be taken into
account &8 well as the static characteristics, For effecting low cost and high performance, cost tradeoff
studies must be made of the component parts, delineating performance characteristics versus cost.

.

TERMINAL GUIDANCE SUBSYSTENS

Terminally guided electro-optic weapons (Figure 1) provide a cout effective solution to point tar-
get destruction, Such veapons can be broadly divided into two categories: those which are aimed and locked
on the target (ALT) by a pilot and those which search and acquire a target (SAT) after launch. Either system
may lock on the signature of the target itself or the signature of the area surrounding it.

Figure 1. Electro-Optic Weapons
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The basic components of a guidance system which can perform ik either mode (Figure 2) incluae a
set of optics, gimbals, and photomultiplier tube which has been suitably designed by aubsystem tradeoffs to
permit acquisition, withstand body motions, and yet furnish end game accurdgy, a TV camera to permit pilot
aiming (ALT) and/or a memory device for lock on after launch (SAT), and an &lectroulc chassia for aignal pro-
cessing, logic functions and power regulation and distribucion.

Various modes of releasa (Figure 3) are important for a SAT guldante system since aircraft sur-
vival is improved by maneuvers during delivery and lack of fixed delivery geomefric constrainta, In all SAT
modes the attack is against a prebriefed target with the image of the target aréa or target stored in memory.
The pilot navigates over an initialization point and flies any one of several prddetermined maneuvers to
launch the weapon so that it will pass through sn acquisiticn basket, acquire the\target, and maneuver to it,
The SAT guided missile can also be retained on the aircraft, flown through the acqyisition basket and then
releassd in the event that the target is not defended. All launch modes are desigied to provide a high mise
sile apprnach angle to the target since this trajectory minimizes signal attenuatiod in the optical path pro-
vided a cloud~free line-of-sight to the target can be established. This trajectory Also assists in providinp
a high warhead function angle which minimizes the effects of aimpeint bilas, fuzing he\pht, and bomblet tra-
jectory after burst in the case of dispersion weapons, The warhead function angle cam\ also be improved by
biasing the trajectory (Figure 4) using iutermediate prestored target views called upddtes which have been
selectsd and stored in the guidance system., As the missile closes with the target, the\reterence scene is
changed forcing the missile to fly a lofted trajectory to acquire the new scene.

Flexibility of delivery is alsc important for an ALT guidance system (Figure since tarpets of
opportunity may appear from many geometrics. In this system the pillot acquires the target\by viewinp it
through the misaile optics and manually positioning the guidance head on tha point of interfst. In addition
to the obvious advantage of quick rcsponac, this system is usually less comstly than an SAT s{nce there are

little 1f any memory requiraments,
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Figure 2, Multi-Mode Guidance System
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TESTING REQUIREMENTS

By reviewing the above missions, it is possible to define a number of system parameters which must
be demonstrated by test to establish that a specific set of guidance hardware will operate in a broad and use~
ful set of tactical cornditions?

i+ Initial Aiming and Lock=-On Accuracy

This test consists of pointing at a target across a range of illuminations from 100 to 10,000 foot=-
candles and measuring the jump that occurs when the lock on switch is eagaged. A typical run schedule (Figure
6) would be repeated at each light level to determine if the effect 1s statistical in nature and accomplished
against two or more targets of varying contrast at different approach trajectory angles, It should be per-
formed at the acquisition range desired, usually about 50,000 feet and some intermediate range.

Video Signature

Slant Depression Light and Light Level

Run No. Target Range (Ft) Angle (Deg) Level Threshold Test
1=1 A 20K 25 Max X

1=2 25 Min

1=3 45 Max

14 45 Min

1=5 48K 25 Max

16 Min

1=7 B Max

1-8 Min

1-9 20K Max X

1=10 20K 25 Min

1=-1 45 Max

1=12 45 Min

=13 C 25 Max X

1=14 25 Min

1=15 45 Max

1-16 45 Min

1=17 48K 25 Max

1-18 48K 25 Min

Figure ¢, Initial Aiming Run Schedule

2, ASPECT ANGLE SENSITIVITY

In this test the system should be locked on to the target and then translated vertically and hori-
zontally a distance of '25,000 feet to establish the point where lock on is broken. The test should be re-
peated against different contrast targets,
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3. STATIC TRACKING ACCURACY

This test consists of locking the guidance head on the tarpge: at acquisition range and measuring
the guidance head drift with time in the three rotational degrees of freedom. This test 1s performed to
determine whether fixad biases such as gimbal mass unbalance will disturb dynamic tracking results., The time
duration should be typical of that expected in missile f{lighcs.

4, TRACKING BANDWIDTH MEASUREMENTS

‘Durlng this test the guidance head 1s locked om to a target while the head is rotated in a sinus-
oldal motion in each axis at a fixed amplitude with the frequency incressing until loss of lock occurs.
Range, lighting, and trajectory parameters should also be varied.

5. ACQUISITION ENVELOPE

This test is useful for all SAT systems and some types of ALT devices. It consists of inserting
4 scene into memory, then moving ‘X'’ degrees away from the perpendicular line of sight to establish when the
device fails to acquire the target. Again the other significant signature parameters ahould be varied to
establish sensitivity,

6. OPEN LOOP RANGE CLOSURE

In this test the guidance unit is moved along the direct line of sight from acquisition (50,000
feet) to loss of lock (usually less than 5,000 feet). The usual parameters are varied in addition to closing
speed.

7. CLOSED LOOP RANGE CLOSURE

For final verification of weapon system accuracy, the tracker must be evaluated in a dynamic simu-
lation. 1In these tests everything is put together and the missile should he flown through the complete range
of expected variations.

Approximately 6,000 runs are required to complete the above program. To accomplish all of these
tests in :he real world would require the development of new test tools, take a long time, and require the
expenditure of many missiles. Fortunately, a test chamber, a Guidance Development Center, has been defined
which will satisfy these requirements at a reasonable cost,

SIMULATION FACILITY AND CAPABILITIES
To simulate missile problems and test optical tracking techniques, four eleﬁenCs are required.
a) A target agalnst which the missile can fly;

b) Translaticnal and rotational systems to simulate the spatial relationships of the missile rela-
tive to the target;

¢) Provisions for mounting the guidance seeker;

d) Computers to implement the mathematical models of the missile aerodynamics, kinematics, actua=
tors, and autopilot as well as numericual calculations of accelerations and velocities,.

These basic elements properly integrated will provide a laboratory for the developmeant and evalua-
tion of advanced electro-optical guldance systems, It will also provide the resources and capabilities neces-
sary for developing and evaluating missile systems, subsysteme and components throughout the RDTAE development
cycle,

To provide the first three capabilities, the Guidance Development Center (GDC) has six degrees of
freedom, three desrees of translation and three degrees of rotation. The three degrees of rotation are pro-
vided by a three axis gimballed flight table (Figure 7, Item 1) in which the seeker can be mounted to the in~
ner roll gimbaled houning (Figure 8)., This provides all of the body angular displacements, body rates, and
accelerations trequired for open or closed loop tests, The three degrees of translation are provided by three
transport systems, The lateral transport moves the flight table in a horizontal direction through a carriage/
rail system (Item 2) mounted on a horlzontal beam assembly (Item 3) and in a vertical direction through an end
box/rack and rail vertical column system (Item 4) inside the vertical column housing structure. This transla-
tion provides all vertical or altitude displacements, rates, and accelerations. These five degrees of freedom
are so hardware interfaced that they can be considered as comprising a five degree of freedom assembly. The
longitudinal transporter system (Item 5) moves the terrain model through a carriage interfaced rack and rail
system toward the flight table. This longitudinal travel provides range closure displacements, rates, and
accelerations. The dynamic range ratio of 1000:1 on all drives provides large capablility for scaling options.
The longitudinal system transports the three dimensional terrain model which provides three dimensional static
and dynamic signatures to the seeker. The tarrain model (Figure 9) is transported on the lonpitudinal system
and provides a series of straight line contrast areas, bland topography with various contrast targets, and
servo-controlled moving target models. The straight line coantrast areas with a target located closely to the
contrast line exercises the closure shift drit{t problem experienced in most correlators., The blard area with
various contrast targets exercises the acquisition and hold lock capability under different lighting and con-
trast ratios. The moving targets provide dynamic tvracking capability against changing background scenes. The
target model can be tilted to an infinite number of positions from O to 25 degrees from the horizontal so that
various geometries and altitudes can be accommodated. When the target model is horizontal, it can be rotated
in azimuth and secured at 90 degree points for presenting different aspect angles to the seeker. The target
model and transport system are operable from inside the laboratory under controlled artificial lighting condi-
tions from 1072 to 200 footcanales as well as outside for bright sunshine and natural lightinpg conditions
(Figure 10).
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Figure 9. Terrain Model

Figure 10, Terrain Model Qutside

To accommodate the long focal length lenses (250 mm) on the optical guidance seekera, an auto-
focusing lens system (Figure 11) must be used for collimsting the 1ight in the near field. For the task to
be accomplished, the lens system must be essentially a zoom lens working backwards. Hence, as the target
model closes range toward the seeker, the focal length changes. The autnfocuser transforms light from a
scaled model to the seeker optics in the same manner as the light from the same scene in the real world is
reflected to the seeker optics.

The control room (Figure 7, Item 6) is the nerve center of the GNC, since all equipment is op~
erated from this point, all data collected and labnratory conditions are monfiored here. The control rcom
houses the control consoles (Item 7) from which all rotational and translational drives are operated. The
closed circuit television and lens drives are also controlled from consoles in this room. The insttumenta-
tinn lines from the seeker are brought intn an instrumentation console from subsequent rerouting to congoles
and data handling and recording equipment.

This physical equipment provides the system geometry and dynamics and when properly driven by
a computer simuiation provides the system c2pablility shown in Table [, Other simulations can be accommo-
dated by changing the scale factor of the terrain model. Removable features permit variations between 300:1
and 1200:1.
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2 i TABLE I

[ 3 ﬁ Optical Guidance Simulation :

i Area Flight Parameters (600:1 scale)

Slant range - 50,000 £t

' Alticude - 24,000 ft

Lateral range - to 24,000 ft
Horizontal velocity - to 6,000 ft/s
Vertical velocity - to 3,600 ft/s
Lateral velocity - to 2,400 ft/s
Pitch velocity — to 200 deg/s

Yaw velocity = to 200 deg/s

Roll velocity = to 800 deg/a

Pitch position — #120 deg

Yaw position - *45 deg

" ] Roll position - continuous

Sengor system weight - 50 pounds )
Sensor syrtem size — 14 in dia 3

Gl Roait: S TR

Sl oty s

The fourth element required is the computers, which are also located in the control room. The
elements of a typical seeker/missile/target simulation relationship are shown in Figure 12 where:

A is the angle between the seeker axis and the missile centerline;

e 18 the angle between the line-of-sight and the seeker axis;
P 6 Ls the missile attitude angle reference inertially to the x coordinate;
Y 1s the missile flight path angle.

The missile and seeker angles must be considered as having been derived from vector quantities since all
! have components in both the x-y and x-z planes. Since the missile roll angle affects the missile error

{ angle, three degreer of rotational freedom between the missile and the reference frame are necessary., In
3 addition, the geeker may have two degrees of freedom with respect to the airframe. 1f the seekar’s third
i degree of freedom (roll) is activated, a means must be provided to resolve pitch and yaw error components
) . back to the missile pitch and yaw frame of reference. This resolution must be built intc the seeker head
] and after processing, the error signals are the same as though this additional degree of freedom did not
h exist, For some cases of simulation, where the seeker gimbal hardware 18 not available, the flight table
;. must have the capability to perform this task. The resolution can be effected through a combination of re- ;
solvers on the flight table or computer and computer program for controlling the candards for induced roll.
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Figure 12, Missile/Seeker/Target Relationship

A block diagram depicting the overall simulation of a missile in flight is shown in Figure 13,
It is dividud into computer performed simulation, translational and rotational degrees of freedom equipment,
a target terrain model, and a guidance seeker package. The flight table provides the missile reference
frame from an inertial frame. All forces and moments on the airframe are calculated from this reference
frame. Division by mass properties (inertia) then gives the accelerations in the same frame. Integration
of these accelerations, then, gives the translational (u, v, and w) and rotational (p, q, and r) velocities
in this body frame of reference. These velocities muat then be transformed to an inertial frame of refer-
ence to be correct for commanding the velocities of the three degrees of translation., Thus, by adding
the three degrses of translation, the true dynamic spatial relationship of the missile relative to the tar-
get is obtained, By having this angular and rotational interaction, the closed loop simulation permits the
computer representation of the aerodynamics, kinematics, autopilot and actuators to present the same dynamic
environment that the seekar experiences under actual flight conditions. Even launch dynamics and wind buf-
feting loads can be simulated with realistic forces being applied to the seeker under test,

The significance of the multi-feedback loops is that it serves to wash out the effects of many
of the errors that can occur in implementing the simulation, Some of the non-simulation errors are:

a) Aerodynamic coefficients and characteristics generally between 5 and 25 percent;

b) Normal manufacturing tolerances of the miasile system introduce uncertainty in some param=
eters such as center of gravity and bilas errors such as roll torque;

¢) As a result of a), the velocity of the missile between 5 and 10 percent.

Although these data may seem grosa, dynamic performance characteristics can be determined under a controlled
and repeatable environmant with the utilfization of a precision simulation facility.

Where seeker hardware, physical target, and simulated missile dynamics are operating in a closed
loop, an effect is introduced that is not present in open loop guidance. This is the dynamic effect that
can cause an uncontrolled oscillation if the phase shift around the loop becomes 180 degrees at the time
the loop gain is unity. These phase shifts are inherent in the variocus pieces of the overall loop and can-
not be designed out of the missile/seeker/target tracking task., Generally, the dynamics limit the flight
hardware guidance loop bandwidth to 0.5 Hz or less. For good following, the translational velocity loopa
should be designed for at least 3.0 Hz in the longitudinal, vertical, and lateral directions. The rotational
rates and rise times are not adequate to simulate the short period motions of the airframe; however, this is
not required since the simulatiom is not intended to evaluate autopilots and flight control stability. This
limitation is accepted to reduce the weight placed on the movable sensor transport. If an autopilot/airframe
should have a combined bandpass significantly greater than 0,5 Hz, the problem must be programmed as essen-
tially a trajectory problem. Here only lift and drag curves are utilized to simulate the airframe. Account
must be taken of the angle of attack so that the missile centerline will have the correct angle with the
velocity vector.

The mechanical elements of the GDC are designed so that all structural vibration frequencies
will be above 10 Hz and thus out of the pass band of most guidance sensors. The structural stiffness permits
holding the extraneous angular motions due to vibrations to about 0,1 milliradian. Optical sensors presently
being designed have linear regions of operation of about 1 milliradlan. The stiffness permits the system
investigation to separate the inherent difficulties in the guidance sensor from those due to simulator de-
partuves from the ideal.
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Figure 13, Overall Simulation

With the seeker mounted on the three axis flight table, the steering signals from the seeker
hardware are used to drive the mathematical model simulated on the computer. The output of the math model
then provides input signals to the translational and rotational drives,

With all of these systems integrated, the GDC functions as one of the vital elements in the over-
all missile system development process., It allows rapid and repeatable testing of guidance components, sub-
systems and systems under realistic controlled conditions. As a precision laboratory tool, the GDC provides
the capability for

a) Evaluating breadboard and brassboard hardware performance,
b) Evaluating design modifications to hardware,
¢) Establishing component parameters for optimum performance,
d) Evaluating tracking tasks,
e) Evaluating CEP studlies, and
f) Final preflight check for development programs.

LABORATORY OPERATION

Simulation by definition is only an approximation of the real world. It is acceptable only
if experience proves it to be so. The laboratory just described was conceived, designed, and built at the
risk that it might prove useless., Its design was an extrapolation of the concepts explored by many others
and took advantage of the experience, good and bad, of the preceding attempts. Its final validation was
accomplished during 1967 when 16 missiles were evaluated in it and then fired to confirm operating charac-
teristics. No missile which has operated through the range of conditions possible to simulate in the GDC
has yet failed to perform during terminal trajectory flight conditions. It is being used by all of the U.S.
services, other governments, and other commercial contractors and has been in two shift operation almost
continuously. This style of testing Lias proven itself to the point where it can receive Lts most sincere vote
of confidence, it is being duplicated by others.

The final test of a laboratory is the economics of its operation. Two questions arise: Could
something less sophisticated and therefore less costly perform the function, and if the investment wust Le
made, will there be savings to permit its recovery? In answer to the first question, it has always been a
GDC philosophy that no piece of equipment should be tested in the GDC until it has worked in a dynamic en-
vironment against a two dimenslonal scene. Despite this requirement, no guidance unit, government supplied
or private contractor, has ever performed within its design specifications when tested through the range of
design parameters in the GDC, including units which have been captive flight tested. Therefcre, no simpler
simulation has presently been established which can replace the GDC.
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The recovery of investment is a more complicated question. To accompliamh the tests described in
the preceding section requires a program of the type shown in Figure 14, Typically, this effort would cost
approximately 550,000 and would establish the performance of one developmental unit or qualify one flight
test missile. Each additional missile would be qualified at a cost of $2500., A 20 missile program would
therafore cost approximately $100,000, exclusive of the costs of the hardware supplisr in maintaining and
evaluating his equipment. Since the above program would require four months for completion, these costs
B would be another $100,000 including data reduction and evaluation for a total cost of $200,000, Total test
? time on the 20 missiles would be 600 hours, Experience has shown that a captive flight test program run
E extremely effectively will produce 10 hours of useful data per week, being limited to daytime oparation and
( clear days. Asruming that the costs of maintaining the test range and sircraft are equivalent to those of
the GUC (rather conservative), the flight tamst program will cost $700,000 and take over one year to complets,
This implies that if we have both capabilities, 1/2 million dollars can be saved on each program. Since the
laboratory requires an investment of approximately 6 million dollars to duplicate, these costs can clearly
be recovered in a short time if multiple electro-optical missile systems are being developed.

S S 2o

Waeks After
Contract
Go=Ahead

3] Tasks [2] 3 6] 7

% Determine Test Variations

Y Establish Instrumentation Req

Install Guidance Unit

Check and Calibrate Guidance Unit
Conduct Indoor Static Tests

Conduct Indooxr Dynamic Tests

Conduct Outdoor Static and Dynamig Tests
Monthly Status Report

Tast Data and Information (As Required)
Test Log, Final (Or As Required)

Figure 14, Typical Schedule for 8 Week Evaluation Period

¢ This analysis, however, neglects much larger potential mavings. Since the cost of many programs
i is eatablished by the costs to develop the configuration before flight test, the use vf the laboratory as an
evaluation tool to reduce development costs will have a much greater return. One recent electro-optical pro-
' gram required an invastment of over 300 million dollars in eight years. Of this amount, five years and 160

f ? million dollars were spent before production., Three years were spent in prototype and pilot testing and eval-
3 nation at a cost of 100 million dollars, During this time 60 missiles were built and fired. Of these fir-

' ings, twelve were classed as ‘‘partial successes.’’ Had these flight been saved, a cost reduction of over 10
; million dollars would have occurred, thus recovering all lab expenses in less than two years.

;oL
T FUTURE DEVELOPMENTS

The past success of the integrated lab approach to electro-optical terminal guidance system test-
ing will ensure its application to other systems of the future. This approach 1s barically an extension of
inertial guidance testing philosophy and has been applied to other technologies, most notably IR, Efforts are

K underway to solidify a similar approach to RF systems, The system laboratory with its inherent ability to
1 permit precise variation of system parameters, repeatable and timely testing, and lover development risks and
costs has become an accepted and required ingredient in guidance system development.
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GUIDANCE LAW APPLICABILITY FOR MISSILE CLOSING

by

Dr. Robert Goodstein
Manager, Guidance & Control
The Boeing Company
Aerospace Group
P. 0., Box 3999
Seattle, Washington - 98124 USA

e S A e -

SUMMARY

Terminal guidance analysts use & small number of guidance lav general typas to 5 ;
produce missile steering signals from sensed target information leading to suitably close |
miss distances,

Miss distance varjations for the different guidance laws are displayed for an g
air target intercept as target and missile characteristics are changed, -

A genaral comparison of guidance law applicability is presented for air and S
surface targets, 1 -

1. INTRODUCTION

DR

The selection of a guidance law or doctrine for terminal homing is in the
middle of the action in guidance and control system development.

Betwaen the overall migsion concept and the detailed selection of control and
avionics hardware, many trades and design decisions are mads. A key part of the process
is the selection of the analytical formulation for converting sensed target information
into missile steering commands, The analyst who selects the formulas must consider
miscion desires, avionics capahilities, and cost., He must make wise cholces in counsel
with the other engineers and managers on the program,

The guidance law is a part of the guidance loop shown in Figure 1, which
B depicts the intimate involvaoment of many weapon system subsystems., The three basic
types of guidance laws will be discussed. The sensitivity of the performance of the
s . guidance laws to guidance loop subsystem parameter variations will be displayed in typical M
3 . situations, Finally, factors considered and guidance law applicability guidelines are
. shown for air and ground targets,

The typical senaitivity data and tha guidelines are intended to assist analysts
in selecting future guidance laws for tactical homing missiles.

! 2. GUIDANCE LAW TYPES

Three guidance law general categoriaes can be named, into which all other guidance
laws can be forced to fit. Several modifiurs may be required to name special cases, but
much nf the literature of the past twenty years refers to Line-of-Sight, Pursuit, and \d
Proportional guidance as the major guidance law types or categories, :

The definitions used in Guidance, by Locke and his collaborators (Van Nostrand,
1955) are followed and illustrated in Figure 2 for the three guidance law types, 4
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A Line-~of~-8ight missile guidance lav is one in which the missile is intended
to remain on the line joining the target and & point of control. The left drawing of
Figure 2 shows the missile on the line-of-sight at three positions in the trajectory. A
beam, optical or radar, for example, tracking the target could illuminaste a receiver in
the missile and cause error signale to be created if the missile gets off the beam. /

A Pursuit missile guidance law is one in which the missile velocity vector 1is
always directed towards the target, The middle drawing of Pigure 2 shows the misaile
veloclity vector aimed at the target in three positions along the trajectory. The
direction of the missile velocity vector must be sensed to steer the missile with this
guidance law.

A Proportional guidance law is one in which the rate of change of missile
heading is made proportional to the rate of rotation of the line-of-sight from the missile
to the target. In the right drawing of Figure 2, three positions are shown in which the
angular rate symbol on the iine-of-sight signifies a missile avionics measurement of the
line-of sight rate. Lateral acceleration commands are proportional to the rate. For
constant speed of the missile and target, and zero lina-of-sight rate, the missile is on
a straight line collision course,

In the three drawings of Figure 2, the general shapes of the trajectories are
similar and all ars intended to look like successful intercepts are being made. They
should look similar, since the purpose in all is Lo steer to intercept the target. To
distinguish different features, a closer look is required at the missions, target situa-
tions, and avionics required for each,

The line~of-sight missicn has the target and missile in view simultaneously,
with stearing signals proportional to the angle of the missile off the line-of-sight. ]
Missions are generally short range - hundreds of yards to a few miles ~ since the missile ' i
does not track &s it closes., A speed advantage for the missile is required, since therc
is no anticipation or lead in the simpler mechanizations. Target maneuvers will throw
large excursions into the missile trajectory. The avionics for the missile are simple,
For radar tracking, a rear facing antenna and the electronics to sort out left-right from
up-down displacements make up the guidance law implementation required items. For optical
viewing from the launcher, an unreeling wire attached directly to the miasile can be used
to transmit left-right and up-down commanda, With these implementations, it is necessary
to have the launcher reference system or personnel in the loop continually from launch
to impact. Figure 3 summarizes the features of line~of-sight guidance.

With Pursuit guidance, & missileborne tracker is assumed. Missile range can
be up to tens of miles if guidance to scquisition is available. Lock-on ranges are
tracker limited to a few miles. Once locked on, the missile is on its own and any mid-
course guiddnce system attention can be discontinued. The direction of the velocity
vector V of the missile is intended to point at the target, and lateral acceleration o
steering commands proportional to the angular deviation 6 are issued to bring this about, i
as shown in Figure 4. Inertial sansors, wind vanes, or angle of attack meters can be
used for velocity vector direction establishment., For small angles of attack, a modifi-
cation of pursuit guidance is to simply point the centerline of the missile, referenced
to the tracker, at the target. Non-zero lead angles can be mechanized to assist with
relatively fast vargets or for proximity or altitude fuzing situations in which the war-
head position relative to the target( is significant. Even with such mechanizations, the
act of simply looking and pointing can frequently be implemented with simple missile
processing.
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Proportional guidance {s the type used in momewhat more difficult guidance
situations, The rapid sensing and reaction to target maneuvering makes this law more
the angular rate @ of the line-of-sight to the target,
Lateral acceleration a
The proportionality constant K is varlied to make the missile

desirable. As shown in Figure 5,
determined by a missile tracker, must be sensed on the missile.
is proportional to the rate,
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attalin the degree of responsiveness which 1s compatible with its response, tracker noise,
target signal noise, and target maneuver capability. The requirement to measure line-of-
sight rate and produce steering commands in anticipated difficult tracking situations

; generally causes a complex data processing task for the missile avionics.

L The three laws described above will be applicable and selected in differant
: situations, Differences in their ability to produce results will be studied next,

3. GUIDANCE LAW SENSITIVITY

, The use of a particular guldance law in a particular application depends on 3
; whether it can provide small miss distances. Until the miss distances are small enough,
cost, complexity, and all the other pertinent parameters do not enter into consideration.

{
{

{ To show how miss distance can vary in a particular situation with guidance law
; choice, a simulation was performed for an air target, The missile and target modeis used
represent no particular system, and the terminal sensor can be considered as a radar,
infra-red, or optical homer., A set of nominal conditions was selected for the start of
the final homing phase and different engagement parameters were varied for each of the
three guidance laws., 1In this way, the sensitivity of the guldance laws themselves can

be determined and displayed,

The nominal conditions of the engagement are displayed in Figure 6., The inter~
ceptor to the left is assumed to have a speed Vu of 2000 ft/sgc and be five degrees off
the line-of-sight to the target in a top view., The analysis i1s for the horizontal plane
only., The range at simulation start is 10,000 ft. The speed V_ of the target at the
) right of Figure 6 is assumed to be constant at 1,000 fps, at zeIo degrees with the line-
P of-sight, so that the nominal engagement time is about three and a half seconds.

NOMINAL CONDITIONS

i
i
¥
I
b
v
!
i
H
i

PROPORTIONAL GUIDANCE

1 . k‘ A ~ ‘ A J.
/ t
s Wy
PR ih Y — TARGET
] [ » MisioNS HEADING
L}

- —t MEDIUM 10 LONG NANDE
"; : LAUNCH AND FUROLT A1 LDCK ON “cv'ﬂ::v"m
| L}

| ® 1ARGETS ; \’. . e )

1
ﬂ MANTUVERS CAN SE ACCOMMODATED b= * Ll . :
— .

- © AVIONICS 4 i vy » 1,000 .,} \
L ’ Vi * 2000 P8 d ' N
(;1 [ RN S MISEILE HOAIING BENSOR
i LINE-OF BIUMT ANGLE RATE
MEAMIMEMENT
! COMALEX PROCLASING
wIND i

& 1 A -

t

Figure 5 Figure 6

el The parameters studied for their effect on miss distance as a function of

; guidance law are shown i{n the boxes of Figure 6. They are: {initial heading of the
target, varied off the line-of-sight; target speed; magnitude of target acceleration for
evasion capability, measured as a target turn capability to the target's right; sensor
bias in the measurement of the line-of-sight angle} sensor noise from all sensor causes
at two different levels of target generated noise; and the average magnitude of a wind

) gust from one side whose instantaneous magnitude is & random function of time,

L/ The simulation results will now be displayed. To obtain the data, the para-
: meter whose sensitivity was under investigation was varied as indicated in the curves,
‘ and several digital computer runs at several parameter values for each guldance law were

made. The root-mean-square (RMS) miss distance in the horizontal plane at closest approach
of several runs for each condition 48 plotted. The mean value of the miss distances can

be a very significant parameter but 18 not reported. A tight grouplug of misas distances
with all misses to the same side can produce far different target kfll effects than a
scattering of misses with average value zero.

The sensitivity of the guldance laws to target heading is shown in Figure 7.
The proportional guidance law use of line-of-sipht rate measurement produces larger .
corrective action earlier than the line-of-sight law or the pursuit law. The latter two !
respond too late when the missile is not going to come pretty close as the last few
seconds begin, For the case of the target at twenty degrees off the line-of-~sight, Lf
both missile and target kept on stralght line courses, the miss would be about 1500 feet,
indicating tliat control authority is not limiting the reduction of miss distance.

When plotted to the scale of 100 feet for maximum miss distance, the sensitivity
of the guldance laws to target veloclity over a range between zero and double the nominal 4
apeed seems small, as shown in Fligure 8, Close examination shows, however, that the i
proportional guidance law, subject to the errors in angle rate measutement, produces a
larger miss distance than the other laws as target apeed increases.
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If the target vehicle turna away from the missile, the proportional guidance law
is able to command effective response to the targat acceldration sooner than the line-~of-
aight or pursuit laws. Figure 9 shows that as target acceleration increases, all the
guidance laws produce commands which lead to similarly increasing miss distance magnitudes
However, if the gain for proportional guidance is raised by one-third, the miss distances
fall noticeably, as shown in the lowest curve marked as having a higher proportionality
constant. Similar changes to the line-of-sight and pursuit laws do not produce similar
improvements.

For line-of-sight and pursuit guidance, which depend on steering directly at
the target, increasing bias errors in line-of-sight measurement will cause increasing
misa distances., Bias errors in the line-of-sight measurement can come from mechanical
installatfon, boresight procedures and changes, radome errors, electronic component
changes, and mechanical changes. The proportional guidance law, however, is essentially
insensitive to bias errors, since they produce no angle rate error. Figure 10 illustrates
the trends,
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While the proportional guidance law can handle a fixed or bias angle error, it
is susceptible to causing erronecus steering signals from noisy argle sensing leading to
very noisy angle rate information, Figure 11 displays the effects of sensor noise on
mius distance, showing line-of~-sight and pursuit guidance to be leas affected by the
angle noise. The solid curves are for sensor noise with no glint or noilse from the target.
When target noise 1s added, which increases in angular effect as the missile closes, the
proportionsl guidance law miss distances are increased substantially, but the angle-only
laws are not affected, as shown by the dashed curves.

The slow response of the line-of-sight guidance law to wind gusts is shown in
Figure 12, With puveuilt guidance, with its sensing of the velocity vector direction, and
proportional guidance, in which the line~of-sight rate change it detected quickly when
the missile 1s blown off course, there i1s less sensitivity to the wind.

The simulation and results described are of preliminary nature, since many more
detaills are added to the simulation of a particular syatem and several more parameters are
varied, However, the trends are useful and can provide guldelines to the applicability
of the different guidance laws for ailr target situations.
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4+ GUIDANCE LAW APPLICABILITY

A tabulation of the results of a sensitivity study can lead to guidelines for
guldance 1law applicability. The study results for ailr targets are displayed in Figure 13,
with a performance rating assigned to the sensitivity of each guidance law to the para-

meters varied.

The line-~of-sight and pursuit laws are seen to have poor or average performance
in several categories., The avionics equipment cost and complexity is less for these laws
than for proportional guidance. The proportional guidance performance is good in all
categories except In {ts response tov noise., Angle rate measurement noise, homing aensor
noise, and target nolse all cause responsiveness which generates steering signals driving

the missile all over the sky.

1f the guidance constant is saet for low gain in proportional guidance, performance
i8 poor against maneuvering targets., For high gain, performance is good against maneuvering
targets but poor augainst noimy targets, The simulation data required for such items as
gain setting frequently involves cross~-plotting two sensitivity curves or applying more
than one parameter change at a time., The combinations are endless, One set of curves
which deals wlth gain constant establishment 18 shown in Figure 14, The increase in miss
distance from noise with fancreasing gain and the decrease in miss distance from target
acceleration with {ncreasing gain suggest a compromire setting for the gain constant,

GUIDANCE LAW TRENDS FOR AIR TARGETS PROPORTIONAL GUIDANCE LAW CONSTANT SELECTION

Fo—-t — i smiag = e o . \t‘. _-‘-‘

TAmaE | ANUET| TARGET | sknBOR ne L et
NEADING ) SPRID | ACCEL | ANOLE | NOWE | 5y
Ao | mas
T [OURSY SR SRR NN S S RN
1IN coab v v sl
us AVERAQE
¥ v a6
A L] Il
S *oo . ! | NO NDI3E i
v ) )
B ORI A ) . . R S wins x
400D v b v ST ANEE SULEE TN ’
PUNBUNT AVERIGE 12 e Wl i
UM . )
v . TANUE T NOISL ¥
e . PN SR SN SUST NI LA n11 4
. . A " M » HO NUISE
b
PRUSOR auon
AVEMAGE LR
WAL TARIET MO -
. v v A s n A ki
4 1 4 .
i
GUIDANGE COMBTANS !
Figure 13 Figure 14

A guldance law analyst should select the lowest cost, simplest, guldance law
which can meet miss distance or k{1l probability requirementa. Against air targets,
simpler engagement situations can use line-of-sight or pursuit guidance. Proportional 9
guidance Ls employed for tmore difficult engagements, k
1,

When the straighcforward implementation cannot provide sufficient performance,
modiff{cations may be required, at the expense of additional equipment and complexity. Two
examples of modifications to proportional guldance are shown in Figure 15. There are
advantages to adding & bias to the steering signal, as listed. The bias can bring the
missile more nearly into a head-on situation, assisting against fast targets and missile
loss of speed due to control applicatior. Some targets are more vulnerable to warhead
effects from the top or bottom,
late - high or low - for an antlcipated target and closing geometry,
in use {8 to change the guidance constunt as a functlon of time~to-go to intercept.

and a correct bina can make the missile arrive early or
Another technique
This




4,a.-6

: reduces control activity and, with it, power consumption and speed loss. For high gain
at the end, the missile calls for highest accelarations to close on the target. Many
other such varlations have and will be conceived and used by guldance analysts.

In the same manner as sensitivity studies and applicabilicy trencs for guidance
laws with air target situations have been studied, studies of surface targets can be per-
formed. Target motion is not involved. The presence of the land or sea can call for war=~
head detonation above the target in some cases, rather than impact, as an additional
consideration.

L

In Figure 16, a tabulation of general trends of guidance law performance against
surface targets is displayed. For line-of-sight steering to the target, the trajectory
tends to flatten and, for low approaches, raises the probability of clobber. Sensor angle
bias has a similar effect on line-of-sight and pursuit guidance. The over-all assesament
leads to puwsult and proportional guidance naving similar performance. With smaller
avionics costs, pursuit guidance is frequently chosen over proportional for surface turgets.
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As with air tavgets, many va-lations are used. Applying a bias to the steering
> 8 signal when still far from the target ,;to~ ies a higher trajectory shown in Figure 17, i
This leads to less chance of clobher, a better view of the target, and, Iin some cases,

much improved warhead lethality.
PURSUIT GUIDANCE LAW VARIATION

DIASED PURSUIT

® AYUID CLOSBEN
® SETTEM TARGET SIONATUNE
@ BETTER FON WARHEAD EFFECTS

' ; Figure 17

5. CONCLUSTION

In a tactical weapon system development, a guldance law must be selected and imple-
mented along witn all other hardware and software elements. The guidance law analyst works
X with all members of the design team. He must be able to work from simple to very complex Y
‘ analyses and simulations, to provide preliminary and firm requirements and designs. N

+ The background of missile syastem developments of the past twenty-five vears has

Mt shown certain laws to be applicable in alr target, surface target, missile homing, and

surface tracking situations., Some of these have been displayed and discussed in a typical

example, For any specific weapon system, the details and desires wi1ll change but the 3
trends are likely to persist. 1

The greatest changes in guidance law selection for Future systems will likely
result from the rapid advances in digital components and devices, Both surface pre-launch
data processing and on-board real time functions will be able to be performed with small,
lov puwer, reliable computing elements, For the same or smaller power, weight and cost,
we will see guidance analysts supplving ever more sophisticated and flexible guidance
laws which will provide better missile performance and greater leeway in other subsystem
performance.
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SELF-CONTAINED GUIDANCE TECHNOLOGY /
by

ReWws Acus, Jr.

Deputy for Development Planning
Aercnautical Systems Division
Wright-Patterson Air Force Base, Ohio 45433
USA

SUMMARY

Inertial technology provides a self~contained guidance capability applicable tu tactical air-
to-ground miesiles, The basic inertial system, which consists of accelerometers, gyros and a computer, is
immune to outside interference, and therefore ideally sulted to military applications in a hostile environ-
ment. Inertfal technology has progressed to a point where aquipment size and cost are within reason for
use with the tactical missile. This paper tutorially presents the basic principles and limitations of
inertial guidance, including theory of operation, and physical and analytic coordinate system stabilization,
Sources of error, and the propagation of these errors are described, Varlous methods of alignment, and
system mechanization are considered. The state of the art, and the research and development process for
inertial systems 1s discussed. Factors influencing the research and development process are identified
along with the relationship between inertial system reliability and cost.

1. INTRODUCTION

Guidance is the art of making modiffcations in the direction of motion and/or speed of a vehicle,
based on an estimate of present positiou relative to the desired destination, It may be as simple as riding
a radio beam or as sophisticated as utilizing the outputs of several measurcment sources in an optimal
fashion., For military applications, there are obvious reasona for specifying a guidance system which is
jmmune to outside interference, or at least highly resistive to such contamination, A self-contained system,
that 18, one which does not require externally derlved information for its operation, meets this requirement,
A guidance system based on measured airspeed, magnetic heading and a clock is an example of a self-contained
gystem. Circumstances often make such a system inadequate or unsatisfactory, and require externally meas-
ured quantities to be combinad with those of the self-contained system. Although such a system may be less
jmmune to enemy interference, the likelihood of such disturbances occurring can be minimized by the proper
selection of externally derived information. As an example, a single radar position fix taken at a low
altitude offers little opportunity for an enemy to introduce spurious information into the system. Because
of the desirability of immunity to outside interference, the remalnder of this discussion will he Zocused
on self-contained systems and sclected aided systems appropriate to tactical missile guidance,

Figure 1 is a generalized block diagram showing the functions necessary in missile guidance,
Starting with observations or measurements of quantities such as acceleration, range, time, e¢levation, etc.,
a particular state or status of the missile can be determined, This stata is then compared with the desired
or nominal state, and & command 15 issued to the vehicle reducing deviation between the estimated and nom=
inal states, For all guided missile systems these same functions must be accomplished, {.e, observations,
determination of state, deviation from the nominal, and initiation of corrective action, This process can
be of a continuous or intermittent nature.

AT M ENT DETERMINATION
MEASUREMENTS OF STATE
. ., NOMINAL
COMPARTSON STATE
VEHICLE STEERING
DYNAMLCS COMMANDS

GUIDED MISSILE FUNCTIONAL BLOCK DIAGRAM
FIGURL 1

For a completely self-contalned guidance system, the common observable quantities avallable for
guidance of missiles are pressure altitude, speed through the slr mass, magnetfc heading, gyroscople atti-
tude, linear acceleration, and time. Pressure altitude and alr speed require compensation ag a result of
changes in atmospheric conditions. Magnetic varlations exist as 4 function of geographic locatlon and are
of limited use in the polar reglons. While guldance systems utillzing these basic measurement quantitles
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can have application to tartical misasile guidance, the inherent accuracy limitations of such systems impose
strict range and operational constraints. As a result much interest has been focused on inertial sensors
which can provide an accurate indication of linear ecceleration and vehicle attitude relative to a atable
coordinate system, Inercial systems can also place constraints on the misslle system and often require

3 externally derived inforuwation for satisfactory operation., However, experlence has shown inertial compo-
nents and technology to be vital in a wide variety of missile guldance concepts,

Inertial components have been with us for more than forty years in the form of gyroscoplc sta-
bilizers, but it has only been in recent years that this tochavlogy has been applied widely to navigation
and guidance of airborne vehicles. ‘loday inertiul systems arc uscd in commercial atrliners, space vehicles,
under water and surface ships, and military aircraft and missiles. A review of the basic principles asso-
ciated with inertial technology will provide a means of highlighting the problems and iimitations imposed
by the requirements of tactical missiles.

2, PRINCIPLES OF INERTIAL GUIDANCE

An inertial system consists functionally of accelerometers and integrators, gyros, 4 gravita-
tional computer and u time reference. The accelernmeters are the primary sensing devices of an inertial
system. Nongravitational accelerations, as sensed by these devices, and gravitational accelerations, as
provided by the gravitational computer, are integrated with respect to time to yileld velocity and position
3 information, A set of gyros is used to provide a computational frame of reference whose orientation is

known with respect to inertial space. Each of these functional elements will be further explained in the
following discussion,

The acceleromete: can be represented as indicated in Figure 2, It consists of a case or housing
and a test mass coustrained by springs. A force applied to the case wi'~ cause a displacement of the mass
from its neutral or zero acceleration position, The magnitude of the displacement is proportional to the
force applied. An accelerometer is sensitiva to specific force, i.e. the forces resulting from lift, drag
and/or thrust., The accelerometer cannot sense gravity acceleration., This poinst can be visualized by the
following example. An ideal acceleromeier placed {n a free fall environment would indicate zero accelera-
tion, since the only force upon it is that due to mass attraction. This attraction creates an equal accel~

; eration on both the accelerometer case and test mass. On the other hand, an accelerometer held stationary

. with respact to the earth and having its input axis aligned with the vertical will jadicate a one "g"

- acceleration, i.e, the test mass will become displaced from its neutral position an amount equivalent to
one "g". The accelerometer is indicating the specific force or lift required to restrain the accelerometer
in a statlonary position. Since an accelerometer cannot gense gravitatlonal acceleration, gravitational
acceleration must be accounted for in the computation of velocity and position., ‘The magnitude and direction
of gravity is calculated and added to an appropriate point in the system. This point will be clarified
further in the discussion on mechanizations,
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ACCELERCMETER REPRESENTATION
FIGURE 2

Assuming an orthogonal accelerometer arrangement, velocity and position can be calculated as
shown in Flguxe 3, where A is acceleration due to a specific force, g is the gravitational acreleratlon,
V 18 speed and P is position. The subscript X, Y, and 2 ldentify the particular component while the sub-
script o defines the conditions at times equal 0. The accelerometers provide the necessary measured data
to compute the system's velocity and position in a cartesian coordinate gystem. Notlce that the component
values of g must be knuwn, or calculated. ''his coordinate system must be fsovlated cither physi:ally or
analytically from the pitch, roll and yaw motlons of the vehicle. Most aircrafl and missile inertial navi-
pation systems have used the physical isolation approach and wlll therefore be digcussed first.

The characteristics of rigidity and precesslion cxhibited by a gyro provides a practical wmethod
ol maintalning this coordinate system isolated from the dynamlic behavior of the vehicle, Remembering that
a gyro ls sensitive to angular rotation, Figure 4 lllustrates symbolically a siungle channel stablliized
computal fonal system. The gyro sens2s rotations induced by the vehicle and provides a sipgnal to the actuator
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which repositions the platform so that the stable platform and thus the accelerometer input axis remains
fixed relative to inertial space. Three gyros placed orthogonally on this platform, along +ith additional
gimbals and actuators, would provide complete isolation of the platform from vehicular motion. The resulting
computational coordinate system fixed in inertial space would permit X, Y, and Z components of veloeity and
position to be calculated, Since the inertial componen:is are essentially rotationally fixed with respect to
inertial space they need not be designed to tolerate large angular rotations. This is an important point
when comparing gimballed and strapdown systems, as will become evident in later discussions. For convanience,
the position and velocity data could be convertad to an sarth-coordinats system through ths sclution of
transfoxmation equations. Anotner approach would be to control the platform's orientation such that the
input axes of two of the accelervmaters are waintained in the horizontal plane, while the third remains
vertical. In addition, the platform could be rotated about the vertical such that ons horizontal acceler-
ometer is always pointed in a north direction, This mechanization provides for direct computation of posi-
tion in an earth-centered latitude-longitude coordinate system, This mechanization, called a north-seeking
local-level system would have advantages and disadvantages relative to tha previously described space-
oriented mechanization. Before proceeding with the description of the tangent plane mechanization, which

is quite appropriate for short range tactical missile applications, several points can be made concerning
space-oriented and local-level mechanizations,

t
VK:Y:Z Og (AK)Y»Z gx,y.z) de + vxoayo’zo

t
Px,y,z oS Vx,y,z de + Pxo,yo,zo

z
ORTHOGONAL COORDINATE SYSTEM
FIGURE 3
INPUT
GYRO ACCELEROMETER ‘_—-—hAXIS
[ STABLE PLATFORM ]
ACTUATOR
VEHICLE

STABILIZED PLATFORM
FIGURE 4

The first point concerns the =alculation of acceleration due to earth's gravity. As mentioned
previously, gravitational acceleration must be accounted for prior to determining velocity and position.
In the local-level mechanization the vertical channel is the only one requiring compensation, since the
platform is continuously torqued such that the gravitational vector is coinclident with the vertical accel-
erometer fnput axis, The space-oriented mechanization on the other hand can experience gravitational accel-
eration in each of its axes., Therefore this mechanization requires a computer for gravity compensation in
all three computational channels, While errors in inertial components have not been discussed as yet, it
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is appropriate to mention at this time that the rotation of the gravitational vector relative to the com~
ponents axes also require a more sophisticated inflight calibration procedure to minimize error due to g
sensitivity. This source of error, as well as others, will be attanded to in a later section.

Let us now return to the tangent plane mechanization. In this system the stable alement oz
platform is maintained in ite initial orientation, with respect to an earth fixed point; the launch point.
For the tactical missile application this mechanization has as advantages, (1) the target is fixed with
respact to the computational referance, (2) the torqueing rates are reduced over those of the local-level
aystem, and (3) the tangent plane system is more compatible than the space-oriented system vhen being air-
borne aligned with a locally-level aircraft inertial system. The selaction of a mechanization for a par-
ticular tactical missile system requires & detailed inveatigation of the various advantages and limitations
of each, Table I provides a comparison of some of thesa considerations for three common mechanizations.
Having reviewed gimballed mechanizatious, which provide a physical method of isolating the computational
reference system from vehicle motion, it is appropriste at this time to examine analytical isolation or
"the strapdown system".

A strapdown inertial system is one in which the basic inertlal sensors are mounted directly to
the vehicle structure., In this case it is evident that the coordinate system in which measurements are
taken is constantly changing due to vehicle motion about its axis systems. In theory thia presents no
problem. Gyro's mounted orthogonally on the vehicle structure can directly measure vehicle angular rates.
This output, when integrated yields vehicle attitude with respect to the initial attitude, Knowing atti-
tude, the accelerometer outputs can be converted to a desired computational reference frame through a
coordinate transformation. Several practical problems exist, however, in the implementation of a strap-
down system for tactical missiles, As was mentioned in previous discussion, aystems which incorporate a
stable platform isolate the precision inertial components from vahicle roll, pitch, and yaw, The strap-
down system requires its components to function over the full dynamic range of the missile, Angular rates
of several hundred degrees per second can be experienced during launch and separation, The conventional
strapdown technique would require torqueing of the gyro at vehicle rates to prevent the gyro from exceeding
its inner gimbal limits. The errox drift rute of these components will increase significantly with in-
creased torqueing requirements, Errors on the order of 2-3 parts per million might well be experienced.
Concepts relying on electrostatic gyros and/or laser gyros, which do not require torqueing, may well pro-
vide the solution to this problem of high vehicle angular vates.

The electrostatic gyro is basically a spinning sphere electrically suspended in a housing or
case, Just as in conventional gyros the spinning mass tends to maintain its position in inertial space,
Providing an all-attitude read out to locate the case position relative to the spinning ball ylelds a
direct indication of vehicle attitude and eliminates both torqueing and integration on angular rates. Just
as in the space-oriented mechanization didcussged earlier, this indicated vehicle attitude is with respect
to a coordinate system fixed in space, This same instrument shows promise as a multi-sensor, i.e, it can
be designed in such a way as to also provide acceleration infovmation., This could be an attractive concept
from a cost standpoint. The laser gyro offers many of the same advantages as the electrostatic gyro, how-
ever, it is totally different in concept.

The laser gyro operates on the principal that the apparent path lengths of two counter rotating
laser beams will differ in proportion to the inertial rotational rate of the instrument, Figure 5 depicts
the basic laser gyro. Two oscillators, one that has energy traveling clockwise, and one that has energy
traveling counterclockwise, along with reflectors and light amplifying material comprise the laser gyro.
Rotation of the laser assembly about its input axis changes the effective path length for each oscillator;
increasing path lengths for the energy traveling in the same direction as the assembly rotation, and de-
creasing the path length for that energy traveling opposite to assembly rotation, This difference in path
length creates a frequency shift in the oscillators. Using phase shift detectors, the direction and magni-
tude of assembly rotation can be determined. Since there is no torqueing involved, the laser gyro, like
the electrostatic gyro, muy provide the necessary capability for strapdown inertial guidance of tactical
missiles.

LASER INPUT AND
PHASE SHIFT
DETECTOR

REFLECTOR

LASER GYRO SCHEMATIC
FIGURE 5
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Elimination of gimbals through the use of a strapdown system could well result in a reduction
in system cost and size, If a crossover point does exist, as suggested by the curves of Figure 6, gtrap-
dowr systems could well be the system of the future for tactical missiles.
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3, ERROR SOURCES AND PROPAGATIONAL CHARACTERISTICS

i
EN

T

As described in a previous section, an inertial system consists of acceleration sensors, inte-
grators, a stavilized coordinate system (physical or analytic) and a gravitational couputer. The errors
involved in the cstimation of present position, velocity and attitude can be divided into two general
classifications! instrument or sensor errors and initial condition errors. Figure 7a represents a block
diagram of a single-axis inertial system., Figure 7b is the error block diasgram for the same system showing
instrument and initial condition errors., Initial condition errors represent the uncertainties which exist
at the time navigation ie initiated. For a ground aligned system, initial condition errors are usually
small and relatively unimportant compared with instrument type error sources, A simple error model for the
accelarometer is shown in Figure 8, It should be noted that the accelerometer error model is sensitive to
accelerations and therefore to the trajactory. The gyro is also seasitive to fixed blas errors and tra-
jectory induced accelerations. Three gyro error sources considered in determining the performance of an
inertial system ure bias drift, mass unbalance and anisoelasticity,

3
¥

86, =R+ UA + UM +SAA,

where ¢t is drift rate about an input axis, Ay, A; are the components of specific acceleration
along the input and spin axes. A is a bias error which exists independent of trajectory. The
propagation of error due to the remailning two error sources, mass unbalance, U, and anisoelas~
ticity, S, is dependent on trajector— and has units of degrees par hour per g and degrees per
houx per g2 respectively,

Referring to Figure 9, consider a gyro whose center of mass is displaced along the spin reference axis, SPA,
and which is being subjected to an acceleration normal to the output axis, OA. The error torque about the
OA resulting from this maes unbalance will vary depending on the acceleration experienced by the instrument.
Similarly, a mass unbalance along the input axis, and an acceleration along the spin axis will create an
error torque about the output axis., Anisoelastic errors result from a shift in center of mass under Lhe
influence of acceleration. Referring to Figure 10, the gyro center of mass is displayed along the SRA by
an acceleration along this axis. Acceleration ncrmal to the output axis results in an error torque as dis-
cussed for mass unbalance, Again the mass shift could occur due to an accaleration along the input axis,
and in this case an error torque would result if an acceleration were experienced aiong the spin axis, An
equal or isoelastic shift along both the spin and input axis would result in a zero error torque. In all
cases, an érrer torque about the OA results in drifting about the IA,

The error models as described here represent but a few of the total errors which contribute to
inertial system error propagation. They do not point out the {importgnce of trajectory on component error,
and suggest that in the presence of high g's there may be some advaniage to preferential orlentation of the

N platform to minimize error. As an example, aniscelastic and mass unbalance error can be eliminated if the
i gyro is positioned in such a way us to experilence acceleration along only its OA, Such an orientation is
shown in Figure 11 where two of the three gyros are positioned with OA along the line of acceleration,

" Considerations of this type become important especially in missiles which experience high g's during boost,
Having introduced the major sources of instrument error, it is now appropriate to discuss airborne alignment
R . errors, which are very important in the tactical miseile system.

i To align an inertial system means to orlent or position the coordinate reference system ron-

: tained within the missile with respect to a known reference system, For a strapdown system the coordinate
A ; reference system exists within the computer. For our discussion assume the missile coordinate reference

mmnamhd
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system is a stable platform aligned horizontally and having one of ite horizontal axes pointing north. An
inertial aystem is capable of being aligned without the benefit of outside sources of information, The
horizontal accelerometers can be used to level the platform in the same fashion as a bubble level would be
used, Tha platform is positioned such that the horizontal accelerometers have a zero cutput, Referring to
Figure 12 we see that this condition exists when platform tilt is zero,, The steady state angular platforn
error is essentially determined by the accelerometer bias error. A 107'g bias error would permit alignment
of the platform to about 20 arc seconds, i.e,, with the platform tiltad 20 arc seconds, the component of the
1ift vector sensed by the accelerometer would equal the accelerometer bias error, leading to the erroneacus
conclusion that the platform is levael, Having obtained level, the earth's rotation in inertial space can
be used to align the platform relative to the earth's spin axis. A gyro mounted on a platform located at
the equator and fixed in a level position will experience a rotation with respect to inertial space of
approximately 15 degraes per hour (earth rate), This is true only if the input axis of the gyro is coin-
cident with the earth's spin axis, i.e,, pointed in a north direction, Thus, the north earth rate component
in a level platfoxm can be used to determine the platform's azimuth orientation. This process is called
gyrocompassing. Figure 13 depicts the azimuth uncertainty achievable as a function of gyro drift rate and
reference velocity error. This figure introduces one of the serious problems of airborne aligument and

LIFT
/— ACCELEROMETER

“— ACCELEROMETE
g INPUT AXIS

ACCELEROMETER LT ANGLE) + BIAS
rPUT g SIN (IL )

ACCELEROMETER LEVELING
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% 3O =T.0 Frs |
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0,001 0?01 0.1 1.0
GYRO DRIFT ~ DEG/HR

AZIMUTH ALIGNMENT ERROR
FIGURE 13
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that 1s the =rrors which result from uncertainties in velocity. Inflight alignment presents a major prob-
lem to the missile designer and can be the subject of a long and detailed discussion. For the purpose of
this paper three of the more common methods of inflight alignment are listed in Table 2 along with comments.
They represent three different qualities of alignment. The most accurate, utilizing a star tracker mounted
directly on the missile or immediately adjacent to it, is limited to clear weather operation and carrliage
such that the tracker is unobscured by the structure of +the carrying alrcraft, It is also a costly system.
Acceleratlion or velocity matching provides a medium accuracy capability relying on the comparison of out-
puts from the master {alrcraft) and slave (missile) platforms during a vehicle maneuver, Estimation and
prediction techniqgies have improved upon the capability of past matching achemes and have reduced the re-
quired time to pcrform this operation, Figure 14 shows the theoretical uncertainty in determining azimuth
orientation using acceleration matching and a 3g maneuver. Applying eatimation and prediction techniques
to gyrocompassing provides improved performance; however, the time required to achieve a given capability
is considerably more than is required foxr matching techniques., Figure 15 depicts the azimuth error re~
sulting from gyrocompassing uaing estimation and prediction techniques. Initial position and velocity
transfer easily and theilr accuracy depends upon the external sensors such as a doppler navigator or ground

mapping radar,

N I B I
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Raving introduced tha major error dources ageociated with self-contained inertial systems, the
obvious question which arises s "How do these error sources contribute to position uncertainty?”" In
general, for low g environments such as would be experienced in a transport aircraft, accurate inertial
navigation places a more atringent requirement on the gyro performance than on the accelerometer. The high
g environments experienced by tactical missiles require higher quality accelerometers with less emphasis on
gyro quality.

Thare are several techniques for determining error propagation for the various sources of error,
One method would be through simulation. Equations ave written which describe the navigation system. Atti-
tude, velocity and position are computed as a function of time. This computation provides a standard solu-
tion which can be compared with results cbtained when an error such as gyro drift, is introduced into the
computations, Another method involves numerical integration of error equations over the nominal trajectory
uming errors as forcing fuactions, A third method uses normalized integrals of acceleration which are de~
rived for the specific mechanization. Each errox coefflicient is then multiplied by the appropriate nor-
malized integral to obtain the velocity erxor. Position error can then be approximated by a second inte-
gration. Table 3 shows position error sensitivity for two representative air to surface missile trajec-
tories. This table permits a comparison of the influence which each instrument error source has on the
positional error at impact. Examples of error propagation will also be provided in the paper entitled,
"Application of Inertial Technology to A~G Missiles".

4, STATE OF THE ART

Inertial systems which might be appropriate for tactical missiles exist today in some form with
accuracies anywhere from one tenth nautical mile per hour to several hundred miles per hour. For purposes
of state of the art discussion 1 would like to define three qualities of inertial systems; high, medium
and low quality.

The high quality inertial unit is characterized by a one tenth nautical mile per hour performe
ance rating. This high quality performance is not easy to come by and as a result is relatively large,
costly, slow reacting, and limited in its avallability. The medium quality unit is typical of inertial
systems used in hundreds of commercial and military aircraft., It is cOmmon and readily available from nu~
merous sources, While reduced in size compared with the high quality unlt, it remains & relatively expensive
item of aquipment. The smallest and most recent entry in the {nertial field iy a series of "low cost" sys~
tems which are lumped together into the low quality classification, Most systems which f£it into this class
are in the early stages of development. Their claim to Fame is primarily one of low cost and small size.

Table 4 lists the characteristics of these three classes of equipment and gives a groes type of
indication of state of the art. A word of caution! It may be impossible to actually procure a system which
meets all of the characteristics defining a particular quality inertial unit, This table is a composite,
derived from numerous system descriptfons, and as a result represent typical chiaracteristics. It is in-
tended only as a guide in estimating what might reasonably be avallable for systems of the future., A direct
comparison between classea is risky. As an example, the medium class of equipments has been produced in
fairly large quantities and thus our estimates of this syatem are quite reliasble. The low quality system,
on the other hand, is still in the development stage and may or may not achieve all of fts goals. This
brings us to our next toplc, the Research and Development Process for inertial systems,

3. THE RESEARCH AND DEVELOPMENT PROGESS

The development process for a complex system such as a tactlcal missile starts considerably be-
fore the initiation of effort on the actual missile design, New missiles often incorporate the most recent
subsystems and components in their design. These subsystems and compcnents have already gone through a
process of Research and Development, R&D, starting with fundamental ideas and proceeding through the anal-
ysis, design, fabrication of laboratory models, teating, etc., 'Their status at the time of their commitment
to the missile design will vary greatly. A mismsile with a requirement for an order of magnitude improvement
over other similar systems may have to rely on subsystems and/or components which are relatively unproven
and not well understood. The time and resources required to further develop these items sufficlently for
uge in an operational migsile may be larger than that required to modify off the shelf items for a similar
design. In the area of {nertial guidance we can make coarse estimates concerning the R&D process, The R&D
cycle typically will vary from 5 to 10 years in duration, and historically hus cost from 5 to 10 million
dollars., The R&D cycle as used here terminates with the fabrication and flight test of an englueering model.
At this point the inertial unit has been demonstrated in a simulated or actual airborne enviromment, ‘The
testing usually is not sxtensive, and additional design, testing and product improvement would be requirad
to qualify the inertial unit for inclusion in an operationul missile system, The estimate of what is re~
quired to develop a particular idea or concept into a working engineering model depends on many factors.

fn estimate of R6D schedule and funding is just that; an estimate. Many events can modify these
estimates. As an example, inadequate funding at critical polats in the development cycle can cause the pro-
gram to be extended, causing the R&D cost to increase. All programs experience technical problems. However,
attempting to achieve too great an advancement in too short a time can result in a more costly development
cycle, Changing program reguireneats during the development phase often increuses cost and causes slippage
of the schedule, Lack of experience may contribute vo inaccurate estimates of anticipated program cost,
however, the magnitude of the under estimation due to this cause usually decrecases and becomes more realistic
as the development process proceeds. One significant contributor to miscalculatfon of antfcipated cost of
developing a system 18 competition.

It is a well known fact that competitlon in a particular product line will tend to keep the
price of that product at a minimum, This phenomenon alse holds true for systems “to be developed”, The
subsaystem contractor, or in our case, the {nertial hardware vendor, must promise to deliver lils system at a
price and within a schedule competitive with other vendors In the {ield. A8 a result he is forced to be
optimistic In estimating development and production cnst for hie potential system. tie may deliberately
estimate low, or "buy in" to ensure that he be considered by the customer for future business. This sume
situati, occurs in the organization responsible for the intended weapon system, i.a., the total weapon

At
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system under development must be competitive with other systems already in the inventory or under develop-
ment., The result is that the projected cost of many syatems and subaystems are based on overly optimistic
estimates. Unfortuuately the real world doesn't always support this optimism. Our record during the last
decade is not good. Major U.S. system acquisitions during the 1960's experienced a 40 percent cost growth
and a 15 percent schedule slip. While these results are for major system acquisitions, it can be assumed
that the guidance subsystem contributed its falr share to this record. Before discussing the cost associ-
ated with the ownership of inertial systems, let me introduce some ideas concerning "what is being developed"
during an R&D program.

The creation of an inertial system starts with a concept. This concept may be the modification
of an existing idea, or a completely new untried principle. This voncept has inherent qualities which de=
scribe it. These qualities would include the physical proportions, the cost of the hardware, the perform-
ance, and the limitations assoclated with the concept., Time and money can be allotted to the improvement
of one or more of thedse qualities, but in almost all cases limited developmental resources requires emphasis
to be placed on one or two specific qualities. Due to the relatively recent emergence of inertial technology
for airbosne usage, resources have historically been allocated to achieving improvements in performance with
a secondary concern for reduction in size. Relaxing the requirements on performance and size permits de-
velopment of new techniques, procedures and principles which reduce acquisition and maintenance cost, There
are efforts in this area currently underway, and results to date have indicated a general trend toward re-
ducing the cost of certain '"lower quality" inertial systems having application to missile guidance. Hope~
fully this trend will continue and also appear in other classes of inertial systems.

Having introduced several ideas or observations concerning the R&D process for inertial systems
let me summarize what I consider to be important points. At the beginning of an R&D program, a concept
exists and its atatus is described by a set of qualitles which can be identified as performance, physical
propoxtiona, limitationa, and cost. Limited R&D resources are applied toward the improvement of one or
more of these qualities, Historically emphasis has been placed on performance. The resulting system or
engineering model represents an improved capability and is ready to be considered for weapon system appli-
cation. I would like to further identify this englueering model as an "unreliable engineering model', My
contention being that because of the limited resources available and the need to be competitive, little
real effort can be expended on including reliability into the design. Reliability is introduced at this
time because it is an important factur in the consideration of cost of ownership., Past experience has re-
vealed quite painfully that cost of ownership during a single year can exceed the initial unit cost of an
inertial navigator. It is important then that we understand and consider this aspect of system cost.

THE APPLICATION OF RESOURCES
FIGURE 16

6. ESTIMATING TOTAL COST

1t i3 obvious that a more rellable system will cost less to maintain and is therefore more cost
effective. Or is (t? Let us examine the i{mpact of reliability on cost. In most cases there will be a
mission reliability requivement {mposed on the total weapon system, and therefore on each of its subsystems
and all of thelr components, 7This mission required reliability can be related to mean time between failure,
MTBF, and effective mission duration T, by following simple relationships.

@ = o~ (T/MIBE)

Using the reliability requirement, as impused on the navigation or muidance subsystem by the uverall weapon
system, and an effective mission duration, a Mibr requirement can be estab.’+hed for the subsystew, How
does overall cost vary with this MIBF reguirement?

Overall cost is deflued as the sum of development, hardware and suvport cost uver tho li‘otime
of the system., Development cost, as used here, consints of three components; cost of developlng an "\are-
liable unit", the cost of developlng rellability inte the system, and the develupment cost of agerospace
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ground equipment, AGE. Hardware cost includes the inertial system's acquisition as well as the AGE equip-~
ment acquisition. Support takes into account the cost to repair and the cost of providing spare parts.
Referance 5 provides a means for astimating these costs for avionics systems, With modificatlions to ac-
count for a spacific avionic system, i.e,, an inertial system, the methods of this reference are used to
generate cost data as a function of MIBF, Table 5 presents the relationesip used for computing the costs
which are depicted in Figure 17 for a "buy" of 100 unita, It should he noted that for this example a MTBF
of about 250 hours yields the lowest overall cost. The seansitivity of cost to underdesigning in terms of
M1BF, as compared to overdesigning, can he seen ir this plot., GCenerally apeaking, as well as for this
example, designing too little yeliability into a system is more costly in the long run than overdesigning
an equivalent atount, Table 6 sites specific cost for an assumed unreliable ayatem coating twenty thousmaad
dollars and having an effective lifetime of filve hundred hours. The shape and magnitude of the cost versus
MIBF curve for a specific system can vary drastically frow the example of Figure 17 depending on the qual=~
ities describing the particular concep:i, the effective 1life, size of the buy, repair philesophy, etc.

We have discussed briefly the principles of inertial guidance, ezrors and their propagation,
the atate of the art, the development process and the relatiouship of rellability and cost, With this as
background we are now prepared to look at the application of inertial guldance technology to a standoff

tactical missile system, which is the title of the paper which followa.

COST ITEM C0ST EXPRESSION
DEVELOPMENT
Qnreliable 100 Cu
System
Reliable .5 (MIBF) Cu
System
AGE 50 Cu
10TAL [150 + .5 (MTBF)] Cu
HARDWARE
Inertial (1 + .003 MIBF) N Cu
System
AGE .5 N Cu
TOTAL (1,5 + ,003 MIBF) N Cu
SUPPORT
Repairing L2H NC
Inertial WTBF v
Repairing 300
ACE wreF o Y
100 + .3 MIBF
Spares =WiBF N Cu
+
TOTAL (H assumed to be 500 hrs) 200 4 .3 MIBF g
ELELi} MTBRF
Cu Cost of unreliable inertial unit
N Total number of inertial units
H Effective lifeti{me operating hours per system
MTBF Mean time between failure

COST RELATIONSHIPS
TABLE 5
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! SYSTEM COST EXAMPLE
! TABLE 6
! DESIGN MTBF (HOURS)
) i COST
J ! ITEM 100 250 400
8y . .
Ié \
s Development 4.0 5.5 7.0
; Hardware | a6 4.5 6.4 1
i
' Support 10,6 4.6 3.1
l! TOTAL (Millions of Dollars) 18,2 14,6 15.5
; H = 500 Hours
' Cu = $20K ]
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APPLICATION OF INERTIAL TECHNOLOGY TO A-G MISSILES

by

R.W. Acus, Jr.

Deputy for Development Planning
Aeronautical Systems Division
Wright-Patterson Air Force Base, Ohio 45433
USA

SUMMARY

Inertial technology is particularly attractive for airborne, stand-off tactical weapon aystems,
both as a mideoursa guidance system, and when used in conjunction with a terminal guidance sensor, The
capabilities of pure inertial guidance are examined as the midcourse guidance system for a stand-off mis-
sile. The relationehips between enemy defenses, aircraft capability and missile performance are used to
define a hypothetical mission, and a set of guidance system requirements. Error magnitudes are selected,
and missile positional error is determined as a function of range. The stand-off range of this particular
weapon system is limited by the performance of the midcourse guidance system, Various methods of improving
midcourse guidance performance are explored. The advantages and limitations of an alded inertial system
are reviewed with emphasis on retaining the advantages of the self-contalned system,

The application of inertial technology to the stand-off missile, as discussed here, is not
intended to establish present or future capability. The intent is to ldentify the various factors which
influence capability, and suggest those areas in which improvements might be expected.

1, INTRODUCTION

In the preceding paper we reviewed the basic principles of inertial technology, state of the
art, the research and development process and some aspects of cost. With this information, as a background,
1 would like to describe & potential application of inertial guldance technology to a tactical mission.

The application ig an alr-launched stand-off missile, A stand-off missile permits the manned aircraft to
launch its weapona without the need for completely penetrating the enemy defenses. This is highly desir-~
able, especially when attacking heavily defended, high value targets, As will become evident, there is a
need for some type of terminal guldance system in order to achleve impact errors approprlate for tactical
missile applications, Figure L depicts sume of the considerations necedsary to determine the veguired
stand-off range. They include ground and airborne defenses, both enroute and in the vicinity of the target,
and range capability of the launch aircraft., An additional consideration would be missile range capability.
One of the factors which influences the range over which the missile can operate is guildance system per=-
formance, Upon arrival in the vicinity of the target, the stand-off missile's guldance aystem must satisfy
certain requirements as dictated by the terminal guldance sensor and the mancuver characteristics of the
misaile, These midcourse guidance requirements may be in terms of posltion, velocity and/or attitude,
the purpose of this illustration assume missile positlonal uncertainty in the target vicinity to be the

dominant guidance requirement.
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2, THE MISSION

In order to explore the guidance possibilities for a stand~off missile, a sauple mission is
postulated. Assume a launch aircraft range capability as shown in Figure 2, Further assume the distance
from the aircraft takeoff point to the target to be 300 NM, Figure 3 combines the effects of wcircraft
range with those of remaining below the line-of-sight of ground-based defenses. For this limited situation,
we can see from these curves that a stand-off range from zero to 125 NM is required, depending on penetra-
tion altitude, As an example, aircraft penetration at five thousand feet altitude would provide undetected
flights to within approximately 75 NM of ground based detection systems located along the ground track of
the penetration aircraft. Aircraft range at this altitude is limited to approximately 200 NM which would
tequire a misasile stand-off capability of about 100 NM. Since the guidance system could conceivahly limit
the achievable migsile stand-off, let us switch our attention to this matter, We must first determine the
positional uncertainty requirement placed upon our hypothetical midcourse system. Upon arrival in che
vicinity of the target, the terminal guidance system assumes control of the missile. Commands are gener-
ated within the missile system to correct missile trajectory errors which may exist. The magnitude of the
corrective maneuver achievable by the missile can determine the aceuracy requirements of the midcoursn
guidance system, Assuming that a near vertical terminal trajectory is desired, let the maneuver envelope
shown in Figure 4 represent the capability of a stand-off miseile capables of operating out to 125 NM from
the launch point. The inertial system must be able to provide sufficlently accurate guldance to place the
missile within this terminal basket. It is further assumed that the terminal sensor(s) wili not impose
additional or more stringent requirements on the midcourse guidance system.
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We have defined a mission and established a requirement for the midcourse guidance wystem,
We can now apply inertial technology to providing the nacessary midcourse guidance system pexformance.
As pointed out in eaxlier discussions, trajectory, or more accurately acceleration, can greatly influence
the performance of inertial components, Therefore, in addition to range and time of flight, the typc or
shape of the trajectory flown by the stand-off missile will affect the mldcourse guidance system's par-
formance., For convenlence our considerations will be limited to semi~ballistic missile trajectoriles,
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3. ERROR PROPAGATION

The ability to accurately direct an inertially guided air-to-surface missile from ita launch
point to a point in the vicinity of the target, where terminal guidance is initiated, depends on several
factors which are nearly independent of missile inertial guidance system design., These factors rre the
inherent uncertainties associated with the launch alrcraft navigation system, and the operational con=-
straints associated with a deployed system. Specifically, the position, velocity and heading uncertainty
of the missile inertial system, at launch, can be no better than that provided by the launch alrcraft
navigation system. Perfect inertial guidance from missile launch to the terminal aequisitinn point will
not eliminate the error caused by improper initial conditions, Similarly the manner in which the system is
used in the fiald may greatly influence system performance., Ideally, the missile would bc launched imme=
diately after a position fix is taken by the launch aircraft, thus avoiding the inevitable build up in
launch aircraft position uncertainty after fixing., However, terrain features or other considerations might
wall make this iupractical,

Table 1 1igts the major error sourcen associated with an air-launched missile system, and gives
the error magnitude chosen for each., These error magnitudes have been selected as being representative,
and also to demonstrate, by example, the trade~offs and interrelationships of missile and aircraft, Fig-
uras 3 through B offer a few examples of this interrelationship. While not stated explicitly, these
examples suggest even further trades involving such considerations ao the relative merif of different fre-
quency radars, flight path constraints to assure availability of cultural and terrain features to achieve
position flx, aircraft avionics cost, and many others. Let us now examine the impact of these errors in
terms of miss distance.
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ERROR SOURCE

ERROR MAGNITUDE
(1 Sigma)

COMMENT

Initial Position
Initial Altitude
Initial Velocity
Initial Altitude Rate
Initial Attitude

Initial Azimuth

Gyro
Bias
Unbalance
Anisonlasticity
Accelerometer
Bias

Scale Factor

680 Ft each axis
200 Ft
2 fps each axie
2 fps

1 arc Min each axis

10 arce Min

2°/Hr
1°/Hr/g
.0015°/Hr/32
5 x 1075

.2 Parcent

X-Band Radar at 10 NM Pange
Arbitrary

Doppler Radar

Arbltrary

Consistent with assumed inertial
component quality and prediction

and estimation techniques

Includes A/C Heading Reference and
In-Flight Transfer Error

Low Cost
State of the Art
Inertial System

ERROR SOURCES
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% it is appropriate at this time to group the error sources previously described into three cate-
iz gories; aircraft navigation errors, transfer alignment errors, and mlesile inertial crrors. This grouping /
@ permits a more perceptive examination of miss distance., Figure 9 displays the positional error which
i would exist in the vicinity of the target if the mircraft navigation system's error contribution is the
& o ouly one considered, i.e. attitude transfer and missile inertial navigation are performed perfactly, '‘fMis
b positional error, expressed as circular error probable (CEP) is shown as a function of range, P
&
z
W
} AIRCRAFT NAVIGATION
3 ) 4P = 680 FT
g»f 000 AV = 2 FPS
i b, = 6 fd
[
i
i i
1 i
K ' 1000}
:
t
%
f‘}"‘ 0 'Y I\ 2 4 'y
i 0 25 50 75 100 125
i
ﬁ ) RANGE - NM
4
A POSITIONAL ERROR ATTRIBUTABLE TO AIRCRAFT NAVIGATION SY STEM
i
i FIGURE 9
{
X In a similar manner, the aircraft's and missile's contribution to position error is assumed to
y be zerc and only those errors assoclated with transfer alignment are considered, Figure 10 depicts this
A situation for the assumed attitude and azimuth errovs,
[
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E Ay has been pointed out in our previous discussion, the performance of an {nertial system is

;| dependent ou the acceleration environment to which It is exposed. For this reason acceleration profilues

3 were generated for seml-ballistic trajectories which are approprlate for terminally guided tacticsrt mig-

. ailes, Using these trajectories, the error curves of Flgure L1 depict the positivnal error which exiwty

) in the vicinity of the target as a result of missile {nertial component errors alone,

3
'i The positional error, in the viclulty of the target, which results from errors in the alreraft
: navigation system transfer of attitude luformatlon, and inertla) instrument errors can be combined stat lge
} tically. This combined or total position error represents the capabliity uf the mideourse guldance sysdtoem,
; Converting this {nformatfon to a probability circle of 99.8 perceut, the total positional error is depleted

{a Figure 12,
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Returning to Figure 4 which depicts the terminal positional accuracy requirement for the hypo-
thntical miswile system, we see that for initiation of terminal guldance at an altitude of twenty thousand
feet, the' proposed midecurse guldance system is unacceptable, For ranges in excess of 85 NM, the midcourse
guldance error exceeds the terminal wmaneuver capability of the missile. Several alternatives exist at this

point, and will be explored in the following section,

The first and most obvious nlternatives would be to review the contribution of each error

source and determine which are major contributions, These error sources could then be examined to detex=
mine if they can be reduced in magnitude, and, {f so, what additional cost, construint or other penalty
would be experlenced by the system. A second cholce would be to increase the terminal guidance initiation
altitude, misslle structural limit, or the size of the serodynamlc control surfaces, These changes could
{ncrease the terminal maneuver envelope of the missile, but the penalties of doing so must be examined in
terms of more stringent termlnal sensor vequirements, reductlons in stand-off range, increased gross waight,
The third alternative, and the one of real interest here, is updating the missile guidance system

oatc.
As we shall see this can result in considerable im-

through the use of externally derived information.
provement in performance,
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AIDED INERTIAL GUIDANCE

An explanation wmay be due at this time as to just what is meant by updating.
simplest form of updating would be to re-initialize the positicr Integrators with newly acquired positional
information. Assuming the newly acquired information Is better than that contained within the navigation
system, the immediate result ie an improvement in knowledge of position, but no improvement in the rate

of error build-up. Figure 13(a) depicts position error of such a brute force updating system as a function
of time. If in addition to positional information other forms of sensed or measured information were
available, such as veloaity, not only would position uncertainties be reduced by updating, but the rate of
position error build-up would be reduced somewhat. Refer to Figure 13¢(b). Simply resetting position and/
or velocity as shown in Figure 14 does not make best use of the avallable information, The application of
prediction and estimation techniques cun provide significant improvements over the brute force methods.
Before exploring these possibilities let us review some potential sources of updating Information,

Fopsaibly the
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The missileborne

Radiv navigation lends itself to updating of tactlcal missile systems,
The short term sensitivity and accuracy

Line-of-sight

Equipmuent

equipment can be made relatively swall, Inexpensive and rugged.
of the inertial system and the long term stabllity of the radic system are complementary.

frequencles in the 100 to 5000 MHz range can provide accurate position information ou demand,

le degraded somewhat and more time is requirved for Inteyratlon or smoothing, World-wide coverage cun be
Transmittling sitatjons located on
Updating can be a

operating in the nofsiexr 100 KHz region provides a suhstantial Increase in coverage ares; however, accuracy

obtained with a few statious operating in the 10 KHz frequency region,
the ground, fn aircraft or in vrbital vehicles are possibilitles for an alded system,
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discrete or continuous process over all or only a portion of the missile's flight,

On board sensors can also be used to improve upon the mldcourss guldance capability, A dop-
pler radar can measure ground gpeed. A mappiug radar, lufraved or television sensor could provide an
indication of terrain and cultural features for obtaining a position Fix. Such u system could perform all
computations and processing on board the missile, or transmit Information via a Jdata Link to a ground or
airborne processing atation. The selection of a particular updating concept must Include consideration of
enemy countermeagures since a heavily defended target would incorporate extensive countermeasure equipment
directed at degrading stand-off missile guldance capability, Other important considerations would be the
system's vulnerability to attack, and of course the fmpact on the mlassile design, l

\

To illustrate the potential improvement using updating, the following example is given, Asgsum.
two ground-based distance measuring stations separated by 50 NM, forming a basellne in a range-range
positioning system. The ground stations are interrogated by the misslle, determining relative range and
range rate, This information is processed and used to update the missiles' estimate of position and
velocity, The solid line of Figure L5 depicts impart positional error as a function of time to the target
at last update. Updating is accomplished by brute force. No attempt is made to callibrate the aystem or
its componeants. The missile inertlul system is similar to the one previously proposed for the unaided
midcourse guidance aystem, The range and range rate errors used in the generation of this error curve are
as shown,

B84 NM STAND~OFF ‘TRAJECTORY
AR = 50.0 FT
sl AR = 5,0 FPS
BRUTE FORCE POSITION
AND VELOCITY UPDATE
I -
[V of -
@ -—"/
sammmp—
T KALAN FILTERING
U e A s el d
0 25 50 75 100 125
TIME BEPORE IMPACE - SEC

POSITION ERROR AT IMPACT
FIGURE 15

The dashed line of this figure is an estimate of the potuential achievable using Ralman fi)ter.
theoery, In addition to Improving position and veloelity through accurate updating, Kalman Filtering impro:
system performance by effectively reducing component crrors, thus improving grearly on the short term
accuracy of the system, Practleal conslderations such as computer speed, memory capacity, and mlsmodelin:
makes achlevement of optimum results unlikely. The design of a Kalman filter requires accurate knowledge
of system dynamlcs, the measurement process and all vrror co-varlances. Lf the engineering problems asso
clated with the practical lmplementation of Kalman filtering can be solved for the air-to-gurface missile
and 1f the guidance concept s adequately resistive to countermeasures, significant improvements over the
attainable with the brute force alded system could be achjieved.

A source of error which has not been mentionoed up to thly point is the uncertainty in knowled
of the target's locatlon. A purtion of this error can be reduced by the proper selection of the mideours
updating method.  In the previcus paper we discussed the computatlonal coordinate system of the tactical
migalle. The target's position must be locatud In this coordinate system, The target is inftially focat
in the coord'nates of the targeting system, lhis coordinate system may or may uot be the same coordin.'e
system a8 used in the tactical missile. As an example, {f targeting Is accomplished from a vehlcle wa =
gating in a radlo network and attack lg carried out In a geographle coordinace system, then an error a
exist between these two coordinate systems and will contribute to missile Impact error., lIn the exampic
cited previously, fnertial system updating is achieved with o ground-based mlerowave digtance measuring
gystem. [f target reconnalsdance iy also conducted {n this same weasuring system, one lmportant potenti;
source of error can be greatly reduced. Thus it can be seen that by the gelectlion of a common coordinate
gystem for targeting and strike, the uncertalnty of locatlng the target can be minlwized,

5. CONCLUSLONS

Inertlal guidance of tactical stand-off missiles can provide a completely self-contained min
course capability for attacking heavily defonded targets,  This capabllity s depeadent not only on e
component quality, but depeads to a large extent, on the quality of alveraft navigation and atgborne p o
form allgoment. ‘the alded fnertial system can provide significant fmprovements in performatce over that
achlievable with an unatded system,  In addition to this tmproved performance, enroute updating van provi
both targeting and strike Ln a common coordinate system, These advantapes could result in sigulficant
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reduction in position error, and suggest a potential capability which could eliminate the need for addi-

: tional termiral guidance. Peallzation of such a potential is not inevitable, The aided inertial system
for tactical stand-off missiles is un attractive concept. As indicated in the preceding paper, a concept
has inherent qualities associated with it, and development of one or more of these qualities, as required
for a particular air-to-ground application, requires the authorization and expenditure of resources toward

this end,
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METHODOLOGY OF RESEARCH INTO COMMAND-LINE~OF-SIGHT AND HOMING QUIDANCE

by

E Heap
Royal Airoraft Establishment
Farnborough Hants UK

SUMMARY

This paper reviews & methodology of ressarch into command~to-line-of-sight (CLOS) guidanoe and
gemi-active homing missile systems. It discusses the kinemetios of wvarious guidanoce laws from CLOS to
pursuit ocourses and proportional navigation from a fundamental point of view. The interaction between the
guidance requirements and the mimaile system is covered and it is showmm that the autopilot and sensor effects
need to ba considered in hybrid computer simulations. The implications on computer requirements for optimum
filtering are also discussed,

1. INTRODUCTION

Miseile guidanoce problems have a number of aspsots in common, whether thay be related o homing,
beam riding or line=ofesight following. Firstly, the bamic need is t0 obtain information on the state
variables of the object to be guided, namely the missile, and the destination point, which might be moving,
eg the target. Secondly, instruments have to be used to measure this information., Theme instrumenis may
be limited with regard to what can be measured, the acouraqy with which measursments can be made, and where
the measurement oan take place, ie on the ground or in the missile. PFinally the missile has to be manoceuvred
in the best posasible manner by means of a guidanoe law, from where it is to where it is desired to be. This
brings in not only the kinematios of the movement of the centre of gravity bdut alsoc the dynamios of the
missile about its centre of gravity resulting from its response to a demanded manoeuvre. The guidanoo
problems of command=line-of-sight and homing therefore have nome similarities. The target movement and
missile response characteristios can be basiocally similar. Thoy have different guidance laws bscause in
homing the mismile itself has to track the target with its self-contained sensors, whersas in command line-
ofwgight or beem riding an outside reference point is used, say on the ground, for tracking both the mimsile
and the torget. In the homing situation the faot that the mismsile powition is not readily available 1o the
missile itself implies that only relative information oan be used, In beam riding guidance the measurement
of the distance off a line=of-sight from the ground to the target eg a radar beam, ims measured in the
missile, so it has elements of a mixturs of the two basic guidsnoe principles.

This paner reviews current methodology for rescarch into guidance laws of the command line-of-sight
and homing types. It is .iown, after the basic laws have been discussed, how some aspects ocsn be
investigated in & noise=free mituation, eg trajectories of flight in homings It is then shown how it is
sometimes important to consider the noise characteristica of the mensors being used, typiocally the effects
of target glint on radar measurements, whon miss distances and misasils lateral acceleration criteris are
chosen. The studies with noise have interacting effects with the kinematios and dynamics of the engagement,
ie the navigation law, approach direction and tho ratio of missile 40 target speeds. Tho necessity of
filtering these signals is then discussed, and this leads to the consideration of the statistionl
optimisation of filters, eg of the Wiener and Kalman types. Theme theoretical optimisation techniques
roguire the construction of a mathematical model of the engagement and ii is neoceasary to investigate their
sensitivity to changes in both the assumptiono made in the derivation of the optimum wolution, eg on the
assumed target glint characteristics, and to changes in the actual system itself, eg unpredictable target
manosuvrs. Also sub-optimal solutions may be preferable on a ocost/effective basis.

It is shown how the powerful tool of hybrid computer simulation, which was developed in an earlier
paper, can be used to svaluate many of these uncertainties in both homing guidanoce and command line-~of=sight
following. Although these two guidance laws necessarily require two differsnt simulation models, many of
the features of the simulation processes are similar, Illustrations derived from practioml oxperience in
one field can be applied directly to the other. The implioations on missile sutopilot design and oompuier
hardware requirements for +he implementation of typival guidance lawe ..re almo discusmsed.

2, BASIC GUIDANCE LAWS

Command line—of-sicht (CLOS), homing guidanoe and beam riding can be oconsolidated as shown in
Table 1 according to the source of the measurements made or parameters estimated and acocording to whether
the computation of the guidance manceuvre demand im carried out in the missile or on the ground, A typioal
system state uwed in CLOS or besm riding ie the error off the beam & suitably filtered by a transfer function
S(p) to give tha demanded lateral acosleration. Thim filter should contsin st least some phass sdvanoe for
stability reasons, but 1t can be of sophimsticated form if statistioally designed with regard %o the might
line noise. Beam riding and CLOS are essantially the same dynamioally except that the error off the beam is
deteoted in the missile in beam riding, whereas in CLOS ground radar sensors measure it, ocompute the
acceleration demand and transmit this by radio link or wire to the misaile. The command link can be regarded
as & sophisticated wirs connection in a beam riding missile. In the homing guidance laws the rolative
param~ters of sight line spin fs, olosing speed Vo and look angle L are used together with estimates of
miswile speed V. Basic CLOS and homing guidanoe laws will now be discussed in more detail separately.
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TABLE 1 BABIC GUIDANCE LAWS

2.1 Command=to-line—of-sight

T A number of tactical missiles in the surfuoce
to air and aurface to surface modes are guided on the
line=of=sight prinoiple. The missile M of Fig 1 is
guided #o as to be maintained on the sight line OT.
In an actual moving situation the guidance sigmals
transmitted o0 the missile are the demanded lateral
acoslerations in two axes at right angles to the beam.
Thess demands are resolved into missile axes within
the miseile, The demanded mcoeleration in each plane
is split into two temmsi-

a) an error compensation texm endeavouring to
keep the srror off the beam & equal to
zero, and

b) feed forward bias terms corresponding to
a moving beam.

A simplified guidanoce loop which combines
these two demande im shown in Fig 2. They will now be
disocussed in more detail. Coneider firyt the error loop.

2.1+1 Basic Guidanoe Conospt

Fl G. | CO M”'AN D L l N E 0 F SIG HT measured Erggzzedﬁ\':tot::eo:rgrm:a:: :ti‘gtlle mar

difference betwaen OT and OM, together with some
GU'DANCE knowledge of missile range Ry, then ¢ = Ry (0p =0p).

If this error off the beam is uwed es an acocelerution

demand np, it neede some damping so that good responsas
characteristios are obtained. A dynamic equation of the form & w Oq¢ + Op& needs to by satisfied,
vhere G4 and Oy sre constants. This necessity leads immediately to the consideration of a filtered
error./! In the presence of noime on the sight—line, and henos on the error ¢, such a filter design
is not simple and becomes & compromise between requirements for amoothing the noise and giving an
adequate response to a demand. Modern techniques allow filters to be designsd statistioally if some
knowledge of the noimse charactaristios im available or ocan be sassumods Mgure 2 mhows the pomition
of such & filter S(p) in the gu:ldmoe loop, I% inoludes a gain G, and the acoeleration demand is
np = 5(p)¢ = 8(p) Ry, (Bp =8}, The miwwile transfer function is represented by A(p) and when the
achieved acosleration is dou%ly integrated snd dividsd by R; it represents a new measure of the
missile beam sngle 6., thus closing the loop when differenced with the target beam angle Om.
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2:1+2 Feed-forward terms

Consider the situation of Mig 1 in which OM
is coincident with OT, but that OT im rotating due to

-E engagement kinematice of the target relative to 0, eg
. ! dus to target manceuvre, If ¢ is the angle between
! ST he missile flight vector and the sight line then
Y FILTER TRANSFER R,, = Vpy com ﬂ and 6'1‘ = Vip 8in ﬂ. The lateral
e, 2y T DEMAND | Funcriow aoceleration (latax) which must be applied to the
Ato) mismile for it to stay on the rotating sight-line is
" ¢ o ' 2
Lo (RSy +2 RO comf = (R, =R &) win g
. o9 * 2 .0 2 3
n = (RRop + 2 R "4 - BB & + RGN,
om pd

Now Fy = ¥, 008 § = Vy, #in # § and if § 1a amall
= B = Vi Rybp & Vi # and By & V= V@ @, o that
FIG.2 CLOS SIMPLIFIED GUIDANCE LOOP . " 2 : .

Lo % (R B, +2V By =R (V ~v 4B +
2 tAl
Voo B

Line of sight guidanoce systems are usually uaed for point defences egainst air attack, or against
slowly moving gruound targets, eg tanks, in both of gh:lch the sight line rates of rotation are low,
hence the angle # is small. The texms in # § and #° can therefors be neglected and the feed
forward terms become

[ 4

. * ’» 9
Ly & (R 8+ 2V 8 = Rm"m"rx/"m)

I we write POy for 0,1,,

Lo

%

(Ryp+2V = nmvm/vm)e,l.

£(Ryy V.o Vs 87) &8 shown in Table 1.

This acceleration bias demand ie fed forward from é'r as shown in Fig 2, Por its implementation
some knuwledge is required of the missile range Ry, its velooity Vp and the ratio of aooeleru;gon
(ox deceleration) to the speed (Vm/Vm)s» The sight line rate of rotation Op and acceleration pin
also need t0 be measured or estimated.

The total acceleration demand is the sum of the error demand and the feed forward terms.
Whilat this conocept is simple for a CLOS or beam riding guidance situation it is by no mesns as
clear in homing how a guidance law can be devised in the absence of informatiun on mimsile and
target positions. Let us therefore look at what use can be made of relative information.

2,2 Homing Guidanoce

Consider now homing guidance in which one has to formulate the guidance ocommand from
information only available in the missile, ie without knowing practically whers the target is.
It was shown in Table, 1 that the traditional homing law called proportional navigation uses the
sight line spin rate ¥g of the target relative to the missile. It is well established as an
effective guldanoce technique for a system which has to derive the basic parameters from messurements
made within the missile itaself. Fig 3 shows the flight paths of the target and missile relative to
& Bpace reference. If this space reference direction is aveilable in the missile by meana of a
gyroscope, and a homing head oan be locked to the target such that its rate of rotation measures igy
this spin rate can be factored by K, the navigation constant, to produce & required flight path
rate for the missile Qp. The practical implementation of this law requires that the missile spesd
should be known or estimated such that the demanded lateral acceleration is np = Vp¥pe L is the
look angle, see Fig 3. If sero missile inoidenoce is assumed, the look angle of the homing head
is the angle between the missile flight vector and the sight-line to the target,

The simplest attack situation is the mo called collision course which ariwes when missile
and target spsedsars constant and the target flies on a straight course. The approach direction
of the missile ip towards a future position of the target in such & way that at the intersection of
the two straight courses impact oacurs. In this situstion it oan be shown that }g iw sero and the
look angle L is oonstant,

Homing guidance laws are aiming to reach this ocondition eventually, even when the
velocities and target flight paths change. This, of course, will in general demand a change in the
guidanos parameters used.

Varistions in the proportional nuvigation law can be formulateds- for example (a) when
K = 1 we have pursuit oourses: pure pursuit when the look angle L is zero, and deviated pureuit if
& oonstant look angle im used, (b) corrections ocan also be applied to the K factor to allow for the
sffect of look angle L, oclosing speed V. and mimsile mpeed V,. For the above mentioned collision
oourse situation it can be shown that :L? the acosleration at right angles to the sight—line in the
presenoe of disturbances is chomen to be K,Vgig, where K; is the kinematic gain and Vg is the
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closing speed, then this teohnique tends to minimise
- the neoceesary corrective acoceleration of the missile,
- partigularly if Ky is properly chomen, The component
3 of V,ip at right angles to the sight line is !
v cos Ly, so /o

V",l cos L YF. - K1Vcﬂs

Ko\, £
or i'!"' = ' 098 Yy

In corrected proportional navigation the lateral
acosleration demand to the miseile beoomes a funotion

K.V 1\
C )'su

cos
Depending on the complexity of instrumentation in the
missile, V., can be either memaured or estimated as well
REF as the look angle, L, and spin rate f5. The kinematic =
gain K4 can be selected according to engagement -
oconditions and noise variations on iS' k

of relative parameters only eince r;, = V mQF - (

3. RESEARCH METHODOLOGY

’ current methodology of research in these fields will
Ye = Kk “‘S now be dimcussed. This methodology consists of the
application to mizmsile guidance problems of the
technique, given in an earlisr lecture, of hybrid
ocomputer simulation. By setting up a mathematical
) model of mither a homing or CLOS eituation on a hybrid
FlG. 3 PROPORT'ONAL NAV'GAT'ON ocomputer it is poasible to mtudy the effects of
: different guidance parameters and detemine which
' HOM|NG factors in the engagement significantly affect the
‘ flight trajectory and mimm distance performance. A
number of examples from reocent mtudies of a fundamental
4 nature will be given to illustrate the power of these
; oomputing techniquess It will be shown, for sxample,
how many statistical engagements can be completed in
the form of a laboratory experiment. Noise free runs
ocan give an initial insight into the effecis of certain parameters on the missile irajectory, and a
significant pay-off ariuses when noige on the senwors has to be taken into account. As stated before, hybrid g
computers can bs used to mimulate noise in a con%rolled manner and on a known probabilistic basis. For
example it im pomsible to represent target glint by m zequence of white noise signale passed through a
filter; the white noise itself belng generated by either analogus or digital means and being variable from
engagement to engagement, but rapeatable from, say, bloc" to block of a number of runs.

1
]
i Having outlined the basic guidancs laws the
i
]
|

;4 Conmider first of all some noime-free mtudies in the homing field, to be followed by investigations
; with noise.

3+1 Nnise=frees Studies

As an example of the extent to which noise free runs can be varied parametrically to

give considerable insight, many missile irajectories have been evaluated for proportional
navigation and other homing laws. The results of scme of this work are glven in Fig 4, and were
obtained by hybrid computation of a digitally controlled analogue model. The trajectorias of the
missile relative to the target were plotted by computer in sequence as the parameters were changed 1
autometically. Nine diagrams are shown in Mg 4 for amcn of thmeoapeed rstioa of miesile to
target, v = 1,2, 1.8 and 2.6, and initial look angles Ly of O, 223" and 45°. Each diagram shows
relative trajeciories from sixteen azimuth directions relative to a non-manoeuvring target flight
path, for three navigation oonstants X » 1, 2 and 4, The target directions of motion are always
to the right of the diegrame. Consider the diagram for a apeed ratioc of 1.8 and zero initial
look sngle. It ocan be seen that when K = 1, for pure pursuit, the trajectories all approach the
target finally in the tail-on position, whersas for higher values ot K, say K = 4, after an
initial turn towards the target the relative approach is finally on a constant boaring collision
oconrse, shown by straight linems on this relative plot. The diagrams tighten up with increased
speed ratio, and when an initial look angle is introduoced beccme non«asymmetrioal about the flight
path of the target., When the initial look angle is levge eg Ly = 45, and v is etill 1.8, the
curves for K = 1 are now deviated pursuit ocurves and spiral in to the target. The ocentral diagram
R, for L, = 24" and v = 1.8 shows that some initiml conditions of azimuth and look angle are
3 fortnftoully such that from the outuet the miswile im on a constant bui‘ing collision course, so
N no further missile manceuvre is required, They ocour at angles T = sin™' (v min Lg)to the
: starboard beam of the target. The three disgrams for J., = 223° Show that these angles agpronoh

: the beamw=on condition as the speed ratio inoreases, being typically 62.7°, 46.5° and 5.8° for

ve 1.2, 1.8 and 2.6 respectively. They finally disappear whenv sin Ly = 1. This condition
ocours, for example, in the luft hand diagrams for L, = 45°, between v w 1.2 and 1,8, when v would
? be 1/(ein 45°) = V2 = 1.414 t0 be precise.
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Simultanecus paper trace pen recordings were obtained of the x, y co-ordinates, missile
lateral soceloration and look sngle during each of the runs, each on a time basis, and could be
used fnr detailed inspaction. This technique could be extended eamily to study guidence laws in
the presmence of target manceuvrs, even in the noise free situation, to see if homing head maximum
look angles are adequate.

3.2 8tudies with Noise
3.2.1 Sample Sizen

When noise must be included in a simulation study one of the first things to establish
is the samples size of the number of runs for sn adequate statistioal aet of results., In tail
chase homing studies in partiocular it ims neosusary for practical reamons, 10 keep tho aample
size as low as possible because of the long running times of the simulated sngagements. If rms
miss distanos is the oriterion, some preliminary resul’s are reguired such as those shown in
Figure 5 for homing., Thim figure shows two meis of results for samplas of 20 and 100 rune
renpectively contributing to each rms value. They are plotted for each of three speed ratios,
162y 1.8 snd 2.6 and eight initial arimuth directions from hsad~on to tsil-on and head—on again.
On the hasis of these results a sample sigze of 20 would be mocceptable as showing the trends
wlaquately.

3+2.2 Noise sensitivity astudies

In studies with noime there im alsoc a necessity to investigats early the mensitivity
of the criterion, say rms miss distance again, to the level of noime included in the msimulation.
An exampls of thism can be seen in Fig 6 where, for ons speed ratio of 1.8, the middle curve of
the upper diagram of Fig 5 has +he noise increawed ani decreased by 50%.




|
k
i
!
:
1
f
4
'

i L

- T i e = g

4.d.(1)-6

3,2.3 Parametric Variations

Preliminary parametrio variations were
obtained during the ssmple mize and noise
sensitivity studies. For example Fig 5 shows the
ma b '/'\ effects of spesd ratiocs and azimuth directions for
AMS. e ne20 homing. It also shows how the mimss distanocs for
MISS DISTANCE / oconstant K inorease in the tail=on approsches
espeoially at low speed ratios. The msults were
m / \ obtained for only one guidance law, proportional
' r / //\ \ navigation with a navigation oonstant of 3. At this
KLY 10 SPED ,/ Valny S stage 1t might be interesting to know whether the same
RATIOS s . characteristios would bs obtained with other paramyter
------ vl ; Ni— values. Having established a reasonable contfidence
-yl [] e . » in the simulation it becomes possible to pursue this
w— Y 2.9 HEAD ON TAIL ON HEAD ON in extensive parametyic studies. Single and multiple
parameter changes are reletively easy in hybrid
AN oomputer simulation., For example we oan investigate
!N, the possible interacting effecte betwee: msy eight
/ * 100 azimuths, three speed ratios, six K factors either
mar I \‘ n with or without sight=line noise, Taking a sample
RMS. / Y siso of 20 for each combination the results of such
MI5S DISTANCE ! \ e study would be as shown in Fig 7. This diegram
! \ serves the purposs of illustrating how extensive
m} J ~ \ numbers of stutistical runs ocan be reduced to sn
T \ sseimilable form. It ocontains the results of 8 x 3 x 6 x
! P SO 2 x 20 = 5760 computer runs, usefully summarized.

’ The uppar diagram of Fig 5 can be seen in Mg 7 as
..... ’ o one of the family of characteristic curves, at X = 3,
¢ v \ Each small diagram has the same key and axes as Fig 5,
HEAD ON TAL 0N HEAD ON iy tms mism distance v asimuth direction. From the

more cx:onaivo parsmetric diagrams such as those in

Fig 7 significant interactions ocan begin to be
FIG.5 SAMPLE SIZE EFFECTS FOR dimoriminated, For exampie it turns out that the

PROPORTIONAL NAVIGATION effect of noise depends on both the X factor and the

speed ratic. When K = 1 und the speed ratio large,
for example, the miss distanoces are large near to
head-on for kinematic reasons, irrespective of the
noise, but in tail-on conditions K = 1 is advantageous
whataver the speed, both with and without noise. High
values of K are advantageous in noise free situations
for any speed ratio, but with noise the advantages are
only shown for headw~on approaches, ia the left and
right hand sides of each sub-diagrem. Tail-on
approaches with noime show various effects with speed
ratio, the miss distances inoreasing with K factor
when the spesd ratio is low.

RMS
MISS DISTANCE

2 It oan be ween, therefore, that disgrams such
A A as Fig 7 can be umed to extract intermcting effects
HEAD ON TAIL ON HEAD ON i oh require desper investigations in further computer
runs, The resulis of Fig T refer to the use of a
constant K factor, which would not be the case for
current systema. The diagram is given for illustrative
purposes only. The study could bes taken further using
the above computing techniques for other ravigation
laws, eg those with varying X factors.

FIG.6 NOISE SENSITIVITY STUDIES

Instead of pursuing this further for homing
guldance it will be shown how similar parametiric
wiudies can be cartied out in the context of CLOS with
sight-line noime., For exanple the combined effectms of
target glint and manosuvre on mmo mine distenoe and miesile luteral accesleration ars illustrated
in Mg 8, The guidance loop simulwted i that of Fig 2 without the feed forward terms, but with
a number of non=linear elements in a hypaothetical missile representstion. For practical purposes
the filter 8(p) simulated was a double phase advanoce, which itwelf had been previoualy optimised
by extensive parsmetric varimiions, Mg 8 shows the parametric effscts of (a) sero, 50% and 100%
of a nominal glint tme value, and (b) zero, 0¢5, 1.0, 1.5, 5 and 10g rms target manoeuvre. There
is a double line drawn st 1,5g vhere the manoceuvre values change sosle in the oarpet plot. At
esuch point in the carpet the rms minse distance is ithat of 100 separate noisy runs of ocombined
target glint snd manceuvre. It was possible to inoreass the sample size from 20 to 100 for the
CLOS studies because a short, fixed flight time of 5 secs wes mimulated whersss in the previous
homing runs, partiscularly with tail chases, much longer running times were involved. The basic
glint noise cherscteristios were different from run to run but repeatable from block to block of
100 rune, and scaled in glint rmes amplitude from point 4o point in the carpet. The manocsuvre of
the target was constant within each engagement run but the 100 ruas represented a daussimn
distribution with the rne value quoted, The disgram therefore contains the resmults of 100 runs
for each of thme glints and six mancouvres, or 1800 simulated engagements. Hsny more variations

wers found tc be pomsible since the computer waw eble to run at 100 times real time, thus ommpleting

the smount of informetion shown in Fig 8 in about hslf an hour. 1Typical parameter values which
could be changed sasily were the glint bandwidth and missile paremeters, for exampls.
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The ocurves in the upper diegran of Fig 8
show, incidentally, that when the targei manoeuvre is
low, say less than 5z rms then the variations in both
mise distancs and latax dus to glint are more msignifi-
cant than those due to manoeuvre, When the manoeuvre
is greater than 5g mms, however, the miss distanoces
inorease signifioantly, much more than the variation
dus to targst glint. When the target manosuvre is
large, therefore, the missile manceuvrs ocapability in
this example is almout all used up to satisfy the feed
forward requirements of & high target bean rate,
leaving 1ittle latex in hand t0 reduos the errors off
the beam: In designing s missile to & given latex
1limit, therefore, the limit must be sufficiently large
10 include a ompabllity to meet the feed forward terms,
which must be satisfied firet, together with a
residual capability for dealing with the errors off
the beam. The specification of this residual
acoslerstion will then form the basis for the design
of an optimum statistiocal filter S(p) to replace the
phase advance filter used in the above example.

We shall therefors procesd to oonsider the
research methodology further by investigating Wiener
and Kalman filters in miswile guidanos luop design.

4. OPTINUM FILTERING

The theoxy of statistioal filtering is
complicated and has been treated extensively in thu
literature and will therefore not be givon here,
Instead a wimpls example will be used to illustrate
how the technique oan be applied to CLOS mimsile
guidanoce systems. Without going into great detail
the proocess iy as follows. When both the target glint
noise and manosuvre osn be speoified ou a statistiocal
basis, and linear sssumptions can be made about both
the miasile transfer funotion and the kinematics then
linear theory snables an optimum filter to be desigmned
B0 a8 t0 give & minimum mms miss distanoe sudbject to
an assumed limit to the available lateral acoceleration.
Instead of a hard limit to the 'g' ompability it is
also neoessary to assume a mtatistical distribution,
gay Gaussian, with a further assumption that the given
limit is only exceeded on a low percentage of oocasions,
typically 5. Wiener filter theory oan cover stemdy
state oconditions in the region of a given missile
range Ry, If the aerodynamio or kinematic oonditions
change during flight a series of Wiener filters can be
oonoeived in which the parameters are secquentially
switched #o am to be optimum throughout the engagement.
This could be done hy an analogue (umputing technique
in an adaptive manner. The more ooplex Kalman filter
can cover time varying oconditions more easily since it
is expedient to compute it digitally and recursively,
10 combine estimates and measurements optimelly.
Wiener and Kalman filters can be shown to be identioal
in stationary oconditions so Wiener filters ocan be
considered to be forms of sub—optimal Kalman filters if
used in their place:. There is & distinct advantage
in carrying out reseurch with Wiener filters, however,
beoause of the ability to compute by anmlogue means.
The advantage is that the statistiocal output of the
simulations can be signifiocantly inoreamsed compared
with digita. computations. This is the methodology
being recommended in this paper for application to
missile guidance filtering research. With Kalman
filtering research it has been found necessary to slow
down tha digital simulations to real itime, or slower,
and the statistioal output of the research programme
is reduceds It is recognised that ultimately the
practical implementation of the optimum, or mubmoptimum
filter will be by digital computer but there is mtill
30 much to learn about demsigu prooesses that multi-
variate acpects of guidance problems require a
atatistical output which cannot yet he met by a purely
digital approach, The use of a hybrid computer for
research studies enables a smooth tranmition to take
place between analogus or hybrid investigations and
digital implemontation, Computer hardware oan be
included in the simulation during development, for
example.
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Design processss are not always clear cut, as can be seen from an example that arises with 3
h Wiener filters. Some optimum filiers of thim type have long time conetants if only guldance along & ;.
3 OLOS heam is oonsidered. Thiws may not be practicslly conducive to the gathering phaso when a missile K
i has to be brought into a guidsnoe bean quickly after launch dispersion. On the other hand this
L characteristic may not ba general, but may differ from missile to mismsile, and the solution may only be
3 obtained after extensive parametric studies of & oompromising nature. There are many such compromise
situations arising in guidance and oontrol problems, eg conflicting rsquirements for oporating at high or
low altitudes.

. As an example of the use of this methodology b
3 vhen applied tn filtering research we can consider '
P, further the CLOS mituation discusued earlier for glint
3 PHASE ADVANCE and manosuvre variations, PFig 9 shows the results of
Filten further simulations comparing two types of filter

¢ WIENEA FILTER === §(p) for CLOS. The order of improvement in miss
T distanoce and latax which can bs obtained by uaing an
optimun Wiener filter instead of & phase advanoce type
ie shown. In the complex simulation of the CLOS
missile guidance loop only the filter S(p) was changed R
&bk ! whilst extensive numbers of rung were repeated ovey 5
3 - 2130 the same glint and manosuvre varistions, The design
R pointa for the phase advanoce and Wiesner filters are
] TAAGET GLINT shown ty the asteriske at nominal (100%) glint and (1g)

‘ - manosuvre oconditions. The differences bhetween the two
{ ol 0 A% ("% oF NowmaL) anteriskes in each diagram show the improvements in rme K
; TARGET MANOEUVRAE miss distance and mms latax respectively which are

(M. offared by the Wiener filter compared with phase
¢ FILTER DESIGN POINTS advanoces For system changes in glint and manoeuvre of
0, 50%, 100% and 1504 and 0, 0.5, 1.0 and 1.5g

Ur respectively, carpets are plottad for mimes and latax.
' Only the carpsts for the Wiener filter are labelled,
the pattern being identiocal for phase advance. These
overall oarpets show that the nominal improvements'at
the demign points continue to be achiaved for & oconstant
filter design over a wide variation in glint and.
manosuvre, different from the nominal values aamumed for
3 each filter synthesis, This type of diagram, therefore,
Pradl provides a means of ocomparing the sensitivity of each
59 of two filters to system changes. In this example the
0 Wiener filtsr comes out with a distinot advantage.
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By extensions of the simulation technique it
is possibls to memsure exparimentally the mensitivity
of the system to changes in the filter design
parameters. The simulation model of the system is kept

: constant whilat one or vther of the filter values is
FIG.9  C.L.0.5.: WIENER o.t. altered, As an example of this type of uon-itiv:w
PHASE ADVANCE FILTERS analysis Fig 10 shows the results of varying each

parameter defining s Wiener filter. The lower part of
3 the diagram shows an analogue form of a Wiener filter

1 oconsisting of four integrators and nine potentiometers
3 (») to (1). The small upper disgrams show ssnsitivity ourves for both rme mise distance and rms latax which
f were obtained for blocks of 100 repoatable noisy runs in which the potentiometers were changed one at a time
i by up to + 504 about their nominal design values. It can be seen thet, although it was designed to be

1 optimum on a linear basis, it is not fully optimum when modelled in o non-linear guidanoce and control
simulation of the real system. Some further refinements are possible, eg an inorease in the value of
potentiometer (b) to appromoh the minimun peint of the miss sensitivity curve., It ie possible from this
type of display to assess how complex the filter synthesis needs to be and what penaliies are incurred by

: neglecting and simplifying osrtain parts of the design. Using this technique the above filter had already

} been reduced from sixth order to fourth order, for example, without signifioant effect.

L7 I+ would not have bsen possible to omrry out tliis quantity of atatistical design work in the
N purely digital mode, say for Kalmen filtering, unless considerable expense waz inowred in produoction
‘ running, There is therefore still much to be gained by executing preliminary research programmes on
guidanos filtering in the purely analogus or hybrid oomputing mode, reverting to the digital formulation
later on when the system performanos is more clearly understood and the practiocal implementation of the
selected demign is required to be digital,

Before leaving the subject of optimum filtering a brief comment needs to Le made in relation to
its applicetion to homing guidanoce. In homing the situation is mlightly different from CLOS, The equations
for the kinematios and dynamios might be linearised only with time varying coefficients so that optimum
statistioal filtering may not apply if based on linear theory.

5+ AUTOPILOT INPLICATIONS

Although trajectory evaluations and optimum filters can be derdived using low order mathematical
models of the mimsile dynamios, it is necessary to test the theoretiocal filters or guidanoce laws for real
wystens in a simulation which includes much more detail of the nissile and mensors. In partiocular,
important non-linearities in the missile autopilot, homing head or ground radar representaiions should be
simulated. For example the missile tranefer function used for the Wiensr filter derivation was that of a
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quadratic lag, vhereas a more detailed representation typical of a number of mimsile wutopilots would
inolude laoters) acceleration demand limite, fin limitm, instrument feedback gains and suitable
shaping networks.

6. COMPUTER IMPLICATIONS

Miorominiaturisation techniques are leading towards the pomsibvility of utilieing digital r -
oomputers in a variety of guidanoe and control applications, Flexibility in mode of operation would then 3
srise from software veriantions only. Missiles with multiple roles might be developed in which signifiocant
changes would be made only by differsnt compuiter programmes in the guidance system. These techniques might
lead to a widening of missile component production tolersnoces with an associated saving in miswsile cost,

The cost of the computer, howsver, may be influunoced by the mtorage msise and acocuracqy requirements,

Limited word length aspects are already known to cause instabllities. Any computer limitation will therefore
affect the pertormance of the overall system and should be considered in its own right es B subenystem
demanding appropriate study.

7. CONCLUSIONS

A methodology of applying hybrid computer simulation techniques to the study of missile guidance i
laws of the CLOS and homing types has boan outlined, Basio guidance laws have been reviewsd and simulation
#tudies have indiocated that an understanding can be obtained on their effectivenems in both noime free and
noimy situations. It hes been shown how linearimed modelw oan be used to devise mtatistically optimum
guidance filters for simuletion in non-linear miesile systems. These simulations can then lead to a choioe 3
of partioular characteristios for engineering design,.

In optiviuation procoedures, however, it should be remembered that theoretically designed filters
should always be tested experimentally by simulation techniques to see if they are robust enough 4o be used i
in environnents which are lese osrtain than the sssumpiions used in their design. BStringent filtera of the 3
Wiener or Kalman types oan give good optimum solutions for the asmumed modsl conditions but should be checked
for sensitivity variations. It could be that subwoptimal solutions are more scoceptable,

In the early stages of remearch into filter design an analogue approach using stationary Wiener
filters is preferable to a digital Kalman filter approach because of the increased statistiocal output from
simulated engagemonts. TIn the later stages a digiti L implementation may be preferred snd hybrid simulation i
should continue to be used to evaluate the dominant error contributions in all fields of missile guidance and ]
control, thus leading to good cont~sffective molutions being melected at the feasibility stage.

LI L 5 B JE SN 2%

Crown Copyright, reproduced with the permission of the
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PULSE DOPPLER MISSILE GUIDANCE - REPRESENTATIVE PARAMETERS A
AND AS30CIATED FIRE CONTROL CONSIDERATIONS ’ )

by

Henry Zuerndorfer, Howard Lynn, Gordon Kettering
Raytheon Company
Missile Systems Division
Bedford, Massachusetts, U,S,A, 01730

SECTION I

- This paper will be concerned with the principal problems and solution options available to
s the designer when addressing the all-weather attack of small tactical targets, At the outset, it should

- be noted that this is a nearly unexplored area of weapons technology and the considerations given herein
\ are generalizations to some extent, Although but few examples of operational systems of this type now
;- exist, there is little doubt that the advances in microelectronics and data processing devices will shortly
: bring about a marked increase in the utilization of such techniques,

! The requirement for all-weather operation againast relatively small and possibly mobile ' y
3 targets dictates the utilization of a microwave terminal guidance sensor. More specifically, it is gencr- I
ally accepted that the optimum region of the electromagnetic spectrum for this purpose s in the X {0 Ky
band vicinity (wavelength of 0,1 to 0,05 feet respectively), (Some special purpose devices have been used
at higher and lower frequencies but these are of limited value in the general context of this paper), There
exists, of course, & wealth of data describing the theory of operation, performance parameteras, and s
] means of implementation of radars operating in these frequency bands, but this information is almost K,
. exclusively devoted to the problem of airborne targets, As such, the historical radar problem hae been p
K. the maximum range detection of inolated reflectors limited primarily by radar-generated noise nd
. available power conaiderations, The tactical target poses a new problem element, in that this target is )

b usually immersed in 4 background of unwanted, but usually strong reflectors with sometimes very i
similar radar reflection characteristice, This paper therefore will largely skirt the more conventional
radar considerations and instead will stress the peculiar problem aspacts assoclated with the detection
and subsequent tracking of clutter (unwanted reflector) submerged targets on the earth's surface,

] In order to contain this extended area of discussion to tractabla limits, this paper will first .
examine the problems of detection and, in tho second half, the tracking and fire control considerations

' associated with the attack of three gensric types of tactical targets. o convenience all numuarical

examples will be treated for X band only,

The mission, for purposes of this discussion, is defined to be the attack of either mobile
elements (tanks, trucks, stc.), or stationary, relatively small objects such as buildings, bridges, etc.
It is further assumed that a reanonable misslle-to~target location uncertainty exists at the Initiation of
the terminal guidance phase, Hence, in all instances, the system must first facilitate a scarch over a

, finite "acquisition window'' and then provide means for the designation of the targoet with a high degree of
. confidence in its identity.

The circumstances under which target search is initiated may rary considevrably depending
on the nature of the attack vehicle. This vehicle could he a semi-ballistic or a cruise type minmsile, it -
could operate at subsonic or supersonic speeds and be either ground or alr lannched, As such the areu of '
target location uncertainty, and consequently, the minimum detection range is u function of these specifics
i coupled with the dynamic or response limits of the syastema, Still, experience indicates that most

problems will ultimately pose a minimum acquisition range requirement of approximately 10 nautical
miles,

The mission, therefore, requires the
1 radar to search over or map the suspact target
| area at relatively long range, The quostion then
i is whether the resulting imagery ia adequate to
© ermit detection, This question can be quantized
! n terms of the diffraction or resolution limit of
! the sensor as illustrated in Figure 1-1, The
: 4 diffraction limit of a conventional (non-pulsed
dopplor) radar is defined by the inhsrent focus-
ing capability of the radar aperture and its range
discrimination capability (AR). Thus, the minj. :
T murmn resolution cell dimensions achievable with N !
a beamwidth (p in radians) 1 R feet in azimuth, 2R - ¥
where R is the imaging range in fest and AR feet | -
:t}:er::g:; c‘:::;:'ditfl;:r:‘;:f::: g:t?e;v;tstx;‘:hich Figure 1=1, Conventional Radar Resolution Area
sources is pRaR ft2,

To illustrate the point, consider that the beamwidth for a practical missile radar aperture of ’
1-foot ia about 6* or 0, 1 radlan, and the range gate width (AR) may be on the order of 100 feet (determined 1
by practical transmitted power limitationa), In context of a 10 nautjcal mile range requirement, the

elemental resolution cell is a 6000 X 100 foot rectangle or a 6 X 105 1té surface area, The aggregate of
unwanted returns (clutter) froni such a resolution cell must be small compared to the target return or at
least differentiable from its return if target detection in to be accompiished, Thus to detect a target, it
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is necessary that the radar be able to measure specific physical characteristics of the surface complex
and discriminate against unwanted returns, Size, shape and/or motion may be used as discriminants
of the target relative to clutter,

Specitically, the problem can he con-
sidered in the context of the three generic
surface target cases illustrated in Figure 1-2.

CASE I, is a fixed, high contrast surface

FIXED, VARIABLE reflector of small spatial extent. This tactical

CONTRAST target could be a bridge, building or parked air-
CASE T craft, Importantly, such a target is usually
surrounded by similar objects ?other buildings,

aircraft, water towers, etc.) which are of equal
or greater radar reflectivity.

CASE 11, is a high contrast target which
ISOLATED, Hi-CONTRAST exists in a field of relatively low radar

CASE reflectivity. A single tank in a field is a
characteristic example,

CASE III, is a small, moving surface
target, again in a background of scatterers with
relatively high reflectivity. This situation is
Figure 1-2, Generic Surface Targets represented by vehicular traffic such as a truck.

MOVING TARGET
CASE It

When this target array is examined in terms of conventional radar technology the detection
problems become readily evident. Take the Case I target as a parked aircraft. If the resolution cell is
6000 feet by 100 feet, it is apparent that the cell width of 6000 feet will realistically include other aircraft,
hungars, and buildings and land background whose total radar area could be orders of magnitude larger
than the target desired. The target is undetectable principally because of the relatively poor spatial
resolution in the cross-range direction afforded by the radar antenna focusing capability., Even if the
range gate, A R, were reduced well below the 100 foot example the same limitation exists. To detect the
Case 1target, the cell size must first be reduced to separate other nearby cultural background reflectors.
In addition, the order to identify the desired target its shape must be somewhat discernible versus other
objects in the radar irnagery. A subjective quantity but a useable rule of thumb for shape discrimination
is that the cell dimension be no larger than 1/10 to 1/3 of the target's "descriptive physical dimension,
Further, the resolution cell should be of equal azimuth and range resclution to be independent of target
aspect relative to the radar, Case I target detection capability then is a function of the geometric
resolution of the radar,

The Case II target may be a tank whose radar area could be as small as 100 ftz. This
target's shape need not be determined, but its radar return must be significantly larger than the return
in any other resolution cell in the searched zone, These radar returns from clutter are a function of the
clutter's reflectivity constant, o° (which is a function of depression angle, thus altitude, at the chosen
10 nmi. range) and the resolution cell size, Representative g° variations as a functicn of altitude are
shown in Figure 1-3, For the illustrative resolution cell at 2000 feet altitude 0 ”may be as high as 10~
resulting in radar echo area of 6000 {t2, Considering also that automatic detection requires signal to
«lutter ratios of the order of 10:1, it is clear tlat the missile attack of this target is realizable only by
reducing the resolution cell size. The additional clutter returns from vertical surfaces such as rain
further limits the effectiveness of the attack again resulting in reduction of cell area. Lower contrast
targets would required reduced cell size, thus improved resolution.

The Case I1l target (a truck, for
instance) can be detected only on the basis of I-‘
motion since its reflection characteristics are
agsumed to be indifferentiable from other .
ground scatters. A change in the return from
the resolution cell as the target moves through
it could be observed, Thus a successive a?
subtraction of fixed returns to cancel clutter REFLECTIVITY

o]

this aporoach is usually impractical for all

but very large, very fast moving targets. A
much better solution is one which senses
velocity directly and does not depend on spatial
resolution for movement detection.

L

3

10’
18°
could be used to find a moving target, but (ne/n?) g
16
10

t —+———+

1000 2000 4000 3000 10000 2(').000 40,000
ALTITUDE (ft) AT 60,000 ft RANGE

Figure 1-3, Typical Reflectivity Variation
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Summarizing the detection capabilities of conventional radars to the requirements of the
sample generic targets, it becomes apparent that only in specialized instances can a target be reliably
detected in the presence of unwanted clutter returns, For general effectiveness of small aperture radars,
significant reductions in the resolution cell's azirnuthal extent must be obtained and a direct method of
velocity differentiation must be introduced, These can be obtained by using a coherent radar on a
missile.

A coherent radar differs from normal
pulse radars in that the phase of the transmitted
signal is a systematically time varying, repeatable,
and well-known quantity. Hence, as shown in
Figure 1-4 the phase change between transmitted E

$raan * Asin wt

/—-ﬁ“ sAvinwiier)
- -

and received energy corresponds to a constant \ 4 !

time delay if the radar and target are stationary,
(dREC = Asin w (t + 7) (7 = target range round RADAR
trip time), If, however, the radar-pathlength

is a changing parameter the transmitted-
received phase characteristics will similarly
reflect this time-varying path length change,
When constant cpeeds are involved, this becomes
the well-known doppler shift effect, Before
leaving this subject, it should also be noted that if the tranamitted waveform has a pulsed-ccherent
nature the radar is capable of measuring the incremental phase shifts occurring at any stipulated time
delay and therefore range,

\\ \N- !
] |o— TIME DELA TARGET

Figire 1-4, Phase Coherent CW Waveform

The coherent radar is therefore able to measure and record the phase and amplitude of the
energy returned from an ensemble of points located within a given range slice and bounded by the radar's
aperture (ordinarily the diffraction limit), In turn, these recorded phases ran be analyzed or filtexed
after a sufficient number of samples have been obtained thereby providing a means of differentiating be-
tween elements lying within the diffraction limits of non-coherent radars.

With the target-oriented discrimina-
tion criteria in mind then, conaider an array of
Ve fixed points on the ground as seen from a moving
8 platform such as a missile (Figure 1-5). When
these points lie at the same range, the velocity
magnitude to each element is V= Vi cos 6
N hence a function of its angular displacement from
N the minssile velocity vector. In fact, total
N equivalence between angular displacement and
AN approach velocity exists such that a co-range
spatial extent 0y, on the surface can be described
by a velocity interval, AV =~ Vp, sin 0(0x/R),
This inferred velocity - space relationship is
Avevaing (FH) fully determinate when only a single point (the
vehicle) is moving. If the target is also moving,
a relative "shift'" of clutter and target in velocity -
space takes place. Both of these properties are
exploited in a coherent radar to achieve the
) detection properties required for surface target
Figure 1-5, Beam Splitting Using Doppler attacks.

Vi* Vyeea 6,

Vg ¢ Vycos By

The velocity increment AV = Vp, sin @ (0, /R) of an element of azimuthal extent (ox) equates
to a doppler bandwidth

ZVmsine ZVmcoso
AfD TR %% (Hz) at a center frequency of fd =

(asswning a doppler unambiguous wave form). The radar must therefore accumulate a sufficient number
of return samples to facilitate a search over the return spectrum for the purposes of isclating returns at
the range of interest in terms of bandwidth and center frequency.

This is accomplished by accumulating return samples for a minimum period Ti seconds where
Tj is equal to 1/af (Af expressed in Hz), and by subsequently passing this sample history through a bank
of contiguous filters, each of which is tuned to a bandwidth Af,

The additional dimension, bandwidth or frequency increment, is depicted in Figure 1-6, As
indicated the returns from a given range are spectrally analyzed in the filter banks as shown at the bot.
tom of this figure. Thus, thess are essentially orthogonal to the range dimension. The return from a
target of narrow bandwidth will "'pile up' in a single (or few doppler cells) while spatially distributed or
widcband returns will distribute their returns among many filters, The filtering process then is one of
velocity and velocity difference (frequency and bandwidth), but its significance in detection depends on
the source of such velocity distributions,

The result of this spectrum analyais is to separate spatial returns from fixed points whose
azimuthal extent is

= AR et
% " T 6 T, .



This spectrum analysis "splits'" the racdar's phys-
ical beamwidth by a factor cqual to

LR _ L yvginerT,.
Y i

This can achieve a beam sharpening cffcct of
several orders of magnitude,

-~

Annther frequently used term to de-
scribe this beam splitting effect is the term
""aynthetic aperture' or 3,. This is defined to

be the physical aperture neceuary to achieve H-H
the same spatial resolution. The value ~f Py 1
is e r wan
q‘x \ Fl!ﬂy[.]ﬂCV F':AQYUE':CV
R °F 2 Vofin T,
and since the physical beamwidth is defined ae Figure 1-6, Coherent/Non-Coherent Comparison |

B3 = A/D (where D is the physical aperture

diameter) the '"diameter equivalence’ of synthetic apertures is Dy = 2 V 8ing T;. As shown in Figurc

1-7 a synthetic aperture is twice the straight line path distance flown normal to the target line of sight.

The same relationship can be established from an aperture rather than a velocity point of view, the

multiplier 2 is then attributable to the fact that tranamisasion and receipt of energy is conducted over 1
spatially isolated points rather than the whole ersemble.

T

Vu sing T,

The ground scatterers were considered
fixed in the foregoing, if a scatterer Point A
moves over the ground it therefore has an
adaitional radial velocity component toward the
radar, thus its center {requency is shifted
with respect to the ground. As a result, a
moving point will appear either in competition

/ B " A with the return of a spatially offset ground
8 2V, 8in8T;

resolution cell or, if its radial velocity com-
ponent exceeds the velocity increment enclosed
Figure 1-7, Synthetic Aperture by the radar's physical beam, the target will
appear free of clutter,
Further, if the elements of a desired resolution cell exhibit relative motion, such as ocean
waves, they may occupy more of the doppler spectrum that that due to radar motion only. Another ex-
ample of this "'doppler spreading” is the roll motion of a ship which will be enlarged upon later,

o g—— g e T W O 7 4T T Ay e T e sy T T T T

Thus, the coherent pulse doppler resolution technique potentially has the attributes neces-
sary to detect surface elements in a much more general sense than the conventional radar,

This ability to resolve elements several hundred times smaller in azimuth than a physical

beam and the sensing of surface motion will now be applied to the generic targets to project detection
performance.

The general fixed ground target (Case I} demands that the radar separates points of varying
contrast which exist in close proximity in one range gate. Thus, spatial discrimination is the important
parameter; ox should be as small as possible, since shane identification may require that an object be
broken into 3-10 elements, There is no theoretical limit to reducing o, but practical considerations
resulting from reasonable size and cost do come into consideration. 'I?fmese will be discussed later,

ik L dane e AT Mok Gt e s A

Figure 1-8 {s an example of radar
imagery as seen by the spectrum analyzer. Here
two targets lie in close vicinity to each other (much
less than a beamwidth) and are co- range, Ag expected,
) they appear separated in doppler since they are slightly
angularly displaced with respect to the mapping radar's
d velocity.

Case I requires that the radar pro-
duces a continuous radar map of sufficient reso-
lution to facilitate the detection of a target. Such
a map is produced by spectrally analyzing one
or more range slices and to fly the radar over
the suspect area such that each ground element
passes through the range slices under investi-
gation as the vehicle progresses down range,

Figure 1-9 is a small section of FREQUENCY

such a radar map, This sample has a spatial Figure 1-8. Co-range Targets

resolution of approximately S0 feet, it was pro-

duced from an aircraft at approximately 200 knots and with a squint angle of about 30°, (The quality of
the imagery shown is constrained by the limited dynamic range used in the recording), This is a coherent
radar "map'" in that a fixed range interval from an aircraft platform was moved over the surface as shown

-—=RELATIVE AMPLITUDE
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Figure 1-9. Thames River

by the geometry at the left of the imagery, The abcissa is doppler frequency and the energy in each
doppler filter is presented as an intenaity modulation. Contiguous range 'slices' were displayed aid the
doppler spectrum in selected slices are shown on the right, The area mapped is the shore of the Thames
River in Connecticut. The upper spectrum on the right shows water return and the abrupt increase in
reflectivity at the land boundary. The second and third spectra show a boat in a cove in closely spaced
range slices, Of interest is the predominance of the reflector over the low level water background and
two different slices of shore indicating the relative complexity and reflectivity of ground. Two parallel
bridges are seen in the map and two representative range gates in the lower two frames.

Further examples of water/land boundaries are shown in Figure 1-10 (Boston), and finally an
example of truly high resolution is shown in Figure 1-11, These samples are included to demonstrate
the potential of the coherent radar and also indicate the inadequacy of incoherent approaches for the '
purpose of ground target deiection. It must be remembered that this imagery is largely contained in a
single physical beam and thus is not resolvable in straight pulse devices,

e
MAPPED
SWATH
MAPPED ..
SWATH A

Figure 1-10. Boston
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Figure 1-11. High Resolution Radar Map

!

The second of the generic class of targets (Case 11, a tank in a field) requires as 2 minimum
that the return from the target's cell clearly exceeds returns from other clutter sources, Thus, the cell
resolution size need not be smaller than the target of interest. On the contrary, little is gained by
''splitting" the target's enorgy causing several resolution cells, rather the radar should be designed to
include the target's full extent in azimuth and range, and most importantly be wide enough to include the
tank's natural bandwidth, By mapping the target at a reasonable squint angle, it is possible to split or
spread clutter {(of large spatial extent) among many filters while the target remains effectively in one
filter, Examples of clutter as measured along the radar's velocity vector 0°bearing) versus squinted
clutter (30°bearing) are shown in Figure 1-12. The zero bearing spectrum shows that the natural band-
width of rain clutter is considerable and of the order of 150 Hz {(at X Band), targets, on the other hand,
rarely exceed bandwidths of the order of tens of cycles. Realizing that at higher speeds and squint angles
the clutter spectruin can be spread over kilocycles (resolution cell size reduced) as shown in the 30
vearing spectrum one concludes that the amount of clutter energy a target must compete with can be
reduced by several hundred times in this fashion.

Ly
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Figure 1-12, Clutter va Aspect Angle

{ Figure 1-13 shows a small target located in clutter, This process allows the detec-

! tion of even very small targets at significant ranges and depression angles; however, the range gate or
i detection pattern must be tailorad to the clutter suppression characteristics offered by the coherent

.‘) approach.

b

!
s
3
o
4

24

Y
13

Figure 1-13. Small Target

; The moving target situation of Case 11l is illustrated in Figure 1-15, The velocity of the :
3 : target observable along the radar line of sight has caused a shift of its doppler frequency designation.

¢ As mentioned earlier, i{ the ground speed of the target is larger than the bandwidth of the physical beam,
o the target will be shifted out of "main lobe clutter'. This condition is shown in the figure, The radar
generated noise (normally much lower than surface clutter)is the only contaminant of the target energy :
at the target's doppler frequency (assuming closing targets) so that the target has high contrast, In this -
case, it is a relatively simple matter to filter all clutter from the detection process.

} In Case Ill then, velocity resolution as opposed to spatial resolution is the important param-
5 : eter. If the target is a truck which exists in the presence of high contrast clutter land, sufficient motion
' must be presented to remove its coherent signature from that of the physical beam.

The preceding is intended to provide some 'feel' for the measurements which a coherent
radar makes available for the detection process. This is further elaborated in the following.

The problem of directing the missile to begin its terminal attack on a specific target entails
the search process as previously outlined, detection of the target from its background, and the require-
ment to mark or address the target to the missile so that the terminal phase may begin, This marking

iy
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of the target can be done automatically or through an operator interface d di
e T ot e Te, g P ce depending on the target type

DISPLAY

I‘.“PLITUDE
CLUTTER /1 (TARGET ——— COHERENT .
- va #AN LR8F 3 PROCESSING [ RADAR A
vr PERATOR
1
A . -1/ THRESHOLD
| / /
| / /
/ l / L
Lf Cursor | _ _/ /
DESIGNATION [[—_ " _ _/ ——
TARGET
Figure 1-.15. Moving Target Detection gg:?:ﬁ%%’n-“
In the case of a target (Case II) which ;25:%2%%5 f | MAP-MATCH
exists as a high contrast point over the background SCENE CORRELATOR |——e

target marking can be performed by thresholding. A
number of cells {the doppler filters in several range
gates) are examined to determine a background level, Figure 1-16, Target Designation

By the knowledge of the relative contrast expected, a

threshold level can be set to assure a high probability of detection. Usually this "alarm' can be evalu-
ated several times (in successive integration periods) to assure that a spurious identification does not
occur, All this is performed in the missile since the processing requirements are not restrictive in
size and cost. When the target is verified, its range and doppler coordinates are designated to the
radar tracking circuitry and terminal homing begins, )

In the case of a complex land target (Case 1), the simple threshold is inadequate since non-
target ground objects can provide a larger signal return than the target of interest. This implies that a '
spatial signature of the target must be used. This can be performed automatically by inserting into the
missile an a priori representation of the target and its surroundings which serves as a reference for
map match correlation of the sensed target scene, Manually, an operator can observe the missile
generated radar map of the target area and by manipulation of cursors designate the target to the autos
matic tracking circuits of the missile. Operator designation, of course requires that the map data be
available at the launch vehicle, inferring a data transfer link, The processing could he performed on
the launch vehicle and the curaor designation is sent back to the missile as a single range-doppler
address,

Case III targets having sufficient approaching motion to displace their doppler signature
from clutter (discussed previously) are high in contrast since radar noise is the only contaminant,
In this case automatic threshold detection techniques can be used aboard the misaile, once the clutter
return is removed by doppler filtering, Observe that automatic detection and designation allows launch-
and-forget operational capability.

Independent of the method of target designation, it results in providing the doppler and range
coordinates of the target as they existed when the target was sensed, thus the process is not real time,
If threshold detection is used the time delay, may be very short, but for operator designation the delay
may be tens of seconds, thus the target coordinates have, in fact, changed. This problem is solved by
using the mid-course inertial instruments to up-date the target caordinates for use in the attack phase
which will be discussed in Section II. The next paragraphs are intended to provide some insight into
the limitations of current coherent radars,

As has been implied by the foregoing paragraphs a pulse doppler radar can vary from an
extremely simple device to a relatively complex device, This is a function of the target and background
for which the radar must be capable of providing diecriminants, Basically frequency resolution (thus
spatial resolution) and search area are the fundamental radar parameters affecting sensor complexity.
Three areas which can present limitations to a misaile borne radar are transmitter power, motion
compensation, and doppler processing capacity, )

The transmitter power required for any application arises from the necessity to have suf-
ficient power on each resolution cel” of the search area to detect the target at the required detection K
range, This can be calculated using the conventional radar range formula but taking into consideration
the coherent processing gain of a pulse doppler radar, In so doing the formula can be expressed in the :
form 1

P = K =— watts.

Thus it can be seen that the average power required is directly proportional to detection range (R) and

the square of the search swath width (S) and inversely proportional ta spatial resolution. The constant

of proportionality is a function of the signal to noise ratio required, target echo area, missile speed 3
and equint angle and radar constante such as noise figure, Figure 1-17 is a plot of average power ver- E
sus spatial resolution for some typical missile radar search parameters. Presently available trans-

mitter tubes suitable for miesile application are capable of 50 watts average power, 1
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Missile motions which cause accelera-
tion along the radar to target line-of-sight cause /
phase distortions of the return radar signal, thus
if these motions are not compensated in the radar
system, a blurring or loss of resclution in the 100
desired radar map can occur, These accelera- ) S\ Pay s 8L —1-
tions arz caused by missile acceleration resolved v, o [-_

along the line-of~sight and centripetal acceleration, o] ::,‘;f:oo,:'___

K -10).0d8
2 N,
. av cos 6§ - Vi, 2in 6 ) RESCLUTION (5,
o - R tn 1

N

The first term is measured by an accelerometer 0
while the second depends on knowledge of the . YT TN
velocity vector. Errors in these parameters

then can be expressed in terms of phase errors s l L

and resolutions. If A/16 phase error (22 1/2*) is 1 ) T T e N
allowed, the acceleration measurement accuracy AVERAGE POWER (Pay) (WAT T8

and velocity undertainty are

2v_2 ginfor 2
o= m f SZ Figure 1-17. Cohevent Resolution Power
a= A RZ » IP Requirements
2 2
Vm sin” g4

8V = ~-TL , ips.

The allowable variations of these terms are shown in Figure 1-18 as a function of spatial resolution for

typical missile parameters, Low cost accelerometers are available better than 1 x 10-3g, The velocity

accuracy available from low cost inertial platforms are of course a function of the time of flight of the

minsile and its acceleration profile, Limitations on the doppler processing capacity could be expressed
in various terms depending on the raethod of pro-

RESOLUTION (o, 1} cessing (digita), hybrid or analog). A rather
common basis is in terms of memory size required,
o In order to attain a doppler resolution (correspond-
- ing to a spatial resolution) each resolution cell must
- be sampled for a period T, seconds. Two samples
— 100 for each resolution cell are required, This '
80 necessaitates that a memory for these samples be
18 . implemented such that subsequent doppler filtering
// ] A can be performed, Figure 1-19 shows the plan
lo/ geometry as niay be used to generate a search map.
5
‘Sitowanct SeceLenation banon W' ALLowABLE vELGTITY ERmom o
2 t
h-——-—rz:::':‘“na o2 Bve !l'"'—-au,,z va
(]
Figure 1-18, Coherent Resolution - Motion Com- W 2NN,
pensation Requirements V. = 1000 2T .
fps, 0 = 30°, R = 60,000 {f. 4 R z

N ghl!
The number of resolution cells required in the aubin
range dimension is determined by the missile

ar a.colﬂ/

distance (V__Tj) flown during the sampling period
(Ty) dividedr%y the resolution cell as modified by
the non-orthogonality of the resolution cell to the
missile track (o x/cos § ), In the radar's azimuth
direction the number of resolution cells required

is the swath width desired (S) modified by the non-
orthogonality of the azimuth direction to the missile
track divided by the azimuth resolution (5/0 4 cos 8).
The total number of words then is Figure 1-19, Plan Geometry for Search Map
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This can be rewrittan in a more enlightening form by substituting for Ti thus

ARS
- sin @

W =

This equation is plotted on Figure 1-20 using the spatial resclution (u'x) as the independent variable,
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.
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Figure 1-20. Processing Memory Requirements
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SECTION 11

The previous Section treated the detection of targets in various forms of clutter background.
This section will address the attack of such targets. Here again the effccts of unwanted returns and their
minimization will be of primary interest, while ouly peripheral concern will be given to the more con-
ventional radar related miss distance contributor,

The homing phase of attack in all terminal guidance problems is similar in that motion of the
vehicle with respect to the target must he determined and controlled, Most particularly, the components
of the relative motion perpendicular to the targst line of sight must be driven to zero at impact to achieve
the high level of accurucy required of tactical missiles,

To highlight the special aspects of such applications, the problem is examined in terms of
the most conventional implementation method, a tracking approach,

In a tracking terminal guidance system, the radar beam center (boresight) is accurately
"fastened'' to the target for portions of or throughout the homing phase, thereby providing « means of
determining the required guidance parameters, These psrameters are missile to target range, range
rate, angle and angle rate., To assure precision of these measurements it is, of course, mandatory
tt 1t the radar line-of-sight remain very accurately fixed on the desired target despite the existence of
unwanted reflectors in the radar's field of view. This, in turn, is the fundamental limit of the ground
attack problem and is the main subject of the following discussion,

The tracking problem starts where detection leit off. Detection required that the target be
spatially or contrast distinguishable from other reflectors located within the same beam and range gate
width, This was shown to be possible by the utilization of a relative velocity discrimination approach,

It was further shown that the desired spatial resolution was obtained by "viewing' the target at some
squint angle or at an angle with respect to the velocity vector. Since tracking requires continued
"'vinibility'' of target during homing, it fcllows that the squint angle or ""head angle' (angle between target
line-of-sight and missile velocity vector) must be retained., On the other hand, impact on a non-moving
target requires closure of this angle, hence the
need for special guidance considerations, These
are indicated in Figure 2-1, At the initiation of

» AR terminal guidance, the target is ehown to be at
o, ‘-'—T'
* tvan i some squint Angle'e. At that time the spatial
‘%-u} T resolution of the target area (in azimuth) is
L}

e = AR
- .
x 2V sin @ II

Discrimination requires that this level of spatial
resolution be maintained, while target impact
(without overshoot) requires that 6 be reduced to
zero at or before R equals zero, A slight re-
ordering of terms in the spatial rnsolution equa-
tion yields the desired answer, Consider the same

>, . A A
LA LA / expression in the form
V 8ain @ _ A ~
\ R = za,xT =W

Thie form indicates that constant spatial resoclu-
tion is maintained indeed, if the cross line of
sight component of velocity is reduced linearly
with range, or equivalently, if the line of sight rotation (w) is maintained at a constant and deterministic
value, The resulting trajectory is that of a bead on a string moving constant angular velocity, as shown
in Figure 2~1 and is an arc of a circle for a vehicle with constant velocity, The resulting attack plane
guidance law is the conventional proportional nevigation law modified by & biaw

[,,=N(¢._V_im_°)].

Note also that this guidance law modification is required only in the projected horizontal plane (assuming
largely horizontal scatterer extent) while elevation guidance remains conventional, A further point of
interest is that this 'curved path'’ approach should theoretically be continued at least until the deaired
spatial resolution element fully fills the physical beam (R = ¢ /B). However, this later requirement is
maodified in practice by system lag considerations. x

Figure 2-1, Homiug Trajectory

The feregoing are general considerations; now how are these implemented? Consider the
problem illustrated in Figure 2-2, The radar beam is shown to illuminate a substantial surface area
which quite naturally can be expected to contain a number of surface objects, yet the beam must be
accurately centered on the desired target rather than the centroid of radar returns, To achieve this
objective, all veturns but those originating from tne desired resolution cell must be '"gated out', Towardas
this end consider Figure 2-3, This figure indicates the ground imagery which had been available prioxr
to target acquisition, it was mapped with the radar bsam in a known angular relationship with the vehicle's
coordinate axis, The target, by virtue of a designation process, was ‘dentified to be located at a specific

o i e
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Figure 2-2, Target Tracking Figure 2-3, Radar Imagery

range and doppler address on this imagery. Thus, three basic gating parameters (after appropriate
updating for change in position, speed, etc.) can be inserted into the system to define the target. The
system must now center the beam on the returns emanating from the stipulated angle, range, and doppler
coordinates,

Towarde this end, the beam (s steered so as to initially maximigze the return coming from
this cell, Subsequently, the system continues to maximize the return in this narsow band but permits the
values of doppler, range and angle to change as the missile changes its relative displacement with re-
spect to the target, Three discrimination loops are used in the process.

The first is a range tracking loop;
this could be a split range gate as shown in
Figure 2-4, Two contiguous gates are used, an
early gate and a late gate, The received target
radar pulse is sampled by each gate and the
difference in energy outputs between the gates

' result in an error signal to reposition the gates
with the sign of the error signal indicating the
direction the gates are to be repositioned. The
sacond, the doppler tracking loop could operate

Innu LATE in an analogous fashion, Here two fixed bandpass

! filters could be used as opposed to the range

gates, The target designation is used to set the
output frequency of a voltage controlled oscilla-
tor which is mixed with the target's doppler

such that the resultant frequency lies in the

range of the contiguous filters, An error signal
- is generated from the difference energy between
- the filters and it is used to correct the oscillator.

TARGET SIONAL

GATED ;SIGNAL

These tracking loops can-continuously
Figure 2-4, Split Gate Range Tracking drive a slaved range gate and doppler filter which
is centered over the target, The next step is to
drive the antenna in angle to maximize the return
through these filters,

Angle tracking can be implemented in a number of ways. For purposes of illustration phase
comparison monopulse will be discussed. Thia type of angle tracking is analogous to the interferometer
devices used by radic astronomers thus it is sometimes referred to as interferometer radar tracking,
Figure 2-5 represents the tachnique in one plane. TARGET

The antenna aperture is divided into
two parts (per axis) where the distance between
antenna 1 and the target is R .. The distance
between antenna 2 and the tulget is R, where
R, = Rl + deing, The phase difference, A4,

a} recoived at the two antennas is the difierence
in distances times (27/\ ) to convert into phase
or 2n/) dsing where A is the radiation wave-
length, Thus for small angles (sine ~0)

Ad ~ (27d/)) 0 and the phace difference in
proportional to the desired angle. This phase
difference signal can be measured by a phase
detector, whose output can then either be used
as a direct reading for guldance or it can be used Figure 2-5
as an error signal to drive the antenna system gure &=,
to a null position,

RgsR +d ain
A¢ " %F(R.-ﬂﬂ

-Zf (¢ vin 8}

Phase Monopulse
Angle Determination
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If angular data is required in two planes a second orthogonal set of mieasuring axes is
required to detarmine the orthognnal angle., In practice the four antennas are a single antenna struc-
ture of four phase centers as shown in Figure 2-6,

Figure 2-6. Monopulse Antenna Hardware

At this juncture, it is appropriate to provide a broader view of the varisty of guidance informa-
tion-ylelding schemes currently untler investigation, These are largely still in the early stages of develop-
ment and thus not suited to extensive discussion at this time. However, some appreciation of the power
of the pulse-doppler approach can be gained by even a superficial trecatment of thess, They fall into two
basic categories, both use the multiplicity of scatterers contained in the radar's field of view to improve
the accuracy of guidance information with respect to the targets, The first category recognizes that re-
turns from non-target scatterers (assuining a fixed target domain) can be spatially related to the target
by virtue of doppler and range differences, Hence, the apparent target return can be greatly improved
by permitting the monopulse system not only to balance the target's return but also to halance the
normalized returns from equi-angularly displaced secondary scatterers. Possible methods of implemen-
tation depend on tactical circumstances but it is evident that the "'aim point'! contrast can be significantly
improved in this manner.

The other school of thought esscntially dispenses with the angular information yielded by
tracking, This approach recognizes that while the target doppler represents only a velocity scalar, other
reflectors can be used to derive other velocity vector components thus establishing a sort of velocity=
space frame of reference. Possible schemes to extract guidance information from such a field of points
vary and as such are subject to various limitations, Juast to be a little more specific, one of these
approaches iz now somewhat further developed. As shown in Figure 2-7 the target's doppler is a
specific component of the vehicle's veloeity;
namely, V cos 8. It can also be inferred
from the diagram that, for a diving vehicle
some scatterers (assuming that these are
illuminated) will be exposed to the vehicle's
full velocity, hence return a doppler of V.
These later scatterers then appear at
maximum doppler, If both valuea are
measured (the accuracy of meagurement
ia extremely precise due to the high level
of coherence), the ratio of

o

f

dtargg _ V. cost R —
f = v = €08 O
drnax

can be determined. Now, knowing both 0 and
V, the cross component of velocity or the
component of velocity leading to a target
miss namely V sin 0 can be computed.

Figure 2-7, Terminal Geometry
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Next, the inertial orientation of this "undesired' velocity component can be established cn the basis
of secondary methods and finally it can be inserted into the vehicle's midcourse system, The net
effect of these steps is to "velocity update'' the vehicle's on-board inertial sensors with respect to
the targat line of sight, It should be evident that these inertial components can be subsequently used
to steer the missile to this target line of sight subject only to inertial acceleration biases, The key

to this approach is the extremely accurate scaler velocity measurements inherent to this sort of
doppler measurement,

The foregoing was intended only to broaden the audience's insight into the general utility of

the approach and in the process, to eastablish the close relationship between the radar and inertial
measurements required for narrow band sensors.

Returning to the more conventional methcd of guidance, angle tracking, it is now time to

consider some of its limits, Usually one of the system objectives is to use the narrowest tracking

gate possible comrnenaurate with the target of interest (usable tracking bandwidths may elso be

limited by implementation conastraints). The target bandwidth {s limited in its narzowness by both
target apatial and motion considerations, The spatial aspects of the problem have been previously dis-
cussed; the motion considerationa are caused by apparent acceleration or differential velocity along the
radar~-target line-of -aight, Thus, for example, if a target moves normul to the radar beam, a line-of-
sight acceleration occurs and hence a time increasing (or decreasing) target doppler (or chirp).

center. Here the target has an instantaneous bandwidth defined by the relative velocity of the target's
component scatterers relative to the radar, Incidentally the component scatterers relative velocity

effect is also responsible for the instantaneous bandwidth of extended flexible scattering surfaces such
as rain clutter as was shown in Figure 1-12,

To this point the doppler tracking filter has been treated am a perfectly matched filter to the
target bandwidth, Previously the requirement for motion compensation and practical limits thereof and
the spectrum widening of moving targets were discussed, The essence of this then is that the exact
shape of the recelved waveform is not known perfectly, and even if {t were, no assurance exists that a
perfect matched filter could be constructed to handle the target spectrum of interest, Therefare the
tracking filter will in practice necessarily have to be some compromise, If the filter is too narrow it
will lose target signal, if too wide the increased bandwidth results in increased noise and the inclusion
of unwanted background energy thus reducing both the S/N and §/C ratios, In addition to these effects
some more subtle effects in angle tracking are caused due to our imperfect filters. Ffor example, con-
sider a filter whose width at its half power represents the radar's spatial resolution in azimuth.

(Figure 2-8)s A competing radar reflector having the same amplitude as the target and spaced 1/2

filter width away from the target (3 db width)
will hias the monopulse angle sensing circuit

0 e o 1/4 the spatial resolution away from the target,
i SPATIAL RESDLUTION The effect is to bias the aimpoint of the angle
Ry B tracking circuita thus it can be called target
RESPONSE b wander. If the target and/or near target points
: ! scintillate in amplitude the problem is further
TL__: , aggravated as more or less of the target and/or

background energy fall within the doppler track-
ing loop creating noise. At least two possibili-
ties to handle this aimpoint problem exiat, The
ECHO TARGET | |UNWANTED first ig to continue to redesignate the target
ENERGY REFLECTOR during the terminal trajectory, This is ponsible
since the honiing trajectory allows continuous
! mapping of the target area. Second, it is
possible to smooth the aimpoint noise since the
APPARENT TARGET radar sensging rate is usually high compared to
RESLLTANT f-rosiion the missile's requirement for guidance data,

Both target fade and radar glint or
phase scintillation are caused by the coherent
phase addition of radar returns from the radar
reflecting surfaces in the target area of interest,

Figure 2-8, Aimpoint Biasing Radar glint or scintillation can be thought of as

a phase front distortion, Since our radar angle
measurement using either a phase or amplitude type comparison system is in reality only measurement
of the phase front, this results in angle noise; i, ¢,, the random motion of the apparent position of the
target about its physical center as seen by the radar. Target fade is an amplitude effect in which the

amplitude of a complex target due to its multiplicity of reflecting surfaces varies as a function of the
phase addition of complex returns,

The classic experiment to demonstrate the effects of angle noise uses two radar refi.- ors
as shown on Figure 2-9. The phase front of the two reflector targets can be determined by finding 11
phase difference at the radar as a function of the angle ¢, The approach is to determine the differer ¢
in the round trip range, radar to reflectors to radar, and convert to phase.

AR = 2 Lisin ¢

aé - 2L ar: 4 Ly

Another
example is a target consinsting of an ensemble of scatters which have rotational motion about some meta-

R, Ol

mentad.
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This phase difference represents a phase front
distortion or an angle error to the angle tracking /
N REFLECTORQD) rircaits. Highly complex targets such as air-
y craft have been modeled by Dean Howard (Ref, 1)
as producing a Gaussian distributed angle glint
of zero mean where the 34 sigma limit is the length
v of the target; i, e,, 0 = L/6, Experiments have shown : "
that the atandard deviation of angle glint ranges
from 0,1 to 0,3 of the target length, These
experiments imply that by taking several inde- : -
pendent samples of the distorted phase front one . k:
REFLICTORQ can estimate the true target position. One prob- ’
lem then is to provide some change in the geometry
of the situation such that several independent
samples can be measured, This can be done by

o e s

A,s.!x"- Loy changing the transmitted frequency or wavelength, )
RABAR A, as a function of time, A radar that does this \
is called a frequency agile radar, From the -
Figure 2-9, Two Reflector Target Glint equation Ad = (47/A) L sin, note that this teck-

nique has maximum efficacy when the reflectors
are separated in range, {,e,, ¥ = 909, and isa
insensitive to separations in azimuth, Another method of doing this is by imposing a velocity to the radar
as shown in Figure 2-10. The velocity (if the velocity is not directed towards the middle of the apparent
separation of the reflectors) changes the ¢ angle as a function of time thus Ap = (47/X) L cos ¢y where |
is the turning rate about the target, This can
be rewritten using the missile velocity and
| range to the target as REFLECTOND

Ad - 4T V sing
A¢—-—-}\—- LCOI‘I‘ ——r—

Recalling the trajectory requirements for con-
stant target contrast (resolution) it was
necessary that V sing/R, the LOS rate, ¢, be .-
a constant, Thia trajectory which s necessary L RerLecTon @
for target contrast, speeds the glint rate much
in the same manner as frequency agllity. v
Figure 2~11 shows the power spactral density
of glint for both a non-turning trajectory and

A'd--‘*{-’-L colwi%"—q

] one with & constant turning rate of 0.03 A ' %‘! Leosy .
radians/second, These runs were made
against the same target thus the total energy
of the two spectiras are the same,
A i Figure 2-10, Two Rellector Target Glint
: Finally this leads to the possibility of Pulse-Doppler
guiding the missile through use of a pulse-
doppler updated inertial implementation. Such
- : an implementation attempts to capitslize on the long term accuracy of the radar and the short term
l stability of inertial devices,
{ . NO LO& ROTATION RATE LOY ROTATION RATE 0 O3 rud/sec The inertial system's accelorometor ;'
3 ) on outputs will be utilized to smooth the radar
' ! 2l tracking noise, Figure 2-12 is a simplified :
} [] diagram of such a radar-inertial tracking system, S
ia- 1 The tracking radar easentially kceps
r the target on the boresighted antenna axis while
E‘ A measuring the antenna gimbal rates necossary to
.- i do mo, In addition, range and range rate ta the K
target are measured, The radar's angle track- ,
§= ing loop as has heen discussed suffers from
) I I . noise due to target scintillation and other effects,
w,. | ||| JPWIRYYTI V1 PRURRY [TTTCPIRT L ITTOTON We define an antenna coordinete saystem, A, with
E ° 1 2 3 40 | 2 3 q the x axis along the antenna axis with y and »
Y FREQUENCY IN Hx FREQUENCY IN HI axis to be the orthogonal gimbal axes and let
Figure 2-11, Glint Reduction and @ be the rotation angled of these coordinates
9 relative to the body frame, B, about the z and y .
- axes, respectively, The radar measurements are 0, 0,0, IRI, (IRI, The velocity of the missile with 3
N respect to the target in antenna coordinates is given by
. vALRr
b ! x
] A :
h‘: i VS = RE
: v.A . Ré

and the coordinate transformation TAB, between antenna coordinates and body coordinates is given by the
angles y and 9.

Ref, 1 Merril [ Skolnik, "Radar Handbook''. Chapter 28 McGraw-Hill Book Co,, 1970
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Figure 2-12. Radar-Inertial Tracking

The accelerometer measurements are made

in platform coordinates which are related to the

body coordinates by the measured platform gimbal angles.

To understand the radar inertial smoothing filter operation, consider the channel shown in

Figure 2-13,

a - =V,

Figure 2-13, Signal Channel

The velocity as measured by the radar can be written:
Where: V is the actual missile velocity
VT is the target velocity

N is the noise of the radar system

The acceleration, a, is measured by the inertial
system and resolved along one of the antenna
frame axes, V. is the radar velocity measure-
ment along that'axis, and V_ is the filtered
velocity indication along that axis. V_is given
by the expression: °

1 1

vV =V +a ———
o R 1 1
(Rsn) K(—K s+1)

Since a is the time rate of change of
velocity VA as measured by the inertial system
accelerometers; we can writea = SV, .

And, the expression for Vo can be reéwritten as

L g
_ 1 K
Vo= Vr Ls+1 F VA AP
K K ‘
Vg =V_ 4V 4N

Also we can write for the inertial velocity measurement:

V,=Vm + 6V

A
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This phase difference represents a phase front
distortion or an angle error to the angle tracking
REFLECTORD circuits., Highly complex targets such as air-

crzft have been modeled by Dean Howard (Ref. 1}
as producing a Gaussian distributed angle giint

of zero mean 'where the 3+ sigma limit is the length
of the target; i.e., g = L/5. Experiments have shown
that the standard deviation of aungle glint ranges
from 0,1 to 0.3 of the target length. These
experiments imply that by taking several inde-
pendent samples of the distorted phase front one
can estimate the true target position. One prob-
lem then is to provide scme change in the geometry
of the situation such that several independent
samples can be measured, This can be done by
Ao-‘—;’ Losin @ changing the transmitted frequency or wavelength,
RADAR A, as a function of titne. A radar that does this

is called a frequency agile radar, From the
equat:on A¢ = (47/2) L sin y note that this tech-
nique has maximum efficacy when the reflectors
are separated in range, i.e., ¥ = 90°, and i-
insensitive to separations in azimuth, Another method of doing this is by imposing a velocity to the radar
as shown in Figure 2-10. The velocity (if the velocity is not directed towards the middie of the apparent
separation of the reflectors) changes the ¥ angle as a function of time thus A¢ = (47/X) L cos g where

is the turning rate about the target. This can

be rewritten using the missile velocity and

range to the target as reFLECTON(

Figure 2-9, Two Reflector Target Giint

13¢=-1A1Lcos¢ V sing

Recalling the trajectory requirements for con-
stant target contrast (resolution) it was
necessary that V sing/R, the LOS rate, (,, be
a constant. This trajectory which is necessary
for target contrast, speeds the glint rate much
in the same manner as frequency agility.
Figure 2-11 shows the power spectral density
of glint for both a non-iturning trajectory and
one with a constant turning rate of 0.03
radians/second. These runs were made
against the same target thus the total energy
of the two spectras are the same,

REFLECTON D

IR e

--‘-EL cos W

Figure 2-10, Two Reflector Target Glint
Finally this leads to the possibility of Pulse-Doppler
guiding the missile through use of a pulse-
doppler updated inertial implementation. Such
an implementatinn attempts to capitalize on the long term accuracy of the radar and the short term
stability of inertial devices.

NO LOS ROTATION RATE LOS ROTATION RATE 0.03 rad/sec

. R The inertial system's accelerometer
o8 outputs will be utilized to smooth the radar
) J tracking noise. Figure 2-12 is a simplified
E". . diagram of such a radar-inertial tracking system.
g, 4 The tracking radar essentially keeps
f ‘1 the target on the boresighted antenna axis while
a* measuring the antenna gimbal rates necessary to
4 2 : 4o so. In addition, range and range rate to the
3. target are measured. The radar's angle track-
r? ing loop as has been discussed suffers from
£ 1 " " I . noise due to target scintillation and other effects,
=, I ] YY1 1T RURT [T TYPTORTT PN We define an antenna coordinate system, A, wit
20 ] 2 3 a0 ' 2 3 . the x axis along the antenna axis with y and z
& FREQUENCY IN M FREQUENCY M Hz axis to be the orthogonal gimbal axes and let ¢

Figure 2-11. Glint Reduction and 8 be the rotation angles of these coordinates

. re_lative to the body frame, B, about the z and Y
axes, respectively., The radar measurements are {,4, 6,6, |Rl, IRl. The velocity of the missile with
respect to the target in antenna coordinates is given by:

vA.nR

vyt e R Best Available Cop+
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and the coordinate transformation TAB, between antenna coordinates and body coordinates is given by the
angles y and 6.

Ref, 1 Merril I Skolnik, "Radar Handbook', Chapter 28 McGraw-Hill Book Co,, 1970
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Where 5V is the inertial velocity error. Combining these two expressionr with the expression for
V_ yields:
o

1 1
= 8 = S
Vo Ve [To— t T *(VT”“) —— )tV [
LN - - H = 1
KS+I KS+l g S+ 3 S +
which reduces to
1 K S
V0=Vm+ (VT+N) I—S—T-l— + &V !'_ S+ 1
K K

From this expression it can be seen that the missile's inertial velocity which is measured
by both the radar system and the inertial system is passed directly through the filter, The radar system
noise and the radar target motion measurement are passed through a low-pass {filter. The inertial
measurement noise is passed through a2 lead lag or high-pass filter.

In this way the long term or low frequency stability of the radar system and the short term or
high frequency stability of the inertial system are taken advaatage of while the low frequency drift errors
of the platform and the high frequency noise of the radar are suppressed.

The constant K is determined by the drift characteristics of the platform and the radar tracker
noise characteristic.

If an accurate model of the radar sensor noise and the platform driving noise characteristics
are known, V_ could be an optimum estimatu of the true velocity generated by a Kalman filter. In this
case K would be time varying and would be generated by the Kalman filter based on conditions existing at
a particular time,

In conclusion then, we have noted that the attack of small targets in complex bac¥grounds
requires rather massive and time consuming sampling of the target-dynamic radar signature. The
sampling intervals associated with the problem can be significantly longer than that desirable for flight
control; hence, one needs tc marry the radar sensor and the inerti2l sensors to dezive an optimum hybrid
system, rather than a separate determination of each. In shert for optimum design one must use vehicie
motion, phase sensing by the radar sensor, and the short term motion sensing by the inertial senszrs
analogous to the considerations usually reserved for optimum fiitering techniques of other systerns.
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