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The detection of spread-spectrum multiple-access signals relayed through a hard-
limiting repeater is of considerable oractical interest in satellite communication.
Analysis of the problem is difficult hecause of the nonlinear characteristic of the
limiter. The approach generally taken is to calculate the receiver output signai«to-
noise ratio (SNR) and then to use results relating error probability and SNR, which
are strictly valid only for a linear channel.

Thisfktudy provides a methcd for analyzing accurately the detection of a hard-
limited PSK signal buried in noise lLaving non-Gaussian components, by using a cor-
relation detecctor. The problem is of both theoretical and practical interest. The
probability of error is shown to be directly calculable from the characteristic
function of the receiver output, wi*hout the need of obtaining the probability den-
sity function, vhich generally requires a difficult inverse transformation of the
characteristic function. This approach might be of some theoretical interest in
solving related problems. = | )

The detection of a biphase-modulated spread-spectrum signal relayed through a2
hard-limiting repeater is analyzed without resorting to heuristic SNR arguments. An
analvtical expression for the error probability at the receiver cutput is obtained
by considering the noise present at both the satellite repeater input ard the ground
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The detection ol spread-spectrum multiple-access signals relayed
through a hard-limiting repecater 1s ol conssderable practical interest s

in satellite communication, Analysis of the problem is difficult be-
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B causc 2f the nonlinear characteristic of the limiter. The approach

3 generelly taken is to calculate the receiver output signal-to-noisc
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ratio {SNR) and then to use results relat:ing crror probability and SNR,

which are strictly valid only for a linear channel,

% This study provides a method for analyzing accurately the detection
;i of a hard-limited PSK signal buried in noise having non-Gaussian com-
k- ponents, by using a correlation detector. The problem is of both theoret- Pg

e

ical and practical irterest. The probability of error is shown to be

ﬁ; directly calculable from the characteristic function of the receiver
Sf output, without the need of obtaining the probability density function,
5 which generally requires a difficult inverse transformation of the :
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characteristic function, This approach might be of some theorctical
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‘; interest in solving related problens,

The detection of a biphase-modulated spread-spectrum signal relayed
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75 through a hard-limiting repeater is analyzed without resorting to heuristic
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4 SNR arguments. An analvtical expression for the error probability at the
receiver output is obtained by considering the noise present at both the
sa‘ellite repeater input and the ground receiver input. Numerical evalua-
tion of the error probability exprzssion is presented for various values

of processing gain and up-link and down-link input noise levels, 2
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TR The detection of a binary PSK signal after transmission through a

i hard limiter is also analyzed. The error rate in this case is obtained

B in the form of a series containing either confluent hypergeometric func-

tions or modified Bessel functions, Numerical results for both the spread-
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spectrum case and the PSK case are compared with those for a linear re-

peater, to assess the system performance degradation caused by limiting,
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The significance of this report is that it derives the expression
for tha detected error probability for a biphase modulated signel trans-
mitted through e bandpass hard limiting channel. Taus, RADC engineers
can obtain tha exact performance of such a communications reslay chanuel,

or any receiver containing a bhard limiter. Clearly evident from this
report is the paramatric range ovar which the ususl linearizing sssumption
is valid. The analysis set forth therein provides a framework for exact
future analysis of mu-linear chantaels such as those used with mo-e
conplicatad signal si—-actures; multiple access, and soft limiting

or other non-linear channsls.

bbmi J%m , Project Engineer
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K - I INTRODUCTION ;
<
5 E
B - The performance of digital communication systems is usually charac-

terized by the probability of error in the detection of the transmitted

signal at the receiver. When the system contains a nonlinearity, such

.

;? as a limiter, it is difficult to evaluate the effecty of the nonlinear ;
-é device on the system performance. The appiroach generally teken is to ;
.l calculate the receiver output signal-to-noise ratio (SNR), and then to

3 use resuits relating the error probability anc the SNR, which are strictly ) ;
,T; valid only for a linear channel. A comprehensive investigation of the ?
-,a effect of hard Jimiting on signal detectability for a system consisting E

g of a limiter, a narrowband filter, and an envelope detector in casc.Ze
*
is given in Refs. 1 and 2, Aein3 considered the channel structure in

which the narrowvand filter and the envelope detector have been replaced

T I B, T TN Ty
e

e e ATl e o
AR N AP 2 "

E
3
by a correlation detector, and he analyzed the effect <f limiting on the : %
E 5 probability of error in the detection of a constant-envelope, phase- 3
: b
5? coded spread-spectrum signal. Aein derived the expression for the bit-
ff' error provability under the following assumptions: ;
§ (1) The SNR at the limiter input is small. "]
g'? (2) The processing gain (TW product) of the system is large. ¢ 3
z. [
i?% He showed that under the above limitations the amplitude distribution of %é
£ 3 HE
? E the interference (the sum of down-link and up-link retransmitted noise) §§
B at the receiver output is, to a good approximation, Gsussian and that ;
¥R ;
M the limiter can be regaxrded as a quasi~linear device that degrades the 3
Vj % . system performance by m/4 cr -1.05 dB. 3
.3 ) j
= References are listed at the end of the report. 3
'; 1 ?3
g
- ¥
k
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This study derives an expression for the error rate without re-~

sorting to the simplifying assumptions made by Aein. Consequently, the

Yot inledo Livats

bit-error probability expression derived here is valid for a considerably
larger range of values of SNR and processing gain. The analysis shows
that the amplitude distribution of the interference also has non-Gaussian
components, which must be considered when dealing with low error rates.
The expression for the error probability is given by a series whose
leadilg term is identical with Aein's result when the SNR at the limiter

input is smuall and the processing gain is large.,

The specific model fo~ the communication system considered in this

AREaad e A DR Il 8 o0 & 2ach

study is shown in Figure 1. The input to the limiter consists of a single

biphase~medulated, constant-envelope, phase-coded, spread-spectrum signal
and a band of zero-mean, stationary Gaussian noise, The bandpass filter
preceding the limiter is assumed to be wide enough .o pass the signal
with negligible distortion and to limit the input noise to a narrow
bandwidth that is small compared to the center frequency of the filter,
The limiter has a hard-limiting characteristic that limits its output to

either L or ~1. It is folluwed by an ideal zcnal bandpass filter that

et ST VTP 73 Y 7, AN YOIN Jee VU TP TIPNC Ty Sr |

confines the limiter output spectrum essentially only to the fundsmental

band of the signal. After passing through the satellite repeater, the h
signal is transmitted to the receiver, and independent thermal noise is
added to it on the down link. The receiver processes the composite sig-

nel, extracting the informaticn-bearing signal through a correlation

2 30 1 S0 L B3 A AL e ke L Y

operation with a locally generaied replica of the transmitted code of
the desired signal. It is assumed thal berh chip and bit syachronization

at the receiver has been achieved and is maintained.

The applicability of the system model of Figure 1 is much wider than
the objective of this study, which is deteciion of a single biphase~coded
spread-spectrium signal at the receiver after tranumission through & harg-

limited satellite repeater. The model is equally valid for the raalysis

2
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of the error rate of a hard-limited PSK signal. In this case, the re-
ceiver reference signal is synchronized in both phase and frequency with
the desired transmitted signal, for successful demodulation of the signal
at the receiver. An analytical expression for the error rate in the de-
tection of a single PSK signal has been obtained in the form of a series
containing either confluent hypergeometric functions or modified Bessel

functions. The expression is valid for arbitrary values of up-link and

dovn-1link SNRs.

In the absence of down-link noise, the model represents a system
with a limiting front end in a receiver operating with a linear channel,
In some practical applications, this may be desirable from consideration
of dynamic range requirements., The general expression for the bit error
rate for both spread-spectrum and PSK cases may be extended to include

this situation by setting the down-link noise equal to zero.

The expression for the bit error probability may also be used to
treat the case of code~division multiple access (CDMA), involving a large
number of spread-spectrum signezls at the limiter input. The noise .,ource
at the limiter may be regarded as the sum of all the undesired signals
entering the limiter in addition to the desired signal. The accuracy of
the results would, of course, be dependent upon how closely the amplitude

distributioa of the sum of the undesired signals at the limiter input

represented a stationary, zero-mean Gaussian distribution. The justifica-

tion is usually provided by invoking the Central Limit Theorem of proba-
hility theory if the number of signals ac the limiter input is large and

the constant RF reference phase ot each 3ignal 1s‘<ndependent of all

others.
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IT MATHEMATICAL ANALYSIS

A, Error Prcbability

At the receiver output, the decision whether a mark or space has
been transmitted is made on the basis cf whether the filter output (see
Figure 1) at the sampling instant is positive or negative, If it is
assumed that the transmission of a merk or a space signal is equally
probable and that the noise at the low~pass filter output has a zero-mean
value, then the probability of error, Pe’ in a decision is equal to the

error probability in either a mark or a space signal, Thus,

The probability of error in detecting a mark is equal to the prcbability
that the filter output will be negative at the sampling instant. Thus,

Pe is given by

P = Pem = pi{z) dz s (1)

b

where p(z) is the probability density fun:tion of the filter output. To
calculate Pe’ one needs to determine p(z), which may be obtained by first
calculating the characteristic function of the receiver output Z and then
taking the Fo..lier transform., Alternatively, Pe can be obtained directly
from the charscteristic function of Z. In the Appendix it is shown that,

if Z is any random variable of probability density function p(z) and

characteristic function Cz(v), its cumulative distribution function, P(a),

is given by




s Do Uik it

ELRE L e s ey ety

e e s e B o e mmer s e mmm

1 [c (v)-e'iva] G (2)
m 2

where I denotes that only the imaginary part has to be taken, Compari-
m

son of Egqs. (1) and (2) shows that

P = P(C}

Nh—-
:1!»-4

jf n [C (v)J . (3)

Thus, the plan of approach for calculating Pe will be to determine Cz(V)
and then to perform the integration. It should be noted that Eq. (3) is
a general result which can be used to determine Pe for a linear as well

as a nonlinear channel of arbitrary transfer characteristic.

B, Determination of Cz(v)

To derive the mathematical expression for Cz(v), it will be neces-~
sary to obtain the expression four the receiver output Z. To achieve
this, we write an expression for the limiter input and then systematically

proceed to develop the expression for the receiver output.

The input tl the limiter is assumed to consist of two components,

the signal component and the up-link Gaussian noise.

1. The_Signal Component

The signal component is represented as
s(t) = Acos [wt + &(t) + 8(t)] . (4)
(o}

During any bit interval, the information modulation, 6(t), is either O

or 7, depending upon whether a mark or a space is being transmitted.
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Here #(t) is the pseudo-random code, which enables the receiver to re-
covexr the desired signal in the presence of interference and noise.
Since the keying rate of the code is generally several orders of magni-
tude greater than the information rate, the required transmission band-

width is usually very much larger than is required by iniormation modula-

DYTVPICL DIV O RVRENIY JIRNTY ] W\ W SIPRE o Y s maes

tion alone, The analysis is independent of the specific form of &(t);
typically, the phase coding used in digital systems is either binsry or

quaternary,

2, Up~Link Gaussian Noise

The expression for up-link narrowband Gaussian noise is [

Gl A
ol i

n(t) = x(t) cos wot - y(t) sin wot , (5)

where x(t) and y(t) represent, respectively, the in-phase and quadrature

components of the noise. For analysis it is convenient to represent n(t)

relative to the code of the desired signal:

A AN AN,

n(t) = x_(t) cos [w t + $(t)] - y_(t) sin {w t + §(t)] . (6)
1 c 1 o

k4 A e 1N i sl

No loss of generality occurs in this procedure, provided that xl(t) and

o

SR TS i,

yl(t) are treated appropriately. They are independent; identically dis-

~

tributed Gaussian processes, related to x{t) and y{t) by the following

expressions:

x(1) cos &{t) + y(t) sin $(t) (7

xl(t)

3 ko drdeln deals

P

yl(t) y(t) cos ¥(t) - x(t) sin $(t) . (8)

P

P

It is important to note that xl(t) and yl(t) are, in general, neither

stationary nor independent of the desired signal, since

R (t - t’) = R(t - t') cos [&(t) - &¢t')) (9)

7

PMTEPIC AR L
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where the covariance functions R(t - t’) and Rl(t - t') are defined as:
R(t - t') = Ex(t)*x(t")] = E[y(t) y(t")] (10)

-t’) = . 11 = . ! . 11
Rl(t t) E[xl(t) xl(t )] E[yl(t) yl(t )] (11)

Samples of (xl, yl) are statistically independent for |t - t'| values

that make the (x, y) samples independent.

Thus, the limiter input may be expressed as:

fi(t) A cos [wot + &(t) + 8(t)} + xl(t) cos {wot + §(t)]

-y (t) sin [p t + ()]
1 o

R(t) cos [wot + &(t) + (1)) , {12)

where the envelope, R(t), and the phase, ¢(t), are given by

R(t) J[A cos 8(t) + xl(t;)]2 + yi(t) (13)

y_ (1)
L ) (14)

arc tan

e () A cos B(e) + x (1)

The bandpass limiter is assumed ‘o be ideal in the sense that

its output, fo(t), is given by:

fo(t) = cos [wot + &(t) + @(t)] ; (15)

i.e., the envelope variation has been completely removed without dis-

torting the phase modulation.

The signal is tlen transmitted to the ground receiver, and

noise is added on the down link and in the receiver front end. Assuming
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that this noise is also stationary, zero-mean, and Gaussian, the receiver

input may be expressed as

g(t) = a cos [wot + #(t) + p(t)] + u(t) cos [wot + ¢(t)] - v(t) sin [wot + d(t)!

(16)

vhere a is a8 constant determined by the amplification in the satellite
repeater and the losses on the down link. Note that the down link noise E 5

is also expressed relative to the code of the desired signal, analogous i

to Eq. (6).

PR RES

The correlation operation at the receiver involves multiplica-
tion of the receiver input, g(t), by the synchronized receiver reference

2 cos [wot + ¥(t)], followed by appropriate low-pass filtering, which is

e W e e W T e aama

equivalent tc an integration operation over tne bit interval T of the
data signal. Neglecting the filterable double-frequency term, the re-

ceiver output is given by:

o~

T

vy

Z = 9_’_/ {a cos @(t) + u(t)] dt , 7

LR AL AN D it L A s i

Ficnmiag B

T
o

EPCTR

whexre @ is a correlator-gain normalizing constant.

AEOSERLE aandihi ba B

e BN M ureanen o i

To avoid the mathematical difficulty involved in solving the

above stochastic integral, we follow the approach used in Refs. 1, 2, ;

and 3 and approximate the integral by a sum taken at intervals AT equal

to 1/W, where W is the bendwidth of the repeater equal to the reciprocal
of the correlation time of the p-n code. Furthermore, we select

o = /;73, which normalizes the receiver output noise power due to up-laink

noise to balf in the absence of signal and down-link noise. Thus, Eq. (17)

e /L 3ok 9% a2 it A S a0 R v bl e Bsa

becomes




SATERIRAARE NP B R T I PR TSN T T R S . — = e e e N

At BTty

3
%‘
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2

o2
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A

n n
3 Z = L cos U + 1 u n=TW (18) ;
] ~ /'xTE " Ta/n k 7 ’ ]
3 %
3 k=1 k=1 *i
3 - 4
i =7 + 7 (19) :
3 1 2 ?
3 where n represents the TW product of the system. Clearly, Z can be re-~

garded as composed of the sum of two statigtically independent variables,

Z1 + Z,, where Z1 is the correlator outpyt due to the limiter output

TR T

signals, and 22 is the resulting outpul caused by the receiver down-1link

noise.

Gt a4

3 Since the uncorrelate  noise processes at both the limiter in-
put and the receiver input ure assumed to be Gaussian and to have a

Y

symmetrical power densit..lpectrum with respect to the carrier frequency, ,

limiter inpg( (signal plus noise) and down~link receiver noise :

i H
1s ggart will be statistically independent. Furthermore, ‘

samples of

b i

spaced 1/W ser
the effect .m:iing is merely to remove the amplitude modulation

without di ... ing the phase modulation; therefore, statistical inde-

. - ——

pendence will also be maintained between the samples at the limiter

oSt s R AN DU AL & s Vi Y e et o P vl 2 Tt T e W s 2L,

output.;/ Thus, it can be assumed that in Eq. (18) wk and uk represent
ideﬂiﬁ:élly distributed statistically independent random variables

spaced at intervals 1/W seconds apart,

The characteristic function of the sum of two independent

quantities is equal to the product of the individual characteristic

- . L PNy LY T o

function., Thus, C (v) is given by
Z

o

C(v) =C_ (v):C_ (V) . (20) .
z z z
1 2

LI VY YL

10

4
X
3
E;
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vhere C, (v) and Cz (v) are, respectively, the characteristic functions
1 2
of the received signal and the Gaussian down-link noise in Eq. (19). If

E5 el

5 2
:% . 0 1is the total down-link noise power at the receiver input,
v202/2 2
g C (v) =8 a . (21) 3
e z 3
i 2 E
o In Eq. (18) Z1 represents a sum of n identically distributed 3
"é
E sinusoids. Therefore, C (v) can be written as 3
A 31 3
., E
. n :
7 C (v) = [C(v)] » (22) ;
4 “ 4
;,E where o o c0s ¢ ;
n :
g § c(v) = / e /e p(®) do . (23) 3
3 3
; :
I‘. 3
X The probability density function p{¢p) of the phase, when a mark is ‘trans- 3
3 §
b mitted, i.e., 6(t) = 0, in Eq. (14), is expressed by the relationshipf }
2 2 K
~-A /20 © 2
;'} o s =(r - 2Ar cos ¢)/23? 1
’ p(Q) = > re Yar 24
2no
4 1
g Here ci ropresents the total noise power at the limiter input. Expanding
the exponeitial runction in Eq. (23) in a power series yields
- - @
. m p ;
* iv 3
Cv) = E —2 —_ (25)
- ) . * P ﬁl- ’
p=0
3 where o
mp = / cospcp p(p) dy ’ (26)
)

is the pth moment of ccs Q.
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Taking the logarithm in Eq. (22), .
2 ™ [iv\’ ' ' ;
& InC  (v) = nlnC(v) = nln |1 + E - (== , 27 . ‘ ;
| § 2 p! \V/n .
.k p=1 :
2 3 and then expanding log (1 + x) in a power series ylelds -3
B ® 1
3 A .
3 : iv i : "
3 InC (v) =n E El= : : ' (28 2
: 2, ) r! \/n ! - (28) ‘
’!':‘ r=1" i i ?
o or ‘ :
.- ® . ' ! L3
2 S A r a
4 ’“Z I ' ;
,’ r: f!l‘l- ' | . | K
r= . g
3 C (v) =e , (29) E
- zl ! ! f §
f N
]
th ' §
A where )‘r is the r semi-invariant or cumulant. The general relationship ]
), R -3
£ & between )‘r and m_ is given by Cramer.® The first six semi-invariants and 1
3 ‘ the moments are related as follows: i g
g = | N
' 4 ).1 ml i
- 2 ;8
K A =m -m '
E E 2 2 1 . {
K ¥ 3 ' : ;
E; = - 4 2 3
3 p} 3 m3 3mlm2 m1 g
'3 2 2 4 :
-9 =m - 3m = 4m_m_+ 12 - 6m b
E | Mgy 2 173 T Mo 1 \ :
“;' A_=m 5m m 60m3m + Zmnzm + 30m m2 ;
5 5 41 ™2 "3 122 _ \ !
k 5 5_'
Om, g 1 :
2 3 4 3
A =m ~-6mm -+ 30mm -~ 120mm-+ 360m m D)
E | 6 6 51 41 a1 . 21 §
3 15mm 4+ 120mmm - 270mme - 10m g
- - - M
5 "2 123 12 3
3 6 v
u + 30m_ - 120m . - (39 !
b 2 1 ! 3
, ¥
E 12 §
: :
: 3
3

.
;f
E:
3
B
a
2
!
1
3
b
-4
l'
3
°3
;
K
<




These six semi-invariants will suffice for the expansion of C (v) through
z

. ' , -2 1
. terms of order n ,
:% . The expression for C (v) in Eq. (29) can also bz written as
i ! : ) zl
' ' . 2 ] © m
R . (1 /n ) v-x v /2) m A rl
: c (v =é 1oz o E = 2:-5 = (32)
¥ z “‘l rt \/n ) B
g : 1.
m=o r=3

T

i
The exponential factor is recognized as the characteristic function of a

. Gaussian random variable of mean /;'k1 and variance 12. The expression

2q for Cz (v);involves'the proeduct of the Gaussian characteristic function
E: . , ) 1
;f ’ . and the powers of v, It can easily be shown by expanding Eq. (31) that,
A3 ) I i
N following the leading Gaussian term, the successive higher-order terms
4 ‘ ' 1/2 3/2
5 in the series are inversely proportional to n / , N, N / , N, and so
'3 forth. Thus,
ke ) H
- 43
1 2 2
-\ A A A
4 ¢ ) e(i /n XI\ oV /2) . 123 v3 . 1{ta v4 ) VG
R 2z, /n 6 n \ 24 72
5 A A A A
+ i 5 5 34 7 + 3 v9
3 3/2 \ 120 144 1296
3 n
T3 : ' 2 2 4
3 A A A A A A P\
3 + 1 6 VG + 4 v8 + 35 v8 43 10 3 v12 +
" 1 - - — _— -——-v ¢ o0 .
% . nZ 720 1152 720 172R 31104
(32)

. ! 1

C. Defermination of the Momenés

P ]

. I .
. The six moments required for the determination of the semi-invariants

i may be obtained by first expanding cosp¢ in Eq. (26) n a Fourier cosine

series,

:
3
:
B

" b AR st i Ll
e T I R e T SIS
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1
5(p-2)
z \]
po p'
E 1 cos(p - 2i) ¢ + —= , pevon
g (o - DL 2P .(p/21)°
cospw = <
1 .
=(p-1
51 y
E ool cos(p - 2i) ¢ , p odd R (33)
L (p = 1)t.11°2 -
N

and then evaluating the integral in Eq. (26) by using the result:®

2n p
M==-1+1
p-2i 2

-2 © = .
cos (p 1) ¢ py) dy Py Mp - 21 + 1)

o
P - - 2
1F1( 5 i, p 21 + 1, pl ) , (34)
where
2 2 2
= Jo} 5
Py AT/2 1 (38)

is the limiter input SNR; I'( ) is the gamma function; aad 1Fl(a, b, -x)
is the confluent hypergeometric series defined as

2
x_, ala + 1) x (36)

+ ¢TI T e .

a
- = 1 - -
\Fi(a by =x) s tom+rDn 2

For even values of p, the hypergeometric function in Eq. (34) can be ex-

-X
pressed in closed form in terms of x and 2 ; while for odd values of p

it is expressible in terms of modified Bessel functions, Io and Il’ x and

-x/2
e / With the relationships given in Table 1, the following expressions

‘.

can be derived for the six moments:

2/; 2 )
/v 1 °y i
— . @ I+ 11—
2 ol2 12
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Table 1

CLOTED-FORM REPRESENTATION OF CERTAIN CONFLUENT

HYPERGEOMETRIC FUNCTIONS

Fl (1/2, 2, =x)

e

-X/2[

I (x/2) + 1 (x/2)]
o) 1

1
4 -x/2 " i
FL (32, 4, 0| Ze [10 (x/2) + (1 - 4/ 1, (x/2>]
JFy (672, 8, =%) % e-x/z[(l-S/x) I (x/2) + (1 - 4/x + 32/%°) 1 <x/2)]

F (1
11(’

X

121 2 -X
F. (2, 5, =x) —[;c-4x+6-2e (x + 3)
|11 4
x
120{_3 2 -X 2 2
1F1 (3, 7, =x) ‘-G—[X - 9x" 4 36x - 60 + 3e  (x (x + 8x + 20)]
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3
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3
3
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ke
3
¢
N,
y

] 2/ 2 2
5 RS Vink ¥ U U Y 5 WY PR N U Y |
Mg =Py 7 € 2 2 27 a4 "1tz
0y P )
b E "pi 02
1 25 15 e =1 6 4 2 1 2
3 =..——+—- . - -
-} "6 T 32 " 32 2 N ke 4py + 6 20 (3 * pl)
: p2
: 6 4 2 P (4 2
< - K - ke R 7
3 + 5 |p, - 90, + 36p - 60 + 3¢ (pl + 8p; 20) (37
32 p1

The dependence of the six moments and that of the semi-invariants

NI PR

on the limiter input SNR pf are shown in Figures 2 and 3, respectively.
These are obtained by numerically evaluating Egs. (37) and (30). For
large pi, all moments approach unity, while the semi~invariants, except

3 Xl, which is identical to ml, approach zero. These results are consistent
with those to be expected, The contribution of the limiter input ncise

to the receiver output must decrease with an increase in i.put SNR., In
the limit when pi approaches infinity, only the signal component remains,
and there is no contribution from the up-link noise; i.e., all kr = 0,

forr =2, 3, 4 ... .

D. Calculation of P
)

Substitution of Eq. (21) and the imaginary part of Eq. (32) in

Eq. (3) yields the following series for the bit-error probability:
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(o]
in(/m \
11 / sintm A v) 22,5
P ==~ ettt e s €} dv
2 o

e v
. [o]
A F 2
Y
3 2 -v o /2 3
. + m/ v cos(/m )‘lv) ) / dv !
[e] . j
-] 2 g y
1 >‘4 3 )‘3 5 24272 ‘
_v 0
- S— — R L
— ™ 7o v ] stn{/n kl v) e ot
(o]
? [ A A 3 2 2
1 5.4 34v6+)‘3 8 (/‘xv)e"’“/zdv §
3/2 120 144 1296 cost/n 2y 3
™ 2 ]
[o] iy
.
2( 22 RN U P
A .8 5, 4 7,357 4309 Cy
2 720 ¥V 7 1152 720 1728 s
Tin {1
° i
s ;
A 2 2 i
3 11 ~v o /2
$
+ 31101 ¥ sin(/n klv) e d | i
D
+ e » {38) 3
where
2 o
2 o f
A = .
> + Xz (39)

[T

]
ot bevs A s o

The solution of the first integral is Ziven in terms of error

LAl et s

t\mcti.on,7 and all the other integrals may be evaluated with the aid cf

cmedmn a

the following two integrals:

DRI NP 0§ STt et S eV 2o sl D e,
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TN

(-]

: 2
3 2p "szz/z n T e_p /2
3 v cos(/n A, v)e dv = (~1) .\[~= - *H (p), ‘40)
] 1 2 2p+1 82
, J o P
' ® 2 2 2 /2 ‘
s -p
1 -

P Ranan, we @Y 2 gv s (et [T 8 - H (p) , (41)

¢ 1 2 2pt+2 e
o 2p+1 -

o

2
. where He ( ) is the Hermite polyiomials of the order p, and p is the
t P
receiver output SNR defined as

ettt AU ML S A LN ESNEIE £t ) e b S0t i etk bt i ¥ e et o T T Y a

2 =2 n xi
. = == = . (42)
; 2 P =2 2
- z2° -2 o
3
. . 2 33
e ¥ith the use of Eqs. (37) and (39) p may be expressed in terms of up- i
. link and down-link SNR: ?%
g
5 2
. 2 2 s
3 2 2"’1[1(2)+I(2/2) §
r 2 m Py " Py o\P173 * 11\" , (43) C
P = 2n - - - j
: 4 2 : j
-p 2 ;
e a2 2 2n AT o2 2 \V 3
+——=fo - p_ * p_ - e 1 + 1 !
ol & 2 270 P L°<pl/2) 1("1/2” g
1

2
where °1 is the limiter input SNk as defined by Eq. (35), and

2
pz = a2/202 = pt/b (44)

is the down-linl. received satellite-powar-to-noise ratio. Pt is the

satellite output power referenced to the ground terminal ard contains

hn Y.l ek & LA 2 D LA RNt ekl 3 P d e 0l ot Bere o & s

both signal and up-link noise &s delivered by the limiter. .

TIVN)

Evaluation of the integrals in En, (38) yields the following series

expangion for Pe:

D2 27, Faliass

20




2
-2 In A2
+ . 2 — H (p) + 3 H_ (p)
/2 24 (]
no °3 72 o° °3
2
. -0 /2 | N Y A
- . H (p) + H (p) + H (p)
3/2 5 120 2
n' /2 4 144 o> % 1206 oF °8
2 2
A S Z | e (p) + i + 257%) 2 H (p) -
2 6 72n | 720 Te 1152 | 720 2
n .o v 5 o e7
x4o>~: x;
+ H_ (p) + sH () - ... , (45)
1728 o 9 31104 o °11

where erf( ) is the errorifunction. The Hermite polynomials Ke (p) are

given in Table 2. n

Following the leading error function term,'the first correction
term is inversely proportional to the square root of the TW product n,
and the successive higher-order terms are inversely proportional to n,
n3/2, n°, and so forth, Such an expansion is well known as an Edgeworth
series., The first term in the series yields the probability of error
resulting from the receiver output component that is Gaussian-distributed;
the succeeding terms provide the contribution of the non-Gaussian com-
ponents, The properties of an Edgeworth series have been investigated

in detail by Cran‘r,' who has shown that, under fairly general conditions,

a




Table 2

HERMITE POLYNOMIALS

x4-—6x2+3

3
10x 4 15x

2
)..'5)(4 + 45x -~ 15

5 3
21x 4 105x - 105x

6 4 2
28x + 210x - 420x + 105

7 S 3
36x + 378x -~ 1260x -+ 945x

X

10

8 4 2
- 45x + 630x6 - 3150x + 4725x - 945

X

11

7 5 3
- 55)(9 4+ 990x - 6930x + 17325x - 10395x

12

x12 - 66x10 + 1485x° - 13860x° + 51075x"

c 2
- 62370x  + 10395
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i
the series gives an asymptotic expansion of Pe in powers of n-l/z, with %
E a remainder term of the same order as the first term neglected. Since
E”;z we have included the terms up to the order n-z, the truncation error !
i; may be expected to be of the order of the next term, which would be i
FQ? . proportional to n_5/2. For the range of values of pf, pz, and n that
j-(i would be of interest in practi-al applications, it is expected that the
:E: first five terms of the Edgeworth series expansion will given an hccurate i
;; approximation of the error rate., For most purposes, the expansion of

Pe through terms of 1/n will suffice; however;, for very low error rates

-5
(<10 ') the higher-order terms will be needed.

S The contribution of higher-order terms in Eq. (45) is primarily

E dependent on the values of oi and n, Generally, when n is small (between
3 20 to 50) the up~link SNR must be high (around 0 dB) to achieve low

p error rates (<10°5). Under these conditions, it is essential to con-

ﬁ sider the higher-order terms, since their contribution to the error

4 rate will be significant, As the processing gain n is increased (by

raising the code chip rate), the required repeater bandwidth W also

DA i A it A b T el bt ot e S i A R RS T
P AN 4 4
. o >

2 .
increases, and consequently the up-link SNR p1 decreases as a result

of the enhancement in the noise powe~ brought about by the increased

{8 gy bl

repeater bandwidth, 1In the limit, as n becomes very large, all the
higner-order terms in Eq. (.3) approach zero, and Pe is given by the

leading error-function term resulting from a Gaussian distribution

of noise at the receiver output:

P == 1011 - erf(p//2)] . (46)

e

ol

2
For large n, the up-link SNR pl will also approach zerc; Eq. (43) thus

reduces to

; 23
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p o . 47)

These asymptotic results for large n are in complete agreement **ith the
results obtained by Aein,®
For a linear system the error probability in detecting a spread-

spectrum signal in the presence of Gaussian noise is given exactly by

Eq. (46). The corresponding expression for the receiver output SNR is

2 2
oD
2 1%
0 = 2n — > (48)
1+ p° +
oL T Py

Thus, when n is large, the disgtribution of the up-link noise at
the receiver output for a hard-limited system will be approximately
Gaussian, provided also that the up-link SNR is small, Comparison of
Eqs. (47) and (48) rhows that under these conditions hard. limiting
degrades the system performance by a constant factor of n/4 or - 1,05
dB,

When the up-link SNR is high, the error rate will be determined

primarily by the Gaussian down-link noise. The higher-order terms will

be small compared to the leading error-function term, since all the
2
semi-invariants except A approach zero at large values of pl’ as can

2
be seen from Figure 3. In the limit, as N becomes very large, Pe is

given by Eq. (46), and Eq. (43) reduces to:

2 2 2
o} w2np2,pl—*m . (49)

The same asymptotic result is obtained for a linear system [Eq. (48)],

as wouid be expected.
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The expression for the error rate can also be vsed for the code-

division multiple access (CDMA) case, involving a large number of constant-
envelope phase-coded spread-spectrum carr!ers at the limiter input, The
noise source at the limiter is then the sum of all the undesired signals
entering the limiter in addition to the desired signal. The up-link

SNR pi is thus the ratio of the desired signal power to the sum of the
powers of all the undesired signals and the satellite repeater noiée.

The accuracy of the result is, of course, dependent on how closely a

finite sum of p-n carriers can be modeled as a stationary, zero-mean

Gaussian process.

For some practical applications, it may be desirable, from con-
sideration of dynamic rarge requirements, to incorporate a limiting
front end in a receiver operating with a linear channel. The probability
of error in this case is obtained by considering 02 equal to zero, i.e.,

2
no down-link noise (¢ = xz) in Eq., (45).




III DETECTION OF A BIPHASE PSK SIGNAL .
! !

\

The error probability in the detection of a hard-limited binary
pnase-shift-keyed signal can be determined by employing essentially
the same unalytical approach as is used for the spread-spectrum signal.

I
In this case, the signal at the limiter input is a constant-envelope,

sinusoidal carrier

s(t) = A cos [u t + 8(D)] ) (50)

where the binary phase coding 6(t) is either 0 or m, depending upon
whether a mark or a space is being transmitted. The above expression
. : .

corresponds to $(t) = 0 in Eq. (4). If T is the duratinn of each data

bit, the information bandwidth is 1./2T; fhe required RF transmission

bandwidth W is equal to 1/T; and the time-bandwidth product is one.
* !
The calculation of the receiver low-pass filter dutput follows;

it 1s analogous to that for the spread-spectrum case. The filter out-

put is given by

H

Z=cos g+= (51)

which corresponds to n equal to one in Eq. (18).

To determine the error probability by using Eq. (3), we need the

characteristic function of the filter output. This is given by

H 2

22, 2 ‘
Cz(v) - E [eivcosw1 L e Vo /2a (52)
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3 where E[ ] represents the expected value or expectation, Substituting |
L i
. ) i
R the imaginary part of Eq. (52) in Eq. (3) yields: ‘&
¥ - |
% ' i
il N ' N |
.Y ! 1 [o-] i
Y. ' 22 2 4 3
11 -v o 21
g . e P =5 -~ Elsin(vcos )] e v /2a dv (53) i
: e 2 v :
11 a i
=— - - Elerf{ = cos 3 i
| | 2 2 | (/53 “’)] 7 (34) K
; |
- ~ X
- ! since the integral in Eq. (53) can also be eéxpressed in terms of the »
" : error function:” , ! : |
? : © i
3 3 ! 22, 2
i ¢ . , ortl-2 cos _2 sin(vecos ¢) oV g /2a dv (55)
3 /26 =T . v
J '.f_ ! , I fe]
"
4 ] By using the zexpr‘ession
3
(o]
E . n
J sin(vcosey) = 2 E -1y -4g (v) cos(2n+ 1) ¢ , (56)
8 . , 2ntl,
y n=o
LIS
i
L ! Eq. (55) becomes .
. f
- \ w
s J 22, 2
i ;- ) orf a cos _ 5 5:(_ l)n 2n + l(V) e-—-v 0 /2a dv.cos(2n + 1) o
\" ; . J 20 (p - ﬂ v
N ' . n=o . o (57)
h 1 1 '
. . The above integral 1is attributed to Weber and Sonine; its sclution is
A ‘ given in terms of a confluent hypergeometric series.’ The result is:
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n 1
© (-1)"Tln+ = 2ntl
erf—a—-cosq: -_--2- E v (n 2)(8'\
/20 T

(2n + 1)! /2o
n=o
1 82
« F {n+=,20+ 2, ~-=—] cos(2n+1) ¢ , (58)
11 2 202 :

where lFl( ) is the confluent hypergeometric series, and I'( ) is the

gamma function. Substituting Eq. (88) in Eq. (54) yields:

® (-1)“-1“(n + -1?:) 2ntl

a
(2n + 1)! (753)

©

2
1 a
'1F1 (n+§,2n+2,-—-—2-)/ cos (4n + 1) ¢+ p(q) do ., (59)

20
o

The expected value of the cosine function in Eq. (59) can be evaluated

with the aid of Eq. (34):

2% 3
A 2n+1 T(n+-2-) .
&
cos (2n + 1) ¢ p(ey dtp=</§°) ‘——-——-——-(zn_*_n' 1F1n+-é’ 2n + 2,
1 .

(v}

Substituting Eq. (60) in Eq. (59), we obtain the following expression

for the probability of error:
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© n 1 3
) -1 'F(n + —)-P n -+ -
1 1 (-1) 2 K 2) 2n+1  2n+l
Pe =2 2 1 W
[(2n + 1)!]
n=o
Fo[n+2,2n+2 2 F +3, on+2 2 (61)
11 2’ PPt P2 TS TR
where
2 2
e, = A /201 = limiter input SNR,
and
2 2,2 2
P, = 8 /20 = Pt/b = down-link received satellite-power-to-noise-

power ratio,

Here ?t is the satellite ontput power referenced to the ground terminal
and contains both signal and up-link noise as delivered by the limiter.
The series in Eq. (61) is corvergent, which may be shown as follows,

We have the general relation
|1F1 (a, b, -x)| <1, R a>0 . (62)

Hence, the series in Eq. (61) will converge, if the dominatiag series
obtained by setting both the confluent hypergeomeiric functions equal
to one converges, The resulting series is absolutely convergent for
all values of pi and pz. This can easily be shown by D'Alembert's

ratio test for absolute convergence:

i
Ui (“ + ';')(n + %) 2
Lim -1 = Lim (p,p,) | 20 . (63)
2 1
noe Un nwe (2n + 3)2'(2n + 2) 2
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._fj An alternative expression for Pe which is more suitable for numeri-
'fﬂﬁ cal compu*ation is obtained by replacing the confluent hypergeometric
‘;;%' tunction by the relationship .
u 2
o8 -p /2 2n
¢ Folnsl onaoe 2) e Zniz I (P + 1 (oo (64) '
11\ 2 SRS TP E 2n n P nel P ‘
o p :
Y
7~5 The expression for Pe then hecomes:
.3

. _<2+2)/2 © n 2 P2
o 1 _f1f2 V1" Y et I(ﬁ)“ (."_1.)
. T2 2 (2n-+- 1) | "n\ 2 ™-1\2

n=o0

el

2
2

2
() )
. — -— 65,
Inz +InH.2 . (65)

It is interesting to examine the behavior of Pe for large SNRs.
2
When pl is large, the confluent hypergeometric function in Eq. (61)
may be replaced by its asymptotic expansion for large negat.ve argument,

The result is:

n 1
. l -]; ©  (-1) .F(n + 2) ontl . . +']; on 2
"e2 w dy  (m+Dn! P2 11 g SRS 7 by
n=0
= _1. [1 -~ exrf ] -> ® (66)
=3 92 ) pl )
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since the series represents 1/2 erf pz, as may be seen from Eq. (58).
Equation (66) is the expected result for ideal limiting in the absence

2
of up-link noise., Similarly, when p2 is large, Pe is given by:

P =
e

N~

(1 ~ erf pl), Py P . 67

This is identical with the expression for the error probability in
detecting « PSK signal in the presence of Gaussian noige by using a
correlation detector. Thus, incorporation of a limiting front end in
a receiver operating with a linear channel will not degrade the signal

detectablility compared to a linear correlaticn receiver,
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IV NUMERICAL RESULTS

(u AW, it T e oy W e

A, Output SNR

2
Figures 4 and 5 show the receiver output SNR p [Eq. (43)] as a
2 2
function of up-link and down-link SNR pl and pz, respectively. The
dashed lines are similar curves for a linear system. The output SNR

for a linear system is given by Eq. (48).

2
At low values of py Eq. (43) reduces to Eq. (47). Comparison of
Eqs. (47) and (48) shows that the presence of a limiter degrades the

output SNR by a factor of n/4 or -1.05 dB compared to a linear system.

As pi increases, the degradation in p2 decreases, and eventually there
is an improvement in the receiver output SNR over that of a linear sys-~
tem (Figure 4). .et pforepresent the up~1link SNR that will yield the

same value fcr p for both a hard-limited and a linear system for & : |

2
given value of 0q -

2 2
Figui 4 shows thut for p1 >-plothere is an improvement in the SNR

g for a hard-limited system, However, as pl becomes larger, the improve-

Ao

2
ment gets smaller. This is because p 18 now determined by the down-

link noise. The same cuttut SNR is obtained for hoth a hard-limited

s Y

and a linear system when there is no up-link noise., Figure 4 also shows 3

that o2
°10

~4 dB) is cbtained when there is no down~-iink noise,

2
increases with decreasing pz. The minimum value (approximately

In the absence of down-link noise and a large up-link SNR, Eq. (43)

L3 Gt

simplifies to:

32
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Davenport has shown that a bandpass limiter degrades the input SNR,
p?, by a factor of m/4 at low values of pi but provides a constant
improvement of 3 dB at high values of pf. Equation (43) shows that, if
the bandpass limiter is followed by a correlation detector, the degrada~

tion in the input SNR will remain n/4 at low values of pi; however, at

2
large values of p1 there will be an improvement of pz, which is propor-

8 h g

tional to the squere of the input SNR,

-

B. ?robability of Error for a Spread-Spectrum Signal

The expression for the probability of error in the detection of a

constant-envelope spread-spectrum signal after transmission through a

B P T T L S TP L P uPry Py

hard limiter is given by Eq. (45). The semi-invariants are functions

ey e

2
of up~link SNR pl and are shown plotted in Figure 3. Figure 6 shows
2 2
Pe as a function of Py for constant values of p_ . The dashed lines are

similar curves for a linear system. The probability of error for a

B TP T N U

linear system is given by Eq. (46), where the receiver output SNR is

determined by Eq. (48), Figure 6 shows that Pe decreases monotonically

el de etk s

2
with increasing up~-link SNR; however, at large values of Py the perfor-
mance of the system exhibits an irreducible error probability represented

by the bottoming of the error rate, which depends on the SNR on the

3 down link, This means that, as more power is placed in the information-

bearing signal, the ultimate performance of the system is governed by

the down-link SNR For large values of pf, all tne semi-invariants
except Kl approach zero, and Eq. (45) reduces to Eq. (46), which is
then identical with the expression of Pe obtained for a linear system.
- Figure‘e shows that the error rate for a hard-limited system is higher
than that for 2 linear system at low values of pf but that it gets
lf g smaller as the up-link SNR is increased. Of course, if pf became very
large, the error rate for a hard-limited system and that for a linear

= 3 system will approach the ssme limiting value, which is determined by

3 35
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the down-link SNR, The improvement in the error rate performance of a
hard-limited system results from the fact that the receiver output SNR
2 2

p 1s higher than that for a linear channel, when the up-link SNR p1

2 2
has become sufficiently large (pl >’p16. Examination of Eq. {45) shows

that in this region the major contribution to the error rate is provided
by the leading Gaussian term. The successive higher-order terms tend
to increase the error rate, but their contribution is so small that Pe

still remains lower than for a linear system,

In Figure 7 the error rate is shown as a function of the down-link

received sat¢llite-power-to-noise-power ratio pz for different values
of pf. The dashed lines represent the error rate that is obtained if
only the leading Gaussian term in Eq., (45) is considered, nd the output 3
SNR pz is determined from Eq. (43). The contribution of .e higher-

order terms is the difference between the solid and the dashed lines.

It can be seen that this contribution would be significant at low error

rates 0<10-5) and moderate values of pz (>0 dB) . As pz increases,

the errcr rate performance of the system is determined primarily by

JOE SRR SPNIY FPIEL w2 i 2 T PP SN P PR

the contribution of the up-link noise at the receiver output, and the

higher-order terms in Eq. (45) must be considered. The curves of Figure
7 algso show a bottoming of the error rate, representing the irreducible 4

er'or probability brought about by the presence of the up-iink noise.

Figure 8 shows the error rate as a function of the processing gain 3 é

for constant values of p? and two values of pz. The curves for pz - @,
i.e., no down-~link noisc, represent the case of a limiting front end
incorporated in a receiver operating with a linear channel, When the
- error rate is low (<10_3), the higher-order terms in Eq. (45) must be
considered, particularly when the processing gain is small, and the up-
- link SNR is greater than -10 dB. This can be seen clearly from Figure

9, where Pe is plotted as a function of the up~-link SNR for constant
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b2 &3

values of n in the absence of down-link noise, The dashed lines represent
the error probability if only the leading errcr-function term in Eq. (45)
is considered. TJf the up-link SNR is kept constant (by either incrzasing
the transmitted signal power or reducing the data rate), while the
hrocessing gain is steadily increased, the error rate decreases rapidly
but the contribution of the higher-order terms becomes increasinglw

significant, This may be explained as follows: As the process. 3 :, in

¢
F

b

3
g

3
k

i

;
%
. :

-

2
is increased, the output SNR p increases linearly with n, as 8 -
. . |

' N 2
Eq. (43}. For p >6 dB, the leading term in Eq. (45) may be ap,

.

mated by the relationship

i

! 2
: 1 i e-p /2
| 1 'E [1 - erf(p/ﬁ)] ~ —— ) (68)
2w p

whicl is obtained by replacing the error function by the first term of

its asymptotic expansion for large arguments. Thus, Eq. (45) becomes

R PV A S, T T v ) L ST T L S SV Uy PR DUVt S SR G . SPPY, 2\

e—pz/z KS ( 2 1 1
Pe o |1 - —3 20 - 2 4+ higher-ordevy terms (59) |
: 2m p 6 Va o ;

i
An'n is increased, the first higher-order term increases linearly with |
n, since p = nxl/a. All the semi-invariants, however, remain un- ;
chénged,;sinée the up-1link SNR is kept constant, Similarly, it can be §
shown that the other higher-order terms also increase. The same will
also be.true in the presence of down-link noise if both pz

1
held constant while n 1s increased. Thus, under these conditions the

2
and p, are

receiver output noise will nct approach a Gaussian distribution even

at large processing gains, and it will be cssential to consider the con-

A AT |

trﬁbutions of the higher-order terms in the calculation of the error rate.
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Investigation of Eq. (45) has shown that the series expansion up

rEr

-2
to the order n gives an excellent approximation of Pe, even at very

p
3
E
A

-5 ~6
low error rates (<10 ). Only for Pe < 10  and n £ 25 will more terms

[N St I S ey

be requir.d in Eq. (45). 1In practical systems the processing gain is

2
Vvl et i

usually larger (n > 50), and Eq. (45) may be used to determine Pe for

3 2
virtually all values of pl and pz.

2t

An idea of tne effect of the higher-order terms in the calculation 3

L
P2k aunssS R b L

of the error rate may be obtained from a few selected cases considered ;
2 in Table 3. If only the l-ading error-function term in Eq. (45) is

considered, the result.ng error rate is as shown under the column en-

AT VNG v Y

; titled One Term. The other columns in Table 3 show the modification of

Pe as higher-order terms are included. Thus, the last column represents

PRIIER Ty

the error rate if all the terms in Eq. (45) are considered. It id clear

Ty

that the higher-order terms provide improved accuracy and convergence .

of Pe, particularly when n is small, Even when n is large, inclusion

WP T T T T

-1 b
of the terms through the order n 1is desirable when dealing with low ¢

error rates, i

If the up-link transmitted signal power is held constant while ;

Soivrae s aem rloadda 20 td

the processing gain is steadily increased by raising the chip rate, .
pf wiil decrease as a result of the increase in the noise power at the
I;miter input, brought about by the increase in the transmission band-
width W, In the limit, as n becomes very large, pf approaches zero, '

and Eq. (43) reduces to Eq. (47). In the absence of down-link noise,

2
p reduces to:

©
il
3
w
|>
1

%’ - E/N (70)

2
where E = A + T represents the signal energy. This shows that an in-

crease in the processing gain will not affect the output SNR and that
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therefore 211 the terms in Eq. (45) containing p will also remain un-
affected. However, the effect of the non-Gaussian terms will decrease,
since they are nroportional to n~1/2, n-l, and so forth In the limit,
as n becomes very large, the contribution of the up-iink roise at the
receiver outprt will tend to be a Gaussian distribution, and the error
rate will be given by the leading term in Eq. (45). The presence of
down-link noise will not change the Gaussian distribution at the receiver
output, and the erroxr rate will still be determined by the leading term
in Eq. (45), with the corresponding receiver output SNR given by Egq.

47y,

Figures 10 through 13 provide additional numerical results for the

error rate.

C. Prohability of Error for a PSK Signal

Numerical evaluation of the error rate for a PSK signal as a func-
tion of p?, with pz as the param;ter, is :hown in Figure 14, Similar
curves for Pe as & function of pz, with P, as the parameter, can be
obtained by merely interchanging pi and pZ in Figure l4, gince Egs, (61)
and (65) are symmetrical in pf and pz. Both Eq. (61) and Eq, (65) were
programmed, and the results obtained were identical with those expected.
However, Eq. (65) converges faster when both Pi and pz arc large (>6 dB),
which /ill be thc¢ case in practice. The dashed lines show the error
rate for a linear system [Eq. (46): n = 1]1. The system exhibits a
bottoming of the error rate, representing an irreducible error prob-
ability, which depends on the noise present on either the up link or the
down link, depending upon whether the abscissa is pi or pi. It can be
seen in Figure i4 that, as pi tends to infinity, botb a hard-limited
system and a linear system tend to the limit given by Eq. 166). The

significant differeace, however, 1s that a hard-limited system approaches
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2
the limit much faster, i,e,, at lower values of p1 than a linear system
2 2 2
for any constant value of p2. As both p1 and pz approach infinity,

3 i.e., perfect phase measurement at the receiver, Pe approaches zero.
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V  CONCLUSIONS

The principal conclusion of this research effort is that the error

rate in the detection of a constant-envelope spread-spectrum signal after

transmission through a hard limiter can be calculated very accurately

by using an Edgeworth sevies expansion, 7The series provides an asymptotic

-1/2
expansion of the error rate in powers of n , where n is equal to the
TW product or the processing gain of the system, Inclusion of the terms
-2
up to the order n should be fully adequate to calculate the error rate

for virtually all ranges of values of up-link and down-link SNRs and

for the system processing gain normally encountered in practical applica-

tions. Even when n is small (n = 25), Eq. (45) containing the first
tive terms of the Edgeworth series can be used to calculate very low
error rates (Pe 2 10-6). As n increases, the validity of Eq., (45)
extends to even lower error rates, In the limit, as n becomes very
large, Pe is determined by the leading error-function term of Eq. (45),

which is also identical with the result obtained by Aein.®

The expression for the error probability can also be used for the
code-~-division multiple access (CDMA) case, involving a large number of
constant-envelope, phase-coded spread-spectrum carriers at the limiter
input. The noise source at the limiter is then the sum of all the un-
desired signals entering the limiter in addition to the desired signal.
The accuracy of the results is, of course, dependent on how closely
the ampiitude distribution of the sum of the undesired signals at the
iimiter input represents a stationary, zero-mean Gaussian distribution.
The justification is usually provided bv invoking the Centrai Limit

Theorem, if the number of signals at the limiter input is large, and

the constant RF reference phase of each signal is independent of all othurs,
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The error rate in the detection of a PSK signal may be calculated
from either Eq. (61) or Eq. (65) for arbitrary values of up~link and
down-link SNRs., However, Eq. (65) appears to be more suitable for
numerical computation, particularly when pi and pi are greater than 6 dB,
This would normally be the case in practice to achieve error rates less
than 10‘?. It should be noted that the model for the PSK case assumes
that the repeater bandwidth is just wide enough to pass the signal with
negligible distortion and to limit the input noise to the bandwidth

of the signal., This would be the situation in a channelized satellitg

repeater, where each channel was used to transmit and 1limit a single

PSK signal,

The conclusions resched in this report are equally valid for the
case of no down-link noise which would represent incorporation of a
limiting front end in & receiver operating with a linear channel. 1In

some practical applications, this may be desirable from consideration

of dynamic range requirements.
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Appendix

RELATIONSHIP BETWEEN THE CUMULATIVE DISTRIBUTION FUNCTION
AND THE CHARACTERISTIC FUNCTION OF A RANDOM VARIABLE

If 2 is a random variable of cumulative distribution function P(2)

and characteristic function C(v), we have'®

_j;_ l-C() ivzdv
2m
-0

-3 +i—/ S (a-1)

o d

P(z)

[+ [-+

/ C(v) e--ivzdv _ [ [C(v) e-—ivz - C(-v) eivz] dv
v J v

- -0
[+ o]
r o —
=[ l_C(v) e 1vz-C(v) eivz] %! s (A-2)
o
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where C(v) = C(-v) represen’s the complex conjugate of C(v), Further-
more, the two functions in Eg. (A-2) are also -complex conjugates of

each other. Thus,

cv) e VELTW eV = 2 1 {C(v) e'i"z] , (A-3)

where Im denotes that the imaginary part must be taken,

Finally, with the aid of Egqs. (A-2) and (A-3)., P(z) can be gxpressed

as

-]

I [C(v) e-ivz]? v
m v

o=

P(z) =

= Ll

. (A-4)
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