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Abstrad

A new theory of intelligent adaptive systems is propcsed. The tneory provides

a single unifying frameworr, within which the neurophysiological, psychologid-l,

and sociological propeRtieb of living adaptive systems can be understood. Further-

.more, the theory offers a new basis for the synthesis of machines possessing

adaptive intelligence.

The proposed theory is of a hieterostatic type, That is to say, it is a theory

which assumes that living adaptive systcms seek, as their'primary goal, a maximal

condition (heterostasis), rather-than.assuming that the primary goal is a steady

state condition (homieostasis). It is further assumed that the heterostatic nature of

animals, including man, derives from the heterostatic nature of neurons, The

postulate that the neuron is a heterostat (that is, a maximizer) is a genci alization

of a more specific postulate, namely, that the neuron is a hedonist. This latter

postulate is interpreted strictly in ternis of physical variables, yielding the

heterostatic neuronal model that is the basis for the detailed development of

the theory.

The theory is shown to be consistent with and capable of suggesting Lnderlying

mechanisms for neurophysiolugictl and psychological phenomena. The impliha-

tions of the theory fur the mind-body problem and for the global organzAtion of the

brain are considered. Some sociological aspects of the theory are examined.

Finally, the relationship of the theory tu cybernetic -research on neural nets and

heuristic programs is explored.
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Brain Function and Adaptive Systems -

a Heterostatic Theory

1. INTIIODUCTION AND SUMMARYIA new theory of intelligent.adaptive systems is proposed in this paper. It ap-

pears to be the first theory capable of providing a single unifying framework within

which the neurophysiological, psychological, and sociological propertiesvof living

adaptive systems can be understood. Furthermore, the theory provides a new

basis for the synthesis of machines possessing adaptive intelligence.

In this introductory section, the fundamental ideas underlying the theory are

discussed an-j the principal conclusions are reviewed. The remaining sections of

the paper are devoted to a more formal developn it of the theory.

The theory originated with the belief that the -similarities between social sys-

tems and nervous systems might be much more important than their differences.

Both social arnd nervous systems may be viewed as networks, each constructed

basically out of a single type of element. In the case of nervous systems, the

neuron constitutes the network element or building block; in the case of social sys-

tems, the network elements are people. In both systems, the elements receive

inputs from many other elements and likewise send their outputs to many others.

Thirs, both systems possess connectivity patterns exhibiting substantlal convergence

and divergence. Beyond these simple structurallporallels are more important

similarities relating to information processing characteristics. Both social and

(Received for publication 3 March 1972)
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nervous systems are adaptive; they acquire new forms'of behi.vlor as a function of

experience. In both, memory and learning are distributed; information j-, not

stored in a hihly localized fashion. Bcith-types of networks employ-a redundant

structure permitting them to function reliably despite the fact that individual ele-

ments are continually dying or malfunctioning. A measure of the plasticity of the

systems is-suggested bythe factAhat both can undergo extensive damage resulting
in the, permanent loss of lai-e number.s of network elements (for example, -severe

:head wounds in-the case of-nervous systems or large-scale bombing attacks during

war in the case of social systems) and yet, after a-period of time, lost functions

can-often be recovdi-ed by, the surviving elements., Such an arrxay of~network-

properties is indeed remarkable. At least it is fair to say that, most people find

these properties impressive in the case of nervous systems. Social systems, on

the other hand, exhibiting.the same properties inspire less awe, because there is,

the feeling that such networks are at least partially understood.

Suppose it is true that we understand social systems, at least to some extent.

Why not apply that understanding of human networks to an analysis of neural net-

works? While recognizing that the proposed analogy was a tenuous one, the
decision was made to examine it further. What kinds of mechanisms could account

for the adaptive powers of these systems? Where are the mechanisms to be loca-

ted within the networks? Concerning the latter question, a plausible answer is that
the adaptive mechan.sms-are completely localized within the individual elements,

rather than that ad ,ptation is an-emergent global phenomenon appearing only in

large assemblies of interacting elements. A corrollary to this belief is the notion
that the pattern of interconnections within a network is derived from each element's

individual actions, each element forming connections based on local circumstances.
In the case of a social system, the network elements (people) can be observed as

they continually evolve new patterns of communication. It seems likely that neurons
might carry out a similar process in the brain, producing new connectivity patterns

as a function of experience. Supporting this idea is the observation that the coding

capacity of the genetic apparatus appears to be inadequate for the provision of a

highly detailed innate specification of the intercunne-tions among a thousand billion

neurons.
Complete localization of the adaptive mechanism within the individual element

makes sense from another point of view. The similarity between the evolution of

the human brain and the evolut~ir of a modern society is intaresting. The primi-
tive brain in the one case and simple villages in the other both seem to have simply

grown (evolved) by layers witboiA the older and more interior structures ever

ihaving to undergo sudden and ma.sive reorganizations. The neuron and the man

both appear to have the infLrent capacity to make adjustments when their surround-

ings change, thus permitting an evolutionary proes-cvs wnich: t,, -.ome extent at

least, simply adds additional network eleonents.
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If the neuron and the man are indeed self-contained ad' ,tive-units, are their

adaptive mechanisms complex- or simple? It seems plaus.ible that they could be,

highly complex in the case of- a human being functioning as an adaptive element in a

social system. However, is a neuron likely to embody highly complex adaptive

machinery? Probably not-. If it doesntt, then tho existence of nervous systems

functioningas powerful adaptive networks suggests, that elements possessing simple

adaptive mechanisms can ultimately yield networks -exhibiting highly complex adap-

tive behavior. Which brings us to an important question: If the mechanism is

simple in tht' case of nedrons ard brains, might it also in essence be simple in the

case of people and'societies ? Pushing the speculation even further, might the

adaptive mechanisms, in fact, be essentially one and the same in both systems,

since the overall properties of bothnetworks are so similar ? It seemed to be worth

testing as an assumption.

At this point, the case can be restated very simply. Two systems will be said

to be equivalent (C) if their adaptive mecLanisms and the information processing

characteristics growing out of these mechanisms are essentially similar. It is

suggested that from this systems theoretic point of view, the following equiva-

lence may be valid:

NERVOUS SYSTEMS M SOCIAL SYSTEMS. (1)

It is further conjectured that Equivalence (1) is a consequence of the fundamental

equivalence of the following two systems:

NEURON E MAN. (2)

Equivalence (2) seems to offer no insights w :atever into neuronal function until

a philosophical notion is introduced into the analysis. Aristotle (384-322 B. C. )

observed: 'IIappiness being found to be something final and self-sufficient, is the

End at which all actions aim." Thus, a philosophical theory supplies a third

equivalence:

MAN IIEHDONIST . (3)

From Equivalences (2) and (3), a fourth equivalence is easily obtained and it pro-

vides the cornerstone of the theory to be proposed:

NEURON =- HEDONIST. (4)
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Unlike Equivalence (2), Equivalence (4) readily lends itself to an interpreta-

tion. Hedonism implies'pleasurable and painful states, and-there is a straight-

forward wayof classitzing neuronal states into two categories, these b-ing the

states cf depolarization and hyperpolarization. Given the evident excitatory nature

of pleasure andthe inhibitory natureof pain, the following equivalences suggest

themselves i 'r the neuron:

,Df-OLARIZATION PLEASURE (5)

HYPERPOLARiZATION - PAIN. (6)

One implication of these equivalences is that a neuron will seek to obtain excitation

and to avoid inhibition. Does such a statement have a simple mechanistic interpre-

tation? It does if one assumes, as many brain researchers currently do (with

experimental evidence now accumulating in favor of the assumption), that the

effectiveness of a synapse in causin- . neuron to fire is a variable quantity, altered

as a function of experience. Varicble synaptic transmittances are then assumed to

be the repository of learning and memory. Granting this assumption, a simple

neuronal adaptive mechanism can be proposed by utilizing Skinner's (1938) frame-

work of operant conditioning, this time in conjunction with the neuron instead of the

whole animal. The idea is this. After a neuron fires, it waits for a few hundred

milliseconds or more to see how it will be affected by the action it has taken. If it

experiences further depolarization within at most a second or so, it increases the

effectiveness of the excitatory synapses that led to its firiig in the first place,

thereby increasing the )robability that it will fire the next time that some fraction

of these synapses is active. If, however, the action of firing is follower' witnin at

most a second or so with the experience of hyperpolarization, the neuron then

increases the effectiveness of those inhibitory synapses that were active when At

fired. In-this way, the probability of responding again to the input configuration

has been diminished. Thus, the neuron views excitation as positively reinforcing

ard inhibition as negatively reinforcing. A highly effective excitatory synapse,

when active, "informs" the neuron that it should fire because, by doing so, it is

likely to receive additional excitation. A highly effective inhibitory .;ynapse, when

active, "infornks" the neuron that it had better not fire because, to do so,,.is likely

to bring on additional inhibition. The effectiveness of a synapse, therefore,

encodes a causal relation, providing predictive information concerning the conse-

quences for the neuron if it fires when the synapse is active. It can be seen that

the adaptive mechanism, over a period of time, will cause the neuron to behaive so

as to tend to maximize the amount of excitation and minimize the amount of inhibi-

tion being received.

V e
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The proposedneuronal mrdEl can bi described in psychological terms. For a

neuron, temporal and spatial configurations of active synapses represent condi-

tioned stimuli (CS), firifig represento a conditioned response (CR), and the excita-

tion or inhibition.that arrives for a limited period-of time'after fPring constitutes

the urconditioned stimulus (Uý). (If 4hM8 is so, how does a neuron distinguish

between an input configuratio-.t that represents a CS and one that represents a US?

The answer may. be that it doesn't. The neuronal US may simull.,eously repre-

sent a CS with.respect~to~signals 'hat will arrive,still later. At all times, neuronal

inputs may be playing duaLrole., ýrdpresenting conditioned st'imtuli with respect to

near-future inputs and' uncond;' ined stimuli with respect to recevt-past inputs.

This would permit an assc, cia -ve chaining of sequence-s of events.,)'
Given the less-thar-rigorous naturei of the reasoning employed'up to this point,

the implications of Equivalence (4) would not ha.•e been pursued as far as they have,

had itbnot baen-ror the support the idea receivegsfrom the experimental literature

of nevrophysiology and psychelpgy. 'The observations<obtained from neuronal and

cortical polarization experiments and from the study of the mirror focus appear to

be explained by the theory. Also, the theory provides explanations for the experi-

mental results obtaine% in psychological studies of conditioning and related phe-

nomena. For these reasons, it wes decided that a more rigor3us development of

the theory should be undertaken. This development begins in Section 2. However,

in order to provide the reader with some perspective beforehand, the main con-

clusions derived from the theory are now-summarized:

1. 'The primary goal of animals, including man, is the achievement of a

maximal condition, not the acdievement of a steady-state condition. Animals

are not homeostats, they are heterostats (a heterostat is defined to be a sys-

tem that seeks a maximal condition - the condition itself will be termed

heterostasis). The variable to be maximized is that of the amount of neuronal

polarization being experienced. The amount of polarization is defined to be

equal to the amount of depolarizatin (pleasure) minus the amount of hyper-
polarization (pain). The heterostatic nature of animals derives from the

heterostatic nature of neurons. In psychological terms, neurons are hedonists
and thus the living systems they control are hedonists.

2. Nervous systems are so structured that homeostasis is a necessary

(but not sufficient) condition for the maintenance of heterostasis. This explains

why organisms vigorously pursue homeostasis even while it is not their primary

goal. That homeostasis is a subgoal suggests that survival may not be as
central a concern of living systems as has previously been assumed.

3. Experimental results obtained in neuronal and cortical polarization
studies and the results obtained in the study of epileptic foci can be explained

in terms of whether a depolarizing or hyperpolarizhig bias is imposed on the
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neurons involved. A dopolarizing'bias is positively reinforcing and causes

the effectiveness of recently active excitatory synapses to increase. A hyper-

polarizing bias is negatively reinforcing and causes'Jthe effectiveness of

recently active inhibitory synapses to increase. Epilepsy is a progressive

disease because established epilept c loci deliver polarizing biases to normal

neural tissue'. This tissue, in turn, :undergoes adaptation in response to the

imposed bias and becomes hyper- or hypoactive.

4. Habituatwn, dishabituation, 'classical conditioning, operant condition-

ing, and extinction are phenomena that can be understood in terms of the

neuronal adaptive response to depolarizing or hyperpolarizing reinforcement.

Also or importance in understanding the mechanism underlying habituation ai'e

iced-forward and recurrent inhibition as well as the existence of long-duration

IPSP~neurons. Habituation and extinction cre fundamentally the smne

phenomena.
5. The solution to the mind-body problem is an identity theory. A neuron

undergoing depolarization is elementary pleasure; a neuron undeigoing hyper-

polarization is elementary pain. The subjective event of the experience of

pleasure or pain is identical to the objective event of neurons undergoing

depolarization or hyperpolarization, respectively. Pleasure and pain provide

the single bidirectional dimension necessary to analyse mental phenomena.

Pleasure and pain are much more'fundamental and broader concepts than pre-

viously assumed. Complex forms of pleasure and pain (that is, the full range

of possible mental states) are one and the same as complex spatial configira-

tions of depolarizing and hyperpolarizing neurons. Each configuration corre-

sponds to a particular mental state. The neurons which constitute the dynamic

cinfiguration corresponding to the "mind" are those of the midbrain and

thalamic reticular formation (MTRl~F). Our "-mind" is aware of other neural

structures only to the extent that their outputs impinge on'the MTRF.

Pleasurable mental states result when depolarizing neurons are more preva-

lent in the MTRI,. Painful mental states result when hyperpolarizing neurons

are more prevalexit. The exact mental state depends upon the exact configura-

tion of depolarizing and hyperpolarizing neurons within the MTR1,. The

mental states corresponding to feeling tune, sen,,tion, and ideation resiit

when the principal inputs to the MTRF are supplied by the limbic system and

hypothalamus, bensory cortex, or nonsensory-nonmotor cortex, respectively.

6. The global organization of the brain can be understood in terms of

three major subsystemse: the midbrain and thalamic reticular formation

(MTRF), the limbic syztera and hypothalamus (LSI1), and the neocortex. The

MTRF is the command P.nd' corntrol center and the seat of conscious awarenebs.

The MTRF seeks to obcdfi extrtation and to avoid inhibition. Its sources for
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both types of signal are the sensory and-pain fibers, the LSH, and the neo-

cortex. Sensory fibers are excitatory with respect to the MTRF; pain fibers

are inhibitory with respect to the MTRF. The LSH, utilizing the innate

mechanisms of its reinforcement centers, delivers generalized excitation or

inhibition to the MTRF, depending on whether the MTRF's decisions are

leading toward or away from homeostasis. Also, the inbate mechanisms

corresponding to drive-centers permit the'oLSH' to make. some decisions, con-

cerning more specific actions to be taken to maintain homq~stasis. Tlbe neo-

cortex provides the input/output functions and memory for the MTRF. It

preprocesses incoming information, provides storage, and elaborates on the

MTRF's motor commands. ChUiosity is a manifestation of the fundarmental

drive for depolarizing stimuli. (Novel stimuli must be sought because the

habituation mechanism render. :repetitive stimuli ineffective. ) The attention

mechanism and the facilitation of limited cortical areas by the MTRF are

synonymous. Facilitation delivered by the MTRF to the cortex is positively

reinforcing and we the'reft re-remember that to which we attend, while not

remembering that tW which we do not attend. Recall occurs when the MTRF is

driven by its variety'-of inputs-Into v, stateý approximating one it has been in

before. It then sends a signal configuration to the cortex like that which it

sent out before. The result is tha' the MTRF facilitates cortical memories

laid down during the prev..ous experience. The MTRF becomes aware of these

memories when the outputs of the facilitated cortical neurons reach the MTRF.

Memory is that information acquired with cortical reinforcement supplied by

the MTRF attention mechanism; learning is that information acquired with

reinforcement supplied by sensory, pain fiber, or LSII activity.

7. Not only neurons, assemblies of neurons, and whole nervous systems

are hetcrostats; the same is true for families, neighborhoods, cities, regions,

and nations. The reason is alvays the same. In each case, the more funda-

mental elements out of which the given system is constructed~are heterostats

and therefore the nature of the total system is that of a heterostat.

8. Every aspect of neuronal function relevant to information processing

is realizable inhardware form. The heterostat can therefore serve as a

fundamental building block for the construction of intelligent adaptive systems.

The development of such systems in the future ma!, be limited by progress in

(a) the miniaturization of circuit elements, (b) the reduction of power require-

ments and (c) the development of appropriate assembly techniques.



2. HiETEROSTASIS

The analysis and synthesis of intelligent adaptive systems is the objective of

the theory presented in this report. The fundamental postulate of the theory is

discussed in this section. Sections 3, 4, and 5 test and further develop the theory,

utilizing data from neurophysiology, psychology, and sociology. Cybernetic issues,

in general, are considered in Section 6.

An adaptive system is one which modifies its internal structure as a function

of experience such that, over a period of time,, the system's behavior tends to

become more appropriate relative to some criterion. Within the class of adaptive

systems, of particular interest here will be the human brain and the nonliving

"learning automata" that have been studied in recent years.

One general theory concerned with adaptive systems already exists. The

theory is based on a concept proposed in 1859 by Claude Bernard. The concept is

now referred to as homeostaLis, a term introduced by Walter Cannon (1929).

Homeostasis refers to the con4ition of a system in which a set of "essential

variables" have assumed steady, state values compatible with the system's continued

ability to function. Essential variables are defined by Ashby (1960, p. 42) to be

those "which are closely related to survival and which are closely linked

dynamically." A theory that evolved from the concept of homeostasis suggests

that this condition is the goal of all animal behavior. Ashby (1960, p. 62) has con-

cluded, for example, that homeostasis is the goal of "a great deal, if not all, of

the normal human adult's behavior." Young (1966, p. 5) has stated a similar con-

elusion: "Brains are the computers of homeostats and the essence of homeostats

is that they maintain a steady state. Put in another way, the most important fact

about living things is that they remain alive."

It will be proposed in this paper that homeostasis is not the primary goal of

living systems; rather, it is a secondary or subgoal. It is suggested that the

primary goal is a condition which, following the example of Cannon (1929), will be

termed heterostasis. An organism will be said to be in a condition of heterostasis

with respect to a specific internal variable when that variable has been maximized.

Heterostasis, as the term itself suggests, is not associated with a steady-state

condition. In general, the internal variable to be maximized will have an upper

limit that changes as environmental constraints change. Therefore, even if

heterostasis is continuously maintained by an organism, a steady-state condition

with respect to the internal variable will not result. Furthermore, maintenance

of the condition of heterostasis is not necessary for survival, in contrast to the

maintenance of homeostasis which is an essential condition for life. With respect

to heterostasis, it will in fact be seen that living systems infrequently or never

achieve the condition. For this reason, it iW appropriate to define a heterostatic

El
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system as one that seeks (moves toward) a maximal condition while not necessarily

ever achieving it.

To some, it may appear paradoxical that heterostasis is hypothesized to be the

primary goal of living systems, while it is further suggested that this cond.tion is

not essential to the maintenance of life. Homeostasis, on the other hand, is here

hypothesized to be a secondary goal and yet it is essential to life. This apparent

paradox will dissolve if one is careful not to assume that the maintenance of life

is necessarily tthe primary goal of living systems. It will be seen later in the

development of the theory that homeostasis is a necessary but not sufficient condi-

tion for the achievement of heterostasis. This explains why living systems, in

seeking the primary goal of heterostasis, devote much time and energy to the

maintenance of homeostasis.

Some further definitions are now possible. A system that utilizes feedback

information in order to seek or-maintain a condition of homeostasis has beentermed

a homeostat. A system that utilizes feedback information in order to seek or main-

tain a condition of heterostasis will be termed a heterostat. A system that seeks

both goals will be classifidd in accordance with that goal which is primary.

We will begin the development of the theory by examining brain function for

evidence of heterostasis. This examination will reveal that a wide variety of the

neurophysiological, psychological, and sociological phenomena that have been

cataloged for man and the lower animals can be understood in terms of a single

fundamental postulate: neurons are adaptive heterostats. This postulate, in turn,

suggests a reason for the generally disappointing performance of the learning

automata that have conic out of past cybernetic research: these systems have

lacked adequate heterostatic adaptive mechanisms. The evidence relating to these

propositions isireviewed in the next four sections.

3. NEUIIOPHYSIOLOGY

A neuronal model will be proposed based on the following assumptions:

Neurons seek to maximize the amount of depolarization and to minimize the amount

of hyperpolarization they are experiencing. A neuron accomplishes this by modi-

fying the effectiveness of its synapses after impulse generation. If Impulse

generation is followed by further depolarization, the effectiveness of recently

active excitatory synapses is increased. If hyperpolarization follows impulse

generation, the effectiveness of recently active Inhibitory synapses is increased.

These assumptions will be more precisely defined below in Section 3.1. "Recently

active" synapses are those that contributed the excitation or inhibition which was

effective during the generation of the impulses. "To seek a goal" and "to converge,
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by. means of feedback, toward a particular system state" will be equivalent expres-

sions in this paper. It can be seen that neural inputs in the proposed model serve

a dual role: as stimuli relating to the produhLtion of actionpotentials and as posi-

.tive and negative feedback signals relating to the regulation of synaptic transmit-

tances. It will be shown that this model possesses the two basic properties

required of a circuit element from which learning automata are to be conscr ýted.

Furthermore, the model offers a simple and consistent basis for understandit'g

neuronal adaptive behavior.

3.1 The Neuronal Model

3.1.1 NEURONAL IIETEROSTASIS

It will be helpful to define the model in mathematical'terms. To this end, a

neuron will be viewed as receiving n numbered bynaptic inputs, each of which

delivers a series of action potentials. The frequency of arrival of impulses at the

ith synapse will be represented as the input intensity, fi(t). This measure of fre-

quency reflects the activity of the synaptic knob at time, t. Also associated with

each synapse will be a weight, wi, representing the synaptic transmittance or

effectiveness (that is, the amplification factor) applied to the frequency, fi.

Weights Are constrained to be positive in the case of excitatory inputs and negative

in the case of inhibitory inputs. The weights are postulated to be the repository of

learning and memory and therefore they vary with time according to the experience

of the organism. Also, a weight value in this model reflects an input's effective-

ness as a function of the location of the synapse on the soma or within the dendritic

field.

The computation that a neuron performs in "deciding" whether to fire consists

of a spatial and temporal summation of the weighted inputs followed by a threshold-

Ing operation. That is to say, the neuron generates an action potential only if the

following relationship holds:

n wiWt) fi(t) W ?(to) 
(7)

1~ 1

where

n = the number of synaptic inputs,

wi(t) z the synaptic transmittance associated with the it" input; positive and

negative weights correspond to excitation and inhibition, respectively,
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fi. (t) = a frequency measure of the input intensity at the ith synapse,

8(t) the neural threshold,

t = time,

to = the time. elapsed since the generation of the last action potential.

In Inequality (7), the spatial variations in the effectiveness of the inputs are reflec-

ted in the weights. Temporal variations are incorporated into the measure of fre-

quency employed in arriving at the value of fi(t). e must be a function of to in

order to account for the Nariation in the threshold during the absolute and relative

refractory periods.

The variable that is maximized when a system achieves the condition of

heterostasis is denoted by /A and termed the heterostatic varible. Neuronal

heterostasis is defined as the condition in which the amount of polarizatior icing

experienced by a neuron is maximal, where depolarization and hyperpolai-ization

represent the positive and negative components, respectively, of polarization.

More precisely, a neuron is said to be in a condition of heterostasis for the time

interval ranging from t to t+ r if its synaptic transmittances are such as to maxi-

mize the quantity, jil I

It, t+ -H (8)

t, t+T tr t+ (

Sft+r IVp(t) -Vrrdt - ft t+r T [Vn(t) -v. ]dt (9)

t+ t - Vr dt (10)

where

D = the amount of depolarization experienced during the interval,
t to t+ r,

11 M the amount of hyperpolarization experienced during the interval,
t, t+ T

t to t+r

v(t) = the potential difference across the neuronal membrane,

vr = the resting potential of the neuron,

3"
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vp(t) - v(t) if v(t) _ vr,, otherwise v p(t) = vr

vn (t) = v(t) if V(t) .- vr otherwise vn (t) = vr.

In Eq. (8), A, is subscripted in order to distinguish this approach to the definition
of neural heterostasis from another presented below.

Constraints imposed by the neuron's adaptive process (no. yet described) make

the maximization of:/L, an unattainable goal, in general. The definition is offered,
however, because it represents a useful way of specifying the condition towards
whicha neuron moves (within a stable environment) and in this sense does repre-

sent the neuronal goal. An alternative definition of neuronal heterostasis, suggest-
"ing a condition that is more nearly attainable, is that which defines the goal to be

the maximization of/±2 :

n/L2 = [•wi(t) fi (t)] E aZtW - Rlt) W11
ifil

where
• m

ait W wi W fli~t), (12)

i=1

n•IiP Wit Ii'~ wiit Milt (13)

[1 5 1 5 m] z the range of the numbered ,xcitatory synapses,

[(m+l) 5 i 5 n] = the range of the numbered Inhibitory synapses.

E[xJ refers to the expected or average value of x, in this case computed for the set
of all input configurations that the neuron may receive. If ±2 is to be maximized,

the weights, wi(t), must be adjusted such that thle average difference between the

amount of. excitation, a(t), and the amount of inhibition, 4(t), that Is received is
maximized. To the extent that a(t) and X3(t) are independent variables, the follow-

ing equation holds:

max p2) = max {E[a(t) -9(t)]1 = max {Ea(t)]} - min {EB(t)]1 . (14)

Equation (14) is presented in order to point out that, to some extent, neurons may
appear to be maximizing the amount of excitation and minimizing the amount of

inhibition received, even though they are actually seeking to maximize the differ-
ence between these two quantities.
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S3.1. 2 ADAPTATION,

Sr zHaving suggested that neurons seek to obtr~in depolarizatioh and to avoid
.• • hyperpolarization,. the question that must now be considered~is whether there " an

! adaptive process that will produce s -uch behavior. The answer is yes and, in ..Act,

i the required mechanism is a very simple one.

SLet us consider two possible ways in which p. might\be made to increase.
- • -A trivial way is to set the inhibitory weights equal to zero and the excitatory

weights at their upper limits (which- are assumed~to be finite). Alternatively, With
• the:proper adjustment of the weights, the firing of the neuron can be made to occur

•"• •at such times as to result in the frequency of arrival of depolarizing input, configura-

. tions being maximized and the frequency of arrival of hyperpolarizing input con-
;• •,figurations being minimized. Only the latter possibility can provide a basis for
• • learning (and survival). Therefore, the ad~aptive process to be proposed employs

i ~ the second approach and excludes tihe first.

S~When a neuron fires, the output signal may be viewed as being fed back to the

Sinput sdofteneuron vi he hnes(see Figure 1). One channel ivle

S~only the remainder of the nervous system and constitutes neural feedback. Another

channel provides information from the remainder of tihe organism's inteirnal

i• environment. Tihe third channel is the external environmental feedback loop. -rile

S~number of individual feedback loops available to a neuron can be very large.

S~INTERNAL AND EXTERNAL ENVIRONMENTAL FEEDBACK

NEURAL PORTION
NERN --- REMAINDER OF 0 OF ANIMAL) AND: EUONNERVOUS SYSTEM 0 EXTERNAL

0 ENVIRONMENT

S~NEURAL, INTERNAL ENVIRONMENTAL, AND EXTERNAL

•, ENVIRONMENTAL FEEDBACK

__• Figure 1. Relationship of a Neuron to tihe Remainder of the Nervous System
S , and to the Internal and External Environments. w1, w2, .... I wn = variable

S • synaptic transmittances
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A Purkinje cell, for example, f eceivw, about 100, 000 excitatory synaptic inputs

from the system of parallel fibers (Eccles, 1969a, p. 75). Large cortical pyra-

midal cells may receive muke han 10, 000 excitatory inputs (Eccles, 1966, p. 333).

"It is therefore possible for a neuron to receive a tremendous variety of input com-

binations, indicating that a neuron's view of the world is a highly varied and com-

plex one.

It will be assumed that nenrons utilize the feedback loops in "deciding" to

which input configurations they will respond. Specifically, it is proposed that

neurons will be more likely to respond again to stimulus configurations that led to

firing if the neuronal respc,,se, when fed back, results in further depolarization.

However, -if the feedback arrives in the form of inhibition, the aeuron eventually

ceases t' respond to the input configurr ,on preceding the inhibition. The following

postulated mechanism will produce these neural behavioral changes by altering

synaptic -transmittances according to three rules:

1. When a neuean fires, all of its excitatory and inhibitory synapses that

were active during the summation of potentials leading to the response are

eligible to undergo changes in their transmittances.

2. The transmittan,-e of an eligible excitatory synapse increases if the

generation of the actionpotential is followed by further depolarization, that is,

' =-) f- I M im+l w (

for a limited time interval after the response.

3. Trhe transmittance of an eligible inhibitory synapse increases, that is,

it becomes more negative, if the generation of an action potential is followea

by hyperpolarization, that is,

i~l izim+l

fdr a limited time interval after the response.

This process whereby synaptic trans nittances are altered so as to increase IL will

be termed heterostatic adaptation,

It is of interest to define th!s adaptive process in terms of the psychological

variables of operant conditioning, both for the purpose of further clarifying the

mechanism and because of the relevance of a ps)chologically oriented definition to

later considerations. In the interest of simplifying the discussion, incoming

neuronal stimuli will be viewed as arriving at discrete time intervals. We can

then discuss a stimulus, 8t, consisting of some configuration of excitatory and
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inhibitory inputs, followed by the stimulus, st+l, etc. Heterostatic adaptation

may then be viewed as follows. A neuronal input configuration, st, which causes

the neuron to fire, will be termed'a neural conditioned stimulus (NCS). The

resulting action potential represents the neural conditioned response (NCR). The

stimuli, st+l, thru st+j, received by the neuron for a limited time interval after

the NCS, correspond to the neural unconditioned stimulus (NUS). The NUS is

positively reinforcing if st+1 thru st+j generally result in depolarization, and

negatively reinforcing if these inputs generally result in hyperpolarization.

Having broadly outlined the process of heterostatic adaptation, speculation can

now be offered concerning some of the detailed aspects of the mechanism. For

example, extensive data that will be further reviewed in Section 3 indicates that,

in Pavlovian conditioning, the most effective US is one that arrives approximately

400 ms after the CS (see review by Russell, 1966, p. 136). A US that arrives

sooner or later than 400 ms after the CS has a reduced reinforcing effect. The

reinforcing effect decreases to zero with (a) simultaneous occurrence of the CS

and the US or (b) with a CS-US interval that exceeds a few seconds. It is hypoth-

"esized that these temporal relationships between the CS and US reflect similar

temporal relationships between the NCS and the NUS.

It seems reasonable to expect that synapses mediating an NUS cannot undergo

transmittance changes in response to that NUS, even if these synapses also

mediated the NCS. Synapses that mediated only the NCS will undergo transmittance

changes if the NUS (utilizing other synapses) follows within no more than a few

seconds. With these assumptions, it can be seen that a synapse must be inactive

for about 400 ms in order to be maximally reinforced. This model does not rule

out the possibi" .of'.an input configuration to a neuron serving as an NUS relative
to a precedir qt configuration and serving as an NCS relative to a future input

configuration. The proposed mechanism that prevents a synapse from being modi-

fied if it mediates both the NCS and NUS will be termed zerosetting.

The motivation for introducing zerosetting into the model is to prevent an input

configuration from being reinforced simply by repetition. If reinforcement could

occur due to repetition alone, behavioral patterns could then be established without

regard for their consequences. If such an undesirable feature is to be avoided, it

is concluded that neuronal reinforcement must result from the interaction of dis-

tinct subsets of synapses. It may turn out that zerosetting is accomplished by

having specialized synapses that mediate only the NCS or the NUS, depending per-

haps on whether the synapse is located on a dendrite or on the soma. If synapses

are specialized to this extent, then the transmittances of NUS-mediating synapses

might not have to be modifiable.

it is hypothesized that the magnitude of an adaptive weight change, I wi, is not

only a function of the delay between the NCS and the various portions of the NUS

but J5 aao a function of the magnitude of the polarization occurring throughout thui
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effective reinforcement interval. Thus, mildly depolarizing or hyperpolarizing

reinforcing signals accomplish lessor alterations ix,the synaptic transmittances

than do stronger signals. This relationship makes it possible to explain-the

greater extent of learning and the more vivid memories that result when an animal

is highly aroused. More will be said about this-in Section,4.

It should be noted that since the 1NUS is distributed over a time interval mea-

suring-up to perhaps 4 seconds in duration (see review by Russell, 1966, p. 136),

it will sometimes consist of a mix of depolarizing and hyperpolarizing inputcon-

figurations. Whether anNUS positively or negatively reinforces, therefore, will

depend on the relative amounts of each type of signal that are present and also on

their arrival times during the 4-second interval.

A neuron must compute two functions; these will be designated as the I/O func-

tion and the adaptation or a-function. The former refers to the computation of the

axonal output andcthe latter to the computation of the synaptic transmittance changes.

The extent of polarization of a neuron will be denoted by Z. At the resting

potential 7, will be defined to be equal to zero. Po~sitive and negative-values of .

will correspond to depolarized and hyperpolarizea neuronal states, respectively.

In-the heterostatic model of the neuron, Z plays a dual role. In the computa-

"tion of the I/O function, the value of 2 relative to the neuronal threshold determines

whether-the neuron wvil fire. In the case of the a-function, the value of Z deter-

mines whether the neuron is positively or negatively reinforced. Also, the amount

of the change for a synaptic transnrttance has been hypothesized above to be

approximately proportional to the absolute value of Z, that is,,

A wi k (17)

where k constant.

The dual role of X is noted at this point because it suggests a characteristic to

be observed in nervous systems. Namely, the computations of the I/O and the

a -function should, at times, interfere with one another since both functions utilize

the same parameter. When the reinforcement centers (to be discussed in Section 4)

deliver substantial excitatoryor inhibitory reinforcement to a neuron, thi" will

alter 2 in a way that may be appropriate relative to the modification of the trans-

mittances but may be inappropriate relative to the current I/O computations. This

interference effect can indeed be observed with people. The experience of sub-

stantial positive or negative reinforcement can momentarily alter a person's per-

formance significantly. For example, when people experience great disappointments,

their immediate reaction may be quite inappropriate. Our hypothesis suggests that

the negatively reinforcing signals have elevated neural thresholds by decreasing Z.

The experience of substantial positive reinforcement can render a person incapable
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of complex information processing for a period of time. The lower neuronal

thresholds are evidenced by hyperexcitability which is sometimes incompatible

with activities requiring a high degree of concentration. In addition to observing

j these interference effects, we should also be able to observe their reduction over

a period of time. This should occur because the effects, themselves, will be sub-

ject to reinforcement.

"3.1.3 PROPERTIES OF THE MODEL

If a system learns through experience -it does so by (1) acquiring a library of

causal relationships and (2) acting on the basis of this stored information. It can

be seen that the heterostatic neuron has these capabilities. Furthermore, the

codes involved are very simple ones; the model assumes c binary code for data

transmissiok and(modifiable weights for storage. AXhigh value for an excit'Atory

weight indicates the desirability )f a neuronal i -ponse when the associated synapse

is active, since a response to that input in the past has led to further depolarization.

A high (absolute) value for an inhibitory weight indicates the desirability of the

neuron not responding when'the associated synapse is active, since a response to

that input in the past has led to hyperpolarization. High transinittances of excita-

tory synapses represent a record of those inputs that led to further depolarization.

High transmittances uf inhibitory synapses represent a record of those input- that

led to hyperpolarization. This record of causal relations is directly translated into

"a neuronal resporse each time an input configuration presents itself. Thus, the

postulated model is seen to possess precisely the characteristics required for

learning.

3.1.4 OTHER NEURONAL MODELS

Two general categories of connectionistic adaptive mechanisms have be3n con-

sidered by researchers in their effor~s to account for neturonal plasticity. The

earlier of these proposals suggested, as Eccles (1964) has noted, that " activation

of synapses increases their efficacy by some enduring change in their fine struc-

ture (Tanzi 1893; Ramon y Cajal 1911; Kunorski 1948, 195.; Hehh 1949; Tonnees

1949; Young 1951; Eccles 1953; Jung 1953; MWIntyre 1953; Thiorpe 1656). t Hebb

(1949), in the development of his theory %,f cell assemblies, extensively explored

the consequences of a vwriation Gf this assumption. HeL, assumed that a synapse

which repeatedly contributed to the firing of a neuroanbecame iucr -asingly effeczivc

in causing that neuron to fire.

An alternative assumption and the one adopted inthe present theory is that

;ynaptic transmittance changes ire ,..ntingent upon i •Lnforcement signals received

by a neuron after i. fires. Cybernetwc i restigations by Minsk'y (1954) al.d Farley

and Clark (1954) were the firait tests of tha assumption in synthesized networks.

The potential of the model to explain the experimental results of con,&iouiug

p?



18

studies was recognized as one of its attractiv'? Leutures, Neuronal and cortical

polarization studies relevant to this type of meo 'el will be dsecuzed- in Section, 3. 2

below. Relevant cybernetic research will be ,reiew ,d in SeL'ion. S,

3.2 Experimental Evidence

Neurophysiological data relating to the adaptivebchavior of single or limited3

numbers of neurons will be reviewed to determine if 0i ý jostulate of neuronal.

heterostasis is consistent with experimental results. Most of the evidence relating

to large assemblies of neurons and whole nervous systems ,viilbe reviewed in

Section 4. Much of the data considered here has been revie•'e.l by Meldrum (N166)

or in a collection of papers edited by Ilorin and llinde (1970).

The heterostatic model of the neuron offers the advantage of imniedia~ely aug-

gesting a well-defined experimental test. What is required is the applica•,ý!,: o6., a

depolarizing or hyperpolarizing bias to a neuron, while noting what long-term

changes, if any, occur with respect to the neuron's average frequency of firing.

Fortunately, such experiments have been performed and are reviewed next.

3.2.1 NEURONAL AND CORTICAL POLARIZATION

A type of experiment that has been highly successful in producing effects

resembling learning is that involving cortica polarization by means of small direct

currents. Surface-positive polarization has a depolarizing effect on cortical

neurons; surface-negative polarization has a hyperpolarizing effect (Bindman,

Lippold, and Redfearn, 1964). According to the postulated neuronal model, if a

neuron fires and depolarization follows, then the recently active excitatory synapses

will increase4n effectiveness. If Ityperpolarization follows, the effectiveness of

recently active inhibitory synapses will increase. We would, therefore, predict

that surface-positive polarization of cortex should be positively reinforcing and

surface-negative polarization should be negatively reinforcing. This prediction

has been confirmed.

Rusinov (1953) discovered that surface-positive polarization of the rabbit's

motor cortex resulted in limb responses for previously ineffective visual and

auditory stimuli and, furthermore, the responses could be elicited for up to

30 minutes after cortical polarization ceased. Any stimulus that had been inef-

* fective prior to polarization remained so afterward if it was not presented and

responded to during polarization. The neuronal model suggests that the continued

response beyond the period of polarization resulted from increases in the trans-

mittances of those excitatory synapses that were involved in producing the limb '

response during polarization. The polarization provided continuous positive rein-

4 forcement for these synapses. Rusin( s observations have since been confirmed

by Morrell (1961). The question remains as to why the apparent learning
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disappearefi completely after 30 fifinutes. One posrible explanation is that the

experimental procedure did not produce a sufficientlncrease in the excitatory

transmittances to prevent interference due tosubsequent learning and changing

patterns of neural, activity. A more permanent form of learning is exhibited in the

experiments described next.

Bindman, Lippoldo, and Redfearn (1964) have provided data with respect to

highly localized neural behavioral changes involving at most about five neurons.

In some of their experiments, instead of using surface polarization techniques,

localized polarization waM3 accomplished by passing a suitable current betwe'enf.

"recording electrode (which was doubling as a stimulator) and an indifferent elec-

trode. In the rat cortex, tip-positive polarization was found~to increase the aver-

age frequency of firing of neurons in the immediate vicinity of the electrode.

It should be noted that the tip-positive polarization alone was ins•.fficient toI cause the neuron to fire. The in(reased frequency resulting from tip-positive

polarization was sustained by the ý -uron for up to 5 hours~after stimulation ceased,

if the duration of stimulation was not less than 5 to 10 minutes. The heterostatic

model predicts this result since the recording electrode was supplying a depolariz-

ing b-asithat functioned as positive reinforcement each time the neuron fired.

Excitatory synapses were, therefore, undergoing increases in their transmittances

during the period of stimulation. The model further predicts that the ýaverage fre-

quency of firing should undergo a long-term decrease if ti,,-negativ: polarization

is applied with the recording uiectrode. This shOLild occur because, aLcording to

the model, the resulting hyperpolarization causes the effectiveness of active inhibi-

tory synapses to increase each time a neuron fires. Precisely this kind of sym-

metry to the tip-positive case was observed. Tip-negative polarization for 5 to 10

minutes yielded a decreased average fir-ing frequency that was mainta..ned by the

neuron after the polarizing electrode wasLturned off.

Similar results, again consistent with the model, were obtained using surface-

positive and negative polarization. Bindman, Lippold, and Redfearn (1964) state in

their-summary,. "Surface-positive current enhinces neuronal firing cnd mci eases

the size of evoked potentials;, surfzce-negative current has the upposite effect."

Furthermore, "If current flow is prolonged for 5 to 10 minutes, a persistent after-

effect in the same direction is produced, lasting often without decrement, for at

least 1 to 5 hours."

The changes in synaptic transmittances that were obtained in the above experi-
ments by means of surface-positive or tip-positive polarization may also be obtained

by means of stimulation of subcortiLdl facilitatory pathways (Bindman, Lippold and

Redfearn, 1964, p. 381; 2urns, 1968, p. 153, Fig. 73). Stimulation of a subcorti-

cal pathway for a period of time produced long-lasting increased activity. This

result is consistc.o. with the neural model since the electrode stimulation forces

the pathway involved to deliver a depolarizing bias, thereby causing some of the
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excitatory synaptic transmittances of recipient neurons to increase. This is an

important observation because it suggests that physiological and artificially induced

depolarization have equivalent reinforcing effects on synaptic transmittances.

It is important to note that the cortical surface potential changes that were

artificially induced in the above-described experiments have been observed to0occur

naturally during conditioning studies (Rowland and Goldstone, 1963; Walter et ,d.,

1964). This is further evidence that cortical polarization simulates naturally

occu-ring conditions of learning within the cortex.

Bureg and Bure•'ova (1970) havereviewed classical conditioning studies

(Bureg and Bureov6, 1965, 1967; Gerbrandt et al., 1968; Gerbrandt, Bures' and

Buregov6, 1970) conducted "on nearly 250 neuronsAn thecerebral cortex, hippo-

campus, thalamus, and reticular formation of curarized unanesihetized rats. The

classical conditioning paradigm was used throughout, the CS (acoustic or tactile

stimulus) preceding and partly 0vyerlappia:g with the UCS (anodal or cathodal current

applied through the recording extracellular microelectrode)." Bure' and Buresovg

(1970) also report on single-cell conditioning studies utilizing the same US but with

a CS consisting of "electrical stimulation of neurons in the close vicinity of the

nerve cell." In this case, the CS was considered to be effective only when it re-

sulted in impulses being delivered to the recorded cell. In both kinds of study,

about half of the neurons that exhibited a plastic ieaction behaved in accordance

with the heterostatic model and the experimental results reviewed above. The

other half behaved in an opposite manner: a depolarizing US was negatively rein-

forcing and a hyperpolarizing US was positively reinforcing. These results suggest

that either (a) more than one type of neuronal adaptive mechanism is to be found in

the nervous system or (b) that the nonphysiological source of polarization has

introduced uncontrolled variables producing the appearance of an invei se neuron.

When polarization was provided by the more physiological means of subcortical

st'mulation (studies noted above) or in the production of a mirror focus (reviewed

below), no inverse neurons were observed., Thus, the present theory will be

developed, assuming only the existence of the neuron modeled in Section 3. 1. If

the inverse neuron does in fact occur also, it will be necessary to revise the theory

to include two types of heterostatic neuron: one that seeks depolarization and

another that seeks hyperpolarization.

3. 2. 2. THZ- MIRROR FOCUS

Along with neuronal and cortical polarization, the mirror focus appears to be

one of the neurophysiological phenomena most capable uf>providing insights into the

cellular mechanisms of learning (see review by Morrell, 1969). The procedure

for inducing a mirror focus is a straightforward one. A primary epileptic focus,

obtained by the localized freezing of cortical tissue, produces a secondary or

mirror" focus at a corresponding point in the opposite heiiuisphere. Initially, the

0
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secondarpfocus exhibits abnormal activity only in concert with the primary focus,

the facilitation reaching the mirr -r focus via the corpus ýcallosum. The postulated

neuronal model suggests that the depolarizing bias supplied by the~primary focus

should cause excitatory transmittances to increase in the mirror focus. Therefore,

eventually, the mirror focus should exhibit an abnormally high excitability inde-

pendent pf the primary focus. This is indeed what happens. After approximately

V• one week, in the case of the rabbit, the primary focus may be removed and the

mil::or focus will continue independently. If the primary focus is removed before

the end of the first week, an independent mirror focus is never established.

Due to the"postulated zerosetting mechanism in the neuronal model, the develop-

ment of an `independent mitiir'focus should be slowed or stopped if all except

callosal inputs are eliminated. This prediction has been confirmed (Morrell, 1969)

by experiments in whichthe tissue of the secondary focusis deprived of all sub-

cortical and long intrahemispheric inputs by undercutting. The result of this partial

isolation is the appearance of a dependent mirror focus only; an independent focus

is never achieved, Consistent with the neuronal model, the interaction of thalamo-

coticali and cailosal inputs is necessary for a pathologic increase in the excitatory

* transmittances of the mirror focus. Each set of inputs is supplying a positively

reinforcing (depolari2ing) bias for the other set. If one set is eliminated, the other

cannot supply its ownreinforcementosimply through repetitive firing.

Morrell, (1969, p. 357)-notes that a primary cortical focus may induce secon,.

ary epileptogenesis, not only in the opposite hemisphere, but also in subcortical

structures such as thalamic (Wada and Cornelius, 1960) and limbic system nuclei

(Guerrero-Figueroa et al., 1964). Also, the primary focus may assume a sub-

,cortical location (Morrell et al., 1965; Proctor et al., 1966). These observations

are consistent with the assumption of a heterostatic neuron. Whenever a primary

focus is established, it may be expected that it will induce abnormal neural assem-

blies in any area to which it projects a sufficient positive or negative reinforcing

bias. In fact, it will be hypothesized that thisis the mechanism by which epileptic

seizures become progressively more extensive if unchecked by treatment. Speci-

fically, the sequence of events in epilepsy is suggested to be the following:
,• 1. A pathologic process causes an assembly of neurons to become hyper-

active. ,Ward, Jasper, and Pope (1969, p. 10) note that "seizure discharges

may arise from such divergent reactions to injury as those associated with

intracerebral traumatic lesions, chronic sepsis, infraction, neoplasis, and

spontaneous. degenerative neuronol disease of many kinds."

2. The hyperactive assembly, once formed, impresses a depolarizing,

hyperpolarizing, or mixed bias, depending upon the assembly's neural compo-

sition, on those neurons to which it sends its output.
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3. Neurons receiving the bias undergo heterostatic adaptation for a

period of time, thus becoming hyper- or hypoactive assemblies themselves.

4. Formation ofnew assemblies continues until a stage is reached where

either (a) the bias generated by the most recently formed assemblies is so

weak or is distributed in such a diffuse manner as to be incapable of inducing

the formation of further assemblies, or (b) the collection of assemblies forms

a closed loop.

Viewing epilepsy as a progressive disease (Morrell and Baker, 1961) is sup-

ported not only by work on the mirror focus but also more recently by the work of

Goddard (1967). Goddard's observations provide further evidence that a depolariz-

ing bias may induce the formation of an epileptic focus in a number of regions of

the nervous system. Goddard implanted electrodes at various locations in the rat's

brain and found that stimulation of only 50 /AA for 1 minute per day, while posin~g.
no serious behavioral problems for the rat during the first few days, eventtiaily

produced convulsions. It appears that a permanent epileptic focus was establisfhed,

as evidenced by the fact that repetition of the stimulation after it had been withheld

for 3 months yielded a convulsion once again. It is of interest to note that epileptic

foci were established by Goddard in the amygdala after 15 days of stimulation, in

the caudate putamen after 74 days, but not in the reticular formation after 200 days

of stimulation. The question of why epiletogenicity varies as a function of tne brain

region will be taken up in Section 4.

Some evidence relating to the spinal cord is relevant here. The spinal cord

has been closely examined foi- synaptic changes associated with learning (Eccles,

1964, 1966), but these studies have not, in general, yielded evidence of long-term

synaptic modifications. One exception concerns a phenomenon described in a

review by Gurowitz (1969, p. 31). After a unilateral cercbellar lesion, a rat

experiences a postural asymetry in the hind limbs. Tihe 4t ymetry disappears if a

midthoracic section is performed immediately following the lesion. However, if

this section is delajed sufficiently, the asymetry beconios permanent. Gurowitz

states that the asymetry is considered to be tihe res-Y', -,f asymetrical facilitatory

stimulation via the descending spinal tracts." These observations suggest that thil

spinal cord is upable of learning when subjected to the influence of a depolarizing

bias. This result, in combination with the evidence reviewed above, implies that

most, if not all neural tissue, is capable of undergoing rostatic adaptation.

3.2.3 MODIFIABILITY OF SYNAPTIC TRANSMITTANCES

While the evidence reviewed above indicates that synapses do undergo chang, s

in their transmittances, or that some functional equivalent of this occurs, the

cellular mechanism by which this is accomplished has, in the past, remained

obscure. Whether new synapses are grown, old synapses are lost, cr existing
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ones are modified has been a matter for speculation. Variations in the amount of

transmitter released or the extent of postsynaptic receptor sites are among the

possible means that have been considered for achieving plasticity. Dendritic

spines have appeared to be promising candidates for research on this question.

Also, molecular mechanisms have been researched as a possible substrate for

learning and memory. At the present time, there is evidence (Deutsch, 1971)

favoring the conclusion that "as a result of learning, the postsynaptic endingslat a

specific set of synapses become more sensitive to transmitter." The proposed

heterostatic model is therefore consistent with the current evidence. On the sub-

ject of synaptic variability we will limit ourselves in Section 3.3 below to some

speculation concerning which synapses are modifiable and whether the transmit-

tances may undergo either increases or decreases or both.

3.3 Variations of the Hleterostatic Model

In the neuronal model that has been described, adaptation is accomplished with

synaptic transmittances that undergo only increases in their absolute values. We

will-now consider some variations of the model-that are obtained whctlother kinds

of constraints are imposed on the variability of the transmittauces. All of the

models to be considered are equivalent in that they implement the basic heuristic

already described which tends to maximize the amount of polarization experienced

by the neuron.

Some of the constraints to be considered are those in which (a) synaptic trans-
mittances increase only, (b), synaptic transmittances decrease only, (c) only excita-

tory synaptic transmittances vary, (d) only inhibitory synaptic transmittances vary,

(e) only the transmittances associated with excitatory neurons vary, or (f) only the
transmittances associated with inhibitory neurons vary. These possibilities,

including some in combination, are shown in Table 1, which defines the variations

of the heterostatic model to be commented on below.

3.3.1 TYPE1

This is the model which has been detailed above in Sections 3.1 and 3.2. One

attractive feature of models of'this kind, in which transmittances increase only, is

that some kind of growth process could provide the basis for the transmittance

changes. Furthermore, a model employing unidirectional transmittance changes

might offer an explanation for the apparent loss of neuronal plasticity with increas-

ing age. Bidirectional changes might be expected to provide a higher degree of

plasticity for a nervous system, independent of how much experience had already

been "read in." With a bidirectional system, the advantage of decreased rigidity

might have an associated disadvantage: the increased ease of new learning might

have to be purchased with an increased tendency to lose (erase) previously acquired
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Table 1. Variations of the Heterostatic Model of the Neuron

Direction of change of absolute value of trans-
mittance (I = increase, D = decrease; where
no symbol appears, synaptic transmittance is
not modifiable).

Excitatory Neurons Inhibitory Neurons

Type of Type of Eligible Eligible Eligible Eligible
Adaptive Reinforcement* Excitatory Inhibitory Excitatory Inhibitory

Mechanism (P = Positive) Synapses Synapses Synapses Synapses
(N = Negative)

P I I

N I I

P D D
2

N D D

P I I
3

N D D

P D D
4

N I I

P I
-5

N I

P I
6

N I

7P D
7

N D

P D
8

N D

P I
9

N D

P I
10

N D

P D
11

N I

P D
12 1

N I
*'This refers to the type of signals that impinge upon the neuron within the

first few seconds after it fires. Depolarizing signal configurations constitu, e
positive reinforcement; hyperpolairizing signal cv,ifiguratiuns cun',titute negati~c
reinforcenment.
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information; that is, forgetting due to interference might be more of a problem

with bidirectional transmittance changes..

3. 3. 2 TYPEý2

This model may be viewed as the mirror-image of type 1 adaptation. Since

transmittances only decrease, this adaptive mechanism could-be realized by some

kind of regulated decay process. Here, the transmittances would initially have to

assume high values, relatively speaking, whereas with type 1 adaptation, the

transmittances would initially assume low values.

3.3.3 TYPES 3AND4

These models differ from types 1 and 2 in that transmittance, modificationsof

only the excitatory (type 3) or the inhibitory (type 4) synapses are permitted. In

order to maintain the power of the adaptive process (that is, in order to still be

able to positively and negatively reinforce), bidir',"tional transmittance changes

must be utilized instead of the unidirectional changes employed with types 1 and 2.

It has been observed in some portions of the brain that excitatory synapses

tend to be located on the dendrites and, especially, on the dendritic spines (Eccles,

1964, p. 253), whereas the inhibitory synapses tend to be located on the soma or

on the dendritic stump (Andersen, Eccles, and Lyning, 1963; Blackstad and Flood,

1963; Anderson, Eccles, and Voorhoeve, 1963). If the mechanism whereby trans-

mittances are modified is located only within the dendrites-for example,, if it is

associated wvith the dendritic spines-then type 3 adaptation may be a relevant

model because it leaves inhibitory synaptic transmittances fixed. As noted above,

one of the prices tocbe paid for having a model that permits only the excitatory or

the inhibitory transmittances to vary, but not both, is that the modifiable trans-

mittances must then be capable of changing in either direction if the power of the

system is not to be drastically reduced. Therefore, bidirectional changes might

mean that the part of the neuron corresponding to the transmittance-modifying

mechanism would have to be more complex than in the case of type 1 or type 2

adaptation.

Type 4 adaptation might be the appropriate model of the neuronal adaptive

process if it should turn out that only axosomatic synaptic transmittances are

modifiable.

3.3.4 TYPES 5 THIROUGH 12

These represent variations of the first four types. In these eight models, we

examine several ways of obtaining adaptive processes that possess essentially all

of the power of the first four types, but which require that fewer of the synapses

be modifiable. The power of these eight adaptive mechanisms is reduced from

that of tie first four types only to the extent that fewer modifiable synapses are
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available to store the information of memory and learning. This is a minor con-

sideration. The important point, as noted above, is that the fundamental nature of

the adaptive mechanism is unchanged with any of the 12 models shown in Table 1.

Types 5 through 12 differ from types 1 through 4 in that the modifiable transmit-
tances are restricted to either the excitat6ry or inhibitory neurons, depending on
the model. The models in which only the inhibitory neurons are adaptive might be

relevant to the cerebellum where it has been observed that inhibition dominates

information processing (Eccles, Ito, and Szentagothai, 1967, p. 311).

In the sections that follow, type 1 adaptation will be assumed for the purpose

of discussion. It is important to note, however, that none of the arguments pre-

sented would be substantially altered if one of the other models were adopted.

4. PSYCHOLOGY

In this section, the assumption of a heterostatic neuron provides the basis for

speculation concerning the neurophysiological mechanisms that underl; psychologi-

cal phenomena. The question of the mind-body relationship is taken up and con-

sideration is given to the global organization of the brain.

4.1 Learning

4.1.1 HABITUATION

Nervous systems become habituated to redundant stimuli while continuing to

respond to novel and significant inputs. It is proposed that two types O,':localized

neural circuitry are important in understanding this behavior. These two circuit

types are feed-forward and recurrent inhibition, both of which, Eccles (1969a,

pp. 43-44) has noted, are found throughout the central-nervous system. F eed-

forward inhibition makes it probable that when a neuron fires, some inhibitory

synapses will have been active. This is important because it insures that rcently

active inhibitory synapses will generally be available to undergo increases in their

transmittances 'should hyperpolarization follow impulse generation. Recurrent

inhibition guarantees that hyperpolarization will follow impulse generation (and

thus will cause the inhibitory synapses associated with the original stimulus to

become increasingly effective) unless sufficient facilitation arrives to counter the

inhibitory feedback. Evidence of the increasing effectiveness of inhibitory synapses

during habituationhas been obtained by llolmgren and Frenk (1961) in their study of

the pleural ganglioti of a snail. It can be seen that the extensive occurrence of

feed-forward and recurrent inhibition provides neurons with the means for what is,

in effect, self-habituation. Only the intervention of positive reinforcement (excita-

tion) sufficient to counteract the recurrent inhibition can save a stimulus from the

neural judgment of irrelevance.
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That the frontal cortex can markedly acceleratehabituationAs supported by

much research (see review by Griffin, 1970)., It is therefore hypothesized that the

process of encephalization has resulted in the frontal cortex becoming.a piimary

source of inhibition to be utilized during the habituation process. It is conjectured

that frontal lobe inhibition can be generated inmmuch the same manner as recurrent

inhibition, that is, as an inhibitorydfeedback response to neurnhal firing. This

type of inhibition may be termedextended recurrent inhibitionto distingui ,h it

from that type discussed by Eccles (1969a, pp. 43-44) which will:be termed, diirect

recurrent inhibition.

A primary source of the counteracting facilitation, when habituation is avoided,

is hypothesized to be the limbic system and thehypothalamus, 'henceforth, collec-

tively designated as the LSH). It is postulated that the LSH, using genetically

specified mechanisms, identifies stimuli relevant to the animal's needs (theie are

the unconditioned stimuli) and responds by delivering facilitation to many parts of

the brain. Actually, this postulated LSH actioa,1s exiiected to apply only to appeti-

tive unconditioned stimuli. Defensive unconditionedstimuli will be discussed later,

along with a more detailed discussion of the LSH's reinforcement centers.

It is now possible to understand what happens when a neutral stimulus (awpotes-

tial conditioned stimulus) is processed by the RF, for example. First, we note

that the RF is always aroused by a novel stimulus. This indicates that excitatory

synapses of excitatory RF neurons dominate over inhibitory synapses initially.

However, after the RF receives the stimulus, if the LSII is not aroused within a

few seconds by a stimrilus that it judges to be significant (the arrival of an uncon-

ditioned stimulus) and, therefore, the LSII does not supply facilitation to the R1F,

frontal lobe inhibition, arisir.g out of the RF's initial response, insures that active

RF neurons will be negatively reinforced; that is, hyperpolarization will follow

impulse generation and recently active Inhibitory synapses will undergo increases

in-their transmittances. With repetitive presentations o: the stimulus, these

inhibitory transmittances continue to increase until the neurons no longer respond.

In a similar fashion, habituation may occur elsewhere, such as in the cortex,

where direct or extended recurrent inhibition or both may be active.

4.1.2 DISHABITUATION

This phenomenon results when (a) the habituateu stimulus is withheld for a

period of time, (b) a novel stimulus is presented prior to the habituAted stimulus,

or (c) the habituated stimulus is paired with another stimulus. In all of these

Scases, dishabituation is hypothesized to be due to thL nervous system. assuming a

sufficiently different state of, activity by the time the a abituated stimulus is pre-

sented again so that a new set of synapses -s involved. Newly involved inhibitory

synapses then undergo increases in their transmittanceb and habituation ib ebtab-

lished once more. In this wvay, inhibition relative to a partikular stimulus becomes
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more extensive and it therefore-becomes progressively more difficult to dishabitu-

ate a stimulus following repeatedchabituatLo-, The suggestion of Spenceriet al.

(1969 a, b) that a dishabituating stimulus has a generalized facilitatory effect

further explains how increased inhibitory transmittances can be overridden during

dishabituation.

Habituation is often highly. specific to the stimulus presented. Slight changes

in the stimulus cause the animal to respond again. This is reasonable~because the

increased inhibitory transnmittances mediating habituation will be of such a magni-

tude as to only minimally inhibit the neurons involved. Minimal inhibition occurs

because, as postulated in Section 3, a neuron must fire if synaptic modifications

are to follow, For this reason, as soon a -'he inhibitory transmittances increase

just enough to terminate the neuronal response, the transmittances cannot increase

any further. In this situation, it can be seen that inhibition will have onily a very

small edge over excitation. Therefore,. when even a small number of theincreased

inhibitory transmittances are not utilized, such as-in the case of a slightly different

stimulus, the animal once again responds. Also, the fact that habituation utilizes

minimal inhibition is undoubtedly an important factor in explaining why dishabitua-

tion can occur so easily.

it is interesting to note that the inhibitory neurons of the cerebrum, when they

are induced to fire, continue to~do so for 200 to 500 m,(Eccles, 1966, pp. 332-333).

This period resembles the optimal CS-US interval of •onditioning studies, indi-

cating that the cerebral inhibitory neuron is well suited for its role ru a generator

of negative reinforcement. On the other hand, Eccles notes that inhibitoiry neurons

in the spinal cord are not capable of this kind of long-term firing; instead, a single

volley lasts for no more than 20 mis. Also, the amplitude of the spinal IPSP is, at

most, one-tenth of that for cerebral inhibitury neurons. Since reinforcing signals

do not appear to have their nmaximal effect on a neuron until approximately 400 nms

have elapsed after impulse generaticn, one would expect habituation to proceed

slowly, if at all, in the spinal cord. This is consistent with what is observed. For

example, cervical transection of'the spinal cord of a kitten, performed to elimi-

nate the influence of higher centers, yields an animal that requires 2 weeks of

training before habituation of the withdrawal reflex will occur (Meldrum, 1966,

p. 10). In the intact animal, habituation to a stimulus is accomplished within a

few trials.

Since the evidence suggests that there are two basic types of inhibitory neurons,

it would be of interest to know exactly how they are distributed throughout the CNS.

This question assumes new significance because the present theory suggests that

only one of the two types is well suited for use in adaptive circuits. Eccles (19J69a,

pp. 106-110) has reviewed evidence suggesting that inhibitory neurons having a

short-duration IPSP are restricted to the spinal cord, while inhibitory neurons
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at suprasegmental Levels are of the long-duration IPSP type. This distribution

has been deduced on the basis of observations of the depressant action of strychnine,

which affects only inhibitory,,neurons having short-duration IPSP's. The observed

distribution is interestingcbecause it shows that the midbrain is the lowest level at

which we find inhibitory neuior.s that are well suited for the purpose of generating

negative reinforcement. Penfield has reviewed evidence suggesting that the mid-

brain and thalamic regions of the brainstem are of critical importance for the

maintenance of conscious awareness. Penfield (1969, p. 800) notes that "compres-

sion or injury in this region . . . extinguishes awareness and isfollowed by

amnesia." Thus, interestingly enough, adaptive circuits appropriate to such

advanced learning phenomena as rapid habituation appear at just that level in the

CNS which may also serve as the meat of consciousness.

Habituation below the midbrain anay be accomplished by an entirely different

mechanism than that employed at and above the midbrain. This suggestion is sup-

ported by a study of the bulbar reticular formation (Segundo et al., 1967) in which

the investigators concluded that- habituation occurred because "interneuronal pools

nave junctions Whose activation is followed by prolonged subnormality [of the pre-

synaptic terminal]."

4.1.3 CLASSICAL PAVLOVIAN CONDITIONING

In this discussion of Pavlovian conditioning and that which follows on operant

conditioning, only appetitive reflexes Mill be considered. Defensive reflexes will

be considered later, after the role of pain in nervous systems has been analyzed.

The proposed neuronal model, predicts that no conditioning will occur with

simultaneous presentation of the CS and US and indeed this is observed to be the

case. As has been noted, the optimal CS-US interval is approximately 400 ms,

with the US becoming completely ineffective if the interval exceeds a few seconds

(see review by Russell, 1966, p. 136).

In the following discussion, the se's of neurons that fire in response to the
presentation of a CS or US will be denoted by {CS1 and {US}, respectively. The

neuronal model predicts that when these sets are sequentially active within a few

seconds of one another, those neurons belonging to the intersection, {CSn fl {USI,
will be~poMtively reinforced. That is to say, excitatory synapses of the neurons

belonging'*\vthe intersection will undergo increases in their transmittances if thes6

synapses were activated by the CS but not activated (and thus zeroset) by the US.

rtrthermore, the LSII's response to the US is a source of positive reinforcement

for neurons in {CSI. The -ffect of both kinds of reinforcement during conditioning

will be to cause the sets fCS) and {CsJ n 1US) to increase in size and average

freqvc..c, ! firing. As these increases occur for the set, {CS} n {US}. one would

expect an increasing resemblance between the CR and the UR, as indeed happens.
i, ,
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It is now known that the CR is a fra, tional component of the UR (Konorski, 1948);

-he CR and UR do not become identical as was once hought. The fractional nature
of the CR is to b-xetdsince the intersection, fCj ,A fUS will ingera

contain only a fraction of the neurons in fUS1 .

4.1.4 OPERANT CONDITIONING

In the following discussion, _CS, CR, US, and UR refer to instrumental stimuli

and responses. The sets, C and{US}, will be defined as in the case of clas-

sical conditioning.

Whenever a CS-CR sequence occurs, the US that follows causes the LSH
(according to our earlier hypothesis) to supply positive reinforcement to {CS},

thereby causing the active excitatory synapses of fCS) to undergo increases in

their transmittances. As these transmittances continue to increase with further

conditioning, the CR must follow the CS with •increasing reliability. For the case

where the CR is not preceded by the CS, habituation eventually eliminates the

response since the US will not be present to arouse the LSlI and'the LSH, therefore,

will not supply positively reinforcing facilitation.

In the case of habituation, it was noted that because only minimal inhibition

developed, the~habituated stimulus did not generalize. Slight changes in the

stimulus produced-a response from the animal again. In the case of conditioning

with an appetitive US, excitatory transmittances are increasing and there is nothing

to prevent them from continuing to increase, with repetition of the CS-CR sequence,

far beyond the minimal level required to produce the conditioned response. We

would therefore predict that conditioned stimuli should generalize, since the large

transmittance values will make it unnecessary that every excitatory synapse

involved in the response to the orighial stimulus be active in-order to obtain the

same kind of response to a modified stimulus. The predicted.generalization does,

of course, occur, a variety of stimuli similar to the CS will evoke the CR (see

review by Russell, 1966, p. 135).

4.1.5 EXTINCTION

When a classical or operant CR ceases to be reinforced, extinction of the

response eventually occurs. It is proposed that the mechanism involved is one and

the same as that for habituation. An identity of the underlying mechanisms of

habituation and extinction has been considered by others (Sharpless, 1964;

Thompson and Spencer, 1966). Furthermore, Kling and Stevenson (1970, p. 46)

note that "The theo,'ies of extinction cited most often have postulated some process

of inhibition." They cite Pavlov's (1927) and Ifull's (1943) theories as examples.

The fact that extinction proceeds more slowly and erratically than habituation

can be understood if one coniders that the CS not only becomes associated with the

CR but may be expected to also become associated with the US. That is to say, the

CS becomes conditioned to activate not only the CR but also to some extent the set

{USb, and the CR becomes partially self-reinforcing. Thus, when the US is no
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longer presented, the set US may still be partially active, following the occur-

rence of the CS-CR-Vf-quence. It is hypothesized that this activity oif the set,

USj, causes the extinction of the CS-CR association to proceed more slowly and

erratically than the normal process of habituation.

This ability of a CS to become associated with a US, as well as with a rR,
thereby providing the CS with a dual role, is perhaps what permits long behavioral
chains to develop, such as in the running of a maze. In such a chain, leading

ultimately to a "true" US, an intermediate stimulus comes to serve as a CS with

respect to the next response and as a US with respect to the preceding response.

The ability of an extinguished response to reappear after only a very small

amount of renewed conditioning is reasonable, due to the fact that only minimal

inhibition would be expected to develop during the extinction process. As in the

case of habituation, minimal inhibition occurs because the inhibitory transmittances
stop increasing immediately upon cessation of the response. Thus, only small

increases in excitatory transmittances will-be necessary for the previously extin-

guished response to appear again.

'1.2 "i'he Alind-Body Problem

The heterostatic model of the neuron was tested in Section 3 with neurophysio-

logical data relevant to the problems of learning and memory. The model was

found to be consistent with the experimental results. In Section 4. 1 we continued

the testing of the model, this time in the context of psychological studies of habitu-

ation, classical and operant conditioning, and extinction. Again, the neuronal

model has been found to be consistent with the available data and has offered

insights into underlying mechanisms. Having thereby provided experimental sup-

port for the model at both the neurophysiological and psychological levels, we now

turn to the problem of considering, in a more complete fashion, what the assump-

tiop of a heterostatic neuron implies for the global organization of-the brain. As a

first step wve will take up ýhe issue of the mind-body problem.

4.2.1 ANIMALS A.RE HETEROSTATS

For a given system, if all of the constituent elements seek a common goal, it

is plausible that the behavior of the total system will exhibit the same goal. On

this basis, we would expect to find that nervous systems seek to obtain depolarizing

experiences and to avoid hyperpolarizing experiences. More precisely, it is

hypothesized that nervous systems-tend to maximize the average amount of neuronal

polarization experienced. Thus, it is postulated that ammals are h.terostats.

4.2.2 AN IDENTITY TIhEORY

Since human nervous systems and, by implication, the nervous systems of

other animals seek to obtain pleasure and to avoid pain, it is hypothesized that
'-
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pleasure -,nd pain are the psychological counterparts of the physicalistic concepts

of depolarization and hyperpolarization, respectively. This solution to the mind-

body problem ir proposed as an identity theory (Feigl, 1958, 1960; Pepper, 1960)

of the -P' (physiological-psychological) relationship.

The suggestion is that pleasure and pain as experienced by individual neurons

undergoing depolarization or hyperpolarization, respectively, constitute the two

fundamental "psychic atoms" out of which all of our more complex mental states

are constructed. ("Psychic" and "mental" are synonymous in this discussion. )

Each neuron may be thought of as generating a psychic field during polarization,

this field corresponding to some as yet unidentified aspects of the polarization

process. We may consider that there are d-fields and h-fields, resulting from

depolarization and hyperpolarization, respectively.

It is suggested that psychic fields of individual neuroi 3 combine to form more

complex psychic fields and thus arises the entity termed"'mind." If this proposal

seems farfetched, consider that if the-concept of mind is ever to be related to

physical processes, it would seem that the processes will have to be located in

individual neurons and then "integrated" to form the more complex entity we term

conscious awareness. If we wish to explain the phenomenon of consci, usness

without integrating primitive psychic fields to obtain more complex fields, our-only

alternative would seem to be that ,f associating our consciousness wi.th processes

in a single neuron. This hypothesis seems less plausible than that requiring the
C integratibn of multiple primitive fields.

4., 2. 3 LOCALIZATION OF CONSCIOUSNESS

The reticular formation, at the medullary, midbrain, and thalamic levels, has

been hypothesized to serve as the command and control center forthe brain

(Kilmer, McCulloch, and Blum, 1967). lt has been,suggested that the RF commits

us at any given moment to one of approximately two dozen possible gross modes of

behavior such as running, fighting, sleeping, eating, ot mating. As noted earlier,

Penfield (1969) has reviewed evidence that points toward the localization of

conscious processes within the mesencephalon and diencephah'n. We also reviewed

evidence earlier that showed that long-du ration IPSP neurons that appear to be well

suited as alaptive circuit elements occur at the level of the midbrain and above but

not below. On the basis of all of these considerations, it is hypothebized that the

midbrain and thalamic RF (MTRF) is the seat ef the mental experiences of v.:hich

we are aware.

MTRF neurons appear to simultaneously possess (a) a strategic location pro-

viding access to information from most other areas of the brain, (b) substantial

complexity of organization, and (c) control of an advanced communication apparatus.

Apparently, for these reasons, MTRF neurons can collectively become aware of
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themselves (or at least, of the body they control) and they can make themselves

heard~via a spoken or written language. The MTRF speaks for us while the other

brain structures remain mutei they having to be content with a lesser understand-

ing of affairs going on about them and with onlyidn indirect influence on the com-

munication process. The other brain structures also experience pleasure and pain

but it is hypothesized that the physical extent of psychic fields is such that fields

associated with other brain structures do not significantly interact with the psychic

field of the MTRF. Thus, we are no more aware of the psychic field associated

with our cortex, for example,. than we are of the psychic field associated with

someone else's cortex,

4.2.4 QUANTITATIVE ASPECTS OF PSYCHIC PHENOMENA

The intensity with which we experience pleasure or pain is hypothesized to be

approximately proportional to the absolute difference between the number of MTRF

neurons undergoing depolarization, denoted by Q(D), and the number undergoing

hyperpolarization, denoted by Q(H). Therefore, positive and negelive differences

for the quantity

4()=Qt(d) - Qt(A) (18)

correspond to.pleasurable and painful mental states, respectively. The terms,

pleasure and pain, are used in a most general sense here, denoting all/psychic

states as either agreeable or disagreeable.

The kind of pleasure or pain experienced, for example, love or hatred, joy

or grief, is hypothesized to depend on the particular configuration of depolarizing

and hyperpolarizing eventi, occurring within the MTRF at a given moment. To

make'this notion explicit, we may define an MTRF state vector, MTRF, which will

have one component for each neuron in the midbrain and thalamic reticular forma-

tion. Each component will always assume one of three values representing the
rmomentary state of the corresponding neuron. Thus, the MTRi- state vector

MrRF (t) = (R, D, D, H, . . . ) (19)

indicates that at time, t, neuron 1 is in the resting state (R), neurons 2 and 3 are

undergoing depolarization (D), and neuron 4 isundergoing hyperpolarization (H).

The dimension of the state vector is estimated to be that of a 10 9 -tuple since~the

total riumber of neuronb for man is estimatea to be 1012 and the RF of higher

vertebrates has been estimated to constitute about 1/1000 (Kilmer, McCulloch,

and Blum, 1067, p. 1) of'the CNS.
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In accordance with assumptions noted above, it is expected that the set of all

pos ble psychic states maps into the set of all possible MTRF state vectors. The

delta value, as defined by Eq. (18), measures the degree, of pleasure or pain

experienced. Tne state vector, MTRF, specifies the exact mental state of the

otrganism, that is, the kind of pleasure or pain being experienced.

Since there are'an extremely large number (3109) of possible MTRF state

vectors, -this implies:a, similar number of possible mental states. For a particular

brain, however, onezrvqht expect that the specific pattern of neural interconnec-

tions and a specific environment would act to constrain the MTRF such that it

could, in fact, only assume a limited number of basic configurations with varia-

tions occurring within each major category. This appears to be the case with the

human brain for which the rangeof psychic states has been encompassed within the

major categories of feeling tone, sensation, and ideation. It is hypothesized that

these three broad classifications correspond to MTRF states where the LSH, sen-

soi-y cortex, or nonsensory-nonmotox cortex, respectively, supply the principal

input driving the MTRF. It is expected that the highest delta values are associated

i I with LSH-dominant inputs to the MTRF. When one considers the higher informa-

tion content that would seem to be required, - th sensation and ideati3n, it appears

reasonable that these mental experiences r.aight be less.compatible with high delta

values. All of this seems' consistent with Pratt's (1937) observation that "Feeling

tone is notably different from sensation and ideation. 'It is less objective; it is

relatively independent of external objeuts and peripheral stimulation."

We are suggesting, therefore, that such mental phenomena as emotions, ideas,

and sensations do not differ within or among themselves as much as might be

assumed. They are all formed out of the same ingredients, namely, configurations

within the MTRF of the,ýneuronal events of depolarization and hyperpolarization.

The particulhr configuration at any given moment is hypothesized to depend to a

large extent on which input lines to the MTRF are active. When inputs from the

LSH are tae primary ones driving the MTRF, a large portion of the MTRF neurons

arp simultaneously oither excited or inhibited, depending on whether the LS91is

delilering positive or negative reinforcement. In these cii-cumstances, we refer

to the experience as one of emotion. When MTRF inputs from the sensory cortex

are primary, we report the experience of sensations. When nonsensory-nonmotor

cortex supplies the dominant inputs to the MTRF, we report the experience of

memories or ideas. It is anticipated that the mix of excited and inhibited neurons

within the MTRF is :nore nearly balanced in the case of sensations, memories, or

ideas than when LSII inputs are "washing over" this structure.

It should be mentioned that the delta valuecprobably represents an idealized

measure. It is expcted that the interaction of the psychic fields of individual

neurons will be influenced by the geometry of the MTRF tissue, and therefore this

1- .------- ___________ _______
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geometry will have to be considered in establishing,•the exact level of pleasure

or pain experienced.

4.2.5 THEPOFO-V-

If our speculation thus far on the mind-body problem bears some useful

resemblance to the trte state of affairs, what then might be theobservable physical

variables that are ideh~tical with the psychic variables? We have proposed that

every psychic experience is identical with (some aspects of) a three-dimensional

configuration of events, where the events consist of depolarizations and hyper-

polarizations of neurons. More precisely, psychic experience consists of a cd.-

tinuous temporal sequence of such configurations. We are therefore proposing to

construct complex mental experiences out of the simple mental experiences of the

individual neurons. [While we have suggested that the neuron experiences pleasure

when undergoing depolarization and pain when undergoing hyperpolarization, it

wouldcperhaps be more accurate to say that the neuron (some aspects of it,

actually) is pleaisure or pain when undergoing polarization. ]' We propose to inte-

grate large numbers of these two simple psychic building blocks of plV.sure and

pain into the whole range of-complex psychological experiences such as vision,

taste, anger, and self-awareneqs. The question to be dealt with now is this:

exactly which physical aspects of the neuronal polarization pro~cess are identical

with mental experience? Speculation along two lines seems promising.

First, it would appear that we need to look for a field phenomenon. Otherwise,

one has to integrate over something as discrete as individual neurons and come up

with something possessing the apparent continuity of the mind. As Sherrington

(1941) observed, "Matter and energy seem granular in structure and so does 'life',

but not so mind. " If we do require a field, a natural candidate for the role is of

course the electromagnetic field. Can it be that elementary pleasure and pain are

one and the same, respectively, as the collapsing and expanding electromagnetic

fields that arise during the neuronalpolarization process ? Is the mind identical

with the electromagnetic field generated collectively by the MTRF neurons?

There is another possible approach to the problem of identifying the 4 of the

T-l relationship. We have indicated that we feel a need to derive the seeming

continuity of the mind from some field phenomenon associated with the brain.

There is an alternative to the choice of the electromagnetic field as the required

continuous substrate of mental experience. Perhaps the answer is to be ?btained,

as many others have recognized, from a consideration of the wave properties of

matter itself. The physicist has found it necessary to ascribe both the properties

of particles and of waves to matter in order to explain his experimental data.

Could it be that the mind-body problem places us at exactly the same point? The

brain appears to be of discrete composition, being made up of such entities as
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atoms, molecules, and neurons. Themind, on the other hand, appears to be of a

continuous nature, suggesting a wave phenomenon. It seems plausible that mind

and (some aspects of) brain are identically the same, they being the wave and

particle aspects, respectively, of a single mind-brain (wave-particle) entity.

4.2.6 PROPERTIES OF THE PSYCHIC FIELD

If the solution of the mind-body problem requires a field phenomenon (what we

have termed a psychic field) and if this field is in fact either an electromagnetic
field or a field derived from the wave properties of matter, then we may try to

anticipate some of this field's properties. For example, when a d-field,occurs, it

must~be followed by repolarization during the recovery process of the neuron.

When an h-field occurs; it must.be followed by partial depolarization during the

recovery after inhibition ceases. Now, Eq. (18), which defines the delta value,

implies that simultaneous d-fields and h-fields tend to cancel one another. If so,
do the respective recovery processes then cancel the initial depolarization or

hyperpolarization of a neuron ? For example, is the production of a d-field

(pleasure) then followed by an equal amount of pain corresponding to the repolariza-
tion ? That this kind of cancellation of psychic field types occurs seems unlikely

because, from introspection, we know that we can experience pleasure or pain

continuously over an extended peri9A of time. Introspective evidence therefore

suggests t;at the delta value does not always hover near zero. If such an intro-

spective obseivation is valid, how do we account for the wide deviations of the

delta value trom zero? A possible explanation is that the intensity of the'pleasure

or pain is proportional to the rate of change ofD. If this were true, It would

eliminate the symmetry between the depolarization or hyperpolarization and the

respective recovery processes, since the recovery occurs at a lower rate than the

initial polarization. With the elimination of the symmetry, the cancellation of the

fields would not be expected to occur.
Another property of psychic fields that we might anticipate is that the field

intensity should diminish as a function of the distance from the source. Thls is,

,of course, the case with electromagnetic fields. Such would seem to be a necessary

property of D if we are to explain the fact that the mind apparently does not reflect

the state of all nearby brain structures but only that, of the MTRF.

4.2.7 DEFINING CONSCIOUSNESS

Consciousness is a term that has been used up to this point without having been

explicitly defined. Let us now remedy this situation. A conscious system is

defined to be one that fulfills two conditions: it contains a model of itself, its

environment, and the relationship of the two; furthermore, the information con-

tained within the model must be encoded in terms oft, the physical variables that
are ide,,tical with the psychic variables we introspectively know. Should the

!
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system's information be encoded in terms of some other set of physicalphenomena,

the system could behave as we do but not necessarily feel as we do. This is away

of observing that systems may be isomorphic with respect to their behavior and

still differ with respect to their psychic existence. This brings up the question of

whether there are, within the universe, relationships of a (-D-4 nature besides the

one we are immediately concerned with here. For example, if electromagnetic

fields are the physical substrate of mental existence as we know it, might another

kind of mental existence be known by a. system in which gravitational fields pro-

vided the physical substrate ? Or. if it should turn out that the mind corresponds,

in some respect, to the wave aspect of the wave-particle nature of matter, then

panpsychism would appear to become a tenable philosophy and we would have to

* consider the possibility of differing 0-T relationships for all systems.

Consciousness involves an awareness of self and is therefore an emerging

property of brains, a property that is acquired as experience and learning provide

increasing information with which to define the self, the environment, and their

relationship. In accordance with, this definition, new-born infants are conscious

only to a slight degree, if at all. (We can speak of degrees of consciousness just

as we can speak of degrees of clarity of the definition of the self and the environ-

ment, etc.)

There has been a tendency in the past toconfuse responsiveness in living sys-

tems with consciousness. Here, we are narrowing the definition of consciousness

with respect to some of the previous usages. Consciousness, in the past, has also

been associated with the idea of simply having a psychic existence, that Is, having

such experiences as those of pleasure and pain in their elementary or complex

forms. The present speculation on the mind-body problem, however, suggests

that pleasure and pain may be as pervasive within the universe as electromagnetic

fields or matter itself. If so, the definition of consciousness must be narrowed if

the term is to remain useful. The definition proposed above is an attempt to

accomplish this by requiring a certain kind of organization, information content,

and encoding before a system is judged to be conscious.

4.3 Global Organization of the Brain

4.3.1 THE RETICULAR FORMATION

The global organization of the brain will be analyzed in terms of three major

subsystems: the reticular formation (RF), the limbic system and hypothalamus

(LSH), and the neocortex (see Figure 2). It was suggested above that animals are

heterostats. By way of explaining this statement, we can now add that animals

seek to obtain maximal polarization for the neurons of the MTRF. The remaining
neural tissue is also seeking maximal polarization, but only the MTRF possesses
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Figure 2. Global Organization of the Brain illustrated in Terms of the
Major Subsystems. (Direct connections betwveen the L811 and the neo-
cortex are not shown)

the strategic anatomical position and connections necessary for the primary

decision-making role relative to the animal's total behavior. Odier neural tissue

may lobby but the MTRF alone ultimately makes the decisions, and the nature of

the heterostatic mechanism is such that the MTRF can decide only in favor of
itself.

Having suggested that the MTRF seeks to obtain depolarization and to avoid

hyperpolarization, what then are the MTRF's sources of excitation and inhibition?
The sensory input channels, excluding the pain fibers, are a principal source of

excitation. On the other hand, it is hypothesized that the fibers mediating pain are
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inhibitory with respect to the MTRF. Viewing both the MTRF and the individual

neuron as heterostatic systems, it is thus proposed that sensory inputs excluding

pain are to the MTRF what excitation is to the neuron. Similarly, pain fiber inputs

are to the MTRF what inhibition is to the neuron.

If the MTRF is a heterostat and sensory inputs, in general, are excitatory, it

would be expected that animals would seek novel stimuli since such behavior would

yield positive reinforcement. (Novel stimuli are required in order to circumvent

the habituation mechanism.) Of course animals do exhibit such a drive and we

term it curiosity. In the context of the present theory, therefore, curiosity is seen,

to be simply one route to sources of excitation for MTRF neurons. On the other

hand, neuronal assemblies in the MTRF that produce behavior leading to painful

stimuli will eventually become inactive and thus painful stimuli will be avoided.

Inactivation of these assemblies will occur because associated inhibitory transmit-

tances will increase with each experience of pain. The increased transmittancies

result from hyperpolarization of the active neurons following their firing.

4.3.2 THE LIMBIC SYSTEM AND HYPOTHALAMUS

The sensory tracts and pain fibers are not the only sources of excitation and

inhibition for the MTRF. Another very Important source of both types of signals

is the LSI. It is hypothesized that the principal function of the LSH is that of an

interface and transducer between the MTRF, on the one side, and the internal and

external environments of the organism on the other side. The particular variables

to be transduced are well known. The evolutionary process has taught the LSH to

pay close attention to the essential variables of homeostasis. Specifically, it is

postulated that the LSH, using genetically specified mechanisms, delivers

(a) generalized excitation to the MTRF (and other structures) when essential vari-

ables are moving toward homeostasis, (b) no signal when homeostasis is obtained,

and (c) generalized inhibition to the MTRF (and other structures) when essential

variables are deviating from homeostasis. This hypothesis suggests that it is the

achievement of or deviation from homeostasis and not the maintenance of the con-

dition that is innately reinforcing. It must be remembered that the condition of

homeostasis refers to a range of values for the essential variables. Survival is

possible so long as the variables all fall within prescribed limits. Thus, when one

speaks of "moving toward homeostasis" or the "achievement of homeostasis", this

usually refers to movement toward an optimal point within the prescribed limits.

It can be seen that if the MTRF is excited or inhibited by the LSH, depending on

the direction of change of an animal's condition relative to homeostasis, then the

MTRF will, as a consequence, seek to maintain homeostasis in its pursuit of'

heterostasis. Homeostasis is thus seen to be a necessary but not sufficient condi-

tion for the achievement of heterostasis.
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The transducer function just outlined for the LSH is hypothesized to be the

mechanism responsible for producing emotions. It is suggested that the delivery

by the LSH of generalized excitation or inhibition to the MTRF causes this center

of consciousness to report pleasurable or painful emotional states, respectively.

The specific state of the MTRF resulting from a particular configuration of excita-

tion and inhibition impinging on it determines exactly what emotional experience is

reported. The intensity of the stimulation delivered to the MTRF determines the

intensity of the emotion and also determines the magnitude of the resulting trans-

mittance changes. Larger transmittance changes account for faster learning and

more vivid memories in "emotionally charged" situations.

Another LSH transduction of essential variables, also accomplished with innate

mechaiiisms, involves the generation by the LSH of specific commands appropriate

to the maintenance of homeostasis. These commands result in visceral, vascular,

glandular, and motor responses by the organism. It is hypothesized that what we

term motivation or drive is the result of this type of LSH transducer action. The

generalized motor arousal indicating a motivated state is hypothesized to be pro-

duced by a specific facilitatory command originating within the LSH and which is

sent-either directly or via the MTRF to the motor cortex and perhaps other cortical

areas. This facilitatory signal appears when there is movement away from homeo-

stasis. The facilitation may be focused on the particular motor activities required

to ccrrect the type of deviation from homeostasis that is occurring.

The two basic LSH transducer functions that have just been outlined are media-

ted by what may be termed reinforcement centers and drive centers. The existence

of both types of centers can be demonstrated by stimulation at appropriat'e points

within the LSH. The reinforcement centers are sometimes referred to as pleasure

and pain centers. Pain centers were first observed by Delgado, Roberts, and

Miller (1954); pleasure centers were first observed by Olds and Milner (1954).

Drive centers, when stimulated, produce behavior related specifically to anger,

fear, or the satisfaction of hunger, thirst, or sexual needs.

It should be noted that the LSH is concerned not only with the preservation of

the organism but also with the preservation of the species. It is therefore assumed

that the essential variables of reproduction are transduced il much the same

manner as those associated with homeostasis.

In recent years, much knowledge has been accumulated concerning the

reinforcement centers.. Stein (1964) has noted that "Largely as a result of the

efforts of Olds (1962), it now seems highly probable (although direct evidence is

lacking) that the hypothalamic medial forebrain bundle and its connections play a

central role in the mediation of reward and that the periventricular system of the

dlienmephalon and midbrain has a critical part in the mediation of punishment."

Stein and Wise (1971) have summarized the results of research as it relates to the
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positive reinforcement system: "Physiological (Olds and Milner, 1954; Olds, 1962;

Miller, 1957), histochemical (Fuxe, 1965; Hillarp, Fuxe, and Dahlstrom, 1966),

and psychopharmacological (Stein and Seifter,, 1961; Poschel and Ninteman, 1963;

Stein, 1964; Wise andStein, 1969;,Stein and Seifter, 1970) work has led to the sug-

gestion (Stein, 1967, 1968) that rewarded or goal-directed behavior is controlled

by a specific system of norepinephrine-containing neurons in the brain. The cells

of origin~of this system are localized in the lower brain stem, and the axons ascend

via the medial forebrain bundle to form noradrenergic synapses in the hypothalamus,

limbic system, and frontal cortex. Electrical stimulation of the medial forebrain

bundle serves as a powerful-reward and also elicits species-typical consummatory

responses, such as feeding and copulation, which produce pleasure and permit the

"satisfaction of basic needs (Olds and Milner, 1954; Olds, 1962; Miller, 1.957).

Electrolytic lesions of'the medial forebrain bundle, or pharmacological blockade of

its noradrenergi%, function, cause severe deficits in goal-directed behavior and the

loss of consummatory reactions (Teitelbaum and Epstein, 1962; Hoebel, 1971).

There is some evidence that these findings in animals may be extrapolated to man

(Heath and Mickle, 1960; Sem-Jacobsen and Torkildsen, 1960)." The portion of the

lower brain stem in which the positive reinforcement neurons originate is that

which Nauta (1960)-has termed the limbic midbrain area-(Stein, 1967). We shall

enlarge our definiion of the LSH so as to include this structure.

An important question to consider is whether the brain can, in essence, be

viewed as consisting of two functionally distinct but highly interactivenetworks.

The reinforcement network, which would set the emotional tone, might consist of

the LSH reinforcement centers, the MTRF diffuse arrousal system, and axoden-

dritic cortical synapses. The drive network, which would compute the motor out-

puts, might consist of the LSH drive centers, the MTRF specific projection system,

and axosomatic cortical synapses. The specified locations of cortical synapses are

arbitrarily chosen and intended only as examples of the kinds of hypotheses to be

considered.

The behavior of the LSH becomes more complex with time due to learning.

The LSH is assumed to undergo heterostatic adaptation just as the MTRF and~other

neural tissue does. Both the reinforcement and the drive centers can therefore be

conditioned to respond to previously neutral stimuli. A similar suggestion has

been made by Stein (1964, p. 117) regarding the reinforcement centers. Stein notes

that the hypothesized capability of the reinforcement centers to undego conditioning

to previously neutral stimuli "provides for activation of reinforcement systems of

the brain before the occurrence of the reinforcing stimulus and is therefore a

mechanism for anticipation or expectation." Stein also suggests that (1) a recipro-

cally inhibitory relationship exists between the positive and negative reinforcement

centers, and (2) the two types of centers are continuously and jointly active in
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determining operant behavior. This picture of conditionable, reciprocally inhibi-

tory, and continuously and jointly active reinforcement centers appears to be coin-

pletely consistent with the present heterostatic theory.

It is now possible to understand how a nervous system acquires conditioned

defensive reflexes, as well as the appetitive reflexes already discussed. It must

be remembered that the MTRF and-other structures may receive either excitation

or.inhibition from the LSH, depending on whether the animal is moving toward or

away from homeostasis. Also, the MTRF receives excitation from the sensory

tracts and inhibition from the pain fibers. The operational characteristics of the

positive and negative reinforcement centers must be kept in mind, along with the

neuronal process of heterostatic adaptation. When all of these factors are con-

sidered, the acquisition of defensive conditioned reflexes can be understood in

terms of an analysis like that detailed'for the appetitive reflexes in Section 4. 1.

4.3.3 THE NEOCORTEX

,It is hypothesized that the relationship of the neocortex to the MTRF is as

follows. When the MTRF is aroused by a stimulus, it delivers signals to the
cortex, thereby facilitating cortical neurons that are also receiving the stimulus

directly via the sensory tracts. The intersection of direct sensory and MTRF sig-

nals within the cortex will cause some cortical neurons to fire and thus deliver

"signpls to. the MTRF. In this way, the MTRF has interrogated the cortex and

received a response. This response received by the MTRF is hypothesized to be

tha• which-we subjectively interpret as sensory input or memory, the particular

interpretation depending on factors to be discussed shortly.

Tne other simultaneous function of the MTRF signals when 01ey reach the
/ cortex-is that of serving as positive reinforcement. It can be seen that the continual

!intersection~oA, sensory and MTRF signals on cortical neurons provides the required

conditions for heterostatic adaptation. Thus, when the MTRF interrogates the

cortex, it is aeso rt. if( - ing it. This explains the fact that what we attend to is

what we r:member, since it is also what is reinforced. That which is not attended

to is tnerefore not reinforced and not remembered. While cortical neurons might

initially deliver a report to the MTRF only when they are driven both by the direct

sensory tract signals and the MTRF signals, eventually, after sufficient transmit-

tance increases occur with reinforcement, either set of signals alone will be
capable of eliciting the report. For example, if one is unexpectedly confronted

with a familiar face in a crowd, the cortex is capable of reporting this fact to the

MTRF even though the MTRF was not specifically interrogating the cortical neurons

relevant to that identification. (Some generalized facilitation of the isklal cortex
may have to be taking place for this pattern recognition function to occur, however.)

Alternatively, a familiar face may be recalled with the delivery of appropriate
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signals from the MTRF to the cortex even though the person is not present and

therefore the appropriate sensory tract signals are not available to drive the cortex.

Thus, it can be'seen that the cortical function of memory can be activated either

"by direct sensory stimulation of the cortex or by means of interrogation by the

MTRF.

Attention is hypothesized to be the process wh.ereby the MTRF selectively

facilitates cortical neurons and thereby obtains specific reports from the cortex.

The selective facilitation can activate sensory or-lnemory systems. These riqiorts,

when they reach the MTRF, are interpreted as sensory inputs dr memories, a

distinction that is not always correctly made. For example, in the case of dreams

and hallucinations, some of the information derived from memories Is apparently

interpreted as sensory inputs. Furthermore, Penfield (1969, pp. 796-797) has

observed that when externally applied cortical stimulation activates a memory

trace of a person undergoing neurosurgery, the person reports a subjective state

like that associated with the original experience. The events seem to be happening

again. The subjective state is not that of recall. This effect may occur because

Penfield's electrode is supplying- energy that would normally be supplied by

impulses that reach the cortex directly via the sensory tracts. Thus, the MTRF,

having received a report generated by an external energy source, may interpret

the signals it is receiving as sensory input, instead of as memory. For the person

undergoing the surgery, activation of the memory trace results in his experiencing

two "streams of consciousness. the one associated with the sensory inputs pro-

vided by the environment of the operating room and the other resulting from the

external activation of the memory trace.

The act of recall is hypothesized to occur as follows. First, the MTRF returns

to a sufficiently close approximation to the state it was in when the information to

be recalled was originally processed. This results in the signals sent to the cortex

from the MTRF being sufficiently similar to what they were on the previous occa-

sion to cause the cortex to send back something resembling the original report.

(Cortical transmittance increases make it unnecessary for the direct sensory

inputs to be present this time. The signals from the MTRF are now sufficient by

themselves to drive the relevant neurons.) In this way the MTRF can become

aware of, once again, what it was aware of before. It might appear that a regres-

sion will occur here because we can now ask "How do we retrieve the appropriate

MTRF state in order to then elicit the desired report from the cortex ?" The

regression, in fact, does not occur because the required MTRF state is already

obtained. The fact that one-is trying to recall someone's name, for example,

means that information about the person is already represented within the MTRF.

Thub, the present MTRF state will either be the appropriate one to elicit the

needed report from the cortex or the actual elicited cortical reports will drive the
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MTRF into the appropriate state. Should this sequence of events not occur, we

observe a failure to recall the information. Such failures are to be expected

occasionally because of che heuristic nature of the recall mechanism.

The analysis of recall just offered suggests that the retrieval of a memory

only occurs in situations where the MTRF has already been driven into an appro-

priate state by the various signals that impinge upon it. The MTRF does not per-

form a search function. The inputs to the MTRF, in effect, supply the address for

the next memory that will be called up. The context within which a memory is

laid down therefore becomes the address. If a sufficient approximation to that

context occurs again, as a result of the recall of another memory or due to sen-

sory inputs, then the MTRF must necessarily call up the memory laid down when

the context originally occurred. Thus, memory may be viewed as a mapping of

MTRF states onto the cortical 'Tile. " The brain may be said to employ a search

routine as a part of its memory mechanism only to the extent that a recalled

memory, in driving the MTRF into a new state, can lead to the recall of another

and sometimes more relevant memory.

A simple example may be helpful, Placing one's hand on a very hot stove may

establish a memory of the event. The next time one approaches the stove, visual

inputs (and perhaps othei sensory cues) will drive the MTRF into a state similar

to the state it was in when the hand was burned. The cortically stored memory of

the previous injury will therefore be activated by MTRF signals (which will be

simila'r to those sent to the cortex during the original experience) or by tile direct

sensory signals to the cortex, or both, and a cortical report will therefore reach

the MTRF in time to inhibit the hand that might otherwise reach out again. Tile

inhibitory nature of the cortical report (memory) is a consequence of the fact that

pain ensued when the report was delivered to the MTRF originally, and thus rein-

forced inhibitory transmittances will dominate when the signals reach the MTRF

again. In those cases where the inhibitory transmittances don't yet dominate, the

painful act will be repeated a sufficient number of times to bring the inhibitory

condition about.

In the past, the distinction between that stored information which constituted

memory and that which constituted learning has been unclear or has not been made

at all. The following definitions represent an attempt to distinguish the two.

Memory is information that is acquired with cortical reinforcement supplied by

the MTRF attention mechanism. Learning is information that is acquired with

reinforcement supplied by sensory, pain fiber, or LSIi activity, Memories serve

the purpose, when transmitted to the MTRF, of modifying this structure's state.

Memories must be stored on the input side of the MTRF, but learning can be stored

on both the input and output sides. When stored on the output side, learning serve-.

the purpose of amplifying MTRF motor commands.
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facilitation impinges upon sensory or memory cortex, we term it attention. When

the facilitatory signals are directed toward motor cortex, we term it a voluntary

act. In the case of memory, the MTRF signals sent to the cortex may be con-

sidered to represent a question; in the case of learning, they represent a command.

"If a question or command is inappropriate, it will result in pain (inhibition of the

SMTRF) that will reduce the facilitatory signals being delivered to the cortex, as

well as causing an increase in inhibitory transmittances associated with the gener-

ation of the question or command. Since facilitation will not be forthcoming from

- - the MTRF, recurrent inhibition will cause recently active cortical neurons to

undergo increases in their inhibitory transmittances, insuring that the recent

response will be less likely to occur in the future. When the appropriate response

occurs, the MTRF facilitation remains and may be enhanced, recently active exci-

tatory transmittances increase, and thus the response is positively reinforced.

In the case of learned motor skills, when cortical excitatory transmittances

¶ become large enough, the direct signals that the cortex receives from the sensory

tract will-, by .themselves, be sufficient, or nearly so, to generate the appropriate

responses. At this point in-the learning it becomes necessary for the MTRF to

provide only a more generalized kind of facilitation to the cortex in order to main-

tain the appropriate activity. No longer having to issue the highly specific com-

mands that were required during learning, much of the MTRF thereby becomes

available to process other information, and the learned motor activity moves to a

preconscious level. What has happened is that the highly specific facilitation sup-

plied by the MTRF has been replaced, after learning, with highly specific facilita-

tion (made so by selective transmittance increases) from the direct sensory fibers

to the cortex. This explains why our awareness of activities decreases with prac-

tice of them, it becoming necessary eventually for the MTRF to issue only the

generalized-command (a form of facilitation) following which the learned response

is executed.

In this discussion of the neocortex, it ought to be noted that this structure

contains innate as well as acquired information-processing mechanisms. In the

case of the cat's visual cortex, for example, Hubel and Wiesel (1965) have shown

that at least up to the level of the striate cortex, the functional organization is

genetically specified. Thus, when a new-born kitten first interrogates the visual

cortex, it is receiving more than "raw" sensory inputs. Presumably, innate pre-

processors of this kind also occur in other cortical areas.

One question upon which we have not speculated is that regarding the direct

relationship of the LSH to the neocortex. Specifically, does the LSH directly
reinforce the cortex in the same way that it has been hypothesized to directly
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reinforce the MTRF? Anatomical evidence suggests that there are airect'connec-,

tions, at least in the case of frontal cortex which receives inputs from the

medial forebrain bundle (Stein and Wise, 1971). Other questions can be posed.

Do some of the various specializied commands issued by the LSH for the- mainte-

nance of homeostasis go directly to the cerebral cortex or does the motor arousal

associated with a motivated state, for example, result from signals sent indirectly

via the MTRF? Does the neocortex supply sensory and memory inputs directly to

the LSH? It seems that direct interactions between the MTRF and the neocortex

are likely to be important. However, at this point, specific conjectures will not

be offered regarding these issues. Such decisions are not essential to the develop-

ment of other aspects of the present theory.

4.3.4 VECTOR SPECIFICATION OF THE BRAIN STATE

If we wish to characterize the state of a nervous system in a concise manner,

given that the neural connectivity pattern has already been specified, wo might do

so with the specification of two vectors. The MTRF-siate vector has already been

defined. This vector specifies the dynamic state of the command and control

center and thereby displays our state of'conscious awareness. We might define a

second vector and term it the weight or transmittance vector. This vector will

have one component for each synapse in the nervous system, each c t)mponent

specifying the corresponding synaptic transmittance. The vector is therefore a

way of representing the state of memory and learning of the organism. If the

human nervous system contains 1012 neurons and the average neuron receives

perhaps 104 synapses, then the transmittance vector for man will be a 10 1 6 -tuple.

(With this number of synapses available, it is interesting to consider that it would

bc possible for the adaptive process of the brain to modify ten million synapti-2

transmittances every second for an average human lifetime without ever hrv-_Xg to

modify the same synapse twice. This measure of the information coding capacity

of the human brain provides an upper bound in that every synaptic trAnsmittance

is assumed to be modifiable, which may not be the case. ) In time, with the accumu-

lation of memories and the occurrence of learning, the tranopnittance vector comes

to represent an increasingly accurate model of man's eni toximent, his relationship

to that environment, and of man, himself. Utilizing the information contained in

this vector, it eventually becomes possible for the MTRF to make accurate predic-

tions, to discover new relationships among those relationships already known, and

to seek answers to questions regarding its own fundamental nature.

4.4 Some Further Observations

4.4. 1 MEMORY AND LEARNING

One of the characteristics of brain function that has seemed most remarkable

zhas been the distributed nature of memory and learning within the corteA.
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This feature is undbrstandable in light of the global oiganizationilroposed above.
The MTRF is continuously broadcasting signals to large portion's of the cortex. In
order to interrogate a memory or, initiate a learned response, the MTRF must at
least appre 'mately reproduce the signal :onfiguration employed when the memory
or learned response was initially establishe l. No aspect of the proposed mecha-
"nism makes it necessary for the MTRF'to utilize contiguous cortical neurons when
"adaptation occurs. Whema memory is retrievedor a motor act is executed, it
would appear to be ..a easy to signal a widely distributed collection of neure.:; as it
would a localized collection. In fact, with the kind of global organization proposed,

a localized memoiy might be difficult to obtain. Thus the proposed storage and
recall mechanism makes plausible the distributed nature of memory and learning..

That'the storage may be reduiidant is alsoplausible. In effect, the function of
the cortex, upon receiving a signal configuration from the MTRF, is to deliver a

set of-impulses that will either produce an appropriate motor response or drive the
MTRF into a new state that,represents recalled or sensory information. When a
memory is established or learning has occurred, there is no irbason to believe that
only the required minimum number of~cortical neurons will have their synaptic
transmittances modified. In fact, it may be that large redundancies are difficult

to avoid. Thus, the continued successful function of the brainis plausible in spite
of the deaths of thousands of neurons each day, or in spite of the localized destruc-
tion of tissue in, the case of injury or disease.

It is also possible to understand the recovery of function observed, especially
in a younger animal, after extensive damage has been incurred by its nervous sys-

tem. Due to the localized neural process of heterostatic adaptation, when the
structure of the nervous system is altered due to damage, the individual neurons
that survive will readjust, seeking to once more maximize the amount of polariza-

tion they can obtain from the new signal configurations they will be receiving. This
readjustment and the observed recovery of function are hypothesized to'be one and
the same process. Thus, it is suggested that the key to understanding the plasticity
of neural tissue is an appreciation of the fact that each neuron, in a very real sense,
is "on its own." Heterostatic adaptation Is a localized process where each neuron

is wholly responsible for modifying its own behavior. It is important to realize
that the behavior of the totdl organism, no matter how complex and effective, is a
by-product of the Individual neuron's efforts, not the neuron's ultimate goal.

Concerning the question of the difference between short-term memory (STM)
and long-term memory (LTM), it is hypothesized that STM:consists of active feed-

back loops between the MTRF and other structures, principally the cortex. STM is
therefore reflected In the MTRF state vector. LTM, on the other hand, is hypothe-

sized to cunsist of the modified transmittance values of cortical and other neurons
and thus is reflected in the transmittance vector.
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It should'b, noted at this pointAt'at the, feedback relationship that has been pro-
posed between the neocortex and the MTRF may be expectedIto also exist to some

degree-between the MTRFand-other, brain strudtures. Memory and learning are
not the exclusive domainof the neocortex, although this structure is clearly highly

advanced in regar) to theje-functions. This issu. is raised here because the extent
of feed'back loops oetween the MTRF and other structures may correlate wil. 'their
observed epileptogenicity. It was noted'in Section 3 that Goddard (1967), usngý,a

"-stimulation technique that he~developed, found that an epileptic focus could be
established in the amygdala within 15 days, but none was established in the reticular

formation after 200 days of stimulation. Goddard's stimulation of~various sites

within the brain may have resulted in the activation of MTRF-mediated feedback

loops that, in turn, supplied a further polarizing bias to the stimulated area. If

this kind of reinforcing feedback is ocdurring duriig the development of an epileptic

-focus, epileptogenicity will, to some extent, be proportional to theeeXtensiveness of

feedback loops between-the stimulated area and the MTRF.

The extehsive feedback loops thatoccur between the two cortical hemispheres

may contribute to the epiieptogenicity of the cerebral cortex. Thatsuch loops are
involved in some cases of~epilepsy (but not necessarily in the establishment of
epileptic foci) is suggested by the fact that surgical separation of the two hemi-

spheres has produced marked improvement in severely epileptic patients (Sperry,
1966, pp. 298-299; Gazzt'iiga, 1970).

Are painful memories most easily forgotten? This is reasonable if the LSH
reacts to the memory asit did to the original experience. The LSH may be expec-
ted to negatively reinforce the MTRF activity involved in the recall and thus this

MTRF state-is less likely to occur again. Forgetting, in this case, refers to a
loss of t•e ýbility to retrieve the cortically stored memory. With ragard to the
general question of whether forgetting is due to interference or decay of memory

"traces, the neuronal modeland global brain organization proposed renders inter-
ference highly plausible bt offers no basis for the occurrence of memory trace
decay. This appears I,, be consistent with the psychological evidence on the question.

With respect to lo, goage-dependent information processing, split brain data

(Sperry, 1966; Gazzanioa, 1970) indicate that the integration of information from
the left and right sides uf the body is accomplished at the cortical level and not at
the level of MTRF. When the MTRF is aware of events associated with the left

side of the body, as d.amonstrated through speech or writing, it apparently obtains
this awareness by interrogating the left dominant hemisphere that, in turn, receives
reports from the right hemis.phere. Sectioning of the corpus callosum, the anterior
tad hippucampal commissures, and the niassa intermedia, done for the purpose of
controlling bevere epileptic seizures, renders a person unable to communicate
information via spee•,h or writing if the information is -.vailable only to the left side
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of the body or to the left half of the visual field. Furthermore, the right side-of the

body is no longer able to-act on the basis of iriformation available only to the left

side. All of this evidence points to a very high degree of coupling between the

dominant hemisphere and that portion of the RF which is the seat of iconscious

awareness.

4.4.2 PLEASURE AND PAIN

Hilgard (1969), in a paper entitled "Pain as a Puzzle for Psychology and

Physiology", raised four fundamental questions regarding the nature of~pain. We

will try to answer them now on the basis of the proposed theory.

"Is-pain a sensory modality?" It is not, no more-than pleasure is. Both the

experience of pleasure and that of pain can, at times, be highly correlatedwith,

activity within sensory tracts or pain fibers, when these are delivering excitation-

or inhibition to the MTRF. At other times, however, the source of the excitation

of inhibit on is the LSH and then the subjective experience is that of diffuse and'

internally generated sensations that we describe as emotions. The intensity of

pleasure or pain has already been hypothesized to be approximately proportional

to the delta value [see Eq., (18)]. Also, the specific subjective experience, .hether

Df vision, audition, tquch, joy, grief, anger, fear, etc., has been hypothesized to

_, depend on the specific configuration of depolarizing and hyperpolarizing events

occurring within the MTRF. It is hypothesized that we place subjective experiences

in the same or different categories depending on the extent of similarity between

the respective MTRF state vectors. In terms of the hypothesized reinforcement

and drive networks, the former network sets the emotional tone while/the latter

network accomplishes specific computations of motor commands (and also the

retrieval of memories to be utilized in computing future motor commands).

Hilgard notes that "any stimulus can qualify to produce pain If it is intense

enough." This fact, suggests that, with increasing intensity, all stimuli eventually

bacome inhibitory With respect to the MTRF.

The relief from intense~pain that is obtained with frontal lobe operations sug-

gests that fcedback loops between the MTRF and the frontal lobe have the effect of

amplifying inhibition occurring within the MTRF. The relief from anxiety (assumed

here to be an inhibition--aominant MTRF state) that is obtained after prefrontal

lobotomy further suggests an important relationship between thefrontal lobes and

MTRF inhibition.

"Are there any satisfactory physiological indicators of pain ?" None have been

found, as Hilgard notes, and none are likely to be discovered. Within the MTRF,

the complex interplay between excitation and inhibition that corresponds to the sab-

jective experiences of pleasure and pain should not be expected to currelate reli-

ably with any physiological indicator.
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"Where is the pain that is felt?" It is within the MTRF, along with everything

else of which we are said to possess conscious awareness. The projection to a

location on the body is accomplished with information that is probably obtained

fromthe regular sensory channels.

It is interesting to note that in the case of phantom-limb pain, the~projected

location doesn't even exist, although it may have had to at an earlier time since

the projection of a sensation to a location on the body may have to be learned. The

phenomenon of phantom-limb pain may arise because the amounts of excitation and

inhibition being delivered to the MTRF from a given part of the body are normally

in a state of balance - a state that apparently can be disturbed when thezperipheral

ner.'-AaU system is altered.

"How account for the great individialdifferences in felt pain?" This is

understandable when one realizes that pain is not something as narrow in scope as

a sensory modality. Pleasure and pain are the two fundamental currencies with

which all of the nervous system's transactions are carried out. The great indi-

vidual differences in felt pain reflect the genetic and expericntal differences among

people. It is reasonable that many aspects of nervous system function should

influence the subjective experience of pain, because we-are really talking about a

phenomenon as pervasive as inhibition. The variability among people in their

reaction to pain is parallelled by the variability of results obtained by the neuro-

surgeon when he operates to relieve pain. We can now better understand why this

type of surgery does not always produce clearcut, reliable results. As with the

sources of inhibition, the sources of pain are multiple and complex.

Having reviewed the questions raised by Hilgard, several other observations

may be made before we leave the subject of pleasure and pain. Fear may be con-

sidered to be the memory of inflicted pain. The memory can be of genetic origin

(in which case we are using the term "memory" in a much wider sense than usual)

or it may be acquired. An animal will "freeze" in a situation that produces

extreme fear. This may be a consequence of massive inhibition occurring within

the MTRF. Also consistent with the proposed theory, pleasurable circumstances

reveal an excited MTRF - people feel like "dancing in the street."

On the battlefield (and the playing field) men can be observed with severe

injuries and yet they may experience no pain. The inhibition being delivered to the

MTRF via the pain Zibers, as great as it is, is overwhelmed by the massive excita-

tion simultaneously delivered by the LSH in the heat of the battle. This is a circum-

stance where the two terms in Eq. (18), Q(D) and Q(H), are both very large. A

positive delta value results because the fight mechanism of the LSH is assumed to

supply large amounts of excitation. (This assumption that the innate LSH fight

mechanism is a source of excitation and therefore of pleasure for tte MTRF may

also ir, part explain man's tendency to undertake wars.) If the flight mechanism



51

takes over and delivers inhibitionto the MTRF, causing Q(H) to increase, or the

contest ends causing Q(D) to decrease, then the delta value becomes negative and

pain is experienced. Roughly speaking, 'it can be seen that Eq. (18) is to the whole

oxnal what Inequality (7) is to the neuron.
A final observation concerning paindis that we don't habituate to it. This is

consistent with the fact that no mechanism has been observed that relates to the

inhibitory neurons in the way that the feed-forward and recurrent inhibition under-

lying habituation relate to excitatory neurons. It can be seen that both the ability

to habituate to pleasur'able stimuli and the inability to habituate to painful stimuli

have survival value.

4.4.3 NATURE OF MAN

The present theory suggests a very simple and very old answer to a basic

philosophical question. What is the fundamentalnature of man? Man is a hedonist
(a special form of the heterostat). Probably most, if not all, other forms of

animal'life are hedonists also. This can now be seen to be a consequence of the

fact that the neurons of which nervous systems are constituted are -hedonists.

The conclusion that man is a hedonist has been rejected by many in the past

for three scientific reasons: First, definitions of pleasure and pain in other than
behavioral terms were lacking. Second, no underlying neurophysiological mecha-

nism was apparent that would support such a thesis. Third, man's behavior
appears to be truly altruistic at times (discounting the occasions when apparent

altruism is only a ploy). The proposed neuronal model suggests answers to the

first two objections. To meet the third objection, that relating to man's altruism,

a new hypothesis must be introduced.

It is proposed that the LSH's capacity for distinguishing between self and other

is limited. Specifically, it is proposed that man's LSH is a primitive brain that

(in conjunction with the MTRF) simply regards men as "others" if the fight-fright-
flight drive centers are active, but in all of the remaining situations, the LSH fails

to distinguish between other and self. This conjecture, which will be termed the
LSH hypothesis, is supported by evidence drawn from human behavior. For

example, man's aversion to killing his fellow man decreases as the relevant

sensory stimuli diminish. The strong inhibition is present only when the LSH,

driven by appropriate sensory inputs, can (mistakenly) interpret the situation as
self-injurious. A bomber pilot can knowingly produce immense suffering and

death from the cockpit, whereas he might well be rendered psychotic if he had to
accomplish the same amount of destruction of life while he was face-to-face with

his victims. Remove the relevant sensory input and the inhibition against inflicting
pain or death upon another human being diminishes. (Usually, it does not reduce

to zero because the cortical functions of memory and learning will provide approx-

imations to the relevant sensory inputs when they are no longer actually present.
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In addition, most cultures have, to some degree, conditioned their members-not

to harm their fellow man.)

Further evidence of the inability of the LSH to make the self-other distinction

is provided by an observation that Lorenz (1970) has discussed. Man finds it
increasingly difficult to kill animals as their external resemblance to hiinhincreases.

In order of increasing difficulty, Lorenz mentions fish, frogs ("it is the human-

like arms and legs of these creatures that render their slaughtering &o odious,

though from the point of view of neural and 'mental' development they are vastly

inferior to the higher fish"), dogs, and monkeys.

That the LSH tends, except under fight-fright-flight circumintances, to incor-
porate the-other into 'the selfis also evidenced by the fact that the amount of

seemingly altruistic behavior exhibited by an individual is a function of the extent

to which he is acquainted with the other person or animal. Lorenz (1970) has noted
that researchers experience increased difficulty in sacrificing a laboratory animal

if the animal has been known to them for a relatively long period of time. The

difficulties increase further if the animal has required considerable care.
The present context is perhaps anappropriate one in which to consider the

psychological concepts of love and hatred. Hatred would appear to be a psycho-
logical state in which the fight-fright-flight drive centers are active and thus the

LSH is capable of making the self-other distinction. Love, on the other hand, is

hypothesized to be a psychological state in which the LSH d6ds not make the self-

other distinction. If this is true, then "Love thy neighbor as theyself" assumes the

nature, in part, of a definition.
The innate decision-making processes of the LSH are supplemented in man by

much learned behavior. The question arises as to whether the greater ability of

man's highly educated cortex to assist the MTRF in making distinctions between

self and other has increased man's aggressiveness as compared to that of the other
primates. It would seem that learning can either support or oppose the innate

processes of the LSH. If, for example, a person is taught prejudicial attitudes

,toward another group of people, the person will perceive less of a resemblance

between himself and the members of the other group. The increased ease in

making the self-other distinction increases the likelihood that the person will

behave detrimentally toward'those against whom he has been prejudiced. On the

other hand, an educational process that reveals the similarities between all men

will support and strengthen behavior that is a consequence of the LSII's identifica-

tion of self and other.

4.4.4 EPISTEMOLOGY

The neuron is a cell in pursuit of excitation. At the level of the whole man,

this neuronal, goal reveals itself, in part, as the pursuit of knowledge or, more
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generally, the pursuit of stimulation. Of crucial importance in this process is

the habituation mechanism. Without it, redundant stimuli could satisfy the neuron.,

Novel stimuli would not be sought, knowledge would not be acquired, and the sur-

vival of the species_ would be unlikely.

In the context of the present theory, knowledge is seen to beta collection .f

causal relations encoded in the form of synaptic transmittance values. TW'anernit-

V•(tances are measures of the liklihood that excitation or inhibition will follow if the

neuron responds when the associated synapses are active. Thus, at the level of

the neuron, information isencoded in the simplest of forms. Impulses reach the

neuron as weighted advice to fire oir not to fire - nothing more. It is only from the

viewpoint of the whole brain that strings, of excitatory and inhibitory impulses take

on more complex meanings.

4.4.5 GENERALITY

Questions as to the generality of the proposed theory have not been considered

up to this point. While answers cannot be supplied, some of the questions should

be noted. Are only some nervous systems structured as heterostats ? Only some

neurons ? Are nonneural cells heterostats.? If so, is this view a route to a better

understanding of cells in general? Related questions suggest themselves. Are

plants and plant cells heterostats ? Does the cancer cell result from excessive

positive feedback or inadequate negative feedback? What is the detailed nature of

the heterostatic mechanism in neurons ? Does the entire neuron act as a single

heterostat as we have assumed here, or do limited areas of the soma and dendritic

field act independently of--one another from the standpoint of adaptation? For

example, could it be that recently; active synapses are reinforced only by other

active synapses in the immediate area rather than by any synapses anywhere on

,the neuron? Does the genetic apparatus encode modified transmittance values and

then insure that~these values are maintained? If so, might the recovery of func-

tion observed in retrograde amnesia result from a DNA-directed repair process

in which transmittances are reset to the values they had assumed before injury?

Might 'he sequence of transmittance vectors that originally occurred be approxi-

mated during the recovery process (a mnemonic version of ontogeny recapitulating

phylogeny), thereby explaining the order in which memories return?

5. SOCIOLOGY

If neurons are heterostats and, furthermore, if organized collections of

neurons (nervous systems) are heterostats, then it seems reasonable to hypothe-

size that organized collections of nervous systems (societies) will also be hetero-

stats. The observed behavior of societies would seem to support such a hypothesis.
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Actually, the list can be broadened. It is anticipated that the class of heterostatic

systems includes neurons, assemblies of neurons, whole nervous systems, families,

neighborhoods, cities, regions, and nations.

A system is a heterostat if it is organized in such a way that it seeks to maxi-

mize a specific internal variable. In the case of social systems, that variable is

hypothesized to be the total amount of pleasure being experienced by the system's

memnbers (pain, in this context, constitutes negative pleasure). Actually, to sug-

gest that a nervous system or a social system functions as a single, integrated

heterostat is to simphify the matter. It will usually not be the case that an entire

system is organized in this way. Normally, some part of the system occupies a

position of control and it, functioning as a heterostat, imposes constraints on the

remaining subsystems. These subsystems, in turn, will also function as hetero-

stats, but in doing so, they will be subject to the imposed constraints from the con-

trolling subsystem. Thus, in general, it is hypothesized that nervous systems and

social systems are organized as collections of interacting heterostatic subsystems.

Furthermore, a subsystem itself, rather than being a single integrated heterostat,

may consist of a collection of heterostatic "subsubsystems" where one of them is

controlling and the remainder are subject to imposed constraints.

To consider an example, it was hypothesized earlier that the MTRF is the con-

trolling subsystem of the brain and that, furthermore, it is a heterostat. That is to

say, it seeks to maximize the amount of polarization being experienced by MTRF

neurons; it does not seek to maximize the amount of polarization being experienced

by all of-the neurons within the brain. Thus, the brain is a heterostatic system in

the sense that its controlling subsystem'is a heterostat. In general, we will define

a heterostatic system as one in which either (a) the heterostatic variable, A , is

defined with respect to all of the subsystems taken collectively, that is, the system

functions as aosingle, integrated heterostat, or (b) kL is defined with respect to the

controlling subsystem only, as in the case of the MTRF of the brain. The first

type of system will be termed an integrated heterostat; the second type will be

termed a limited heterostat. An integrated heterostat is organized such that when-

ever the pt of each of the subsystems is maximized, so is the A of the system taken

as a whole. In the case of social systems, this is perhaps the necessary and suffi-

cient condition for the achievement of a perfect democracy. Alternatively, a

society that assumes the form of a dictatorship provides an example of a limited

heterostat.

The brain appears to be organized as a limited heterostat. Does this evolu-

tionary outcome imply that a limited heterostat represents a more stable form of

organization than the integrated heterostat? Such may be the implication at the

neural level, but an extrapolation to the societal level may not be valid. However,

it is a question that must be considered if one desires to compare, for example,

the expected life spans of democracies and dictatorships.
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It can be seen that the present theory offers the possibility of a unified systems

approach to the study of adaptive networks, whether they be of the neural, social,.

or man-made variety. It should now be possible to construct a single heterostatic

model of an adaptive network such that the model will simultaneously possess rele-

vance for the neurophysiologist, psychologist, sociologist, and cybernetician.

This model will consist, essentially, of a set of nested heterostatic subsystems.

Each subsystem will receive two types of inputs, one type to be sought, the other

to be avoided. The inputs will be variously described as excitatory or inhibitory,

appetitive or aversive, pleasurable or painful, andperhaps positive or negative,,

depending on the particular application. A generalized version of the neuronal

process of heterostatic adaptation will provide the maximization mechanism for

each subsystem. More will be said about this model in Section 6.

5.1 Comparing Social Systems With Nervous Systeosi

If, indeed, brains and societies are fundamentally one and the same kind of

system, then a comparison of their behavioral characteristics should be instructive.
For a start, we might consider that brains exhibit three properties that-have been
of rubstantial interest: brain functions are distributed, redundant, and (sometimes)

recoverable after extensive damage. It can be seen that societal functions possess

these three properties also. The knowledge and skills contained within a society

are, in general, not highly localized. Furthermore, just as it is normal for thou-

sands of neurons to die each day while the nervous system, utilizing its redundant

structure, continues to function, so too does the continual loss of members go on

in a society without rendering the system unworkable.

With either brains or societies, however, if the damage to the system is exten-

sive, so that redundancy of function cannot adequately compensate, then a process

of adaptation will, in some cases, permit the function to be recovered. In the case

of the brain, it was hypothesized that this recovery occurs because the surviving

neurons are subjected to a new set of input conditions and thus they modify their

transmittances so as to once more tend to maximize~the amount of polarization they

are experiencing. It was suggested that these transmittance changes and the

recovery of function are one and the same process. The mechanism would appear

to be the same within a society. When a substantial portion of a social system is

destroyed due to a natural disaster or due to war, the surviving members can be

seen to respond to their new input conditions in such a way as to ?nce more tend to

maximize the amount of pieasure they are experiencing. Often, to accomplish this,

they must learn to perform the function previously accomplished by that portion of

the society that has been destroyed. We have marveled at the brain's ability to

recover functions after extensive damage. The same process, occurring within a

society, produces less awe because the mechanism is more apparent. We can

In
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generalize here. Probably one of the best ways to gain an appreciation of how neu-

rons interact is to observe how people interact within the various social systems
of which they are a part. If one adopts this viewpoint, the properties of brains will

become less mysterious.

It may be noted that distributed functions, redundancy, and recoverability of

function through adaptation are not always adequate protections either in the case

of brains or societies. Certain heterostatic, subsystems are of critical importance

and their loss results in great and permanent damage to the total organization.
The MTRF of the brainand the capital cities of some nations serve as examples of

such subsystems.

5.2 Restructuring Social Systems

In the context of the present theory, it can be seen that neurons do not exist for
the sake of nervous systems and people do not exist for the sake of social systems.
People will do what is best for their society only when it coincides with what is best

for themselves. Therefore, if a society wishes to achieve a'particular result most
efficiently, it must assume a structure thatprovides for a coincidence of the inter-

ests of the individual and the society.

In what ways can present societies be restructved in order to enable them to
better meet the needs of their members ? Some p •e answers to this question

are suggested by observing ways in which so utie. .. id brains differ., n their

organizatiohal structures.

First of all, governments have a tendency to make their decisionsxat the top
and to execute them at the bottom. Nervous systems, on the other hand, appear to
make increasingly detailed dcisjons all along the line, as one moves from the
upper to the lower levels in t'" , control hierarchy. In addition to establishing

general goals, the upper control levels in the brain appear to regulate behavior by
dellvering positive or negative reinforcement based on the results obtained, not

based on whether a detailed plan of action passed down from above was followed.

Is the evolutionary process suggesting to us that decentralization is the most ef-

fective organizational structure for a society? 'One cannot be sure of such an ex-

trapolation, ofcourse, but we should carefully consider advice that has survived

millions of years of selection.
A second observation that may be relevant is that, in reinforcing neuronal

behavior, brains appear to employ a mix of positive and negative reinforcement.

On the other hand, governments tend to employ only negative reinforcement. The

services provided in return for taxes do not constitute positive reinforcement
because our receipt of them is not, in general, contingent upon our behavior.

Essentially, the only boinavior-contingent response is the punishment received when

one has broken a law. In contrast, note that many private organizations do employ

!,I
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a mix of positive and negative reinforcers and the result appears to be more effec-

tive organizations. Promotions, pay raises, recognition, prestige, and power are

highly, effective positive reinforcers. The denial of these rewards, or even more

extreme, the loss of one's job, provides effective negative reinforcement. Such a

balanced set of reinforcers does not confront the citizen in his relationship to-his

government. Rather, the name of the game for many simply becomes that of avoid-

ing negative reinforcement. Skinner (1971) has recognized, perhaps better than

anyone else, the need for us to rectify this situation by building social institutions

that implement a more suitable variety of reinforcers.

Finally, concerning the subject of international cooperation, the present theory

suggests what many already know. A nation will not willingly surrender power to
an international organization unless a point' is reached where it is in the nation's

best interest to do so. The nature of heterostats is such that they do not cooperate

as parts of larger heterostatic systems unless they have more positive than nega-

tive reinforcement to gain by doing so. Such was the case for neurons and thus

heterostatic brains emerged. Such was the case for people and thus heterostatic

societies emerged, Will such be the case for nations and will, therefore, a single

heterostatic earth-society eventually emerl, ? The hazards of gross ecological

imbalance and the prospects for nuclear annihilation are potential negative rein-

forcers of great power. The'benefits of cooperation could be many. It would seem,

therefore, that a single heterostatic system consisting of the earth's nations may

one day be realized.

6. CYIIEHNETICS

Cybernetic research into adaptive and intelligent systems has usually assumed

one of two forms. The "neural net" approach, characterized by a microscopic and

neurophysiological orientation, grew out of the early work of investigators such as

Rashevsky (1938) and McCulloch and Pitts (1943). The alternative approach of

heuristic programming, with its macroscopic and psychological orientation, devel-

oped out of the work of investigators such as Newell, Shaw, and Simon (1957, 1958)

and Samuel (1959). Some cyberneticians, such as Weiner (1948) and Ashby (1952),

have influenced researchers of both orientations. In this section, we will examine

the rela'ionship of the present theory to both approaches and will then consider

possible directions for future research.

6.1 Neural Nets

In the constri on an(" simulation of adaptive networks for experimental pur-

poses, usually one of two types of connectionistic neuronal models has been
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employed. In one type (which will be designated as Type I in the subsequent discus-

sion), it is assumed that the repetitive activation of a synapse, when this contributes

to-the firing of the recipient neuron, is the basis for increasing the effectiveness of

the synapse. Hebb (1949) adopted this assumption in developing his theory of cell

assemblies. Hebb's theory provided the basis for further research by Rochester

et al. (1956), Milner (1957), Good (1965), Finley (1967), and Sampson (1969), among

others. "

Another and more frequently assumed connectionistic neuronal model was first

einployed in adaptive networks developled by Minsky (1954) and Farley and Clark

(1954). Withlthis type of model (which will be designated as Type II in the subse-

quent discussion) alterations of the synaptic transmittances of a neuron occur as a

result of reinforcement signals received by the neuron after it responds. The neu-

ronal model proposed in the present theory belongs to the Type II category. Other
variations of the Type II model have been employed in the extensive investigations
of Perceptrons initiated by Rosenblatt (1957, 1962) and also in studies by Selfridge

(1959), Palmieri and Sanna (1960), Gamba et al. (1961), Widrow (1960, 1962, 1963),

Brain (1963), and Kaylor (1964), among others. For the reader who desires more

than the very brief historical review presented here, the bibliographic notes of

Nilsson (1965) and Minsky and Papert (1969) provide a comprehensive overview of

the literature of neural net studies.

The following are some of the differences in point of view and assumptions

between the present theory and previous work in neural net research:

1. The problem of understanding adaptive netwbrks has usually been
viewed from the top down rather than from the bottom up. That is tu say, the

tendency has been to think in terms of the system goals and then ask what net-

work structure and mechanisms would permit these goals to be realized. The

viewpoint of the heterostatic theory is the opposite. A goal is assumed for the

,individual network elements and then the behavior of the total system is
analyzed In terms of this elemental goal. From a theoretical point of view,

the two approaches can be equivalent, of course. However, the perspective

that results is in fact ,very different, depending on whether one focuses on the

system goals first and the elemental behavior second or on an elemental goal

first and the consequp system behavior second. The heterostatic theory

emphasizes the view'that the individual network elements are goal-seeking

systems.

2. The neuronal model adopted in the present theory assumes an adaptive

process dependent on sequential events, as do other models belonging to the

Type JU category. Previous theories that invoked a Type I neuronal model

assumed an adaptive process dependent on simultaneous events.
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3. Previous researchers who assumed a Type II model viewed the neuron

as,-the recipient of three or four different signal types, these signals being

excitation and inhibition along with positive and/or negative reinforcement

inputs. The assumption that the reinforcement signals were'of a special
nature, different from the exr(tatory and inhibitory inputs, creaed a wide

division between the "teacher" (the source of the reinforcement signals) and the

fniafrider of the adapti.velsystem and the environment. When the division is

elimihated, as in the heterostatic theory, thenmnot only may a special teacher -

the LSH, for example - provide reinforcement, but the environment may

directly.do so also. Sensory inputs-may be positively reinforcing (excitation

delivered to the MTRF) or-negatively reinforcing (pain, that is, inhibition

delivered to the MTRF). In addition, the siginals transmitted between neural,

structures may be reinforcing as in the case of selective MTRF facilitation of

"the cortex resulting in our remembering that to which we attend.

4. The proposed heterostatic theory assumes that nervous systems

employ a statistical adaptive Drocess, a process in which the chance occurrence

of appropriate or inappropriate behavior is positively or negatively reinforced,

respectively. Such a mechanism eventually produces a network that, to some

.degree, models the organism and the environment. As the model becomes

i hcreasingly refined, the statistical aspect of the adaptive process becomes

less apparent and behavior appears more directed. In contrast to this. type of

mechanism, much neure'l net research has assumed a deterministic adaptive

process. This assumpt.lon grew out of the discovery of the Perceptron con-

vergence'theorem (Rosenblatt, 1960) which provides an algorithmic adaptive

procedure. Such a mechanism has many advantages. However, the algorithm

applies only to single-layered adaptive networks. Much subsequent research

has failed to produce a truly viable deterministic adaptive mechanism for the

more general case of the multilayer network. The central problem in the

general case is that of establishing what any given network element should be

doing when the system behavior is inappropriate. If such could be established,

then the above-mentioned single-layer algorithm could be applied to steer an

eleb,:ent's behavior in the appropriate direction. The deterministic approach

to multilayer adaptation can be seen to be very different from the statistical

approach in which a system selectively reinforces whatever behavior occurs,

without attempting (at least in the beginning) to extrapolate beyond that behavior.

The discovery of the convergence theorem encouraged a search for a global

adaptive mechanism - a mechanism possessing a sufficient overview of a net-

work such that decisions could be made as to what an appropriate response

would have been for a given element. It has been found that, in general, such

a global mechanism cannot be simple because most of the ouputs of individual

I
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elements in a deep network'bear a highly indirect (relationship to the final out-

put of the system. Therefore, when a final output is judged to be inappropriate,

it is very difficult to translate this into a judgment regardi.,g the appropriate-

ness of the outputs of each of the inAividual network elements.

It should be noted that the discovery of the convergence theorem did not

cause Rosenblatt to seek a-global adaptive process. He continued to believe

that a local proccss was most appropriate, an assumption that was adopted in

formulating the present theory.

If the heterostatic theory is assumed to be correct, then it can be seen
that an unfortunate pairing of concepts has occurred in past.neural net research:
the correct category of neuronal models (Type II) became strongly associated

with the incorrect (determiristic) type of adaptive process; :likewise, the

incorrect category of neuronal ,. 'dels (Type I) was always associated, because

of its nature, with the correct (statib", al) type of adaptive process. Seldom

was the proper category of neuronal mode,- and adaptihe processes studied in

conjunction. .Actually, this criticism has to be qualified. If it is valid,, it can
only be so with respect to the problem of modeling arid understanding nervous

systems. With respect to the problem of understandiihg adaptive networks in

general, it has perhaps been worthwhile to investigate a variety of other com-
binations of neuronal models and adaptive processes, apart-from that combi-

nation which living systems apparently employ.

6.2 fleuristic Progams

In recent years, heuristic programming research has yielded increasingly

powerful information processing systems. For an introduction to the history of this
research, it is recommended that the reader consult the collections of papers edited

by Feigenbaum and Feldman (1963) and Minsky (1969). In addition, a recent state-
of-the-art survey by Nilsson (1971) includes bibliographical and historical notes.

The relationship of the heterostatic theory to heuristic programming research

is nct as easily defined as the relationship of the heterostatic theory to neural net

research. Heuristic programs are macroscopically oriented and also are often

developed using heuristics other than those that offer parallels with living systems.

However, the ultimate objective remains that of achieving intelligence, a notion

that has usually been defined, at least in part, in terms of the capabilities of the

human brain. It is therefore of interest to consider heuristic programs in the con-

text of the present theory.

Two central questions in heuristic programming research are: (1) how should

subprograms be interrelated to maximize the effectiveness of the total system and
(2) how should a system be structured to achieve generality, so that it can operate

in a variety of environments with a variety of goals? These questions appear to
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have the following answer in the case~of neural networks: Translate all informa-

tion for transmission<into a pair of binary codes and then employ subsystems that

seek, to maximize the difference between the amounts of each of the two types of

codes being received. One,codeis to be sought by the subsystems and the other to

be avoided. In the case ofAthe brain, 4the code that is sought employs excitatory

impulses and that whidh is avoided employs inhibitory impulses. Perhaps the
coordination of subprograms and system generality can be achieved in heuristic

programs with a similar approach. To-some extent, this is being done in robotics

research,[for example, seeAndreac (1963) and Doran (1968)] where a robot's prob-

lems have been formulated in terms of variables similar to those of pleasure and

,1 paih (see review by Ernst, 1970).

One other comment relates to bothneural net research and heuristic program-

ming studies. The brain appears to be organized'as a set of nested hcterostats,

such that the organizational str'Ucture is similar at every level from that of the

individual neuron to that of the Whole'nervous system. As noted in Section 1 and as

others. have recognized, a hierarchic structure mayr offer an important advantage:

such networks may be able to increase in size and capabilities by the,•more or less

simple addition of further network elements. With a nonhieraichic structure, such

a bootstrapping operation may b6)much more difficult and, if so, such structures

should perhaps be avoided.

6.3 A Basic Building Block

One of the objectives of neural net research has been to obtain an element that

could'sprve as a fundamentalcbuilding block for the construction of a wide variety

of adaptive systems. At one point it was thought that the variable-weighted linear

threshold element, in conjunction with the algorithmic adaptive procedure provided

by~the Perceptron convergence theorem, was such sn element. The present theory

offers a new candidate element: the heterostat. The elementary heterostat (one

that cannot be reduced further to component heterostatic subsystems) is a device

that appears to meet the requirements. Such a claim is based on the assumption

that it is tei heterostatic nature of neurons that is responsible for the information

processing capabilides of nervous systems.

An elementary heterostat- derives its power from the special way in which it

utilizes feedback informaticn. In the case of positive feedback (for example, exci-

tation delivered to a neuron), not only does the input enhance the output but also the

input eihances the effectiveness of recently active, positive feedback loops. In the

case of negative feedback (for example, inhibition delivered to a neuron), not only

does the input diminish the output but alio the input enhances the effectiveness of

recently active inhibitory feedback loops. In this way, the heterostat not only

accomplishes short-term modifications in its behavior but it also acc;omplishes
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long-term modifications, thus encoding causal relations and providing a basis

for intelligence.

6.4 'Future Research

Until a mathematical theory is developed for heterostatic systems,, understand-

ing will-have to be sought through experimental studies of synthesized networks.

Initially, in thepstudy of small networks of elementary heterostats, the dynamics

of the systems may be more r6,dily analyzed if the networks -do not interact with

an environment. This simplification will permit attention to be focused on the

interactionsamong networkelements. Such isolated systems might provide ade-

quate- models for neural and social networks Where allrelevant inputs originate in

other heterostats. The model will not be t3atisfactory for any system in which

some of the inputs originate in the environment within which the system is embedded.

Beyond the study of isolated systems, the more -general problem will'be that of

establishing the relationship between a heterostatic system's structure and the sys-

tem's effectiveness in eliciting positive stimuli from anmenvironment while avoiding

negative stimuli. (In this discussion, "positive" and "negative" will refer to the

categories which, in the specialcase of nervous systems, would be described as

pleasurable and painful,, appetitive or aversive, depolarizing and hyperpolarizing,

or excitatory and inhibitory.) Also, the question of how a heterostatic system and

an environment should be structured if it is desired that the network solve a par-

ticular problem will be of immediate practical interest. In all of this work, there

will be a need to develop methods for classifying the structures of environments

and..of heterostatic systems, so that a wide variety of possibilities can be studied

efficiently.

The sequence of developmentsduring future experimental studies will neces-

sarily parallel, to some extent, the developments that must have occurred during

the evol ,-bon of nervous systems. Initially, &imple networks of elementary hetero-

stats can be studied interacting with simple environments, perhaps paralleling the

evolutionary phase during which simple multicellular organisms interacted with

the' simple environment of the sea. It will be necessary to provide the synthesized

networks with sensory transducers that can convert environmental stimuli into

positive and negative inputs. Motor transducers will convert positive and negative

outputs into actions affecting the environment. As it becomes possible to synthe-

size larger and more complex systems, a variety of subsystems will "evolve",

including specialized command and cuntrol centers, reinforcement centersthat

will impose a global type of pressure on the elements so that they will adapt in

particular directions, drive centers that will supply innate knowledge, and memory

centers that will permit the more effective utilization of past experience.
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It is difficult if not impossible to draw a line separating the regu-
latory behavior of lower organisms from the so-called intelligent
behavior of higher ones; the one grades insensibly into the other.
From the lowest organisms up to man behavior is essentially
regulatory in character, and what we call intelligence in higher
animals is a direct outgrowth of the same laws that give behavior
its regulatory character in the Protozoa.

H. S. Jennings (1906)

In, attempting to understand the elements out of which mental phe-
,nomena are compounded, it is of the greatest importance to
remember that from the protozoa to man there is nowhere a very
wide gap either in struicture or in behavior. From this fact it is
a highly probable inference that-there is also nowhere a very wide
mental gap.

B. Russell (1921)

To declare that, of the component cells that go-to make us up,
each one is an individual self-centred life is no mere phrase.
It-is not a mere convenience for descriptive purposes. The cell
as a component of the body is not only a visibly demarcated unit
but a unit-life centred on itself. It learw its own life... The
cell is a unit-life, and our life which in its turn is a unitary life
consists utterly of cell-lives.

C.S. Sherrington (1941)

7. CONCLUDING REtARKS

At the fundamental level of the cell,, and consequently at higher levels, life is'

seen to be a process aimed at achieving a maximal condition. With that as its goal,

living systems utilize positive and negative feedback loops in such a way as to
accomplish long-term adaptation as well as the regulation of immediate behavior.

Both positive and negative feedback are eqential to life's processes. However,

it is positive feedback that is the dominant for'ge - it provides the "spark of life."

It is the effects of positive feedback that account for observations such as

Sherrington's (1 941):

'Life has an itch to live. ' This itch is universal with it. Under the
microscope it gives us tiny lives hurrying hither, thither, feeding.
Driven, each says almost as clearly as if it spoke, by 'urge-to-live.'
The one key-phrasc to the whole bustling scene seems 'urge-to-live.'

If, from the microscope, we turn to look at the busy street, with
its ;,idividuals hurrying hither and thither, hastening to earn, enter-
ing restaurants, is there no resemblance to that other, the micro-
scopic scene? What phrase again sums it up? 'Urge-to-live. ' And
here, because we know it in ourselves, we can read securely into
that urge, as of it and with it, an element 'zeal-to-live', 'zest-to-
live.' The physico-chemical has he're its mental adjunct. Life's
zest to live as outcome of life's tendency to increase in bulk. Long
the stretch of distance between that rricroscopic populati" and this
human one. Yet if a form of mind there be in that microk ,pic popu-
lation, though as a germ so remote that no word of ours can duly fit
it, is it not probable that that mind is 'zest-to-live' in germ?

-CI
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The evolutionaryprocess has established an equivalence between that which

has survival value and thatLwhich is a source of pleasure. Thus, living systems,

in pursuing heterostasis, participate in three broad categories of actions:

1. self-preserving behavior (maintenance ohomeostasis),

2. species-preserving behavior (reproduction),

3. stimulation-preserving behavior (knowledge acquisition and play).

Recognition that these categories represent subgoals, pursued only as means to an

end (heterostasis), renders certain aspects of human behavior more understand-

.able. We can see why it is that man goes on making love and war while research-

ing both subjects. Concerning stimulation-preserving behavior, it is seen -that it

is not the sometimes postulated "need to understand" that drives man to explore

his universe; rather, it is the need for stimulation.

In conclusion, it is seen that complex forms of behavior in,:ifVing systems

derive not from complex underlying mechanisms but from the combinatorics of

billions of interacting subunits and from the complexity of environments, A simple

perspective emerges. Neurons, nervous systems, and nations ar:o heterostats.
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