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mernt may have formulated, furnished, or in-any way sup-
plied the said drawings, ‘specifications, or other.dats, is
not to-he regarded by implication or otherwise as in any
manner licensing the holder-or-any other person or cor-
poration, or conveying:any rights or :permission to maru-
facture, us.e, or sell any patented invention that may in any
way be related theréto,

Copies of this report should not be returned unless rzturn:

is required by security considerations, contractual obliga-

tions, .or notice-on-a specific document,
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ABSTRACT

Photographic data were obtained for the transverse
injection of water and isopropyl alcohol from a flat-plate
into airstreams having Mach numbers of 1. 62 and 2, 72.
Jet/freestream dynamic pressure ratio, jet Reynolds and
Weber numbers, and freestream Rzaynolds number were
varied by factors of 8, 10, 11, and 3, respectively, in the
jet penetration tests, and by factors of 23, 4, 9, and 5 in
the jet spreading tests. Improved empirical equations for
jet penetration and width were developed and were sub-
stantiated for two sets of test conditions by detailed flow-
field mapping 50 jet diameters downstream using pitot-
pressure, cone-static-pressure, and heated sampling
probes. Since the injectant spatial distributions from the
two tests were nearly similar on a nondimensionalized
scale, it may be possible to use these data to predict dis-
tributions for other conditions. Finally, an improved
theoretical analysis not only predicts jet penetration more
accurately than previnus ones, but also predicts the trans-
verse distribution of injectant mass,
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{ - effective orifice diamelar, de = Qdf)’ 5d

NOMENCLATURE

_local jet cross-sectional area; and-dimension-
“less jet cross -se"tmnal area, A= A/A,
orifice dischargeé coefﬁcn_ent :

-drag coetficient

pressure coefficient, C, = (p-p,)/qx; Stagna -
‘tion point pressure coefficient

J
geometric orifice diameter
normal force on.jet element

percentage of injectant mass located at y; per¥
ceitage of injectant mass located below y

local mass of jet element

Mach number

Molecular weight

local coordinate normal éo jet centerline
static pressure

pressure sensed by emerging jet
cone-static pressure

pitot pf*essure

-dyhamic pressure q pV”~ /2 dynamic pres-

sure ratio, .q = q /%' and ratio q' = q /q
jet centerline radlus of curvature

gas constant

Reynolds number, R, = 'dej/u

- xiii -
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o
Subscripts
A, R

local coordmate tangential to jet centerline;

distance along 8; and-dimensionless distance,
s= s/d

Atemperature
velocity

local jet width; and dimensionless jet width,
w = w/dJ

mass flow rate . .
Weber number W_ = pVZd e

downstream dxstance from orifice center and
dimensionless disiance, x = x/d

mole fraction of species i

wvertical-distance above flat- plate surface; and
dlmenswnless distance, y = J;!dJ

mass fraction of species i

lateral distance from crifice (flat-plate center-
line); and dimensionless distance z = z‘/d:.l

local angle of jet centerline from horizontal
jéet breakup parameter

jet breakup variable; and jet-bréakup variable
at initiation of disintegration

specific heat ratio

viscosity

angular displacement from jet stagnation point
density; and density ratio, p = 'Ej/'b'°°

surface tension

species air and refrigerant-11 (injectant),

réspectively
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SECTION I -

INTRODUCTION

The fuel distribution achieved by transverse liquid
injection into a supersonic airstream (Fig. 1) is of ;mterest
for the design of supersonic ¢ombustion ramjet engines,

In prior experimeénts photographic techniques have generally
been used tc measure transverse penetration of the jet bound-
ary for both subsoni¢ (Refs, 1-3) and supersonic (Refs. 4- 10)).
gas'streams,.:and/or jet boundary lateral spreading (Refs,

2, 5, 7, and 9~11). ‘Ingebo's (Ref, 12) use of a mass-
sampling-probe is.a singular case in which in-stream mea-
surements-have-been previously applied to liquid injection,.
These past studies produced several empirical formulas

for predicting jet penetration (Refs, 1,.2, 7, 9, and 12)

and jet spreading (Refs. 2; 7, 9, and 11), Theoretical
studies, however, have had the limited goal of predicting

jet boundary penetration only. Theoretical models gen~
erally fall into two categories: those that agssume the jet

to be a solid body (Ref. 6) and those that include the ef-

fects of jet disintegration and distortion (Refs. 3, 8, .and

13). The more successful models depex.d heavily upon
empiricism,

AT AR TLATT
N

P RN ST o

o The existing correlations and models often yield

r conflicting predictions of the.absolute and relative impor-
tance of fluid properties such as injectant viscosity and:
surface tension, In fact, the ranges of cond{tions tested
- in many experiments are insufficient to allow the evalua-
tion of property effects, The objectives of the present
program were to advance the understanding of the prob-
lem of liquid injection by: (a) testing through wide ranges
of system properties, (b) using more comprehensive ex-
perimental techniques-to identify and evaluate the pro-
cesses and properties that control the disintegration of a
liquid jet column, and (c) relating these processes to the
resultant spatial distribution of the injectant.
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In the initial phase-of this-program, .émphasis was
put on-the determination of jet boundary location by photo-
graphi¢ techhiques. ‘Results/dbtained for jet penetration
‘were previously reported in Ref. 14 and are-:only briefly
summarized herein, The jét -spreading résults are pre-
sentéd herein, but they are-also discugsed-in Ref, 14.
Some photographic'data for liquid injection obtained with
a pulsed ruby laser are also discussed in this report,

,;p The more recent effort in-this-program has been
directed toward-a determinalion cf the detailed structure
of a-liquid jet flowfield using in-stream instrumentation,
‘ In particular, a mass-sampling probe was‘fabricated and
. -evaluated, and togéther with pressure probes, applied-to.
’ transverse liquid injection. The results.of these tests
‘have: (a)1ed to better understanding of'liquid dispersion
in a supersonic stream, (b) enabled a .critical evaulation.
of existing empirical correlations and theoretical treat-
ments, and (c) served as a basis for an improved theo-
retical analysis, as described herein,

Lbi
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SECTION II

; EXPERIMENTAL SETUP AND MEASUREMENT
< TECHNIQUES

e

A. TEST MODEL, INJECTANTS, AND TEST CONDITIONS

- Ty

The stainléss-steel, flat-plate model(Fig. 2) is
) 0. 5-inch thick and 5 inches wide, with a 15° leading~-edge
angle and a 10, 5-inch working length, A removable injec-
tor insert is located 3, 06 inches from the leading edge in
a plenum that is fed by two holes drilled 180° apart, from
opposite sides:of the plate, The geometrically simil=v in=

T T

L_ ternal flow -passage of -each-of the injéctor inserts cc .sists

? of a cylindrical exit section (diameter = length = d:) that

b is connected by a transition section (blending radius =

% 2 d.) to a cylindrical inlet section (diaméter = 5 d;). Injec-

‘5{ tant pressure and temperature are measured in the plenum.

i

tC The liquid supply system provides for remote,

1 ‘nitrogen-pressurization up to 1500 psi, and flow rate mea-

) surement via a turbine flow.meter, Some pertinent prop-

: erties of the liquids are listed in Table 1.

L

L Table 1

b Liquid Properiies (at 20°C unless stated otherwise)

|

P - . .
k ‘ Surface Vapor Boiling Heat of

t ‘Liquid Density Vlscosity" Tension Pressure Temperaf Vaporiza-
| (gm/em3) (cp) (dynes/cm)| (mm Hg) ture (°C) | tion (cal/gm™)
3 Water 0.998 1. 005 72.8 17,54 100,0 539, 6

: Isopropanol 0.785 | 2.370 21.7 22, 07 82,4 159, 4

e Refrigerant-11| 1.464" 0. 405** 19.0! 672, 0 23.8 43,5

* at boiling temperature

**at 30°C

At 25°C

Preceding page biank
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~ ‘Fér-water and isoprapanol,. ‘température-depéndent

‘properties were used:in réported calculations. A bother-

soine feature with refrigerant-11 ig thiat the injector will

become:partially plugged with-ice-if eithér the liquid sup=
.ply system .or_the air-suppiy contdins. water. Extreme

care had tn be ‘exercised: toravoidiice formatlon, which

Acould be sensedsby a var1at10n in-the. ihjectant flow rate.
for: a,gwen injectant-plenum pressure;

Table 2 Tists the test conditions for the-tests dis-

‘cussed herem The tests:are .conduc:ed in.a 2, 74- mch-
. -;dlameter, free~air jet from a contoureéd.supersonic (M

1, 6201 2;72):nozzle, The valies listéd for the effectlve
mJectant orifice diameter ‘de are based on calibration

" tests, in which the orifice dischap e coefﬁment C, was

nieasured.for Re; bétween. 4, 5.x.19%:55d 1 x 10%, In.thase

tests, liquids were .injeéted into-a c'{u;esc;er;t medium, and

the-metered flow rate was compared with the ideal value
computed by the Bernoulli equation.

B. PHOTOGRAPHIC TECHNIQUES

The photographic data for jet penetration were ob-
tained by direct-lumihosity, 16-mm cine-photographs (31~
ms exposure), Comparisons with-data from 70-mm
-schlieren photographs using both- 20-ms and 0, 25-ys
(spark) exposures showed. that variances in.measured pene-
tration height of as much.as 40% could result from different
photographic techniqués, These results pointed up the dif-

ficulty of using photographic data to establish-any weak de-

pendency of penetration on injectant or freestream prop-
erties and indicated that care must be exercised in com-
paring results from different experiments. The jet spread-
ing data were obtained by direct-luminosity, 4- by 5-inch
still photographs (2.5 ms exposure),

The 70-mm, direci-luminosity laser photographs
were-obtained using a Q-switched ruby laser having a
nominal rating of ~ 150 MW, with a pulse width of ~ 20 ns,
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The 9/16-inch-diameter beam was expanded sufficiently
to give-complete coverage of the subject and the correct
exposure for the Linagraph Shellburst (red sensitive) film;
the ‘beam was not recollimated, To decrease the effect of
ambient light without the use of extensive shielding pro-
cedures, the lager was triggered-by a motorized camera
that had.a 20-ms shutter window,

C. MASS-SAMPLING SYSTEM AND PRESSURE PROBES

‘The main requirements for a sampling system for
use in a heterogeneous. stream are that it extract a repre=-
sentative sample from the stream und prevent condensa-
tion and entrapment of liquid on.components of ‘the system
during the collection and analysis stages. For this pur-

- pose, -the heated.probe shown in Fig, 3-was:fabricated:

and evaluated, Its tip consists of concentric stainless
steel tubes separated by an-aluminum oxide insulator., The
steel tubing serves as the conductor in an électric circuit
powered by a 12-volt battery, and the entire length of the
‘probe and tubing to the sample container is heated, The
probes are mounted-in a three-point rake with a 0, 281~
inch center-to-center spacing (Fig. 4). Thé sample con-
tainers are wrapped with heating tape, so that subsequent
analysis can be made by gas chromatography. The gas
chromatograph was extensively modified to assure that all

internal passages are kept warm enough to avoid condensa-
tion within the unit,

The remaining in-stream instrumentation consisted
of pitot-pressure and cone-static~-pressure rakes, the

.most recent versions of which are shown in Fig, 5. The
five-point pitot rake used 0. £65~-inch OD by 0. 047-inch-

IDr steel tubing spaced at 0, 281 inch center~to-center, The
three 0, 125-inch OD, cone-static-pressure probes are
spaced.at 0, 562~-inch center-to-center, Each has a 15°
half-angle cone, with four 0, 015-inch=diameter, equally-
spaced pressure ports located 0, 170~i nch: from the tip

and connected to individual strain-gauge pressure trans-
ducers,
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FIGURE4 TWO.PHASE MASS-SAMPLING PROBE

PITOT PROBE

:CONE-STATIC PROBE

FIGURE5 PHOTQOGRAPH OF PRESSURE PROBES
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SECTION: III

EXPERIMENTAL RESUL*‘I?;:\FRQM‘:RHomQGRA?HY

A. SUMMARY OF PHOTOGRAPHIC B %PENEWA%HQN "
RESULTS )
In the jet penetration studies:(Rel, i4), testg wese ‘ o T
made for a set of reference-conditions. that were drbitrarily - L
_ chosen.as follows:. i . S 7 P
. : . R (‘
Water injection: d; = 0. 0262 inch; th ~ ST0°R P
Airstréam: M, = 2.72; T; ~960°R; .
~ . 1) . -

P, = 14.9 psia,

A series of tests wag then made in which injectant type,

th, Tt dj, and M_ were successively varied; in most
tests, some variation of Py between ~ 300 and ~ 900 psia

was obtained, Our resultsJ(F1g. 6, column A) showed that
the parameter yB/ dgq0-5 almost collapses the data for
various ¢'s in.a gwen test to a single curve, and the de~
viations from 4 single curve have a random nature, More-
over, data for about the same ¢q (Flg. 6, column B)
showed no consistently clear effect on yB/ d. of any other
system parameter in the form of either Reynolds or
Weber numbers or physical properties.of the fluids, When
our data are put on a single graph as in Fig, 7, the data
spread is nearly constant for all values of x/' de, and the
following equation fits the data to within + 10% in the
region ;/de 2 20: :

- 0.5 - '
yB/qe— 1.14q In(1+10 x/de). (1) r

The logarithmic form of Eq. (1) was suggested by two cir-
cumstances: (a) log-log plots of yg/d, versus x/d, showed

-13 -
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that significant curvature remained.in-the trajectory curves,
and (b) the logarithmic form often results in theoretical
studies of liquid-injection (see ‘Section V). The equation is
compared to the jet penetration results obtained by in-
stréam mass-samplinig in Section IV, .

Our jet penetration data are in fair agreement with

.some previously derived empirical correlations, The fol=

lowing two from Refs, 1 and 2, respectively, predict that

yg varies with X and q according to simple power laws:

0,265 0,475 0,22
q X ;

= 0,45 p ; (2)

Yg
{3).

[Note that Eqs, (2)and (3) are scaled‘in terms of d,

* rather than de; ‘hence, C4 = 1-is asSumed in the connpari-

sons.] Equations (2) and (37are compared with the data
in.Fig. 7, where the two curves shown for Eq, (2) are
based'on the éxtreme values of p and.q that existed in our

tests.. 'In view of typical photographic data bias, the quan-
titative predictions of Eqs. (2) and (3) compare favorably

to .g",'_xegdé'ta. However,. the power-law dependency of yg

on x gives poorer overall qualitative agreement, In addi-
tion, the p dependency predicted in Eq. (2) is not supported
by the present-data, as seen in the lower part of Fig. 7,
which compares trajectories for which p was varied but
the q's were nearly equal,

The following correlations from Refs, 7 and 9,

'respectivelly, prediét that maximum -};B'/ de always occurs

by X/d;s = 159 and is given by:

o . \0.51 |
7T Gy 1) @

](yB/dé)}rla

0,407

"(yB/de'):max = (15, 7/Mm') \ptj/pq‘)

(5)

- 16 -
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In order to compare Eqs; (4) and (5)-to-our data, which

-~were limited to-x/ de < 100, Eq. (1) was evaluated for

%/de = 150, and, using the Bernoulli equation and the de-
flnmon of: q, rewritten as follows:

T4 - 6210, 6, + o e, (6

Equation (6) is compared with Eqgs, (4)and (5) in.Fig. 8,
where two cases of the back pressure senséd by the jet
are considered: py = Py, -and p, = p; , where p; is the
freestream pitot pressure, These: tv?o cases bracket the
experimental py's, which roughly agreed with the expres<
sior«

pbzlﬁ'.él‘?{'pt . (7
j
This latter expression allows Eq. (6) to be written as:
Gold ) (10.2/M) (p, [p )" (Fa)
B "e'max ) L PR ) v

J:

Equation (6a), which approximately represents the data,
also is shown in Fig. 8 to fall between Eqs. (4) and (5).

It is in closer qualitative agreement (slopes) with the
former, but is in closer quantitative agreement with the
latter, In fact, the predictions of Eq, (5) are 50 to 70%
highér than those of Eq. (4)for the range of conditions
covered in our tests. It is apparent from the compari-
sons of Eq. (1) [which lead to the approximation (6a)] with
Egs. (4) and (5) that the use of ,ptj/pm as an independent

wariable is essentially equivalent to the use of q for the
ranges of conditions normally encountered in liquid injec-
tion, However, the frequent and natural appearance nf q
in analytical studies suggests that the use of qin em-
pirical correlations is more justifiable,

From our data, it was established that-a superior
-correlation was obtained with de’ as opposed to dj, as the

- 17 -
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length. scale. Tlis is appafently due to the-fact that the
use-of-de partially’accounts for the boundary layer of the
emerging jet, whi~h deépends'upon the internal geometry
of the injector. In fact, an effective diameter based:on
momentum flow considerations would be even more appro-

priate than the present d,, which is based on mass flow
considerations,

B. PHOTOGRAPHIC STUDIES OF JET BOUNDARY
SPREADING

Effects of d; (0,017 and 0. 027 inch), Pt (118 to 926

psia), and Mg (1. 62 and 2. 72) on the spreading of isopro-
panol jets were determined, .Still.photographs-of 2;5-ms’
exposure (Fig. 9) were obtained by reécordiag the back-
scattered light from flood lamps located above the flat-
plate surface. The data were 'subject to variations up to
25%.a8 a result of individual interprétation-of the jet
bouandary location., It was possibile to make measurements

at»(EB/de)’s up to = 70 for dj = 0,.027 inch and up to ~ 125
for d:-| = 0,017 inch,

The typical results in Fig. 10 show that, for given
dj and Mg, zB/d’e increases with, Ptj for x/d;e #» 10; however,

in some cases, the opposite trend is observed for small

(x/dg)'s (this behavior 2t M, = 2. 72 can be seen in Fig. 10,

where the leading edge of ithe jet at Py, = 118-psia. is-notice-
- . 3 -

ably blunter for x/dg sf).; For given d;i and ptj? zB/de

decreases with M, for x/de » 3 but increases' with M, for-

smaller x/d.'s. This behavior suggests that initial jet
spreading i3 controlled:by dynamic and/or viscous forces
that the airstream imposes within the stagnation region

of the jet column, téaring ligaments or drops from the jet
and imparting lateral momentum to them, These initial
-spreading effects are greater when M,, increases and when
the mean vertical momentum of the jet is smaller (lower
pt. for given d.) or when the jet has a lower Re, and, hence
a’ relatively I]arger boundary layer {smaller d; for given
ptj). Having been torn away, the drops are subjected to

- 18 -
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dyhamic forces imposed'by the freestream. Since the
resulting axial momentura interchange-also increases
with M_, the ultimate spréading decreases for an-in-
crease in ‘M.

The only substantial efforts to correlate jet.spread-

ing data have been directed toward predicting the maximnum

jet width zB /d , which is assumed {o occur by x/d

150. (Note that the change in character of jet width versus
system parameters with increasing X requires a rather
complicated expression ‘to predict the entire boundary tra-
J_ectory.) Initially, the correlations were in the form

zBmax/ d (pt Ip, )¢, where c was détermined-as 0. 133

and-0; 197 in Refs. T-and*9, resgpectively, ‘Photographic

data  were obtained in Ref, 7 for water injection into.a
Mach 2.8 airstream. with de's.kof 0,0117 to-0, 0211 inch.

'The correlation from Ref, 9 was based on-photographic

data for the injection of water, heptane, and a 58% glyc-
erin-42% -water solution into-Mach 2,8 and Mach 4, 0 air
streams fror orifices with dg*s of . 0. 0117 to0 0, 0624 inch.
L. Ref, 11, the correlation was modified to include a Mach
number dependency:

- 0.5,, _ 0,133 .
zg M, U/d =45 (p, Ip,) . (8)

max j

The present data are compared to Eq. (8) in Fig, 11,
which includes some typical data points from Ref, 9 for
injection of water, heptane, and-a water-glycerin solution.
To make the comparison, it was.necessary to extrapolate

gome of the spreading data curves to determine zBmax/ de'

towever, such extrapolation was reasonably safe, since
the slopes of the curves in Fig, 10 had become very small
at x/dg > 60. The present data (open symbols in Fig., 11)
are represented well (£ 7, 5%) by a single straight line,
but the equation for this line is;

— 0.5,, _ 0.25
Zg M, T/dg =10.44p [p ). (9)
max J

- 21 -
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Equation (8) predicts jet widths that are highér than the
pregent data by factors-of ~ 2'(at 1:>tja/p,=° = 1000).to = 3. 3-

(7;'>t‘].*‘/'p‘~,° = 10). However, owing to the considerable data.

scatter, a line having a 0.°25 slope does not violate-the

Ref, 9 data.

’ Mass-sampling-data at x%/ de =51 for refmgerant -11
with My = 2, 72 that are dis‘cg_ssed %ater yield zg M 5/de
36. 3 for py Ip, = 61,4, antzg M, "t °/dg = 27, 5 for- Py, I,

20, 17, From the M = 2,72 results shown in Fig, 10, 1t is
Judged that . would increase by no more than 10% inh go-
ing from x/ d = 51 to the point where AB / d,-occurs.

Even if a 15% increase were accepted, upper limits for
these two data points, which are plotted in Fig, 11, would

beé 41, 7and 32,1 at ;‘atj/fpu° ='61.4 and 20,7, respectively,

A line through these pdints still has a slope of 0, 25, but a
constant of 15, 0; compared to the 10,4 in Eq. (9). Rela-
tive to this dashed line, predictions from Eq, (8) would
still be-> 84% high for the range of the present data, -and
as much as 67% high for the data regidn. (pt /p > 150) on
which Eq. (8)is based..

If the procedure uged to.derive Eq, (6a) from Eq.
(1) were Sphed inversely to Eq. (9), theFe would result:

d « q"4%, 1Infact, the present photographic-data are
eqaally well correlatéd (+ 7.5%) by

- - 10,.0.28 .

In any event, the correlations found for -3;B / d and

zBmaX//de-combme to give meax/de ~ 0,08 (zBmax/d )

C. 'LASER PHOTQGRAPHS OF LIQUID INJECTION

The object of the laser-photography studies was to
determine whether-the flowfielil could be sufficiently

- 923 -
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stopped to allow 1dent1f10at1on ‘of individual fluid particles.
Flgure»12 shc»ws direct- lumm031ty photographs obtained
with the caméra set-at £/4. 5, with a. 1,.06:1 magnification.
Parts a and b show results for identical tegt conditions at
different times, and parts c.and d show results for a lower
and a higher injection pressure, respectlvely. (The probes
seéen in the photographs are not.in the jet flowfield. The
reflection of the jet flow is also seen in the flat-plate sur-
face. ), Thege pictures show the unsteadiness of the flow
and the irregular shape of the outer jet-boundary: These
features had bheen noted jpreviously using a 250=ns spark
source, as compared to ~ 20 ns for the laser; however,

the lager photographs show considerable more detail
within the jet céFe, and one can clearly see variations of
the injectant densxty over the flowfield, The jét remains
essentially intact for some distance before its breakup

“beging, which results in a region behind the jet.and near

the plate surface that is nearly devoid of injectant (farther
downstream, fluid mixing eventually eliminates this
region). Unfortunately, the number of fluid -particles is
too large to permit them to be 1dent1f1ed individually, It
Seems doubtful that the more sophisticated holographic
techniques would solve this problem -either,
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3 . SECTION IV
1 IN-STREAM FLOWFIELD MEASUREMENTS
%., ¢ * 3

A, EVALUATION OF MASS~SAMPLING. SYSTEM
It was, recognized-early in this program that:

1. The spatial distribution of the injécted mass
must be known if ohe is to characterize completely the
4 injection. process;

2, Standard photographic techniques are not sensi-

; tive enough to permit an evaluation of the effects of injec-
s tant properties such as viscosity and surface tension on

E this-spatial-distribution; and:

1 3. Measurements of this spatial distribution

would improve the understanding of the controlling mechan-
isms and form the basis for realistic theoretical models
of liquid injection,

T

,_ In some early tests a refrigerant-22 (chlorodi- a
{ fluoromethane) jet was sampled with an unheated probe,
and it was found that, on the jet centerline, the maximum

: injectant composition occurred at a height that was only

2 40% of the maximum pene‘ration. ‘The use of an unheédted
; probe was permissible in those tests because the high

. vapor pressure of refrigerant-22 assured that it would
rapidly vaporize in the airstream and not condensé in-the
i sampling system, To test less volatilé liquids, it was

L, necessary to develop the heated sampling system. The

E; probe design and use of an insulated and warmed gas

chromatograph were described in Section IIC.

To evaluate the sampling system, premixed sam-
ples of known composition were collected and analyzed.
The test apparatus (Fig, 13) for preparing the sample

- 27 -




AIR SUPPLY ;\m METERING VENTURI \

——

PRESSURE
‘REGULATOR

TINCHPIPE —!
(1.06-INCH ID}

AIR-HEATER (ELECTRICALLY !
HEATED NICKEL TUBE)

SAMPLING

[~—————— 81INCHES —| RAKE

‘SPRAY:NOZZLE
(CONTRA STREAM
INJECTION)

TURBINE FLOW METER

£

ya

== N, SUPPLY.
PRESSURE REGULATOR TO SAMPLE
LIQUID CONTAINER BOTTLES
(NITROGEN PRESSURIZED)

FIGURE13 SCHEMATIC:OF TEST APPARATUS FOR MASS-CAMPLING PROBE EVALUATION
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i employed contra-stream injection of a- metered liquid flow
via a spray nézzle into a metered airstream- that could be
heated to 500°F, Vaporization and mixing occurred ina
1, 06-inch-diameter, 81-inch-long pine. ThHe mixture is

E 0 discharged either directly from the pipe as a subsonic
JE stream, or from a 1, 3-inch-exit-diameter, Mach 2 noz-
3 zle. Inthe initial tests, subsonic, isopropanol-air mix-

tures were sampled and analyzed.as being more than 30%
lower than the input values. These vesults led to a deci-
3 sion to g~ the more volatile refrigerant=-11 (trichloro-

“ fluoromethane), which boils at 75°F and reduces heating

requirements on the sampling. equipment,

; The results with réfrigerant-ll are summarized in
3 Table 3. 'Tests A-I were conducted with heated air to avoid
-condensation of the mixture 6n pipé wall surfaces. Except
£, for the supersonic Test E, the sampled mass percent was
lower than the input value, The errors for the subscnic
tests varied from -8 to -17% for the supersonic tests,
from 6 to "%. However, jamples taken from different
points of the stream usually were in close agreement,

suggesting thorough mixing of the stream, No consistent
[ 3 dependence of sampling error on the input mass- percent

3 level was observed,

! Tablé 3

3 Summary of Mass-Sampling Probe Evaluation
Tests with Refrigerant-11

Mach |7 Mixture Total [ Liquid Input Probe Sampled Error

i Test No. Temperature (°R) | Mass Peréent| Location* | Mass Percen (%)
‘ b ) A <1 T 150 29,6 0.33 R 24,8 <16
v B | (pipe) 29,2 0:67R 24,2 -17
C 62,4 0,33 R 57.1 -9
k D 62.1 0,67 R 57 4 -8
4 E 2.0 600 39.8 0 42,5 + 7
b F | (nozzle) 0.58 R 36-6 -3
5 G 660 47.2 0 ) 44,8 -5
3 H I 0.58R | 45,2 -4
1 53.9 0,33 R 50,7 -6
R ¢
J 2,0 490 57.4 0 7.0 +21
) K | (uc heat) 0,58 R 5. 6 +14
¥ L 67. 0 83.9 +33
g - M| 0.58 R 78,5 +17
«
. Radius fraction from centerline in pipe of vozzle exit plane.
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When the inass-sampling system: was used in jet
‘penetration tests in-which unheated air-was used (these
results are.degcribed later), the results suggested that
the sampled mass fraction was incorrectly high. To
assess these findings, evaluation tests J-M in Table 3
were conducted with unheated air, Indeed, the sampling
errors (+14 to +33%) were greater and in the opposite
direction from thgse determined with heated air. In addi-
tion, the compositions measured at 0: 58 R were 10 mass
percent lower than those measured at the centerline,
which suggested-that the test stream was nonuniform, due
to either insufficient mixing or condensation on the pipe
wall ;surfacés, If, in these evaluation tests (and the jet
penetration tests described later), a significant portion of
the injectant remained in-the liquid phase, either or both
of. two-effects-might cause-the-erroneously-high results:
(a) liquid drops could intermittently plug the probe, block-
ing the air flow into it; and (b)-if the shock wave on the
sampling probe were detached, the centrifugal forces
created by the shock could cause the lighter air component
of the flow to be deflected by a larger-amount, resulting in,
disproportionately large amount of the injectant (both liquid
and gaseous) entering the probe,

While the performance of this probe leaves some-
thing to be desired, the qualitative results obtained with
it are of considerable interest, as we shall now show,

B. DETERMINATION OF LIQUID JET FLOWFIELD

Detailed surveys were conducted in the y-z plane
at x (= x/d;) = 50 for refrigerant-11 jets that were injected

‘normally into an unheated (Ttm = 525°R), Mach 2. 72 air-

stream with p_ = 1 atmosphere, and two jet conditions:
dj = 0,027, p, = 905; and dj. = 0,082, p, = 302 (see Table

2, Tests 12 ) and 13). Since pressureJ and velocity
gradients exist in the flow, significant differences can
exist between composition distribution and the distribu-

tion of mass flux, which is a property of main interest,
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Therefore, pitot and coné-static pressure surveys also
were made., Pitot and cone-static pressure data also

were measured for d. =0, 027, p;. >~ 211(Table 2, Test 11)
but complete mass-sampling data*were not obtained for
this condition because it was established that a sizable
portion of the injectant occurred below y = 4.6 (y = .0, 125
inch), which was the minimum value at which data c¢ould
be measured because of the size of the probe. Limited:

pitot-pressure data were measured at x = 25 for Test 13,

Vertical distributions of mass composition at five
lateral distances from the jet centerline are shown in
Fig. 14, Data could be measuréd only down to y = 4, 6
and 2, 3 in Tests 12 and 13, respectively. In general, the
data are rather well-behaved in regions where the injec=
tant mass-content is less than ~ 50%, ‘but show more scat-
ter at higher compositions, which is not surprising in
view of the probe evaluation test results (Table 3) for
comparable conditions of stream temperature and compo-
sition level, -Accordingly, the data curves drawn for the
high composition regions are opern-to question. This fact
will be examined later for the results shown in Fig, 14a
by comparing the injectant mass flow rates computed from
both the solid aad dashed data curves drawn for z = 0,
2.5, and 5, 0,

Some typical pitot and cone-static pressure.data
are shown in Figs, 15 and 16 (the complete pressure data
for Tests 11-13 are given in the Appendix), These data.
were measured with the probe rakes that were continuously
traversed in the lateral (z) direction for various levels
above the plate surface (y)., The data were then cross-
plotted to obtain pressure distributions for various lateral
planes. The data for Test 13 were taken at more closely-
spaced vertical positions to obtain a more definitive mea-
sure of the flow structure that was shown to be needed on
the basis-of results obtained:in Tests 11 and 12, Of
particular interest are the pronounced pressure decreases
that occur in the jet region. It will be shown that this
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feature of the pitot~pressure data, -in particular, is-useful
for detérmining an approximate measure of the jet bound-
ary geometry, The pitot-pressure maximum that occurs
outside the jet structure, e, g., at y = 19, 2'for x = 25 in
Test 13 (Fig. 17a), is caused by the interaction bow -shock,
whose position corresponds to this maximum. pressure,

On the other hand, the interaction shock had already inter-
-sécted the air jet boundary prior to x = 50 in Test 13, and
the pitot-pressure:decrease in the-vicinity of z = 25 (Fig.
15a) occurs at the air jet boundary..

A difficult problem here is the need to specify
local mixfure quality and the local liquid-phase velocity,
which may differ significantly-from that of the gas phase.
There also is a question of the extent to which the pres-
sure measurements per se are affected by the liquid phase,
For simplicity, the present data are reduced on the as~
sumption that the gas<flow properties can:be measured in-
dependently of the présence of the liquid phase. Then, thé
gas flow properties are computed for either of two assump-
tions on mixture quality: the-injectant is all gas or all
liquid, The gas-phase stagnation temperature is taken in
both cases to be that of the initial air plenum.temperature,
which was only slightly lower than that of the initial injec-
tant plenum temperature, This last assumption is reason-
able even for the case where the injectant is all vapo?,
because it.is-expected that the energy required to vaporize
the liquid would have to be selt~supplied and, hencé, would
decrease the ovarall temperature of the injectant.

With the foregoing assumptions, the gas flow prop-
erties are computed.by the procedure detailed in the
Appendix, The gas-phase static pressurc and Mach num-
ber were deduced from the pitot-pressure and cone-
static-pressure data by.combining, the Rayleigh pitot
formula with solutions of the Taylor-Maccoll differential
equation for supersonic flow around cones using the appro-
priate value of the specific heat ratio y. In particular,

y = 1.4 was used for the case of no vaporization (all air),
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N and y was based on the local mixture composition Tor the

. -case of complete vaporization, Similarly, the gas-phase
molecular weight was based on either pure air or the local
mixture composition., The adiabatic energy equation, the
gas-phase equation of state, and the .sound speed equation
were then used to-compute the local gas-phase mass flux,
from which the local injectant mass flux was deducéd. It
is important to note that, so long:as only the injectant

. mass-flux is of interest, there is no need to specify the

liquid-phase velocity in the case of no vaporization,

The-pressure, Mach-number, and mass~flux. dis-
tributions tomputed.for the case of complete vaporization
were cross-plotted to deduce the contours shown in Figs.

17 and 18. The results shown for the regions below y =
4,6 and 2. 3-in Tests 12 and 13, respectively, are esti-
mates, One means of judging the validity of these re-
sults is to compare: the injectant mass.flow rates (wits):
determined by integrating graphically the mass flux dis-

3 tributions with the metered input values (Table 4). When

‘ we consider the dished curves shown for Test 12 in Fig.

4 14a, which favor the lower data points, the error in the

F’ g integrated w. is reduced from 58 to 34%; thus, the de-

1

duced flow rate is very sensitive to the interpretation of
the composition data.

Table 4

Error in Integrated Mass Flux Compared to I\/'Iei:ered’\i';i

; Test 12 Test 13.
1 Measureraent ‘ wj(lb/s) Error wj(lb/s) Error
=2
Metered Input 0. 099 - 0.299 --
3 .Sampling (solid curves, Fig, 14) ‘ 0. 156 +58% 0..255 +28%
Sampling (dashed curves, Fig, 14a) | 0,133 +34% | -- -
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When, for Test 12, the injectant is assumed:to be
all liquiii, the deduced flow rate is about‘twice as large
(0.3 1b/s). ‘Nevertheless, some portion of the injectant.
probably still was liquid-at x = 50 in these tests, becdause
hoth Ty, and Ty were below refrigerant-11's boiling tem-

perature (535°R), and the local-pressure was only slightly
less than refrigerant-11's vapor pressure, The impor-
tance of knowing mixture qualily is evident.

Nevertheless, we have assumed'that the mass flux
contours based on-the all-vapor assumption (Fig. 18) are
qualitdatively usefil and have used them to derive spatial
distributions of the injectant. Figuré 19 shows that for:
Tests 12 and 13, respectively, 66 and 70% of the mass is
found below the half-height of the jet, and 75 and-°5% of it
lies within the half-width.(i. e., the central 50%) of the
jét. These results are very.significant for scramjet-en=
gine design. In addition, for Test 12, the mass percent=
age curve peaks in a lateral plane ~ 3 jet diameters from
the centerline, This observation is consistent with the
previously described photographic data for jet spreading
that showed mass apparently being stripped.from the
periphery of the jet, The failurz to find an off-axis. maxi-
mum for the d: = 0..052 results of Test 13 can be ex~
plained by the fact that, if such a maximum existed, it
could have been removed by the mass diffusion and mixing
processes, which would have been operative for-a longer
period oftime (by about a factor of 2, since X was twice
-as great) in this test,

The value of the present results would be enhanced
ifthe mass distribution curves were found to be similar
on some dimensionless basis, This possibility is ex~
amined in Fig. 20, whetre the ldcal jet height yg anc
width zy, have been used to nondimensionalize dissance,
Because of the varying degree of error that is kaown to
exist in the mass flux data, it is not expected tuat the
distributions from the two tests in either ¥ or z would
reduce to a single curve, Nevertlieless, theyare fairly
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similar, even though the x's differed by a factor near 2,
This result suggests that, in the.absence of further data,
these curves can be used to estimate mass distributions
for other conditions, using the empirical Egs. (1) and (10)
to déetermine yB and Zg:

In this:respect, it is of interest to examine the ex-
tent to which the mass-sampling results of Fig, 18 agree
with Egs. (1) and (10), which were derived from the photo-

graphic results (Table 5) It is recalled that Eq. (10) re-

fers to the maximum width, which is assumed to occur by
X~ 150, whereas the data are for x = 50, However, it is

‘estimated from the photographic data (e.g., the M, = 2, 72

results in Fig. 10) that zg increases by leos than 10% in
goiug from.x = 50 to x = 150, Referring to Table 5, we

-see~that-the-empirical equations-predict yg's and- zB'S

that are, respectively, 16-19% and 19-21% lower than
those (at the 0% level) from the sampling data. It must

be considered, however, that injectant fluid near the jet
boundary occurs in the form: of a low-concentration vapor
and/or extremely small dropléts and, hence, would not

be detected in a photoigraph. Therefore, it is reasonable
to use a finite composition level in making our comparison.

Table &

Comparison of Jet Boundary Locations

o Basisv ) 1 YB (Z:B yB ) Zp
Emp;jrical Formulas 21. 4 117, 6" 1‘1.18' 1 13, 0+
Mass Fra‘tion Data (0% level) 26,5 | 21.6 14,1 16.5
Mass Fraction Data (10% level) 21,7 | 17. 6 12,5 | 13,1
Mass Distribution (95% of mass) |20.6 | 16,4 10.9 10.8
Pitot-Pressure Data ‘ 22,8 | 17.6 | 13,1 14,9

Test 12 " Test 13

+Maximum jet width — assumed to occur by x ~ 150
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If the 10~-mass-percent level is arbitrarily chosen, the
yg's and zp's agree well. Another means of evaluating
the usefulness of ‘the empirical predictions is to consider
the amount of mass.for which they account, If we deter-
mine from the dash-~dot curves in. Fig. 19 the y and 2
values that account for 95%: of the injectant mass, we find
that they are lower than the empivricahlly:predicted YB and
zy. Hence, we conclude that the empirical predictions

are réasonably accurate, accounting for~ 96% of the in-
jectant mass.

Pitot-pressure data also are useful for a rough
determination nf the jet houndary géometry, as shown in
‘Table ™ which includes yg and zg values at x = 50 esti-
mated i jet boundary contours (solid curves in Fig,
21)-define.  ‘oci of points at which the knee of the pitot=
pressure distribution (in the'y- or z-direction) occurs;
i.e,, points at which the pitot-pressure, as it increases
above its minimum wvalue (which occurs-in the region of
maximum injectant composition), reaches the nearly con-
stant level that exists between the jet boundary and the in-
teraction shock. Referring to Fig. 15, one sees that
there is some arbitrariness in defining the knee of a :pitot
pressure curve, Nevertheless, the jet boundaries so de-

termined are in better agrecement with the mass-sampling

data (0% level) than are the results from the empirical
equations, as shown in Table 5. Figure 21 also includes
a jét boundary contour based on pitot-pressure data at

x = 25 for Test 13 (dash-dot curve), and it is noted that
the pressure data show a 16% increase in yp in going

from x = 25 to x = 50, whereas Eq. (1) predicts a 12%
increase,
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SECTION V

. THEORETICAL STUDIES OF JET PENETRATION

A. GENERAL FEATURES OF FLOW MODEL

The usual procedure for predicting the trajectory
of a liquid jet élement of infinitesimal length ds and mass
m (Fig. 22) is to apply the normal component of the 'mo-
mentum equation to obtain:

2 =i« 2 —
F,=-mV,"/R = - p,Ads v de/ds , (11)
where R = ds/dw is the local radius of curvature of the
trajectory, and p; and the magnitude of V. are assumed
constant at their 1n1t1a1 values, The advantage of using
local-coordinates 1, 5is-that Eq. (1) holds for either
constant or varying m,. when the velocity of the element
is always along s. Neglecting the relatively small gravity
force, the force F, can be represented by:

- 2 =
Frl = CD q  sin"g wds , (12)
where Cpy is the local drag-coefficient of an element in a
crossflow (¢ = 90°). Equations (11) and (12) are combined
to give, after introducing dimensionless quartities (A=
AlAj; q= ’qj/qa,; s E:SIdd; w = w/d,),

(w/A) ds = - (ﬂQ/2CD)<da/S,\in2‘d. (13).

To proceed, it is necessary to specify local values (as
functions of s or @) of w, A, and Cp, which are all func-
tions of jet distortion and disintegration and are strongly.
intérrelated. ‘When this is done, Eq. (13) and the rela-
tions dx = ds cos o and dy = ds sin @ are used-to determine
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the centerline trajectory in the x, y plane. (In general,
it-is necessary first to determine s = s(a) before these
relations can‘be applied. )

Although the cross-sectional shape of the liquid
element probably is noncircular, Cp is often taken to
correspond to the drag on a right circular cylinder and
is then based oii either theory or experiment, An example
-of the former approach is the Newtonian drag theory,. in
wkich local pressure on the forward portion of the cyl-
inder is computed by assuming that particles striking the
surface lose their surface-normal component of momen-
tum, The pressure distribution around the body is then
found to be:

For -m/2s¢%n/2,C =C, cosZ o,
T (14)
For n/2<¢< -m/2, Cp =0,

For an inclined cylinder (a # 90°), only the component of
the. freestream flow that is normal to the-cylinder axis
contributes to the drag, in which case C = (p - pe)/

de sin%y. A second expression for the force F, is now
determined-to be:

"
F_= 2[ pcose(w/2)dpds,
0 (15)
= (2/3)wdsC_ q siny .
p 2]
0
Combining Eqs. (12) and (15), we find:
= (2]
CD (2/3) Cp . (16)

0

Here CPO is the stagnation~-point (p = 0) pressure coeffi-

cient. In "regular' Newtonian theory, CPO =2, buta
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constant value for C, is incorrectfor compressible flows.

. 0.
Thus, in the "modified"! Newtonian theory, C, is based on

Po
the actual stagnation pressure that can generally he cal-
culated as a function:of M,.. For subsonic flow, the isen-
tropic tlow relationships give: g

C, = @y ?) I+ iy - 1')"-M;2/~2]"/(°"1) - 1} . (17)
0 :

For supersonic flow, the normal-shock relationships give:

e,

cpo =(2/ym_ %) U+ Diym 2 -y + iy l/er-1) [y + 1)Mm2/21?’/"‘1) < 1} . (18)
3 AS

When ‘Egs, (17) and(18) are.applied. to-an.inclined. cyl-
inder, M, should be replaced by My sin @, so that, rigor-
ously, Cpy ='Cpj (Ma, @) should be used in integrating
Eq. (13),

Variation of the Newtonian Cpy with'M,, is compared
with experimental data for-a solid, normal (o = 90°), con-
stant-area cylinder (Réf, 15) in Fig, 23 (the approxima-
tion .shown there is discussed later). The difference be-

3 tween data and theory is generally sizable, except for the
hypersonic regime (M, » 5), where the-agreement between
dats and the modified theory is very good, The deviation
at lower M, 's reflects viscous and base-drag effects that
occur in the real situation. However, none of the curves
necessarily applies to a liquid jet, since jet disintegra-
tion and distortion could lead to vigcous and base-drag
effects that differ significantly from those occurring on a
solid body. Moreover, the ajsplication of Cp for a right
‘cylinder to a curvilinear deflected jet incorrectly implies
an equality between bow shock and jet centerline shapes,
Hence, it is concluded that no really satisfactory basis
exists for predicting the drag on a liquid jet,

i T o deagt T

T RISt
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The s1tuat1on* 'with regard to predlctmg jet-disinte-
gration and distortion is.even less sat1sfactory One of
the more comprehensive studies in this area was made
by Clark (Ref: 16), who determined the change in normal-
ized jet cross-sectional.area, A.= A/A., by measuring
‘ the electrical resistance variation along the length.ofa
water jet(V; = 65 to 430'ft/s) in'a nitrogen crossflow
i (Vo = 15 to 155 ft/s), from which he derived:

s @ & e e R
.-iﬁ&w;-.,,\ﬂ"ﬂ >\(

- Fig T E

For €<1, A

1;
(19)

)

? For € 21, A =[0.00392 (7. 68 ¢ - 1) (¢ -1)* 3% + 1771

where € = [1 +(V; [V, ) I's /q is ¢alled the breakup-parame-
ter., The occurrence of ¢ as an independent variable re-
sults from a simple theoretical model of jet breakup at
high Weber numbers in which it.is assumed that jetbreak-
y up is controlled by the rate at which the jet spreads. trans-
. versely to-the-oncoming stream, The spreading is

3 -assumed to be effected only by the dynamic forces im; Jlosed

g by the gas stream and the inertial forces within the Jet

3 In fact, Clark reasoned that jet width should vary as fol-
. lows:

s W=(1+2§)3 (20)

Clark's data and the correlation given in Eq. (19) are
shown in Fig. 24, While considerable scatter (upto £25%)

: exists in data, their uniqueness makes them important
3 and useful,

Before proceeding, it is important to note that, in
formulating the flow model as presented here, the separa-
tion region that is expemmentally observed to exist in the
vicinity of the orifice exit (see PFig. 22) is neglected.

Hence, it is to be expected that analyses based on the
‘ above formulation will predict an incorrectly low penetra-
: tion for the initial portion of the jet trajectory, independently

TSI N
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of other agsumptions made in a particular analysis. In
fact, this-will'be found t6 occur for those analyses dis-
cussed in this report.

C

¢
}tt
@
g

B. REVIEW OF EXISTING ANALYSES

. The studies of Forde, et al. (Ref. 6) and Catton,

' et al. (Ref, 8) present two approaches to the theoretical
prediction-of jet penetraticu that are fairly representative
of theé scope of existing unalyses. In béth analyses, cen-
terlire trajectory equations are derived for arbitrary in-
jection angles which, when specialized to normal injection,
can be expressed as follows. (d, = d. is agsumed):

’ ) < 2 (0,5
yC =‘K1yo + K2 In (KS + (X - XO)IIKz + %[KS + (X - xo)«/Kzl -1} )3 (21)

where K; =(Ky4 =~ K9)/Ky4, Kg.2 (xg + K4)/ K4, and whare
K2, K4, xg, and yjy.are constarts that depend upon the
assumed models for jet cross-sectional distortion, disin-
tegration, and drag (x( and Yo actually define the initial
centerline location; however, they may be multivalued for
a given trajectory if the integration of Eq. (13} is done
piecewise because of changes in the functional form of

w, A, or Cp). Toassess the analyses of Refs, 6 and 8,
we shall compare their predictions of jet centerline pene-
tration with the empirical correlation of jet boundary pene-
tration given in Eq. (1). (The comparison is reasonable,
since in the theoretical models, the difference between
centerline and boundary locations is small — half the local
jet thickness in.the n - direction.) Observing that Eq. (21)
generally does not predict y, « qo 5, we shall compare

the equation with- Eq, (1) for-a range of q,

YT T P SR TR TR T T SR

BRI M ST AT

In Ref, 6, jet disintegration.and cross-sectional

i deformation are neglected, and the jet is assumed to be a
' constant-diameter cylindrical body; hence, w/A = 1, x, =
¥ =0, andKj = Ky = 7q/2Cp. In addition, it is assumed
that Cpy = Cp (¥, My) # Cp (oz), where Cpy is based on the

P
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Newtonian theory. 'Hence, Cp is éither . 33 for fegular
Newtonian theory or's 1,.23 (M, -+ «) foi ‘the modified New-
tonidan theory with-y = 1.4, The:prediction for-Cp = 1., 23
is-compared with Eq. (1) for q = 3, 30, and 100-in F1g 25,
where it may be seen‘that for q 2 3, the predicted pene-
tration exceeds the-data for x 2 35. Increasing Cp'to 1,33
does ‘not noticeably improve the agreement. In .f:‘;.ct, a
.Cp as high as 2..13 (the maximurh experimental value
shown in Fig. 23) is required, .o obtain only-fair .agree-
ment over the range of q tested.

The analysis of Ref, 8 incorporates experimentally
measured effects of jat distortion and disintegration, They
use the data of Clark-(Ref. 16) as a guide in deriving an
expressmn for local jet area-A; in particular, they assume
that A= 1uptoa pomt s, beyond which A = 2,25 q s~4;
hence, s Sq © (1.5q)0.9, The foregoing expressions are
compared to Clark's data: u. Fig. 24. To account for jet
deformatlon, w i§ assumed to 1 2ch a maximum value of
1.6 at s, beyond which w = e afs=6, where ¢, f, and g
are constants, They arbitrarily assume g to be 4, which
makes w/A independent of s and simplifies the integra-
tion of Eq. (13), They use e = 1, and f = 1,25, t0 give
the best fit between their predicted.and measured trajec-
tories, (Actually, their choices for various constants
appearing in the analysis result in some inconsistencies;
for éxample, the values chosen for e and f do not give

=1,6ats =s,) The net result of these various as-
sumptions is to divide the trajectory into two regions, in
both of which the jet is, effectively, a constant-diameter
cylinder. In thefirst region, x4 =yg =0, and K4 =Ky =
,mq/2Cp, as in Ref. 6, while in the second region (which
‘starts at the-following values of Xg» y«,)

_ 2 1,24,0.5
XO-(K4 +1.63q ) "*K4:

y,Q=K411n{1+>' /K, * [(x, /K) + 2x /K4] } "
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and Ky = (1. 32r/Cp) qo 385. In both regions, CD is

based on the mod1f1ed 'Newtonian theory corresponding to
hypersonic (M, =«) flow. In particular, they use Cp =
(2/8)y + 3)/{y + 1), or Cpy = 122 for y = 1.4, In effect,
this. model increases (when q 2 4, 9) the drag.in-the second
region by the factor- 0, 38 q0..62, Figure 25 shows that
the model agrees fairly well w1th experiment for g2 30,
but agreement is poor’for q= 3. Observe that this model
gives a smaller dependency of the reduced penetration on
q and that the<dependency is reversed froin that predicied

by the analysis of Ref. 6. For the same level of Ch

(Cp =~ 1. 2), the penetration predicted by this model is

considerably improved over that predicted in Ref. 6, a

fact that is presumably due to the inclusion of jet disinte=
gration effects.

‘€, PRESENT ANALYSIS

The theoretical studies considered in the previous
section have shown the importance of including jet disin-
tegration effects in the flow modeling., While this was
done in Ref, 8, the amount of empiricism introduced into
that analysis limits the versatility of the results to an ex-
tent that makes it difficult to classify and assess the ef-
fects of yarious assumptions, Therefore, the analysis

does not permit optimum usc of experimental data to sug-

gést further improvements in the theoretical model, More-
over, it does not permit computation of the injectant mass
distribution, Accordingly, a new theoretical analysis

was developed for predicting the centerline trajectory of

a normally injected, disintegrating-liquid jet, such that

the effects of varying jet breakup rate, M, and Cp can

be assessed by comparing the predicted injectant thass

distribution with experimental data.

In the present analysis, Clark's (Ref, 16) experi-
mental data (Fig. 24) were fit with the following expres-
sion for local jet area:

For 0se¢ ¢, A=1,

0
, 0, e Dy,
For ¢> €’ A =exp[- Ble 5. €00 5)1’.

(22)
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For liquid ’mJectlon into supersonic-flow, V; [V, <« 1, so
that'[1 +(Vi/ V)2~ 1, € » szlq, which is assumed here-
after. Figure 24 shows that with ¢y = 2 and 8 = 2.1, Eq.
(22)-falls within the region of certainty of the data, An
advantage of the form of Eq, (22) is that, for conditions
assumed in‘this analysis, the momentum equat10n>(Eq.
(13)) can be integratzd in:closed-form, Moreover, Eq.
(22) does imply a physically reasonable-description of jet
breakup that is shown'by its differentiation:

(=3

A B

L. E s

3 0.5
5 q

i.e,, following, the jet.path, the local disintegration rate
is proportionsl to localk jet cross-sectional area, in-
creases with the square root of the freestream dynamic
pressire and decreages with the square root of the jet
dynamic pressure, However, it will be shown later that
€p and B may vary with q, so that the exact dependency of
the breakup rate on q may be different from q~

Since no accurate measure of the jet shape is
known, we make the simplifying assumption, as others
have done, that the53et remains circular in cross section,
so that w/A =4~ Finally, we assume that Cyy. =
Cp (y, M) # Cpla), -and Cpy is given by the modified New-
tonian theory with v = 1.4, With these assumptions, Egq,
(13) can be integrated to obtain the following expressions
for jet centerline trajectory for normal injection:

For 90°2 ¢ 2 ®gs X = K5 (cosecq - 1)

Yo * Kgin cot(ee/ 2) . 124)
- cot(a/2)
For a<a0,x-K(coseca N+K _—1:'('&'7_2') KE(aa)
(25)
¥, = K¢ In cot(aolz) + E(a,a:ov ,
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where
, =de ¢ 0’ 5'. L o= -]: R
s =€) " @y = cot (S,O/KS)

1. . o a0e
E(a,ao) =(K6/K8)ln.[(K7 + K'8 - tan -5) (K7 - K8 - tan -2—-)/

o VaO

(K,7 - KB -tan -2-) (K7‘+K8 - tan T)];

K, =ma/2C_; K. = (2/p)a ">
5 - ﬂrq K 'D’ 6 - ﬁ ~q 3
2. 0.5

B = I - g . = .
K'7 K6 SO)/‘KS’ K8 (K7 + 1) .

(Note that Eqs., (24) may be combined to give Eq. (21),
WithX0=yo=0.) i

A major purpose of this analysis is to provide a
means: for determining the downstream mass distribution
of the injectant. If mass torn from the jet is assumed to
have negligible y-component of momentum, so that fluid
particles remain.at a. nearly constant y for subsequent
values of x, the y distribution of mass ¢an be computed
from the theory. The fraction of mass G(a) loss at-.« (i. e.,
between & and & + de) is given by:

For 90°2a=ap, Gle) =0 .,
(26)

For & <@, Gld) = (2/K (K /K ) cot o= {s)/Kc) + 1]-'2 .

In addition, the cumulative mass distribution Gw where

G, 18 the totél-mass loss between o = 90%and ¢, is given

by:

For 90°za2a0, G =0,
o (27)

For a<ag, G =1 -,(K6/2) Gla) .
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Both Eqs. (26) and’(27) can be combined. with Eq. (25) to
obtain the corresponding distributions in terms of ¥, but
this is difficult to do explicitly. For completeness, we
also include the expression for s = s(a):

For 90°2> & 20, 8= K5 cot & ,.
(28)

For e<ey, s=s + K, n [1 +(K5/K6) (cot & - cot ao)] .

0

Now, since Clark's data apply to liquid injection
into subsonic flow, it might be reasoned that q in the fore-
going equations ‘'should be more properly mterpreted as
being the local value of q' = q./q_ = q/q , where qq is the
gas stream dynamic pressure] be?nnd the jet interaction
shock wave, so that the dynamic pressure loss.across the
shock would b e accounted for, This approach causes
some-difficulties; -however, since q depends upon the
local wave angle, which decreases fr om ~ 90° {(normal
shock) in the vicinity of ‘the injector exit down to the Mach
angle corresponding to M,. Furthermore, the deflection
of the freestream flow by the wave to an extent that.also
varies with the local wave angle means that q would have
to be further modified if only the component of q in the
origindl freestream direction were of interest, For sim-
plicity, however, it might be assuned that q .and hence,
qg, correspond to.the normal-shock cond1t10n £2r M.
Then (Ref, 17),

and, with the exception of the expression for Kg, q in the
foregoing trajectory equations is replaced by«q/q_) (the
q that occurs in the expression for Kg relates to tﬁe drag
coefficient, which already accounts for the fact that the
flow is supersonic), The effect of this assumption on the
theoretical results is examined later.

Before proceeding to test our theoretical model,
it is of interest to examine the effect of using an &=
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dependent drag prediction, This can easily be done for the
case of a constant-area, nondisintegrating jet using the
following expreéssions for the drag on a right circular ¢yl=
inder:

2

For 0sM_= 1.0, Cp = 0.667 (1+0,250 M),
For 1.0<M_s1.46, -C,=0 506 + 0, 328 M, » (30)
For M_> 1.46, Cp = 1.226 - 0. 51‘4/Mm2 .

It is shown in Fig. 23 that the above equation closely
agrees with the exact, modified Newtonian drag function,
For.an-inclined, cyiiadrical jet element, M, in Eq. (30)
should be replaced by M, sin &, provided it is assumed
that the interaction shock shape is identical to the jet
boundary shape. Thc ., when Eq, (30) is substituted into
Eg: (13), with w/A = 1, expressions for the jet-centerline
trajectory can be determined. These expressions are
not given here because they are lengthy and change their
form depending upon M, and they can easily be generated
with the use of available integral tables, However, Fig,
26 compares some trajectory calculations based on them
with those based:6n a drag model in which Cpy = Cpy (M)
(i, e., no & dependency) is assymed. It is seen that the
effect of the a~dependent model {5 to incfease the pre-
dicted jet penetration at the low Mach number (M, = 1. 6)
at low q (q = 3). For g= 30, the effect is smaller, and
for g = 100, it is negligible, For the higher Mach nim-
ber (M, = 5), the effecy is negligible even at low q.

D: COMPRARISON OF PRESENT ANALYSIS TO DATA

In Fig. 27a the present analysis is-compared to
the empirical Eq. (1) for jet boundary penetrition (dashed
curve) using €, = 2 and g = 2,1 (these values were pre-
viously shown ?o give a good fit to Clark's data), In gen-
eral, the predicted curves fall {ar below the curve given
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by Eq. (1), suggesting that the disintegration rates used are
excessivély high, with a- dépendency on q that was not seen
from the photographic data, and it is noted that this q=-
dependency is the.reverse from that predicted in Ref. 8,
Finally, Fig. 27a.shows a slight reduction in penetration
when M, is increased from 1. 6.(solid curves)-to 5 (dash -
dot curves), This result.is interesting, since the photo-
graphic results shown inthe last part of Fig. 6 indicate

a sizable effect in this direction:(reduceéd penetration) for
a smaller change in M_, (increase from 1,62 to 2. 72). In
view of the limited accuracy of the photographic data,
however, it is felt that more extensive tests are required
to establish firmly the M effect.

If ¢g is kept at 2, but 8 is decreased to 0. 65 (the
variation-of A with s predicted with this value is com-
pared to Clark's data in Fig. 24), an improved.overall
fit between theory and data is obtained as-seen ih Fig, 27b.
Although the discrepancy at low q is reduced, a larger
effect of q is predicted, as well-as a slightly increased
dependency on M,. Figure 27c presents the theoretical
predictions for the case where the disintegration rate is
based on conditions existing behind the interaction -shock,
againusing € 4 = 2and 8 = 2,1, The overall spread of
the various curves about the curve from Eq, (1) is no
better than in part (b), and the effect of M, at a given g
is now reversed (opposite to the trend seen in Fig, 6),

From these results we conclude that €. and g8
must somehow:depend on q, At this point, one could per-
form a numerical experiment to ascertain these dependences
on-q. However, since we are more concerned with predict-
ing the cumulative injectant mass distribution Gy, we: chose
to make use of th: available experimental Gy's.

For this purpose, it is expedient to set €;, whose
effect on the predicted penetration is secondary o that of
B, at a fixed value for given conditions of injection, and
then seek the value of 8 that gives the best agreement
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between theory and data, This value of'€ j; was chosen to
reproduce the point on the y-axis interceptéd by a line
that (&) has the same slope as that at the inflection point
(i. e., d2G. /dy2 = 0) of the experimental G, curve and )
passes through the inflection point, The vilues of y de-~
termined visually in this manner are 1, 3 for g = 3.1
(Test 13) and 4. 2 for.q = 10, 3 (Test 12) (see Fig. 28).
The corresponding values of € are 0.55 and 1. 75, re-
gpectively, when the disintegration model is-based on q,
and 0, 15 and 0. 50 when the model is based on q'.

Using the above values of € ,, various values of

B were tfied., Figure 28 shows the theoretical G -distri-

butions for narrow ranges of p to show their sensitivity
to 8. Withan appropriate g, '‘agreement is good in the
region between 20 and 80%. For the q = 10, 3 data in Fig.
28, €5 = 1. 75 and g = 0, 30 give a good fit when the break-
up model is-based on q. The values of €, and g based on
Clark's data (2 and 2, 1) give a poor fit, which is only
slightly improved when 8 is decreased to 0,65, For the
q = 3.1 data, €, = 0,55 and B~ 0, 20 give the best fit for
the q-bzsed breakup model, The values.of€yand § de-
termined for the q = 10, 3 data do not give as good a fit
here, which further suggests that ¢, and.g are functions
6f q. As shiown in parts (c) and (d)'ofTig. 28, the break-
up model based on q' gives about equally gocdagreement
when the previous values of €3 are reduced by the ratio,
q/q', and different values of § are used: Again the agree-
ment is poor for €y =2 and 8= 2.1, and it is degraded
when an atterrpt is made to fit both the q = 3.1 and 10, 3
data with thé same values of €4 and 8.

‘The sets of €4, B that hzve been shown to give

.good data fits (1. 75, 0. 30 for q = 19, 3; 055, 0, 20 for

q=3,1; 0,42, 0.55 jor q' = 36.9; and 0, 15, 0. 35 for

q' = 11, 1) can now be used in an attempt to formulate a
dependency of € o and B on qor gq'. Taken at face value,
the above results suggest that € ) o q0. 96, B« q0.35,

€0 < (q1)9-96, and p = (q")9- 45, "The q = 10 3 data were
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used to determing the-proportionality constants in the fore-
going expression: ‘When this was doné;. it was found, by
comparing’the predicted and empirical jet trajectories,
that the predicted values for € were excessively high for
large q or q'. In additioh, the values of g appeared to be
too low for large q or q', particularly for the q-based .
In view of these results, and based on‘the experience
gained in judging the effects of € gandg on the predicted
‘trajectories, the following functional forms of ¢, and 3
were assumed: €, 8 « q0.5 and €5 B = (q")0-°%, To
maintain agreement with the -experimental nesults.for G_,
the q = 10, 3 data were used to compute thé proportionality
constants which resulted in the following equations:

€= 0.545 ¢* % = 0,094 o™,

and (31)
¢, = 0.082 (@2 g =0, 001 (%5,
The trajectories predicted with the use of Eqgs.
(31) are shown in Fig. 29 for q values between 3-and 100
and M, = 1.6 and 5.0, The overall improvement com-
pared to Fig. 27 is obvious for both breakup models. The
spread of the theoretical trajectories about the empirical
curve (generally high for q 2 30, low for q = 3) is of the
same order of magnitude as the scatter of the photo-
graphic data on which the empirical equation is based
(see Fig, 7). Hence, there is no firm basis for much
further evaluation of the theoretical results 12 terms of
their predicted dependency on qand M_. Moreover,
there is little to choose between the breakup models.
For the q~based model, the predicted penetration is
'nearly independent of M for q»- 30, whereas for the q'-
based model, it increases with M, for q2 30, We do not
have a sufficient basis.for judging whether this may be a
point against the q'-based model,

We have already seen in Figs, 28a and ¢ the ex-

tent to which the values of € and g given by Egs. (31)
give a fit to the q = 10, 3 data. The extent to which the
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q = 3.1 data are also fitted is shown in Fig., 30, The pre-
dicted Gy, at a given y tends to.be lower then the experi-
mental value except near the jet boundary, However, ‘the
fit is considered reasonably good, especially when the
expérimental difficulty in sampling is remem! 2rzd.

Up to this point, we have considered only the ex~
perimeéntal distributions for G, without considering the
distributions for G(y), the pertentage of mass at a level
y, because the G, distributions are less sensitive to the
exact details. of tKe jet breakup-model and, hence, are
more useful for cemparing with experiment. However,
Fig. 3l:compares the theoretical distribution for G(y),
computed using the q-based breakup model (the result
obtained: with the q'~based model i5 nearly identical), with
the experimental result for the q = 3,1 case, The effect
of agsurning that jet breskup is delayed for a finite dis~
tance is cleariy shown by the disagreement at small y,
where the griéatest difference between theory and experi-
ment rxists,

An important question that must be answered now
iz wh ther the jet area variations predicted by Eqs. (31)
agree with Clark's data. Figure 32 shows that for q' 2
100 (or a 2-30), the q'-baserd breakup .model predicts
values for A thet are consistent with the data, and it falls
down only at low q, whereas the q-based model gives
poorer agreement at «ll q levels, Therefore, the g'-
paged modil, whivh approximately accounts for the dy-
namic pressure losses across the interaction sheek, is
judged to be the moyre appropriate one to use, especialwy
1f subsonic data such ag Clark's are to be related to
gsupersonic data. The ability to derive a %' ~akup model
based on the present dats that is also cons! .ent with
previous data ¢s particula.-ly satisfying, since this gives
cop idence 1n, at least, the qualitative value of the pres-
cnt data.

We have now established that, ercepting low
values of q (g™ 3), good agreement exists between theory

-0 -
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:and. data, in terms of either predicied jet boundary loca-
tion or injectant mass y-distribution. It is desirable to
consider possible explanations for -the discrepancies at
low g, which, primarily, have appeared.as low predicted
‘boundary locations. One feature of the injectioh process
that has not.been considered heretofore is the mass diffu-
sion and turbulent mixing effect which obviously con=
tributes tu the dispersion of the injectant, particularly in
the jet boundary region. Perhaps this effect is relatively
more irmportant for a low~-q jet, which has lower absolute
values of penetration than a higher=qgdjet.

A final observation concerning the jet breakup
model deals. with the rate expression-given in Eq. (23):

dA/ds = -89 0 %4 (23)

With B8 °=‘q0' 5, as assumed herein, the above expression
reduces to dA/ds « A, i.e,; following the path of a jet
element, the disintegration rate depends only on the local
crosg-sectional area, Intuitively, it seems that dynamic
conditions of the jet and the airstream should affect the
disintegration rate. The failure of the finalized form of
the theory to predict such effects is taken ns another indi-
cation that the g-dependency.assumed for various parame-
ters might be incorrect. There is certainly a need to ob-
tain considerably more detailed flowfield data for a

variety of conditions to establish a basis for improving
the theory.
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SECTION VI

SUMMARY AND CONCLUSIONS:

The -dispersion of a liquid jet that was injected
transversely from a flat-plate surface into a supersonic
airstream was studied by photographic and in-stream-
probe measurements. The data were-used to derive
empirical correlations for predicting jet boundary pené-
tr=tion-and spreading and as-the basis for the development
of a theoretical model that gives a satisfactory predic-
tion of the transverse distribution of jet niass.

The photograshic: measurements, ‘which were
based on back-Scattered light, weré obtained for the in-
jection of water-and isopron:.1 alcohol from orifices with
diameters of 0,017, 0. 027, and-0, 052-inch into air-
streams having Mach numbers of 1. 62 and 2, 72, Jet/
freestream dynamic pressure ratic ‘q), jet Reynolds and
Weber numbers, and freestream Reynolds number were
varied by factors of 8, 10, 11, and 3, respectively, in
the jet penetration tests, and by factors of 23, 4, 9, and
5 in the jet spreading teésts, The penetration results are
correlated to within £ 10% by an empirical equation which
predicts that dimensionless penetration (referenced to the
effective orifice diameter) at a- dimensionless downstream
distance wvaries only with q~0° 5. No other clearcut depen-
dency of penetration on either the Reynolds or Weber num-
‘bers or the physical properties of the fluids was obserwved,.
The dimensionless makimum jet width was corn~lated to
within £ 7. 5% by an emgwru‘al equation which predicts a
dependency only on. q 9 (equally-good agreement was
obtained by replacmg q with the jet plenum-to-free-
stream siatic pressure ratio), The empirical correlation
for jet.penetration developed from these data is in reason-
ably good quantitativé agreement only with existing em-
'pirical correlations that also are based on q; the agree-
ment is within the + 206% variation that was fcund to be
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possible as a result of differences in photographic tech-

niques that could occur from program to program. How-
ever, a logarithmic dependency of jet height on down-
streain distance, predicted from the presernt correlation,
shows improved qualitative agreement with tlie data as
compared to the previous correlations, which generally
predict a power-law dependency. The jet widths deter-
mined from the present correlation.are only % to % as
large as those given by prior correlations, but they are
substantiated by our mass-gsampling data.

For the purpose of sampling a heterogeneous
stream, a resistance-heated probe and a heated gas
chromatograph system were developed. Although evalua-
tion tests of the probe showed that it gave an incortectly
high value of injectant concentration under conditions of
high:liquid-loading in-the test stream, the system was
deemed to yield useful qualitative results., Mass-sampling,
pitot-pressure and cone-static-pi'essure surveys were
made at a downstream distance of 50 jet diameters in two
tests with an airstream Mach.number of 2, 72 and with
trichlorofluoromethane as the injectant, and flowfield
properties were deduced on the assumption that the injec-
tant occurred-as all vapor at the sampling location, The
total injectant flow rates deduceéd from the data exceed
the input values by 58% in one test and 28% in the other;
these values are twice as high when the injectant is
assumed to occur in;the liquid phase. Accepting the
qualitative value of the all-vapor results, they show that
65 to 70% of the mass is below-the jet half-height, and
75 to 85% of it is within the central jet half-width. In
addition, the cumulative mass-distributions for either
the transverse or lateral directions from the two tests
are nearly similar when the respective distances are
referenced to either jet f=2ight or jet width, even though
the absolute’.downstream distances differed by a factor
of. 2 (different orifice sizes and injection pressures were
used in the two tests). This fact suggests that the pres-
ent data are useful for estimating injectant mass distri-

‘butions for conditions quite different from those used in
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the tests, The sampling data, which givé rather-accurate
measures of jet height and width, showed that the photo-
graphically-based empirical correlations. summarized
above give slightly low values, but that they account for
at least 96% of the .injectant mass, and that the injectaht
that occurs outside the empirically predicted boundaries
is at a concentration that is probably too low to be de-
tected by ordinary photographic procedures.

Existing theoretical treatments that -include the
effect of jet disintegration give reasonable predictions
for jet:penetration, but they neither allow an.assessment
of the effects of various necessary assumptions nor pro-
vide for deducing mass distribution. An analysis was
developed:-on the assumptions that: (a) the jet is a circu-
lar, disintegrating body, (b) its drag can be based on the
modified Newtonian:-theory, -(c)-its local-cross-sectional
area can be based on Clark's (Ref. 16) data for jet disin-
tegration in a .subsonic stream, and (d) particles torn
from the jet remain at a constant transverse position for
subsequént downstream locations. The predicted trans-
verse distributions of mass agree reasonably well with
the data when.the jet disintegration parameters appearing
in the analysis re based-on approximate conditions exist-
ing behind the ; % interaction shock., The predicted jet
boundary trajectories show dependencies on.q and free-
stceam Mach number that were not-established from the
photographic data, but these effects are comparable in
magnitude to the scatter of the photographic data.

The detailed flowfield data have proven to be ex-
tremely valuable for describing liquid jet disintegration.
Additional-effort is required to improve the accuracy of
the mass-sampling probe, and-additional mass-sampling
data for a wide variety of test conditions.are needed for
further assessment and improvement of the theory.
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APPENDIX

EXPERIMENTAL PRESSURE DATA AND FLOWFIELD
DATA REDUCTION TECHNIQUE

FFigure A-1 presents the pitot-pressure data for
Tesgts 11-13 at x/dj = 50, and Fig. A-2 prescents the cor-
responding cone-static pressure data.

FLOWEFIELD DATA REDUCTION TECHNIQUL

The method used to deduce flawfield properties
from the instream probe data is based on the following
assumptions:

1. The cxperimental probes respond only to the
axial motion of the flow, or, cquivalentiy, the motion is
onc-dimensional,

2. The gas phase flow can be measurced and com-
puted independently of the presence of the liquid phase,

3. The portion of the injectant that vaporizes is
in thermal and dyvnamic equilibrium with the air, and

4. The mean flow is steady.

The pressure cocfficient of the cone-static-pres-
surc probe is given by:

¢, = (b, - p)lypM©/2) (A-1)
where p, is the average of the four cone surface-pressure
measurements., Values of C.., which are determined from
solutions of the Taylor-Maccoll differential equation for
subsonic flow around cones, are given in Ref, 18 for vari-
ous values of the cone half-angle and M, but only for

values of ¥ = 1.4 and 1. 33. Fortunately, however, Cp is

Preceding page blank
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Quite’ insensitive to y (see Ref. 19)-and the valués applica-
vle to v = 1.4 are used herein. The .measured pitot-prés-

sure is introduced into Eg. (A-1), and the equation is re-
written as;

Blpy = B/p 1+ GMIC 2] . (A-2)

A relation for, p/ptl is given.by the Rayleigh pitot formuila
(Ref. 1'24)

2yM /('y+ 1) - ('y- Dy + 1) 1/(y-1)

pip,' =
t Ity + M2L2)Y

(A-3)

With Egs. (A- 2) and (A-3) and the values-of C_ as a func-
tion'of M, a plot -of Pe Ip,' as a function of y ax?d M can be
derived, from which M can be determined once y is spe-

cified. Then, p is determined from a.pint.of Eq, (A-1),
written as follows:

blp, =11 +GMC (217 . (A-4)

‘The procedure beyond: this point depénds upon whether

the phase of the injectant i's assumed to be all liquid or

all vapor. (Actually, one could consider the more pen-
eral case where ohly.a ,portion of the injectant was vapor-
ized; then, however, it is necessary to specify the ve=
locity- of the condensed phase, which is generally unknown, )
We shall consider these two cases separately.

ALL VAPOR

When the injectant occurs as all vapor, the mass-
sampling measurement, which gives the local mole frac-

tions of refrigerant-11, Xg, and air, X, = 1+Xp, can

be used to determine several required properties of the

gaseous mixture, The specific heat ratio-of the mixture
is given by:

-89 -
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where-y, =1,4 and yg = 1,156, 'The molecular weight of
the mixture is: o

wheére My = 28..965 andMy = 137,38, We now‘determine
the mixture gas.constant, R, and the refrigerant-11 mass
fraction, YR, to be:

R = T545/ Y = Xgpht . (=T

The static temperature, T, is determined from the energy
equation for adiabatic.flow in the form:

TIT, = [1+(y - M2 (A-8)
where T, the mixture stagnation temperature, is assumed’
equal to the initial air plenum température, The remain-
ing properties.of the mixture at'e .calculated from:

Speed of sound definition V = 1Vi('yR4T)o]"5 (A-9)

Equation.-of state: p =p/RT. (A-10)
The mass fraction of the injectant is then given by:

oV = YR(pV) . (A-11)
ALL LIQUID

‘The injectant, when it is'assumed to-occur as all
liquid, is further assumed to have-a negligible influence

on the dynamic and thermal properties of the gas.phase
(pure air), Then:
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¥ Txpil STy R o= 4545, | (A-12)
: &y ) .
and T; V, snd p are calcilated as 'before t0 determine the
air mass flux, (pV),. The mass fraction of refrigerant~11,

- YR, is still:given by Eq. (A7) withl given by Eq, (A-8),
Then;

(pV)g = Yplov), 161 - vp)., {(A-13)

FTEN

il AR

I3
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