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ABSTRACT

Many sesults for statistical investigations are valid for more general models
than were used in their development. This is the case for situations where indepen-
dence (or zero correlation), equal variances, and sometimes joint nommality are
assumed for sets of random variables. This research investigates extended uses of
standard results for some analysis of variance situations. Many methods are found
to be usable with much more general models, alt smugh not all types of effects can
i be investigated. The research also provides investigation methods that are usable
for all the effects. Moreover, the extended models associated with these methods
are much more general than those for the standard methods. Chapter [ is intro- i
ductory and includes a statement of the concepts involved. Material in Chapter II
shows that some of the results assuming a sample from a normal population are
applicable more generally, including some methods for one-way analysis of variance.

The remaining chapters are, with one exception, concerned entirely with analysie of

variance. Chapter III contains some extended uses of standard results for fixed-
effects models. Chapter IV gives extended uses of standard results for models

) with random effects. Chapter V contains meth~ds for investigating all effects,

i for some models with fixed effects. Chapter VI is concerned with investigating all
effects and models with random effects., Finally, an analysis of covariance model

and a mixed model are considered in Chapter VII.
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INTRODUC TION

Models for observed data, in terms of parameters and unobserved random
variables, provide the basis for investigatiors of an analysis of variance (ANOVA)
nature. The customary models utilize some stringent assumptions, which include
equal var.ances within sets for the unobserved random variables (perhaps for all
suck rasiom variables) and zero correlation among most or all of the unobserved
randcm virzables. JSometimes, joint normality for the unobserved random variables
is also aismamed (when something besides point estimation is desired).

Many acthods for statistical investigation are applicable for more general
models tlhan those on which their development was originally based. The research
reported here identifies extended models for which some standard ANOVA type methods
remain applicable. These extended models are substantial generalizations of the
original models, However, no extension occurs wherein all of the types of effects
can be investigated by use of standard methods.

To obtain investigation methods for all the types of effects, and to be able
to use extended models of a much more general nature, some statistical methods
different from those cusiwmarily used are developed. This is accomplished by
replacing the usual "sum >f squares for error" by another statistic that has similar
properties but fewer "deqiees of freedom.”

An extended model is obtained by adding one or more unobserved random terms of
an error nature to the original model. The kind of terms added, and conditions
they are required to satisfy, depend on the types of effects that are to be inves-
tigated simultanecasly. An effect investigated is a parameter in the model or,

for random effects, is a variance (or covariance, or function of variances and/or

covariances) of the type of unobserved random effects, in the original model,




being considered. There is no interest in properties of the extra random error(s)
that are added to the original model to form the extension.

The generality level for an extended model depends on the types of effects
to be investigated simultaneously. Fo:. the extensions given, the generality level
is much higher for a subset of a set (of types of effects) than it is for the set
itselt.

A requirement in the development of an extended model is that the additional
error term(s) must not occur in any of the statistics used for the investigation
methods. That is, the extensions are mctivated by the statistics to be used. 1Two
ways, in combination, are applied to eliminate the extra error terms from statistics.
First, these errors can be exactly cancelled out in the statistics. Second, one or
ncre summation conditions are imposed that cause these errors to be eliminated.

The summation conditions reduce the level of generality obtained from the presence
of the additional errors but much of ‘‘his generality remains. For exsmple, the
requirement that ten random errors sum to a constant effectively leaves nine un-
constrained random error terms. Since all additional random errors are eliminated,
the statistics have the same probability properties for the extension as they do
for the original model. 1In particular this is the case when the joint normality
assumption occurs for the original model.

To be emphasized is thct the total interest is comentrated on investigation
of the effects that occur for the original model. Any additional random error
term is a further .rror contribution from the experimental situation (and ideally
would be zero).

Also to be emphasized is tl:at, subject to any summation conditions imposed,
the additional random error terms can have an arbitrary joint distribution. That
is, they can have any joint distributicn that is possible. Moreover, the addition-

al errors can have any permissible dependences with the unobserved random terms in

the original model.




When only one extra error term occurs, it can have an arbitrary distribution and
any permissible dependences with unobserved random variables in the _riginal model.

Thus, an extended model is able to at least approximate a broad class of joint
distributions for the observations. Results obtained for an extended model are
exact when some one of the possibilities for the extended model exactly represents
the joint distribution of the observed random variables. Approximate results
occur when an approximate (but not exact) representatic: is obtainable.

These considerations, and the research performed, show that many of the
standard results for models of an ANOVA nature have "robustness™ properties. That
is, for the models considere?, many of the effects investigated for the original
model are stiil investigated, with the same probability properties as for the
standard methods, when additional error terms of a rather general nature can be
present. Moreover, modified investigation methods combined with further research
show that (for the models considered) all effects can be investigated and with
stronger robustness properties than for the standard methods.

The first material presented (Chapter II) considers extensions for the cases
where a random sample from a normal population is originally assumed, and for the
case where the several-sample normality model for one-way ANOVA is originally
assumed. Standard methods are considered for both cases. This first material is
given in greater detail than for other cases using standard methods, in order to
introduce the cancellation way of eliminating the extra error terms.

The second material (Chapter III) considers extensions of models with fixed
effects for use of the standard methods. Two-way ANOVA with no replication and
two-way ANOVA with replication (interactions included) are the two cases examined.
Some results of this nature are also given in Chapter V (for presentation

convenience) .

The third set of material (Chapter IV) is concerned with the extensions of




random-effects {(variance components) models and use of the customary methods.

Considered in somewhat general terms are various types of variance components mode.:.

Considered in detail is two-way ANOVA with no replication.

Chapter V, containing the fourth se. of material, considers extensions of
fixed-effects models and some new investigation methods. Here, all effects can be
investigated. One-way ANOVA and two-way ANOVA with replication (and intecactic..s)
receive consideration. More detail than usual (for cases with new methods) cccurs
here, in order to introduce the summation way of eliminating extra error terms.

The fifth material, in Chapter VI, is concerned with extensions of random-
effects models and presents some new methods that can be used to irvestigate all
effects. One-way ANOVA and twofold nested ANOVA are ccnsidered.

Finally, in Chapter VII, some results for one-way analvrsis of covariance and
for the Scheffé two-way mixed model for ANOVA are pressnzes. Ztandard methods are
considered for the analysis of covariance case, ar3i rew -e=nis are given for the
mixed model case. All effects can be investigateZ :::r zr» =m.xed model case.

In addition to the basic investigation results, several methods have been
developed for rejection of outlying observations. For brevity, these methods are
not presented in all cases. However, to illustrate the avproach used, a few of the
methods are given in detail. Also, other places where such a method has been de-
veloped are identified by specification of the most general extension (of the type
considered) for which the rejection-method is applicable.

Lastly, some notaticn propurties are stated. This notation involves the use
of a dot in place of a subscript for an observed variable (random, or fixed as in
the aralysis of covariance). Use of a dot in place of a subscript implies that
the qusntity considered is the arithmetic average of the variable over all values

of this subscript, for the specifi.:d values of the other subscripts. For example,

consider yijk’ where 1 =1, ..., I; 3 =1, ..., Jd; k1, ..., K,




K I J
yiJ' = z Yijk/K' Y. 'k = 2 z Yij)JIJv

X1 i=1 §=1
I J X
y = ¥ T ZIy.. /10K,
"t je1 j=1 =y 13K

This notation property is used throughout Chaptexs II - VII. Also, the way of
representing equation numbers and mumbers for ANOVA type models is selfcontained
within each part that begins 0. SUMMARY, or begins 0. Summary. That is, the num-

bering used applies only within this part.
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CHAPTER II

EXACT NORMALITY-SAMPLE RESULTS FOR DEPENDENT OBSERVATIONS
FROM NONNORMAL POPULATIONS

0. SUMMARY

Some well-known statistical results are based on the assumption of a random
sample from a normal population or, for one-way ANOVA, the assumption of indepen-
dent samples from normal populations. Many of these tests, confidence regions, etc.
have the same properties when less stringent assumptions are made (and the inves-
tigation is suitably interpreted). That is, a generalization can be made of the
concept of a sample from a normal population and of the concept of independent
samples from normal populations. These generalized model: pernit dependence among
some or all observations and each observation can be from a different nonnormal
population. Exact results are obtainable when the statistic(s) used can be expressed
entirely in terms of differences of observations. For the situation corresponding
to the one-sample case, such statistics occur for variance investigation and rejec-
tion of outliers. Some statistics of this nature occur for the situation corre-
spordding to one-way ANOVA, including the T-statistic often used to test whether
independent samples are from the same normal population.
1. INTRODUCTION AND RESULTS

A common assumption is that the data are a random sample from a normal popula-
tion or, for one-way ANOVA, are independent samples from normal populations. More
specifically, for the one-sample case, the observations can be expressed in the form

xi'l-l'*ei. (i=1,...,n,

where the e, are a random sample from a normal population with zern mean and posi-

tive variance 02 (ordinarily unknown). For the one-way ANOVA case, the observations

can be expressed in the form
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[1 - 1,..-'n(j); j = llo--lm)l

x 'uj+e

i3 ij*
where, for fixed j, the eij are a random sample of s8ize n(j) from a normal popu-
lation with zero mean and positive variance °j2 {ordinarily unknown) . Also, the
eij are mutually independent.

The purpose of this materiazl is to show that many of the results developed on
the basis of these normality-sample asaumptions remain exact, and have the same
properties, when the forms used fur the observations are generalized.

Corresponding to the one-sample case, the observations are expressed in the

form

xi'u.+ei+e', (i=1,...,n),

where the ei have the same properties as for the normality-sample situation and
e' has an arbitrary distribution. Also, e' can have any allowable dependence with
the e, and the level of dependence can vary with i. If the variances and covari-

ance exist for (e',el,...,en) » with positive variance for e', and pi denotes the

correlation between e' and e, the condition
2 2 ¢
I L (1)
must be satisfied by the pi.

The interest is still in the properties of the population yielding the e
with no interest in properties that involve e'. The value of e' represents an
error contribution imposed on all the observations by the experimental situation
(and ideally would be zero), with different e; possibly having a different in-
fluence on the random value occurring for e'. The x; have contimious distributions,
since the e have contimious distributions, and have the same population mean
(when the expected value of e' exists). Since the distribution of e, + e' ig in~
fluenced by the dependence between e, and e', the x, can have noticeably different

nonnormal distributions. Also, any two x, are virtually always dependent, and the

i




level of dependence can be high. A special case is that where the X, are normal
maltivariate and the correlation between every two xi is the same. Properties of
some well-known results for this case are examined in Walsh (1947). As is shown
in the verification section, the model for the x, used here is equivalent to that
of Walsh (1947) for the case where (e',el,...,en) have a normal multivariate dis-
tribution and the ni are equal. The generalized form used for the X0 also the form
given later for the xij' are specializations of the form introduced in Walsh (1968)
for two-way ANOVA,

When a statistic can be expressed entirely in terms of differences of the X .
the contribution e' cancels out and the statistic has the same properties as when

the normality-sample assumptions hold. As an example, for n 2 2,

2 n n
s = T(x. -x°, withx= ZIx./n
. i .
i=1 i=l
identically equals
n 2 n
L (e, -e) , withe= Te.,/n.
= i . i
i=1 i=1

Hence, 52/02 has a X2 - distribution with n - 1 degrees of freedom and 52/(n-1) is
an exactly unbiased estimate of cz. Also, procedures for rejection of outlying
observations almost always are based on differences of the sample values (for
example, See Guttman and Smith (1969) , and the references listed therein).

Next, consider the form of the observations for the situation that corresponds
to one-way ANOVA for two or more samples., Here,

xjg = wgteg et li=ln@i 3= l..nl,

where the eij have the same properties as for the normality-sample case and the

distribution of e'' is arbitrary. Also, e'' can have any permissible dependence

with the eij' and the level can vary with the value of (i,j). When variances and
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covariances exist for (e",eij;i=1,...,n(j); j=1,...,m, pij denotes the correla-

tion coefficient for e'' and eij' the condition

m n(3j) 2
I T p =1 (2)
=1i=1 I

is necessarily satisfied by the pij'

The only interest is in the properties of the populations from which the eij
are obtained. The value of e'' is an error contribution that ideally would be zero.
The mull hypothesis considered is the same as for the normality sample case. That
is, the mall hypothesis asserts that the eij + uj are from the same normal popula-
tion. 1In view of this null hypothesis, and reasons for its investigation, consider-
ation of the case where all observations receive the contribution e'' seer- to be
an appropriate generalization of the form of the observations for one-way ANOVA.

The distributions of the xij are continuous but can be nonnormal and noticeably
different. Any two xij are virtually always dependent, and this dependence can be
very strong.

The contribution e'' cancels out for any statistic that can be expressed en-
tirely in terms of differences of the xij' In particular, suppose that all
n(j) 2 2 and consider the F-statistic often used to test whether independent samples
are from the same normal population. Under the mull hypothesis, the uj + e, ., are

1)

from the same normal population, so that

2 m n(J) -2 m  n(j) -2
= T T (s..-x)" %= T T (e,.-e)",
S ij ij
j-l 1:1 j'l 1:1
m m

sZ= TG0 TaG)E, 02,
j=1 ) =1 )

B




. m a _m n@G)
x*= £ T x ./N, e= ¥ T ei‘/N,
j=1 i=1 *J j=1 i=1 ]
n(j) n(3j)
x .= I ../n(3), e .= T e../n(i
‘(-J 2 xlj/n 3 e 2 i3 3) .
and
m
N= Tn(j.
j=1

Thus, the statistic

2 2
(N—m)SB /(m-—l)SE

has an F-distribution with m-1 ond N-m degrees of freedom when the mull hypothesis
holds. 1In general, the distribution of this statistic is the same as for the

normality-sample case of one-way ANOVA.

2. VERIFICATIONS
First, consider verification of Equation (1) for the situation corresponding

to the one-sample case where the variances and covariances exist for (e',e.,...,e )

1 n

and all variances are positive. The determinant of the variance-covariance matrix

for (e',el,...,en) can be expressed as

2
% plcoo °2°0° . . pnaoc
2
olcoc o 0 e e . 0
choc 0 c . . . 0
2
pncoo o} 0 e e [+

10




with 002 being the variance of e'. Expansion shows that its value is

2 2n 2 2
Og @ (1-p; =cc=P )

which is necessarily nonnegative.

Next, consider verification of Equation (2) for the situation corresponding
to the one-way ANOVA case where the variances and covariances exist for
(er! 'eij; i=l,...,n(3); j=1,...,m) and all variances are positive. The determinant

of the variance-covariance matrix for this multivariate random variable is

2
%0  P11%0%1 - - Pumnfoofm
2 0
P11%0%1 % SRR
o 0 2
P (m) m%00%m R %

2 . . . .
with ooo being the variance of e''. The value of this determinant is

m n(j)
2 2n(1) 2n(m) 2
g..¢o ...0 1- 2 T p.. ] .
00 "1 m [ j=1 i=1 ij

which is necessarily nonnegative.
Finally, suppose that (e',el,...,en) has a normal (nt+l)-variate distribution

2 s e
with % and 02 positive and

p '..."Pn'p.

1
Then the correlation between any two X, is the same and can be expressed as

2 2, 2
(oo ﬂooo)/(oo +o +2pooo) . (3)

The model here for the one-sample case is equivalent to the model in Walsh (1947) if

the value of (3) can be shown to take all values from -(n-1) -1 to 1. Since (3) is

11

’
1
¢
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contimious in oo/cr ard p, it is sufficient tc show that -1/(n-1) and 1 are
attainable (at least in the limit). First, the value of (3) becomes 1 as oo/o - ®,

Second, from Equation (1),

s p < n'.

letp = -n‘s and 00/0 = ny. Then, the value of (3) is —(n-l)-l. Thus, these two

models are equivalent.
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CHAPTER III

EXTENDED USES OF STANDARD RESULTS {
WITH FIXED EFFECTS
TWO-WAY ANOVA WITH NO REPLICATION
0. Summary 1
Consider the standard two-way cross-classification model for ANOVA with one ]

observation for each comb.nation cf factor levels and fixed effects. The model

with no interaction is used. The customary assumption of joint normality is made

for random terms when procedures other than point estimation are used. This stan-
dard model is generalized, in several ways, by addition of one or two more random
terms of an "error” nature. The extended models are much more generally usable
than the standard models. However, except when all types of effects are to be
investigated simultaneously, a custormary procedure for the standard model re-
mains applicable for one or more of its extensions.
1. Introduction

The standard model for two-way ANOVA with cross-classification, no inter-

action, fixed effects, and no replication is

= +
yjk w o+ aj Bk + ejk' (1)
where j = 1,...,Jand k= 1,..., K, with J,K 2 2, Here, yjk is an observed random
variable, y is a parameter, aj is a parameter satisfying al + ... + oy = 0, amd

Bk is a parameter satisfying Bl + ... + Bx = 0. The ejk are unobserved random
variables that have zero mean, the same variance 02, and are mutually uncorrelated.

The e,, are also assumed to have a joint iormal distribution when significance

jk
tests or confidence regions are desired. Some or all of u, 02, one or more of the
aj, and one or more of the Bk can be investigated when model (1) applies.

This material shows that, except when all types of effects are investigated,




extensions occur where the standard investigation methods remain applicable. Seven
extensions are given. As always, the total interest is in investigating the effects
for model (1), with no interest in examining properties of the extra random error
terms added to this model.

2. The Extensions

An extension is identified by the one or two random terms that are added to
the expression for yjk in the standard model), and by the allowable probability
properties for the additional random term(s).

First, consider the case where 0'2, crj, Bk are the types of effects investigated.
The extension consists of

yjk = (standard model) + e', (2)
where, as for all the extensions, the quantities occurring in the standard model
have the same properties as for that model. The additional random error e' can
have an arbitrary distribution, and can have any allowable dependences with the
random error terms in rndel (1).

Second, the types of effects investigated are u, 02. crj and the extended model
is

Y., = (standard model) + e' . (3)

ik k

where the additional random errors satisfy e'1 + ...+ e'K = 0, Otherwise, the

e'k can have an arbitrary joint distrikution, and any permissible dependences with
the random errors in the standard wmodel.
Third, u, 02, ak are the types investigated and the extension is
ij = (standard model) + e‘%, 4)
where the additional random errors satisfy e"1 + ... + e"J = 0.
Fourth, the types investigated are u, 02 and the extended model is

y.. = (standard model) + e'

3k k+e 5 (5)

where the additional random errors satisfy




o

J K
z z(e'k+e".)=0.
j=1 k=1 J

Model (5) is an extension of models (3) ard (4).
. 2 .
Fifth, ¢ and aj are the types investigated and the extension is

. (6)

= (standard model) + e'k

Model (6) is an extension of models (2) and (3).
. 2 . .
Sixth, ¢ and Bk are the types investigated and the extended model is
Y. = (standard model) + e''. (7)
ik j
Model (7) is an extension of models (2) and (4).
Finally, consider the case where 02 is the type of effect investigated. The

extension is

= (standard model) + e'k + e'%. (8)

ij

Model (8) is an extension of all the otler extended models.
3. Verification Qutline

First, the standard statistics for model (1) are stated. Then, for each
appropriate type of statistic, or combination of types, the extension (or exten-
sions) for which the extra random errors do not occur are identified. For a given
investigation, the only usable extensions are those where the additional random
errors are eliminated in all the statistics for the investigation. Then, the
probability properties for the statistics are the same as for model (1), so that

the customary results apply (for example, see Graybill (1961)).

The statistics considered are

- ~

=Y ,a.,=y. -Y ., Bk=y.k-y ’

15




N

2 ) ) 2, . o
Here, se is used to investigate 02. Also, se is used in investigations for the
other types of effects (tests, confidence regions, estimates of variances of
. L. 2 . L
estimates) . The statistic se is free of the additional random terms for all of

the extensions,
-

. . 2 . . 2
The statistics aj and sa are used to investigate the aj. Both S, an? tie

-~

aj are free of the additional random terms for models (2), (3), and (6).

The statistics Bx and sb2 are used to investigate the Bk. Both sbz and the

Bk are free of the additional random variables for models (2), (4), and (7).

-

Finally, the statistic u is used to investigate u, and is an unbiased estimate
of u. The statistic ; is free of the additional random variables for models (3),
{4), and (5.
TWO-WAY ANOVA WITH INTERACTIONS
0. Summary

Considered is the standard two-way cross-classification model, with fixed
effects and including interactions. This standard model is extended by addition
of one or two more "error" terms. However, except when all the types of effects
are to be considered simultaneously, the customary procedures for the standard

model remain applicable for at least one of the extended models. Also, a proce-

dure for rejection of outliers using the standard model is outlined, and shown to

be applicable for the most general extension.
1. Introduction

The balanced model for two-way ANOVA, with cross-classification, interactions,
and fixed effects is

= + + +
Y. . o ai Sj Yy, + (1)

i3k j eijk'
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where i = 1,...,I;  =1,...,J; k=1,...,K; with 1, J, K2 2., Here,

... is
yl)k .
an observed random variable, y is a parameter, oy is a parameter satisfying

ay + ...+ a, = 0, and Ej is a parameter satisfying Bl + ... BJ = 0. The v__
are parameters that satisfy Yi1 + ...+ YiJ = ¢ for all i, and Ylj + ...+ *

(@]

for all j. The e, are unobserved random variables and are mutually uncorrelated

jk
. . 2 ..
with zero mean and variance o . The eijk are also assumed to have a joint normal
distribution when something besides point estimation is desired.
First, consider a description of a method for deciding whether an observation

is an outlier. Let yi . be selected, without knowledge of the observation values,

ik
for investigation as a possikle outlier. Divide the observations with this i, j
value into sets of size two, and one or zero sets of size three (unbiasedly) so
that yijk* is not in a set of size three. When a set of size three occurs, it is
modified to a set of size two by (unbiasedly) combining two of its observations.
Specifically, two of the observations are added and their sum divided by /3, to
yield one "observation." This "observation" is identified by using the larger of
the two values for k in the observations summed. For each of the resulting sets,
a statistic of the kind

Yisk T Yisk@ © Cisk@ T isk(2)
is formed, where k(1) = k* for the set containing yijk*' These statistics are un-

correlated with the same variance and zero mean. The statistic containing yijk*

can be investigated as an outlier, when the assumption of normality for the eijk

is alsoc made. This can be done by use of a procedure for deciding whether a

i specified observation, believed to be in a sample from a normal population with

zero mean ( and selected without knowledge of the sample values), is an outlier.
Fifteen extensions of model (1) are given. An extension is made by addition

of one, or two, more "error" terms (of different kinds) to the standard model

for yijk‘




2. Extensions

No extension occurs for the case where u, 02, at least one of the ai, the
least one of the Bj, and at least one of the Yij are all to be investigated.
However, externded models are given for the other important cases.

First, consider the extension where the types of effects investigated are

o, 2., 8., ¥... The extended model is
i 3 ij

=p+tag +B. +y. . +te . +e' 2
Yigp TR Byt te gy ' 2
where, as for all the extensions, u, o, Bj’ Yij' and eij} nave the same

properties as in model (1).

. . 2
Second, the types of effects investigated are u, 0 , A Yij and the exten-

sion is
=puta. +P. +y..+te . +e!

yijk Ty 63 Ylj eljk ej' (3

where the additional random errors satisfy ei + ... + e3 = 0.
Third, consider the case where the types of efrects investigated are
U, 32, 8 , ¥... The extension as
] 1)
L= +a. + 8. +vy..+te . +e!',

yi]k o i 83 Ylj eljk €5 (4)

where the additional random errors satisfy e'i + ... +e'l =20

Fourth, the types of effects investigated are ‘. 2., ~. . and the extended

model is
= + + + e
Yij - ¢ty Bj + Yiik + sk T &3¢ (5)
Model (5) is an extension of models (2) and (3).

Fif+th, 02, Bj, Yij are the types of effects investigated a*d the extension is

= + + L |
o ’i Bj + Yi, + e e''. (6)

yijk J 11X 1

Model (6) is an extension of models (2 and (4).

Sixth, the types investigated are u, 02, Yij and the ex*onsion 1s

= . - + 1] + e
Yig == Y TRyt regteltely 7

where the additional random variables satisfy




PR T

!

T T (e'+e'") =0.
i=1 j=1 1

Model (7) is an extension of models (3) and (4).
Seventh, 02, Yij are the types investigated and the extended model is
= + ¥.. . ' L
yijk B+ o, + Bj Ylj + eijk + ej + el (8}
Model (8) is an extension of models (5), (6), and (7).
Eighth, the types of effects investigated are u, 02, o Sj and the extension
is
L Suwta, + B+ oy, L., P e,
yi]k LA Bj Yl) + el)k elj' 9
where the additional randum variables satisfy (i = 1,...,I; j=1,...,J)

I J
Le* =0, Te* =0,
i=1 j=1 *J

Ninth, u, 02, ai are the types investigated and the extended model is

= *
yijk u+ oy + Bj + Yij + eijk + eij' (10)
where the additional random variables satisfy
J
Le*. =0, (i=? ...,I).
j=1

Model (10) is an extension of model (9).
Tenth, the types investigated are u, 02, Bj and the extension is

L= +a, +tB. +y,. +e. . *
Yi PT Y BJ \13 e13k+exj' (1

where the additional random variables satisfy

I

ifle;j = 0' (j‘l,...,J) . ﬁ

Model (11) is an extension of model (9).

Eleventh, o Bj' 02 are the types investigated and the extended model is

= L+ +
Yy u+ai+BJ Yiqte

+ ot
ijk eij' (12)

ijk

e v o




e

where the additional random variables satisfy (i = 1,...,I; j=1,...,J)

I J
Ter K =C Te*t. =¢C
gy 13 1’ jmq 13 2’
with Cl, C2 constants that can have any values. Model (12) is an extension of
models (2) and (9). ﬁ

Twelfth, the types investigated are 02, oy and the extension is

Ly = +a. +PB, + vy, . +te, . + e*r
yi]k by B] Yl] el]k el]' (13

where the additional random variables satisfy

J

29?.=C, (i=11---lI)l
iy 1]
=1

with C a constant that can have any value. Model (13) is an extension of models
(5), (10), and (12).
Thirteenth, 02, Bj are the types investigated and the extension is

Y.

= +a. +B.+v.. +te.. + er,
ijk LA B] Ylj € el]’ (14)

ik
where the additional random variables satisfy
I
* = 1=

i;‘ileij c, (3=1,...,9).

Model (14) is an extension of models (6), (11), and (12).
Fourteenth, the types investigated are u, 02 and the extended model is
o St +B+y..te, . + et
Yisn M oy ej Yij €ijx elj' (1%

where the addit.unal random variables satisfy

I J
r = e;. = 0,
i=1 §=1 I

Model (15) is an extension of models (7), (10), and (1l1).
Finally, 02 is investigated and the extended model is

=+ + + + e* .,
yijk bty Bj + Yij eijk eij (16)
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Model (16) is an extension of all the other extensions and, as is easily verified,
the method outlined for rejection of outliers (using the standard model) remains
applicable for model (16).

3. Outline of Verifications

The statistics customarily used for model (1) are stated and the extended
models for which the additional random variables do not occur are identified. Also,
identification is given for the type(s) of effects investigated by a stated
statistic,

Some further notation is introduced for stating the statistics considered.

This is
b= Y... o = Y. oY o B] B Y.J. Ty
I
y - 2 _ 2
Yig T ¥i5, T Y5, 7Y 4. ty v S z vy -y )
i=1
I I J
2 2 2 2
S Ty, -y ), S L Ily,. -y, -V +y )7,
j=1  -3- “ee i=1 =1 J. .e J. cee
I J K
2 2
sc= ¥ T T (y,., -Yy..)".
E o j=1 jm1 %=1 33k 713
The statistic Sg is used to investigate 02 and is free of the additional random
2
variables for all the extended models. Also, S_ is used for investigations of the

E

other types of effects (and occurs in significance tests, confidence regions,
estimates of variances of estimates, etc.).

The statistics &i and Si are used to investigate the @, and are free of the
additional random terms for models (2), (3), (5, (9, (10), (12), and (13). The

~

statistics Bj and Sg are used to investigate the Bj and additional random variables
do not occur in these statistics for models (2), (4), (&), (9, (11), (12), and

(14) .
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The statistics qij and s2

G are used for investigating the Yij and are free of

additional random variables for models (2) - (8). The statistic L; is used to

e

investigate u and is free of the additional random terms for models (3), (4), (7),

(9), (10), (11), and (15).
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CHAPTER 1V

EXTENDED USES OF STANDARD RESULTS
WITH RANDOM EFFECTS

TWO-WAY ANOVA WITH NO REPLICATION
0. Summary

Considered is the standard two-way classification model for ANOVA with random
effects and no replication. No interactions occur. This s._andard model is gener-
alized by addition of one or two more random terms of an "error® nature. However,
except when all types of effects are to be investigated simultaneously, a custom-
ary procedure for the standard model remains applicable for one or more extensions.
1. Introduction

The standard model for two-way analysis of variance with cross-classification,
random effects (variance components model), and no replication is

=u,+aj+bk+e, (1)

ij ik’

where j = 1,...,J and k = 1,...,K, with J,K 2 2, Here, yjk is an observed random
variable, u is a parameter, the aj are unobserved random variables with zero mean

. 2 . . .
and variance oa , the bk are vnobserved random variables with zeroc mean and vari-

2 L. . . 2
ance ob ., the ejk are unobserved random variablies with zero mean and variance ce ’

and the aj,b,c.

X 3k are mutually uncorrelated. When tests or confidence regions

are desired, the aj, bk' c.. are also assumed to have a joint normal distribution.

jk

- . - 2
The types of effects receiving consideration are u, Oaz, obz, and cc . Except

when all these effects are to be investigated simultaneocusly, extensions are given
for which the standard investigation methods are still usable. Seven extended
models are stated.
2. The Extended Models

An extended model is identified by the one or two random terms that are added

to the expression for yjk in the standard model, and by the allowable probability
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properties for the additional random error(s).

First, consider the case where acz, caz, °b2 are the types of effects inves-
tigated. The extended model consists of
= (gtandard model) + e', (2)

where, as for all the extensions, the quantities that occurred in the standard

model have the same properties as for that model.

Second, the types of effects investigated are u, ccz, ca2 and the extended

model is
yjk = (standard model) + e'k, (3)
where the additional random variables satisfy e'l + ... + e'K = 0.
Third, u, ccz, sz are the types investigated and the extension is
yjk = (standard model) + e';], 4)

where the additional random variables satisfy e"l + ... + e"J = 0.
Fourth, the types investigated are p and Ucz and the extended model is

ij = (standard model) + e' + e'i'i' (5

k
where the additional random variables satisfy
J K
' ‘e -
:L‘ L' +e 5 =0
3=1 k=1
Model (5) is an extension of models (3) and (4).
Fifth, ocz and caz are investigated and the extension is
= + '
yjk (scandaxd model) e’ - 6)
Model (6) is an extension of models (2) and (3).
Sixth, O’C2 and obz are investigated and the extended model is
.. ® {standard model) + e'’', 7
y)k 3 (
Model (7) is an extension of models (2) and (4).

2 . . .
Seventh, consider the case where o, is the effect investigated. The exten-

sion is

24




= {standard nwocel) + e'k + e'%. (8)

ij
Model (8) is an extension of all the other extensions.

3. Outline of Justification
The standard statistics used with model (1) are defined first. Then, these

statistics are associated with the extended models to which they are applicable.

The statistics are

=y ,
J . 4

2 2 2
sa=2(y.-y\, sb=2(yk-y).

Jsl J‘ e k’l . .o

J KX

2 _ 2

Se L Zlyy-yy -y, +y ).

j=1 k=1
Herxe, sc2 is used for investigating ocz, and is used in the investigations for
other types of effects. The statistic sc2 is free of the additional random terms i
for all the extensions. ‘
The statistic saz is used to investigate caz, and is free of the additional
random error terms for extended models (2), (3), and (6).
The statistic sb2 is used to investigate obz, and is free of the extra random
error terms for extended models (2), (4), and (7).
Finally, ;: is used to investigate u, and is an unbiased estimate of u. The )
statistic 6. is free of the additional random variables for extended models (3),
(4), and (5).

VARIANCE COMPONENTS MODELS-GENERAL ‘
I

0. Summary

Considered are standard N-way (N 2 1) variance components (random effects)

models for ANOVA. These are examined in a somewhat general sense, with interest ‘
i

!

1
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in verifying that many of the customary investigation methods alsn apply for exten-
sions of these models. An extension is obtained by adding a further random error
term to the standard model, where the error term sometimes is different for various
;k cases of the model. 1Two specific illustrations are given. Also, some ways of in-
vestigating outliers for nested designs, which also apply to the extensions, are
[ discussed.
1. Introduction

The statistical results that occur for the usual variance components models
; can also be obtained for generalizations of these models that use substantially
less restrictive assumptions.

To illustrate the generalization approcach, consider the usual model for a
balanced one-way classification. An observation is denoted by yij' where i = 1,
ee.r I amd 3 =1, ..., J. The model assumes that

where 4 is a parameter, each a; is a random variable with zero mean and variance

Gaz, and each bij is a random variable with zero mean and variance obz.
The statistics used for investigating caz are
I J 5 I 2
r T (yi. -y )" and I (}(i -y ) (2)
i=1 j=1 *J g 5

(for example, see Graybill (1961) .
The extension of model (1) permits the presence of an add:tuonsl random vari-
able e' and assumes that

.. ="=u+a +b +e”. (3
Ylj (] i i3

The a, and the bij have the same properties as for model (1). Model (3) allows

2
both ¢:!a and o 2 to be investigated. When only © 2

b b is considered, a much more

general model can be used in which e, is the additional random error in the model




e

Ty v

onro-

[ P

for Yij (i=1, ..., I).
It is to be noted that, for the normality case of this nested design, models

(1), (3) and that for investigating ¢ 2

b allow investigation of whether the value

of a specified bij is an outlier. With I even, given i, and given j = j(1), an
investigation is based on

Yisan " Yis@ ' Yis@ T Yis@ ' ot Yisa-n T Yis,
where j(1),...,j(I) are the different values for j. These differences are indepen-
dent and equal

Pi5m ~Pis@ v Pisa-n T o
respectively, so they have the same normal distribution with zero mean when the

model for investigating ¢ 2 holds. Whether bi' is an outlier (and the other of

b 3(1)
these :'s satisfy the conditions of the model) can be investigated by methods for
deciding whether 2 given observation, supposedly in a random sample from a normal
population with known mean, is to be considered an outlier. This approach is
usable in any nested design for investigating the random variables that have all
the subscripts used in the model. The additional variables for the extended model
can have all the subscripts that occur for the other random variables of the nested
model being extended.

The level of generalization that can be attained by the presence of one or
more additional random variables is related to what is investigated and to the
number of variance components investigated (decreases as the mumber of variance
component: increases). For example, consider the usual model for a balanced three-
way cross classification, where i =1, ..., I; =1, ..., j; amd k =1, ..., K.
This model is

=p+a  +b +c +dij+f

Y54k 1 TPyt ix ¥ 95k P

with p a parameter and the other quantities random variables. All the random
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variables have zero expectation, the a; have variance oaz, the bj a variance of

abz,..., the hijk variance ahz. Also, the random variables are mutually indepen-

dent.

2 . . . .
When all of obz,..., 09 are investigated, a single random variable e' occurs
2

in the extension model. When caz, ab , and od2 are investigated, the extension

model is

=p o+
Yijx T Hta; byt Pisk toeyr

+ dij + fik + gjk +
so that K additional random variables are present. The increase in generality
level with K additional random variables is much greater than that for one addi-
tional variable, even if K = 2. When only oa2 is investigated, JK additional
random variables ejk can be present, with an appreciable increase in generality
level as compared with one additional random variable or K additional variables.
Similar remarks apply to investigation of cbz, ocz, ogz, to investigation of
ccz, etc.

General results for N-way classifications with variance components models are
stated in the next section.
2. General Extended Models

To cover the very general class of situations considered, a notation similar
to that of Walsh (1968), for fixed effects models, is used. Explicit investigation
procedures may not have been developed yet for some special cases of the general
class of ™usual"” models that is considered. However, the purpose of this paper is
limited to showing how such models can be extended.

Virtually all of the usual models for an N-way classification in variance

components express an observation y[i(1),...,i(N)] in the form
*

N
yli(,...,iM] =u+ T Ali(3))reeniG ), (4)
Lk B PR
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where the 7'..* denotes summation over the values of jl""'jt such that

ls< j1 < ... < jt S N, perhaps subject to restrictions on the joint values of'
jl""'jt' Also, 1 s i{(l) < Jl;...; l1<i(N) < JN' perhaps subject to restric-
tions on the joint values of i(1),...,i(KN). Here U is constant, all of the
A[i(jl),....i(jt)] are random variables with zero expectation, and, for fixed
Jyreeesdys the A[i(jl),...,i(jt)] have the same variance c(jl,...,jt)z. The only
o(jl,...,jt)2 investigated are those for which t < N -1,

Sometimes the allowable combinations of jl""'jt for t S N - 1 do not include
all of 1,...,N (such as for nested classifications). Then, a model for
yli(),...,i(N)] may not be called on N-way design, although it would be a special
case of model (4).

The statistics used to investigate o(jl,...,jt)z for given jl,...,jt nearly
always are also used to investigate all of the a[H(jl,...,jt)]z, where H(jl,...,jg
denotes any subset of jl,...,jt; the variance for the random variables involving
this subset of jl""’jt is represented by U[H(jl,...,jt)]z. Only models (4)
where this is the case are considered.

The statistics virtually always used for investigating o(jl,...,jt)2 and the
c[H(jl,....jt)]2 are sums of square for differences of observations. These sums
of squares virtually always have the property that A's not involving any of
jl,...,jt cancel out in all of these sums of squares. In fact, one or more mui-
sance parameters would be introduced if not all of these A's canceiled out in the
sums of squares. Only models (4) where the A's have this property for the statis-
tics used are considered.

Now, consider the extended form of model (4) when model (4) satisfies the
conditions of the preceding two paragraphs. The most elementary case is that
where the variance components investigated are o(kl....,ku)2 and the

o[H(kl,...,ku)lz. for given values of kl""'ku' (lSus<N-~-1. In this extended
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model, y[i(1),...,i(N)] is expressed as

*

N
u+ _z _ R (jl),...,i(jt)] +e[i(ki),...,i(kr'l_u)].
t=1 31""'3t

where ki,...,k&_u consists of the values of 1,...,N that are not equal to any

of kl,...,ku. The A[i(jl),...,i(jt)] have the same properties as for model (4),
including the conditions imposed. The joint distribution of the
e[i(ki),...,i(kﬁ_u)] is arbitrary. Also, any permissible dependence between the
eli(k]), ... itkg )] and the Ali(3))....,i(3 )] can occur. The first or second
moments do not necessarily exist fcr the e's, and the covariances of the e's and
the A's do not necessarily exist. An el ] can have a different dependence with
each »f the A's. However, when the covariance matrix for the y[i(1),...,i(N})]
exists, it is positive definite.

Although the e[i(k?,...,i(kﬁ_u)] occur in the extended model, they cancel out

2

in the statistics used for investigating o(kl,...,ku)z and the o[H(k ku)] .

17

Thus, an investigation based on model (4) remains applicable when this extension

of model (4) represents the observations.

(r) (r) . 2

The general case is where the c(k1 peany u(r)) and the G[H(k(r) () 42

1 ""'ku(r}“

are investigated for r = 1,...,R. Here, u(r) S N - 1 for all r. In this general

extended model, y[i(1),...,i(N)] is expressed as

b+ T A[i(j),...,i(jt)]+e[i(sl),...,i(s)],
t=1 jl,...,jt P

where sl,...,sp consists of the values of 1,...,N (if any) that are not equal to

(r),...,k(r)

any of the kl 4 (1)

for r = 1,...,R.
As for the elementary case, the e[i(sl),...,i(sp)] cancel ocut in the statis-

tics used for the investigation. Also, the comments about the el ] for the
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elementary case again apply.

The value of p may be small and can be zero.
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CHAPTER V 4’
|

EXTENSIONS OF MODELS HAVING FIXED ErFECTS,
WITH INVESTIGATION OF ALL EFFECTS ’
ONE-WAY ANOVA MCDEL |
0. Summary l
Consider the standard one-way ANOVA model with fixed effects. Extensions
are made of this one-way mocel by addition of further "error" terms of one or
two kinds. For the extensions, exact procedures are obtained for investigating
all the effects that appear in the standard model, and for investigating subsets
of these =2ffects. For several extern:zions, the customary results for the standard
mocdel remain applicable (a~d are of the nature of the material in Chapter III).
Some procedurssz differing from the customaiy ones are used for the other extensions

1. Introduction

The balanced fixed effects rodel for one-way analysis of variance is

L T ety T e, 1
)]k [ :1] s ]k’ ( )
where j = 1,...,J and kK = 1,...,K, with J,X 2 2, Here, yjk is an observed random
variable, u is a parameter, 2, 1s a parameter such that . + ... + QJ = 0, and ejk
J A

is an unobserved random variable. The ejk are assumed to be uncorrelated with zero
expectation and the same positive variance 02. They are also assumed to have a
joint normal distribution when something othe» than a point estimate is desired.
Seven extensions of the standard model (1) are given. An extension is made by
adding more "error" terms, of one or two kinds, to the standard model for yjk‘ An
extension occurs such that u, 02, and one or more of the @ can all be investigated

by exact procedures. Some of the statistics for these investigations differ from

those customarily used for model (1).

2. Extended Models




T e

The extensions given depend on which effects are to pe similtanecusly investi-
gated and on whether the statistical procedures are restricted to those customarily

used for model (1). The results using standard procedures are given here, rather

than in Chapter III, for presentation convenience.

First, consider the extended model when , 02, and one or more of the C!j are
all to be investigated. Limitation to the results customarily used does not apply
tc thas case. The model is

=u+ozj+e. + e'

skt ke (2)

Yix
where w, aj, and ejk have the same properties as for model (1). The additional
random errors ei,...,e]'( st sum to zero.

Second, consider the case where the eligible procedures are not restricted and
investigation of 02 and one or more of the aj is to occur. The extended model for
this ca.se is

yjk=p,+aj+ejk+e}:. (3)

Model (3) is an extension of model (2).

Third, consider the case where the procedures are restricted to these custom-

arily used for model (1) and investigation of 02 and one or more of the aj is to

occur. The extension for this case is

'u,+aj+ejk+e'. (4)

ij
This is the least general oi the extensions considered and, for K > 2, is much less
general than model (2).
Fourth, consider the case where the eligible procedures are not limited and
both y and 02 are investigated. The extended model is
yjk’u+aj+ejk+el"+e_3‘, (5)

where ei + ...+ e;( = 0 and ei' + ... + e"j' = 0, Model (5) is an extension of

models (2) and (4).

33




Fifth, consider the case where the procedures are restricted to the customary
ones for model (1) and investigation of both u and 02 occurs. The extension is

=y + . + e.

"
Yk sresx ety (6

where ei' + ... + e&' = 0. Model (5) is also an extension of this model.
Oonly 02 is investigated for the final two extensions. When the eligible

procedures are not restricted, the extension is

= + a. t e.
BTy

* %
3k + ek + ej . (7)

ij
This is the most general model considered and is an extension of model (5).
Finally, suppose that the procedures are limited to those customarily used
and 02 is investigated. The extended model is

y =u+aj+e.

+ exx | (8)
jk 3

jk
Model (8) has substantially less generality than model (7) but is the most general
extension given that is usable with an application of the method for rejection of
outliers that is described in earlier material.

As is easily seen, the generality of a model is strongly reduced when the
eligible procedures are limited to those customarily used for model (1l). Actually,
the only statistic encountered that is not standard is the statistic for investi-
gating 02 (also used in tests and confidence regions for the other effects).

3. Basis for Investigations

This section states the statistics considered for use along with the effects
they investigate, the extended model(s) for which the additionsl terms do not
occur, and pertinent properties. For a given investigation, at least one statistic
is introduced for each type of effect (u, 02, one or more of the aj) that is to be
investigated. A statistic for investigating 02 is always included, since this

statistic occurs in the tests and confidence intervals for any type of effect, and
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also occurs in estimates of variances for point estimates of effects.

Some of the more elementary probability properties of the statistics are
stated without verification. However, proofs are easily obtained from considera-
tions such as those given in Graybill (1961). Also, the customary results are
obtained from material in Graybill (1961).

Some further notation is introduced for stating the statistics that are con-

sidered for possible use.

= o. =y. - ,
W=y 3Ty
J J K
2 2 2 2
s, = So.7/(3-1), s; = z 2(y.k-y_.‘) /3 (K-1),
j=1 §=1 k=1 7 2.
2 J K 2
s = £ TW., -Y. -y, +y Y /@-1)(K-D,
II j=1 k=1 jk J. .k .o
- 2, 2 _ 2 2
For - Xs, /s; Forr - K8, /817 -

The statistic 512 is the customary unbiased estimate of 02 for model (1) and is
free of the additional random temms for extended models (4), (6), and (8). The
statistic sII2 is an unbiased estimate of 02 and is free of the additional random
terms for all the extended models. With models (4), (6), (8) and normality,
J(K-l)slz/o2 has a xz-distribution with J(K-1) degrees of freedom. For all the
models and normality, (J-l)(l(-—l)snz/c2 has a xz-distribution with (J-1) (K-1)
degrees of freedom.

The statistic s"2 is free of the additional random terms for models (2), (3),
and (4). When the normality assumption also holds for the ejk' and any of models
(2), (3), or (4, applies, the statistic FaII has an F-distribution with J-1 and

(J-1) (K-1) degrees of freedom under the mull hypothesis that the aj are all zero.

This is readily verified by showing that the y, -y are uncorrelated with the
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and that, under tre null hypothesis, K(J-l)sa2/02 has a X2'

-y, -y, 1ty
ij J. .k .o

distribution with J-1 degrees of freedom and (J-l)(K-l)sIIz/oz has a xz-distribu—
tion with (J-1) (K-1) degrees of freedom. For normality, the aj all zerc, and model .
(4) , the statistic FaI has an F-distribution with J-1 and J(K-1) degrees of freedom
(the customary result when model (1) applies).
The statistic &j is the customary unbiased estimate of aj for model (1) and is
free of the additional random terms for models (2), (3), and (4). For these ex-

tended models, (J-l)sIlz/JK is an unbiased estimate of the variance of o. and,

when the normality assumption also holds for the e,

J
3k’ is independent of dj (since

the Yj -y are uncorrelated with the yjk ~y

(J-l)sIIZ/JK is an unbiased estimate of the variance of aj when model (4) applies

5. T Y x + y..). The statistic
and, if the normality assumption also holds, is independent of &j (the customary
results when model (1) applies). The distribution of &j is normal with mean p and
variance (j-l)oz/JK when the normality assumptiom applies and any of models (2),
(3), or (4) holds. These properties can be used to construct t-statistics for in-
vestigating linear combinations of the dj'

Finally, ; is the customary unbiased estimate of u for model (1) and is free
of the additional random terms for models (2), (5), and (6). For these extended
models, sIIZ/JK is an unbiased estimate of the variance of ; and, when the normral-
ity assumptiom also holds for the ejk' is independent of 1 (since y. is uncorre-

lated with yjk - Yj =Yy + vy ). The statistic sI2/JK is an unbiased estimate
of the variance of y when model (6) holds and, if the normality assumption also
applies, is independent of y (the customary model (1) results). The distribution

of 4 is normal with mean y and variance oz/JK when the normality assumption holds

and any of models (2), (5), (6) applies. These properties can be used to construct

a t~statistic for investigating u.




TWO-WAY ANOVA WITH INTERACTIONS

0. Summary

Consider the standard two-way cross-classification model for ANOVA with fixed
effects and interaction. This standard model is generalized, in many ways, by
addition oi one, two, or *hree more "error" terms that are of different kirnds.
For these extensicas, exact procedures are obtained for investigating all the
effects and for investigating various subsets of these effects.
1. Introduction

The balanced fixed effects model for two-way analysis of varianze, with cross-
classification and interaction, is (Graybill (1961))

= o+ + +
Y. . " ai Bj + Yij (1)

ijk €ijk’
where 1 = 1,...,I; 3 =1,...,7; x*1,...,K; with 1, J, K 2 2,
Here, yijk is an observed random variable, u is a parameter, o, is a parameter such
that @, + ...+ ap = 0, and Bj is a parameter such that Bl + ...+ BJ = 0. The

el +
yij are parameters such that Vil + Y

i3 = 0 for all i, and Yij + ...t YIj =0
for all j. The eijk are unobserved random variables that are mutually uncorrelated

with zerc mean and variance 02. When something besides point estimates is desired,

the eijk are also assumed to have a joint normal distributiom.

Sixteen extensions of the standard model (1) are given, and exact investigation
procedures are obtained for all of them. Each extension is made by addition of one,
two, or three more "error terms (that are of different kinds) to the standard model
for yijk' One extended model is such that all of u, 02, one or more of the ai, one
or more of the Bj' and one or more of the Yij can be investigated. Other extensions

are given for investigating subsets of these types of effects. Investigatiom

procedures customarily used for model (1) are applicable for part, but not all, of

an investigation.




2. Extended Models

First, consider the extension where u, 02, at least one of the ai, at least
one of the Yij are all investigated. The extension is

=pta +B. +y  te. . +el 2
Y. . wtoa, BJ A e e (2)

+ e
ijk ijk T %k T Cix’
where, as in the remainder of the section, u, ai, Bj' Yij’ and eijk have the same

properties as for model (1). The additional random variables e%k and eii satisfy

K K
ze' =C=‘ zef"
x=1 3k k=1 K

for all i and j, where the constant C can have any value.
Second, consider the extension where the types of effects investigated are

2 .
o, oy, Bj' Vij' For this case,

=p+oa, +B, +y,. +
Y. . b+, Bj Yigte

+ L) + 1
ijk ejk e (3)

ijk ik’
with the additional random variables satisfying

K K
Le' =¢c¢,, Te!'! =cC,_,
k=1 Jk 1 k=1 iK 2

for all i and j, where the constants C, and C2 can have any values, Model (3) is

1

an extension of model (2).
. . . . 2
Third, consider the extension where the effects investigated are p, 0, ai'

Yij' This extended model is

Y. .

=, +a +B, +vy .+ +e'. +e'!
i3k i i Bj Yij e e e %)

iik ik jk’

where the additional random variables satisfy (for i = 1,..., I).

X I J K
Zel!=Cc, € T T (el +e't) =0,
k=1 % i=1 j=1 k=1 X

Model (4) is an extension of model (2).

Fourth, consider the case where the types of :ffects investigated are j, 02,

Bj' Yij' The extension is




= + [ ] [ ]
Y. . B+ o Bj + Yij + e +e' +e (5)

ijk ijk ik ik’

where the additional random variables satisfy (for j =1, ..., J)

K I J K
Te'. =0cC, T I T (e! +ell)y =0,
x=1 K i=1 §=1 x=1 Ok ik

Model (5) is an extension of model (2).

. 2
Fifth, the types of effects investigated are T, o, Yij and the extended

model is
L S pta, +B. . +y. . te. . +e' 'e
yijk oy Bj Ylj eljk e]k + €ik’ (6)
where the additional random variables e;i satisfy
K
ze'.' =C, (i=lr veey I) .
k=1 ¥

Model (6) is an extension of model (4).

. 2 . . . .
Sixth, o, Bj' ¥, . are types of effects investigated and the extension is

1]
G THwta +tB. .ty . +te  +e! +e!
yijk Ty BJ Ylj eljk ejk €ix’ )
where the additional random variables e;k satisfy
K
Te' =¢C, 3=1, ..., ).
x=1 J¥

Model (7) is an extension of model (5).
Seventh, consider the extension where the types of effects investigated are

iy 02, Yij. The model is

L= . . .o+ .+ el N
yijk btoa 4+ BJ + Yl) eiJk e]k + ek (8)

where the additional random variables satisfy

be J K
LT T T (e', +e'"y =0,
i=1 §=1 x=1 O ik

Model (8) is an extension of models (4) and (5).
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Eighth, 02 and Yij are the types of effects investigated and the extension is

Y. .

c
= + 't elt .
i3k w o+ a + Bj + Yij e + e e (9)

isk © %k T Cix

Model (9) is an extension of models (6), (7), and (8). ‘ }

Ninth, consider the case where the types of effects investigated are W, 02,

o Bj. The extended mcdel is

L T pta B4y o+ +e' +e'' et
y1Jk B al BJ ylj e e e e

ijk T &5k teix Y ey o 1O

where the additional random variables satisfy (i=1,...,I; 3=1,...,J)

1. I J K
: Te''' =cC_, Te''' =cC_, Te'! =c_,
i=1 3 1 j=1 i3 2" o ik 3 ]
1
K I J
Tel =c,, T T I (e +el'l+elly)=0,
k=1 Ik 4 il §=1 k=1 jk ik ij

where the constants Cl' C2, C3, C4 can have any values, subject to the triple

summation. model (10) is an extension of model (2).

Tenth, 02, @, Bj are the types of effects investigated and the extended model
is

Y.

= +a + + + ' X v
igk T ® i Bj Yij e +e' +e'' +e't,

ijk jk ik ij a5

where the additional random varlables satisfy (i=1, ..., I; j=1, ..., J)

I J

ey = et =
A A E A 1
K K
Terl = BRI
yep ik T €3 5% T Ca

Model (11) is an extension of models (3) and (10).

Eleventh, the types of effects investigated are ., 02, a, and the extension is

=p+o +B.+ + +e' +e't4errr,
Yigr TR T g Bty e tel tell bell (12

where the additional random variables satisfy (i=1l, ..., I)




ATV e o

-

“
r
i
¢

J K I J K |
zeIOI.c zeil-c z z z(en + "+e"')=0 ;
j=1 13 1 ey ik i=1 j=1 k=1 ¥ “ik

Model (12) is an extension of models (4) and (10).
Twelfth, u, 02, Bj are the types of effects investigated and the extended

model us

Y.

i3k (13)

= + + '.+ [ ]
Wto, +Bd oy e tel vl velll,

where the additional random variables satisfy (j=1, ..., J)

I K I J K
Te'' =c_, Te'!=c¢c., z 2‘. Z (e! +e"+e"')=0.
j=1 13 ' gy 3% 720 0 oy =1 K ik TS

Model (13) is an extension of models (5) and (10).
Thirteenth, the types of effects investigated are 02, ori, and the extension
is

Y.

= L} T
i3k u+ai+8j+yij+e + + ef! + ¢! (14)

ijk jk ik ij

where the additional random variables satisfy (i=1, ..., I)

J K
Tell'=c,, Le!'! =cC,.
5=1 i) 1 k=1 ik 2

Model (14) is an extension of models (6) and (12).
Fourteenth, 02, Bj are the types of effects investigated and the extended

model is

= e res
yijk b+ o, + Bj + Yij + eijk + )k + eix + eij v (15)

where the additional random variables satisfy (j =1, ..., J)

1 K
Te!'"=c¢,, Le' =cC..
i=1 ¥ 1 x=1 0k 2

Model (15) is an extension of models (7) and (13).
Fifteenth, y and 02 are the types of effects investigated and the extended

model is
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- + [ ] "+ [N )
Yiqp "B rop t Bty e rel tep bellt, (16

where the additional random variables satisfy

I 3 K
E T T (o' 4+ e!i +e!l'') =0,
i=1 j=1 k=1 i 1J

Model (16) is an extension of models (8), (12), and (13).
Sixteenth, the type of effect investigated is 02 and the extensicn is
L] ll+ lll-
ijk T %kt ek tei; (7
Model (17) is an extension of all the other extensions.

yijk =p+ ai + Bj + Yij + e
3. Basis for Investigation

The statistics considered for use are stated here, along with the parameters
they investigate, the extended model(s) for which the additional random terms sum
out or cancel out, and their pertinent properties. At least one statistic is in-
troduced for each type of parameter that is investigated. Further statistics may
also be introduced for use in estimating variances of estimates and/or for use in
tests or confidence regions.

For brevity, some of the more evident probability properties for the statis-
tics are stated without justification. Verification is readily obtained, for
example, from material in Graybill (1961). 1In particular, the customary properties
for statistics under model (1) are obtainable from Graybill (1961).

The additional notation for statistics is

BEY o Ty Y Bj TY 5, Y




X PO

2 I J K )
SS* T T Ty, ~Yii =Y, -Y oty +y_ . +ty -y )7,
e i=1 3.1 k=1 1Jk 1). ik oJk l.. e)e ..k cae

= 2,2 2 2 \
F_ = JK(J-1) (K-1)S_/S_, F, = IK(I-1) (R-1) sp/s],

F = K(K-1)5°/5°.
g g’ e

The statistic Si/(I-l)(J-l)(K-l) is an unbiased estimate of 02 and is free of the i

additional random variables for all the extended models considered. Customarily,

for model (1), the statistic

T J K 2 1
T T Ty.., -vy..)°. (17)
i=1 j=1 k=1 3% 13-

would be used instead of sz. However, the generality level is hugely increased by

use of Si, and the degrees of freedom for "error" are only reduced from I1J(K-1)
to (I-1) (J-1) (K~1). This is not an important reduction unless I and J are small.
When the normality assumption for model (1) also holds, 52/02 has a xz-distribution
with (I-1) (J-1) (K-1) degrees of freedom for all the extensions.

The statistics Si and &i are free of the additional random variables for

models (2), (3), (4), (6), (10), (1ll1), (12), and (14). For each of these models

and normality, stz/cz has a xz-distribution with I-1 degrees of freedom. Also,

under the null hypothesis that all the @; are zero, Fa has an F-distribution with
I-1 and (I-1) (J-1) (K-1) degrees of freedom. This is verified by showing that the ‘

-y are uncorrelated with all of the(yi. -

- - +
sk " Yig, T Yix T Y.k T Vil o+

y 5 +y x " Y ) , which also shows that all the @, are independent of Se for the
normality case. The statistic ai is an unbiased estimate of oy for the stated

models and has variance 02/JK. which is estimated by Sz/JK. Its distribution is

normal for the normality case. These properties, including independence with Se'

provide a basis for constructing t-statistics to investigate specified linear




B ————————

combinations of the ay (for the normality case).

The statistics Si and Bj are free of the additional randor variables for

models (2), (3), (%), (M, (10}, (11}, (13), and (15). With any of these models
and normality, IKSi/C2 has a xz—distribution with J-1 degrees of freedom. When

also the null hypothesis that all the Ei are zero rolds, Pb has an F-distribution

with J-1 and (I-1) (J-1) (K-1) degrees of freedom. This is proved by showing that

the y ., -Y are uncorrelated with all of the (Y -y

- - +
. i3k T ¥i3. T ¥ik T Y5k

Y. +yv . +y K =Y ), which alsoc proves that all the Bj are independent of

-~

Se for the normality case. The statistic Sj is an unbiased estimate of Bj for the

~

stated models and has variance UZ/IK. When the normality assumption holds, Sj has
a normal distribution. Thus, for normality, t-statistics (using Se) can be con-
structed for investigating specified linear combinations »f the B ..

The statistics S; and Qij are free of the additional random variables for
models (2) - (9). For these models and normality, Ksi/,‘2 has a xz-dxstribution

with (I-1) (J-1) degrees of freedom. Also, under the mull hypcthesis that all the

Yij are zero, Fg has an I-distribution witn (I-1) (J-1) and (I-1) (C-1) (K-1) degrees

of freedom. This is verified by showima that the iy , , - v, - + vy )

o
T . < .. -] . ..

3 - -t - . -y + . -+ -
are uncorrelated with all .he(yijk Yi5. Y x Yoo, E Y o Y oy

.TX .. . ..

£or the case of

17

y }, which also proves that all the Yij are independerns :-f

normality. The statistic ;ij is an unbiased estimate of Vij for models (2) -~ (9)
and has variance CZ/K. The distribution of qij is normal when the normality as-
sumption is satisfied. Hence, t-statistics, using se' can be developed for inves-
tigating specified linear combinations of the Yij for the case of normality.

The statistic . is free of the additional random variables for each of models
(2y, 4y, (3, !, 110y, {12, (13), and (16). The statistic ﬁ is an unbiased
estimate of . zr these models and has variance GZ/IJK (estimated by Sz/IJK). The

dis.ritweion 5f . 1s normal, and u is independent of Se, for the normality case.
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This independence follows from zero correlation of @ with all of the (yijk - yij - 4

-y .+ + - . i
Yix “ Y.k T Y., Y 5. + Y x -V ) Thas, under normality

1/2 =
{1(1-1)J (I-DK(K-D] / (b - W /S

has a t-distributiom with (I-1) (J-1) (K-1) degrees of freedom, and can be used for

investigating .




CHAPTER VI

EXTENSIONS OF MODELS HAVING RANDOM EFFECTS,
WITH INVESTIGATION OF ALL EFFECTS

ONE-WAY ANOVA MODEL
0. Summary

Considered is the standard one-way ANOVA with random effects (variancs compo-
nents model) . This standard model is generalized in several ways. For these ex-
tensions, exact results are developed for investigating the ~ean and both variance
components (of the standard model) and for investigating subsets of these param-
eters, Customary procedures for the standard model remain usable for some investi-
gations and extensions, but more general models are applicaklz when use of custom-
ary results is not required.

1. Introduction

The balanced random effects (variance components) model for one-way ANOVA is
(see Graybill (1961))

) LT + a. + b,

where 3 = 1,..., 3 and k = 1,...,K with J, K 2 2. Here, is an observed rando:.

variable, ., is a parameter, the aj are unobserved random variables with zero mean

i . 2 . .
1 and the same variance Ua , the bjk are unobserved random variables with zero mean

and the same variance Obz, and the aj, bjk are mutually uncorrelated. When some-

thing other than a point estimate is desired, the aj, bjk are also assumed to have

a joint normal distribution.
Five extensions of the standard model (1) are given. Each extension is made

by addition of one or two types of "error"” terms to the standard model for yjk'

. 2 . .
One extension is such that all of u, oa , and sz can be investigated by methods

with exactly determined properties. Not all of the statistics for this investiga-

tion are the same as those customarily used for model {1). Other extended models
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L ?
. are given for investigating °a2 and cbz, and for investigating Obz.

The customary
procedures are applicable for some of these extensions but different procedures are
used for the others.

2. Extensions

The extended models depend on the parameters to be investigated and on whether

the investigation procedures are limited to those customarily used for model (1).

. . . 2 . .
First, consider the extension where all of u, oaz, and ob are investigated.

Restriction to the customary procedures does not apply to this case. The extended

model is
. =u+a +b_ +
yJk W aJ ka € (2)
where, 2s in the remainder of the section, u, aj, and bjk have the same properties
as in model (1). The additional random variabies el,...,eK sum to zero.

Second, consider the extension where caz, sz are investigated and the proce-

dures for use are not restricted. For this case,

=uy+a, +b,

1
yjk 5 3k + e (3)

x*
Model (3) is a generalization of model (2).
Third, consider the case where the procedures are limited to those customarily
2

used for model (1) and both Oa and Ob2 are investigated. The extension is

= + 4 + *.
Y TR taytbyte @

Model (4) has the lowest generality level of the stated extensions and is much less
general than model (2) when K 2 3,
Fourth, consider the extension where the eligible procedures are not limited

2
and only ¢

b is to be investigated. The model is

.. =u+ta +b_ +e' +e''.. 5)
ka u J ik € x i (

This is the most general extension considercd.
Finally, let the procedures be restricted to those customarily used and
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2

consider investigation of ob . The extension is

= e
yjk b+ aj + bjk + e 3 (6)

Model (6) is appreciably less general than model (5). However, as can be easily
shown, model (6) is the most general of the stated extensions for which the type
of method for rejection of outliers that was outlined previously is applicable.
3. Basis for Procedures

This section contains a statement of the statistics considered for possible
use, the parameters they investigate, the extended model(s) for which they are
usable, and their pertinent properties. For an investigation, at least one statis-
tic occurs for each of the types of parameters investigated.

Some of the more evident probability properties for the statistics are stated
with no verification. Justification is easily obtained, for example, from material
given in Graybill (1961) . Also, the customary properties can be obtained from
Graybill (1961).

The additional notation used is

J
Y 2 2
=y s, = L (yj -y )5,
.. 5=1 . ..
J K J K
2 2 2 2
s.°= L T (y..-y.) S, = T T (y.. -y. -y .ty ).
1 j=1 k=1 jk 3. 2 j=1 k=1 jk “3. "k ..
2 2 2 2 2
K - - <
Fal = JK K-1) Sil /{(J=1) Sl B I-"a2 = K(K l)ha /S2 .

T2 statistic slz/J(K-l) is the customary unbiased estimate of sz and is free of
the additional random variables for models (4) and (6). With these models and the
normality assumption (for the aj and bjk” Slz/cb2 has a xz-distribution with J(K-1)

degrees of freedom. The statistic 522/(J-1)(K-l) is an unbiased estimate of

(o} 2 and is free of the additional random error terms for all of the extended models.

b
For all the models and normality, 522/0b2 has a xz-distribution with (J-1) (K-1)

degrees of freedom.
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The statistic Saz is free of the additional random variables for models (2),

2

(3), and (4). For these models and normality, l(Saz/(«'Jb + Kcaz) has a xz-distri-

bution with J-1 degrees of freedom. With model (4) and normality, Fal has an F~

distribution with J-1 and J(K-1) degrees of freedom under the mull hypothesis of

daz = 0, which is the customary result when model (1) applies. For this hypoth-

esis, normality, and any of models (2), (3), or (4), the statistic Faz has an F-
distribution with J-1 and (J-1) (K-1) degrees of freedom. This is verified by

showing that yj, -y is uncorrelated with yjk =Yy =Y, -Y for all j',3j.k.

j. . -

The statistic

1

2 - 2 -1
s,“(@-17" - s; [oK(k-1)]

is an unbiased estimate of Oaz when model (4) holds, and

saz(j~1)‘l - 522[K<J-1)(x-1)1'1

is an unbiased estimate of oaz when any of models (2), (3), (4) applies.

Finally, ; is {he customary unbiased estimate of u for model (1) amd is free
of the additional random terms for model (2). When the normality assumption holds,
II is independent of Saz, which is the customary result for model (1). Thus, under
normality

1/2 *
(n - u)/S&l

[a(3-1))
has a t-distribution with J - 1 degrees of freedom, which is a customary result for
model (l1). Incidentally, the customary results for model (1) are usable when only
p is investigated by use of model (2).

TWOFOLD NESTED ANOVA
0. Summary
Consider the sta Jard twofold nested design for analysis of variance with

random effects (a variance components model) . For these extensions, exact proce-

dures are obtained for investigating all of the mean effect and the three types of
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variance components, and for investigating various subsets of these parameters.

Most of the investigation procedures are different from those customarily used for
the standard model.
1. Introduction

The balanced twofold nested analysis of variance model with random effects is
(Graybill (1961))

Y. (b

=4 a, +
ik wtoa, bi. +

57 Cisk’
where i =1,...,I; j=1,...,0; k=1,...,K; with 1,J,K 2 2.

Here, is an observed random variable, Y4 is a parameter, the ai are unobserved

Yiik
. . . 2
random variables with zero mean and variance oa s, the bi' are unobserved random

. . . 2
variables with zero mean and variance O

b’ the Ci' are unobserved random vari-

ik

ables with zero mean and variance Ocz, and the random variables are mutually un-
correlated. When significance tests or confidence regions are desired, the random
variables are also assumed to have a joint normal distribution.

Seven extensions of model (1) are given, and exact investigation procedures
are obtained for all of them. Each extended model is obtained by addition of one,
two, or three random terms (of an "error" nature) to the righthand side of model
(1) . One extension is such that all of u, Gaz, obz, 0c2 can be investigated simul-
taneously. Other extensions are given for investigating various subsets of these
parameters. Investigation procedures customarily used for model (1) are usable in
some cases, but many of the procedures are not customarily used for the standard

model.

2. Extended Models

First, consider the extension for the case where all of 4, 032, cbz, ccz are
investigated. The model is
= + + ] "
yijk W a, bij + cijk + e ik + ejk' (2)

where, as in all the extensions, i, the ai, the bij' and the cijk have the same
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properties as in model (1). The additional random variables satisfy

K K

Le', =C=- ZTe'
k=1 ¥ x=1 3%’

for all i and j, where the constant C can have any value.
. . 2 2 2 .
Second, consider the extension where Oa ’ Ob B cc are investigated. The

extended model is

=+ o+ +e' +e't
Yiq TRt ey thi et t e (3)

where the additional random variables satisfy

K K
Le!' =¢C., Ze!'!=cC,,
v=1 ik 1 k=1 ik 2

for all i and j, where the constants Cl and C2 can have any values. Model (3)

an extension of model (2).

. 2
Third, Ob

Y. .

= + +l Tt
i3k W a; + bij + c e!' + e (4)

ijk Tik k'
where the additional random variables satisfy

K
Te''! =g, (5=1,...,3).
k=1 ¥

Model (4) is an extension of model (3).

2 . . . . .
Fourth, only OC is investigated and the extension is

Y. .

=u+a +b..+c.. +e!' +e!!l+te'! (%)
ijk i i

j ijk ik jk iy’
Model (5) is an extension of model (4).

. 2 . . .
Fifth, u and Oa are to be investigated and the extended model is

= + + b  +c. .+ er 6
Yisgk  * 7% T P37 Sk T %1k (6)
' .
where the eijk satisfy
K
kfle;jk =0, (i=1,...,1; I3=1,..,0) .
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and Oc are the parameters investicated and the extended mcdel is



Model (6) is an extension of model (2).

Sixth, onlv 4 is to be investigated and the extension is

=+ + +c,. + e*. 7
Yige TRt Rt o ek )
N .
where the eijk satisfy
J K
E ie;.k= 0, (i=ll'-'II)¢
j=1 k=1 *J
Model (7) is an extension of model (6).
Finally, only Caz is to be investigated and the extended model is
Y (8)

ijk =p+a +b, . +c. . +e*r.
i3k = p 3 bij Cl]k el]k'

wh the e* . satisf
ere e el]k isfy

K

Ter*r. =c¢C, (i=1,...,I; 3=1,...,0).
-4 13k
k=1

Model (8) 1s an extension of model (3) and of model (6).
3. Outline of Procedures

Limitation to consideration of seven sets of the parameters is due to the two-
fold nested classification. These are the combinations that are meaningful for

. : . . . . 2 2 . .
investigations. For example, investigation of Ga and ¢ is not meaningful,

b
.. . . . . . . . 2
because the statistic for investigating oc2 is needed for investigation of Ub .
. . . : 2 . . . c .
Thus, when investigation of ca2 and Ob is desired, the case considered is inves-
. . 2 2 2
[of g .
tigation of 2’ % Uc

The statistics for use in the investigation procedures are stated here, along
with identification of the parameter(s) they are used to investigate, the extended
models for which they apply, and their pertinent properties. For simplicity, some
of the more obvious probability properties for the statistics are given without
verification. Justification of these stated properties can be obtained, for

example, in Graybill (1961).
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The extra notation used is

- 2 2
L=y o, s =3xkZ(y, -y ),
| . j=1 e .
1
| A
? 2 2
t s =KL T (y.. -vy. ),
1 b i=1 §=1 ij. i..
{ ) I J K 2
s =% T TZ(y.. ~Y.. -~Y._ . +ty. +y . +y -y ).
c i=1 5=1 k=1 ijk ij. i.k i.. 3. ..k .o
‘ - 2 2 - 2, 2
Fa I(J-1) sa / (I-1) sb , Fb (I-1) (K-1) sb /IsC .

The statistic scz/(i-l)(J-l)(K—l) is an unbiased estimate of cc2 and is free of the

“ additional random variables for all the estensions considered. When the normality

2

assumption for model (1) is also satisfied, sc2/c7c has a xz-distribution with

(I-1) (J-1) (k-1) degrecs of freedom for all the extended models.

The statistic sb2 is free of the additional random variables for extended

models (2), (3), (4), (6), and (8). For these models, sbz/I(J-l) is an unbiased

estimate of cc2 + Ko 2. When normality also holds, sbz/(cc2 + Kobz) has a xz-dis-

b
tribution with I(j-1) degrees of freedom. For models (2), (3), (4) and nommality,

sb2 is imlependent of scz, so that Fb has an F-distribution with I1(J-1) and (I-1)

(J-1) (K-1) degrees of freedom under the null hypothesis that ob2 = 0. Independence
2 . s e .
of s and Sc2 is verified by showing that the yi'j' - Y.

b i are uncorrelated with

all of the (yijk -y - yi x " y .

ik +y +y . + Y Y ). The statistic

ij. i.. .J.

[SbZ/I(J-l) - scz/(I-l)(J-l)(K-l)]/K

is an unbiased estimate of cb2 for models (2), (3), and (4).

The statistic sa2 is free of the additional random variables for models (2),

q (3), (6), (7)), and (8). For these models, saz/(I-l) is an unbiased estimate of

c 2 + Ko 2 + JKoaz. When normality also holds, saz/(ocz + ch2

2 2
+ -
c b JKoa ) has a ¥

distribution with I-1 degrees of freedom and is independent of s 2

b (a customary

Ty
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result) . Thus, under the nmull hypothesis that da2 = (0, the statistic Fa has an

? F-distribution with I - 1 and I(J-1l) degrees of freedom. The statistic
| ) 2

[sa /(I-1) - s “/1(3-1]1/3K

{ is an unbiased estimate of Ga2 for extensions (2), (3, (6), and (8).

Finally, the statistic J. is free of the additional random variables for models
(2), (6), and (7). For these models, p is an unbiased estimate of y and the

R »
variance of U is

2 2 2
+ -
A ko, © + JKo_°) /13K,

which is unbiasedly estimated by the statistic saz/I(I—l)JK. When the normality

assumption also holds, ﬁ. is independent of sa2 (a customary result) and the

statistic

[T(1-D) JK]L’(u-—u)/sa l

has a t-distribution with I-1 degrees of freedom.




CHAPTER V11

EXTENSIONS FOR ANALYSIS OF COVARIANCE MODEL
AND MIXED MODEL
ONE-WAY ANALYSIS OF COVARIANCE MODEL
0. Summary
Considered are extensions of the standard one-way classification model for
analysis of covariance that has fixed effects. For these extensions, nearly all of
the customary investigation procedures are shown to have the same properties as for
the standard model. An extended model can be developed for a case where, in the
statistic(s) used for the investigation, the observations occur exclusively in the
form of their differences. An application to rejection of outlying observations
] is discussed.
2. Introduction
The standard model for the balanced one-way classification in analysis of
covariance is
yjk =+ °’j + ijk + ejk, (1)
where j =1,...,J and k = 1,...,K, with J,K 2 2, Here, ij is an observed variable,
& *3k
is a parameter such that o

is a concomitant variable with fixed known value, 4 ana B are parameters, °’j

= 0, and e.. is an unopserved random vari-

+ ... +t o 3k

1 J

are such that there is at least one value of j for which le....,x.

k jk

1 able. The xj
are not all equal. The ejk

and the same positive variance 02. They are also assumed to have a joint normal

are assumed to be uncorrelated with zero expectation

distribution when something other than a point estimate is desired.
A basis for rejection of outlying observations is outlined first. Suppose that,

without knowledge of the observed values, is chosen to be investigated as a

ij*

possible outlier. On the basis of the known values for le,...,x. , but without

jk

knowledge of the observation values, divide yjl"“'ij into sets »f size three and
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also zero, one, or two sets of size four (with yjk* not in a set of size four).

Any set of size four is converted to a set of size three. This is accomplished by
adding two of its observations and dividing this sum by V2 , to yield one "obser-
vation," This "observation" is designated as yjk" where k' is the smaller of the
values of k for the two observations added. For each set (now all of size three),
develop a statistic of the form

+ by (2)

+
Yik(n © k2 k(3
where
l+a+b=0

+ b = 0,

ik T k@ T PRk
and k(1) = k* for the set containing yjk*' The division into sets, the conversion
of sets of size four (if any), and the choice of k(1), k(2), k(3) within a set, is
such that solutions exist for a, b and also the statistic (2) for the set contain-
ing yjk* has the smallest variance, subject to k(1) = k*.

Let a = A and b = B for the statistic that includes yjk* and multiply the

statistic (2) for any other set by

2 1

a2+ 82+ )@ +b2+ 7t
The resulting statistics do not involve i, B, or the aj. They are mutually uncor-
related with zero mean and have the same variance. With normality assumed, the
statistic containirg yjk* can be investigated by a procedure for exaﬁining whether
a specified (without knowledge of the observation values) observation, supposedly
in a sample from a normal population with zero mean, is an outlier.

The purpose of this paper is to show that nearly all of the exact results de-

veloped for model (1) remain exact when this model is generalized. Three kinds of

extended models are considered.

2. Extended Models




The first extension of model (1) is for the case where B, 0‘2 and one or more
of the aj are investigated. Then, the extended model is

=+ aj + ijk +e. +e', (3)

Y5k ik
where, as for all extensions, u, dj' 8, 62, xjk' and ejk have the same properties
as for model (1).

Next, consider the generalization that occurs when only B and o‘2 are to be
investigated. This is also the model to be adopted when the procedure outlined for '
investigating the existence of an outlier is used. The extended model for these
purposes is

yjk =4 + aj + ijk + ejk + e'j. (4)

Model (4) is an extension of model (3).

Finally, consider the generalization when cnly one or more of the aj are to

be investigated. This extended model is
, (5)

ij = 4+ dj + ijk + ejk + e'i.
Model (5) 1is also an extension of model (3).
3. Listip; of Statistics

Some Surther notation is first introduced to aid in a listing of statistics
* that are customarily used to investigate 8, 0'2, and one or more of the aj when
model (1) is assumed. These statistics, and their properties under model (1), can
be found, for example, in Graybill (1961). Examination of the statistics used for
simyltaneous investigation of one or more of the types cf parameters, as considered
in each of the three extensions, shows that no additional error term remains in any
statistic.

The notation introduced is

J X ) J K
E ™ r I (x‘k-x. ), Tox = T T (x, -x ),
j=1 k=1 ¢ 3 j=1 k=1 = °°
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K K

J
E = ¥ I
vy - (y

2
LY. )", T = Ly, -y ),
1 k=1 3% 73- Y  y=1 k=1 .

M

J K
z z (x. =-x. )(Y =Y. Y,
XY 521 k=1 Jk 3.0 T3k T3,

m
[}

J K
T Z T o(x, -x )y, -y ),
Xy 5=1 k=1 Je .. . 7.,

which is used in expressing the statistics considered.
< s . . . 2 .
All statistics used for investigation of ¢° are proportional to
~2
g

- 2 . -1
(Eyy - Exy /Exx)[K(J V- 1)7".

The statistics for investigation of B are

[}

B Exy/Exx

and

e ]
[}
w

Exx/c .

The statistic

2 2
{T + E ) E
(k-1 o Yy Yy XX XX Yy b3

is used to test al = L .. = dJ = 0. Investigation of individual aj, or linear
combinations of them, can be developed from use of

@. =y, - y - 8ix, -x ).

] . .o e e
Tests and confidence intervals for linear combinations of the aj are based on 52
amd the &j corresponding to the aj occurring in the linear combinat.on.
SCHEFFE TWO-WAY MIXED MODEL FOR ANOVA
0. Summary

Considered is the mixed model for two-way ANOVA that was introduced by Scheffé,

including a joint normality assumption when tests or confidence regions are desired.
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This model is extended in several ways. For these extensions, the effects oxdinar-
ily considered for the Scheffé model can still be investigated. Some cf the inves-
tigation procedures differ from those developed by Scheffé.

1. Introduction and Discussion

The Scheffé mixed model for ANOVA can be stated in the form

Y .= w*2) +b. +c..t+e. .., (1)
1Tk 1 3 1j ijk
whers - = 1,...,I1; - = 1,. ..2: k1 . ,K; with 1,J,K 2 2.
Here .3 an >rserved random variable, U is an unknown parameter, and the Jl
are -.&~">w- zararezers such that oy + ...+ o = 0. The bj are unobserved random

var.alles with zero cxpectation that are uncorrelated and have the same unknown

8}

variance :B .  The cij are uncbserved random variables with zero expectation and
such that
I
Zc.. =0, (3 =1,...,3).
. iz
i=1

The unknown value of var(cij) is the same for all j and is denoted by cii' which

a parameter of the set Gii" (i,i' = 1,...,I), with llcii"‘ symmetric and positive

indefinite. Also, cov(cij,ci,j,) =0 for j # j' and

covi{c.,.,c.,.) =0,.,, -C. -0 ., +0O ,
ijf i3 ii i. Wi -
where
I I I
= z = = .
o N cli,/I, S ? cii'/I' o .§ ci./I
it=1 i=1 i=1
In addition,
cov(b,,c. ) = 0. -0
37743 i. -
and cov(bj,ci.,) is zero for ; # j'. Finally, the eijk are unobserved random vari-

ables of an error nature that have zero expectation and the same unknown variance

o . The e

e ijk are mutually uncorrelated and are uncorrelated with the bJ and the
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ij.
When tests or confidence regions are consitered, the bj’ the Cij’ a. ! the ei-k
J
are assumed to have a Jjoint normal distribution.

The ~“fects investigated are one or more of the ui(=u+ai), one or more of the

@y including

I
2 -
c?=(-ntta?
A ioq 1
i=1
2
OB , one or more of the cii"
I
2 -1
g = - fod
AB (1-1) ? iy’
1=1

2 2 . . . .
ard Ge . Of course, GAB can be investigated by procedures for investigating one

or more of the cii" Scheffé gives procedures for investigating these varameters
in Scheffe (1956) and (1959) .

Ten extensions of model (1) are given. Each extended model is formed by
addition of one, two, or three more random error terms to the righthand side of
equation (1) . One extension is such that one or more of the - s one or more of the

2 2 .
ui, OB , one or more of the Gii" and Ge can be simultancously .. vestigated.

Appropriate subsets of these types of parareters can be investigated for the other

extensions. The procedures developed by “cheffe for model (1) are applicable 1n

. 2 .
some cases but a different "error sum of squares” Se is used for other cases. The

degrees of freedom associated with se2 are (I-1) (J-1 (K-1) while IJ(K-1) deqgrees of

~

freedom are associated with the error sum of squares used by shefd. Use of s ° is
o
the only way the procedures for the extensions differ from those Juveloped by
4
Scheffe.
2. Extended Models

First, consider the extended model for the case where all of one or more
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F | -

the u. (=u+a.), one or more of the o., one or more of the ¢,.,, © 2, and C 2 can be i
i i i 11 B e
simultaneously investigated. This model is |
= + o, . +tc..+te. . +e! +e!
yijk (b 01) + bj clj el]k €ix e)k' (2)

where, as for all extended models, i, the ai, the bj' the cij' and the eijk have

the same properties as for model (1) . The extra random errors elk and e%i satisfyv

K K
Le', =c=- ZLe'!
k=1 ¥ k=1 K

for all i and j, where the value of the constant C is arbitrary.
Second, consider the extension where the types of parameters considered are

2 B 2 . .
the a5, the oii" o_.", and Oe . The extension is

B

= 1+, . teo..te . +e! '
yijk (1 al) + bj c13 eljk ek + e]k, (3)

where the additional random variables satisfy

K
Ze't =¢C

K
Tel =
€ ¢ ik 2’

: ’
k=1 % 1 k=1

for all i and j, with the constants Cl and C2 having arbitrary values. Model (3)

is an extension of model (2).

The third extended model involves simultaneous investigation of the o OAB ’

2 -
and Ge . The mode1 is

= + + + + ? (]
(ot a) +bytc, i +e iy ten teh (4)

wherc the e!. satisiy
ik vy

Mode. (4) 1s an extension of model (3).

. . . . . 2 2
Fourt}.,, consider the extension for investigation of the ui, o , and oe .

AB

The moderl is

Y.

= + + + + +e' +e"!
i3k (M ai) bj C. e e e’ (5)

13 ijk ik ik’
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, L ] 3
wherxe the eik and ejk satisfy

K
Z (el +elYy =0
k=l( ik Jk)

for all i,3. Model (5) is an extension of model (2).
. . 2 .
Fifth, the parameters investigated are ¢ ' Ge2 and the extended model is

Y.

= +a,) +b. +c,.+ + e!' +e'', 6
i3k (b al) 5 c13 e e (6)

ijk ik jk
Model (6) is an extension of model (5).

Sixth, the oo 032, and 0e2 are investigated. The extension is

Yise - rop) byt e g e teg ey
where
K J X
TG BT Fehe e e oo

for all i,j. Model (7) is an extension of model (2).

Seventh, GB2 and 0e2 are investigated, and the extended model is

yijk = (B + di) + bj + cij + eijk + eik + eéi + ei%', (8)
where

K J

kfleii T Cy jfleiﬁ' B

for all i,j. Model (8) is an extension of model (7).

2 . . . .
Eighth, the ui and Oe are investigated and the extension is

yijk i IR bj + i + €5k + e;k + eéi + eié" (9)
where

K

kfl(e;k + '+ eia-) =0

for all i, j. Model (9) is an extension of model (7).
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Ninth, only Oez is investigated and the extended model is

+ + + + ’ 'l+ [
y = (W di) + bj cij e.. e!'! +e el''. (10)

ijk ijk ik ik ij

Model (10) is an extension of all of models (2) - (9).

Tenth, and last, one or more of the ui are investigated and the extension is

Y. (11)

= + + + +
i9k (B ai) bj cij e

igk T %1k’
where
K
kfle;jk " °
for all i, j. Model (1l1) is an extension of model (9).
3. Basis for Investigation Procedures
Limitation to ten extensions is largely due to the forms that occur for extend-

ed models. For example, an extension for investigating the ai, 052' and Cez is of

the same form as that for also investigating the Oii" Thus, no model is stated

. . . 2 2 . . . ..
for investigation of the ai. o_ , and ce . Also, consideration is limited to com-

B

binations of parameter types that are meaningful for investigation using the |

. . 2 2 .
Scheffé mixed model. For example, consideration of GB and/or ¢ is not appro-

AB
priate, since the statistic for investigating Gez is needed. Thus, the parameter
cez is included in any set containing 052 and/or OABZ‘

Except in one respect, the investigation procedures considered are those
developed by Scheffé (1956) and (1959). The one difference is that the statistic
J
z
1 3=

used by Scheffe is replaced by the statistic

2 I J K 2
s = Z T Ly ... ~Y.. =~y. .-~y . +ty. +y .  +y -y )
. . . .. 3. ..k e
e j=1 i=1 k=1 ijk ij i.k ik i h)
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at all places where SSe occurs. The only effect of this replacement is that a sum
of squares with (I-1) (J-1) (K-1) degrees of freedom is substituted for a sum of

squares with IJ(K-1) degrees of freedom. This change in degrees of freedom is un-~

important unless I and J are small. The generality level of the extensions is
. . 2
greatly increased by using se instead of sse.

.. . 2 . . .
For the case of joint normality, se has the same independence properties with

the other statistics as does SSe. This is verified examining <he :-:rrelation pro-

i - - -y Lty 4ty . o+ -y ) with th
perties of the (yijk yij. Yix y.jk Yi.. Y.J. Y. x yooom €
Yio, " Y o ey go-y sthe ly g m Yy Y gty ) ete.

For a given extended model, werification is obtained by examining the statis-
. . 2 . .
tics developed by Scheffé (with SSe replaced by se ) for investigating the param-
ecers considered. It is easily shown that in every case the additional random

error terms cancel out or sum out in the statistics of scheffé (1956) and (1959).




REFERENCES

Graybill, Franklin A. (1961) . An Introduction to Linear Statistical Models, Vvol. 1.
McGraw-Hill. New York.

Guttman, Irwin and Dennis E. Smith. (1969). Investigation of rules for dealing with
outliers in small samplss from normal distribution: I: Estimation of the mean.
Technometrics, 1l: 527-550,

Scheffe, Henry. (1956) . A "mixed" model for the analysis of variance. Ann, Math.
Stat., 27: 23-36.

Scheffé, Henry. (1959). The Analysis of variance. John Wiley and Sons, New York.
261-274.

Walsh, John E. (1947). Concerning the effect of intraclass correlation on certain
significamte tests. Ann. Math. Stat., 18: 88-96.

Walsh, John E. '1368). Handbook of Nonparametric Statistics III: Analysis of
Variance. 1. Van Nostrand Co., Princeton, N. J,.

65




