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Ab:. t:rjct 

The  problem of estimating  Lhe  orbit pdrameters   frOM early-orbit 

observations  of an  earth  satellite  is  used to compare the accuracy and 

application of   the Extended Kaiman filter and the classical  tiltering 

method of Weighted Least Squares.     To obtain an  absolute  comparison, 

a true two-body,  drag-free Keplcrian orbit  is simulated,  observations 

are computed and contaminated with noise,  and the orbit parameters 

estimated by each filter are comparnd.     The accuracy of  the   two filters 

was  compared using   Lhe same set of observations   to determine  the effect 

of observation  truncation and  initial  conditions  on the  results. 

Based on  this  study  it was concluded  that   the Weighted Least Squares 

filter and the Extended Kalmin  filter yield about the same  accuracy  in 

the early-orbit  determination problem. 

ix 
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A C0NPARI80M 01' THE EXTENDED KALNMi 

FILTER AND WEIGHTED LEAST SQUARES 

IN EARLY-ORBIT DETERMINATION 

[. [ntroductlon 

G 

O 

The detcriaination of  the orbit paramütors  ol" man-nvide satellites 

usually involves the  calculation of the satellite's position and 

velocity at  SOM  epoch  time using • number of obseiwations from the 

earth's  surface.     These observations  are  inherently  noisy,  so the 

detei^mination of   the  orbit parameters  is  a statistical problem,   thus 

a "best"  estimate of  the orbit  parar/j ters  is  obtained using some  form 

of a statistical  filter. 

One of   the   traditional methods  of solving  this  filter problem is 

via differential,  correction of  initial conditions using the classical 

method of Weighted Least Squares  (WL'J).     This  method produces a very 

good estimate of the orbit parameters when a large  number of observa- 

tions  arc  available,   i.«1.,  when the  system is  highly overdotiamncd. 

Problems arise when  the nunber of observations  is small,   thus one of 

the goals  of  this study la  to  investigate   the  application of the WLS 

filter to early-orbit  determination.     Early-orbit determination  is 

extremely  important  as  the orbit parameters  must be quickly  and 

accurately  obtained  in order to generate  pointing data  for subsequent 

tracking stations  and to determine  contingency  actions  if the orbit 

is unsatisfactory. 

mtm 
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A rccont dsvelopMent in estlMtioa theory in tlio applicctlion ot" 

the Extended Kalrun Lilter to the eirly-orbit dtt*TOination problaa 

(Ref 3).  The Extended Kalinan filter yields estimates of the orbit 

states and pararnoLors via sequential processing of a set of noisy 

observations. 

The purpose of this study is to compare the accuracy and ease of 

application of the Weighted Least Squares filter and the Extended 

Kaiman filter when applied to the early-urbit deti.rmination problem. 

The application of the Weij'JiLod Least Squares filter to orbit deter- 

mination is described in Reference 7.  1'revious studies considered the 

application of the Extended K.jlman filter to single ot^bit (Ref 3) and 

muJ.tiulG orbit (Ref B) radar tracking observations of actual earth 

satellites.  The radar tMOklog data lor those IfalMW filter studies 

f were obtained fr(M the Space Detection and Tracking Eystem (SPADATS). 

Although the results of the.sc two studios using the Kaiman filter 

compared favorably with the orbit parameters determined by Sl'ADATS 

using a Weighted Least Squares filter, the results did not give an 

absolute comparison of the K.ilman filter with the WLS filter as the 

true orbit parameters were unknown. This uncoz-tainty in orbit 

parameters is due to the fact that an actual earth satellite is 

subjected to perturbations such as the effect of a non-spherical 

earth, atmosphcri.e drag and magnetic i.ieLd drag.  Those small perturba- 

tions and small long term changes in orbit cause chinges which were 

not accurately modeled by the Extended Kaiman filter nor by the WLS 

filter. 

' Therefore, in this study, a true two-body Keplerian orbit is 

simulated, observations are computed and contaminated with noise, and 0 
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tho orbit paramoters estimated by eucli tiller aro OOapWMdt  In this 

way, both an absolute and relative ooapari -;. can be made of the 

actual orbit parametors and ostimatod orbit parumotenj produced by the 

two filters. Here the WLS filter as described in Relerence 7 and the 

Extended Kalnan filter au described in Reference 4 are used. 

The following assumptions are made concerning the two-body 

Keplcrian oxbit: 

1. The satellite Ll ■ i-oint mass under tho gravitational 

attraction of a spherical rotating Mrtk with negligible atmosplieric 

drag and magnetic field drag. 

2. The satellite is non-thrusting. 

The lollowing assumptions are n.ide concerning the observations of 

tho orbit: 

1. Uncertainties iu latitude, Longitude aid height of the 

tracking sensors are assumed negligible. 

2. The noise in the observation is assumed to be an additive, 

zero-mean, white, Gaussian sequence. 

This report is divided into seven chapters plus three appendices. 

Chapter II includes an explanation of the coordinate systems used, the 

required coordinate transformations, a description of the rquations of 

moLion, the method of determining the initial conditions, and the 

method used to generate the noisy tracking data.  In Chapter III, the 

Extended Kalinin filter equations and the linear ; .-.ation procedure used 

by this filter are described.  Chapter TV describes the Weighted Least 

Squares method and the linearization procedure used in this filter. 

Chapter V gives a comparison of the application of the two filters and 

details their relative advantages and disadvantages.  A description of 
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the data and .m Mialysll of tht  results obtained ar'e in Chapter Vi I 

followed Ly the conclusions and NOOmeiulationa in Cliapter VII.  The 

equations for detcrTniniiv, the initial position .ind velocity are 

de:>cribod in Appendix Ai Appendix B contains a description ol the 

system sensitivity matrix and the measurement matrix description is 

presented in Appendix C. 

. 
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II.    Tho Model 

c 

Coordinate Systegg 

Three courJinatc r.ystomL;  aro  .involvod  in the oi'bit  doterminiition 

problern:     the  incrtial goocenti ic :jyütoiii   md the  rotating geocentric 

system have M  their origin  the  C(;ntor of  the ear'th,  while the  rotating 

topocentric system has  itl origin on  l.iiO  surfte« ot:  the  earth  at  the 

location of a  tracking station«     The   thres  :;y.3teins  are  shown   in 

Figure 1 and are d. scribed in detail h..'low. 

Inert'.al Coordinate System«     Tho  center of  the   inei'tial  coordinate 

systorn Is the center of  the o.irth.    Tho principal axis,  Xj,   Is directed 

toward  the first point oi  Aries,  y.     The Yj  axis  Is  directed perpen- 

dicular to Xx  la   the  equatorial plane, while Zj   is  toward the  earth's 

north pole.    The  squstlons Of rr.otion employed in  the NLI Mthod are 

written in  taii  system bsoauss orbital motion  is most  readily  expressed 

in ir.ortial. spire. 

Rotating Geocentric Syste».     As with  the  inertial system,  the 

center of  the  earth  is   the  origin of  the  rotating geocentric  system. 

The principal axis,  Xj^,   is   toward the e.irth's prime meridian,  Greenwich, 

and Yj^ and Z^ are  defined siniilarly  to Y^  and Zj-      Hie  diffsvsnos 

betwei.n  the  two systems   is  th it  the rotating system rotates  about  the 

Zj^ axis  at earth  rotation,  M .     The  s^uatioos  of motion u.-ed  in  the 

Kaiman filter are expressed   in  this  sysl M  in orl.r  to simplify tho 

transformation  to  the   topoeentric systSM« 

Rotating Topocgntrlc Sy •■ torn.    The origin of  rh.o rotating topo- 

centric system  Is  the  ant> ana of  the   ti icking station.     The principal 

axis,  Ra»!   is   toward  local North  in  the plane  tangent  to   the  earth at 

L 
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Si I zR 

C) 

Figure 1.    Eartb Contcrfid  Invptlal and Rotating and Station 
Centorr-d TopocGntrJ o CoOPdlMtQ  SystQM 

O 
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the station.  Tho Zf axis 11; Btraight up fiorn the BtAtlODi while the 

Y-p axlt ia toward local Wo.-.t in the tdngent plane.  The actual and 

computed values of the measurements are expressed in this t'rame. 

Coordinate Transformations 

Transformations between any two reference systoms arc readily 

made with two matrices:  the transformation matrix between the inertial 

and rotating geocentric frames, and the transformation matrix between 

tho rotating geocentric and topocentric fran.es.  The matrices are given 

below with the angles as shown in Figure 1. 

G 

"I 

yT 

ZT 

-sinU)co;:;(0) 

sin(O) 

oos(f)oos(9) 

•8ln(4)tln(e)  cos(t) 

■cos(O) 0 

cüs('j))sin(0)  ;.;.in(:Ji) 

YR 

?'R 

(1) 

XR 

YR 

ZR 

cos(wt)  sin(tot)  0 

•sin(u)t)  co.i(wt)  0 

0       0     1 

YI (2) 

Since these are orthogonal transformations, any other necessary 

relationships may be detevmined by multiplying and/or transposing these 

two matrices. 

Equations of Motion 

The equations of motion of a satellite about a spherical earth 

are a set of three second order non-Linear differential equations«  In 

inertial coordinates they are 
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(    ' fti  ■ - 
3 

(3) 

fl   " ^ 3 

CO 

•M«I (b) 

while in earth-centorod rotating OOOrdilMtM thoy are 

-VJXR    .    7 
H  ' _rT- ^ 2,oyR * ,0 XR 

(6) 

o 

yR = —-r- - 2wxR t ^vR 
v5 

'R '  „3 

(7) 

(8) 

These second order equations can be reduced to first order 

equations by the us« of a state vector formulation.  The state vector, 

x, is defined as 

X! = x 

X2 ■ y 

Xi, = x 

X5 = y 
(9) 

o 

X3 = I xG ■ I 

The equations 

equation 

of motion then become the 6*1 vector differential 

kit)  -  f(x(t)) 
(10) 
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C 
v;heio  f  is  -a 6*1 vector  valued   1 unction.     In   imTti.il,  QOOrdilUItU   the 

state  differenti.il equation  is 

(t) ■ tr(xr(t)) ~- 

Xb 

X6 

-ViX! 

-PX2 

' mi 

(11) 

G and in rotating coordinates the state diflerential. oquation is 

^(t)    -    fR(x^(t)) 

xlt 

X5 

1*1       - 1 
—*■ +   ^toxi,  ♦  tt*Kl 

r 

MIX2 

r3 ' 

■M1X3 

2u)Xij  t  w2X2 

(12) 

O 
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Initial Conditiunj 

In appiyLni; HLS and the K.ilmun filter to the orbit problem, .in 

initial or ncminal stato vector must bo available.  Since tho early- 

orbit determincttion problem is very important in non-nominal launches, 

it was decided to drturmine tht initial state from tlie first set of 

input data rather than use a nominal vector. This data set includes 

range, range rate, azimuth, elevation, a^iinuth rate, and elevation 

rate.  The angular rate; aie Deeded to complete the set of six 

independent constonts for the opjatlons of motion. The initial 

position and velocity vectoi.; in the rotating coordinate system are 

then d ^termiivd by the vector o]uations be lev and tho exact method 

(Ref 3:Bn-00) is pt.rented in Appendix A. 

r - p_L + R (13) 

r = pL t p^ (11+) 

This initial state vector is then transformed to an incrtial vector 

for use in the HL8 progMMU 

Data Generation 

To generate noisy data for the two orbit determination schemes, 

the inertia! equations of motion are integrated through the desired 

time interval with the starting position and velocity chosen from a 

desired nominal oxbit. As the satellite passes over the hypothetical 

station location, nominal tracking data is produced via a coordinate 

transformation from inertial to rotating geocentric and topoccntric 

coordinates.  Once K», yR, z^,  knt  y^, ftgi N*i y-p, and If are Known, 

the nominal observation data are determined by 

10 



GA/EE/72S-1 

;   ' * = rc^.-v ^2 ,. r„. _„„w 4 <; -■...vn]/';' 

( 

o 

P - [(XR-Jcg)2 • CyR-ys)2 ♦ itfrH^Tr <1^ 

P  ■ p C^ir^^R ♦ ^R'ysVn +  ti|r«8)*ld (16> 

d  =   tan"1   i;-yT/:<TJ (17) 

e = Utt"1 uT/(4 + yT)1/2J (18) 

whüio x^,  y^,  and Zo  aro   the; station  cüorilinaL'V>  in  thu  rotating 

geocentric ■.iyjtc^.     It"  tht olrvation   ll    •! ov?  a threshold va]uo,   the 

observation d.ita   u.-   it   i   d  aLoiiü wit'.!   klM   frM  to«     MMI!  the 

integration ha;   ro ich-nl  lt,   t.lu   t.iM ;  of o1,...    v..'. i-i. :   ll   contininated 

by /■<iro-;ncan QaiMtlM Mia«! 

The  random nui:iber generator on   tlM CDC  0600 producer  a uniform 

random number MqtMDM betwoon  0 and  i,   thus  the mean of   Lhis  sequence 

It  0.5  and  the  variance  ir;   l/i?.     To  convert   Lhis  ••qiMnct  to an 

approximate  uoi'mal sequence of mean x.ero and variance one,  the Central 

Limit Theorc-m is  used.     This  theoiem applied  to a uniionn   ^.quence 

states  that 

lim . 
B^lra^Jlj . IKO.X) (19) 

L a rn 

where Sn is the sum of n unitorm numbers, \i  is the uniform me^n, o is 

the uniform standard deviation, and N la the normal distribution 

function.  In n=.L2, the aquation reduces to 

11 
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12 

1*1 
xi - 6 - :;(o,i.) (20) 

G 

and a normal  distribution curve   i;j  approxilUlt*d by a 12tli ordor 

polynomial.     Thia   la   the «quation  used  to produce  the approximato 

zero-mean Gaussian no'juenco.     To chang«  the  v.iriauce,  each  random 

number is  i.ailtiplicd by  the  desired Dtandar-d deviation,  producing a 

i(OtO')  dittriblltioa«     [f started at  the  ■«M place,  this  random 

number generator will   ilways  generate  the same sequence  realisation; 

thus,  to obtain ilifte.vnt  leali/. il.ions   the  ,i;onerat;ür is  started with 

a random  initial oonditioilt     This  normal  distribution appt^oximation 

Bllffsn  from one  dtssdvantsgs  la   that  only   I  ia  range  Is produced, 

thus  the  "tails"  ol   thfl  curve  are  not  gansratadt    Tlie  ir.pact of  this 

on the Oftoit  problan  is   that  vary   LargS  data errors  are  not  encountered 

and Mie  tutors  may perlorm better  than  they would with normally 

distributed data. 

12 
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III. The Kalnan Filter CquatloRS 

Measurement Model 

The KaLrnan filter <J;: described in Pefeionr.e U procossea noir.y 

linear data in a NCUTsive manner Lo produce a linear unbias*d minimum 

variance estimate of the Stftt« Of a linear dynamic jyjtom. The data 

consist of a linear iunction of the state plus additive Gaussian 

noise. 

in the crbit determination problem, the data ar? ground radar 

measurements range (p), range rate (p), a'/.imuth (a), and elevation (e) 

which, as :-.cen in d^uations (lb-IB) are not linearly related to the 

state vector and the station position vector.  The measurement model 

may be expressed as a discrete non-linear vector •quatioa 

<:, z(k)  a hCx(k)] t v(k) (21) 

v/here ^ is  a 4*1 vector consisting of p,  P,  a,  and e; h is a non-linear 

vector valued function}  and v is  a v.'tiite Gaussian se<|ucnce.     It  is 

assumed that the  noise has mean 

ECv(k)] ■ o (22) 

in this  case but  this  assuaption  is  not  necessary  in the general 

problem.     The  noise  cov-irianco  is  assumed to be 

.T BCvdOvMk)] •-• k(k) 6^ (23) 

n 

where R(k) is a known positive semi-definite matrix« 

13 
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Filter Ecjuations 

Sinco the Kaliiun tiltur assuMfl -i linear syutcrn and a linoiu' 

measuromont model,  the  filter cannot be applied directly to estimating 

the state of a satellite orbit based on a sequence of noisy radar 

observations.    Equations (12)  and (21)  are the non-linear state and 

measurement  equations  and must be approximated by a  linearized set of 

equations before the linear filter can be used.     The  two sets of 

equations are expanded  in a Taylor series  about a suitable point and 

first-order  terms  are  retained.    The  linearized equations are 

kit)  -  Fx(t) (24) 

and 

z(k)  ■ Hx(k)  + v(k) (25) 

where F is the 6x6 State Sensitivity Matrix 

ifU) 
r(x) = 3x 

X ■ x(k+l|k) (26) 

and M  is  the  U^ö Measurement  Matrix 

H(x)  = • 
äh(x) 
3x 

x =  £(kH.|k) (27) 

The exact form of Lht.se matrices is developed in Appendices B and C. 

The nominal point about which the non-linear equations are 

expanded is the current state estimate x_ based on the previous measure- 

ment at time k and Integrated forward via equation (12) to time k+1. 

As a result of updating the nominal at each Lime point, initial errors 

!•» 
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are not  ailowed to propagate Ihrouyli   Limn and the linearity  WSlMptioM 

should be more valid as   the filter progresses  (Ref 4:276). 

Now that the  state and measurement equations arc  in a linear  form, 

the recursive Kaiman filter equations  can be applied.    The  filter 

consists of a predictor in which the  estimated ctate  and state error 

covariance are integrated forward to the next observation time point 

and a corrector in which  the state estimate and estimated state error 

covariance are corrected by the new observation data. 

Prediction.     Prediction  from time  t^   to  time t^^ is  accomplished 

by numerically integrating the  state  vector differential equation  (12). 

In discrete form this equation becomes 

x(k+l|k)  =S(k|k) + _ffi(Klk)]dt (2Ö) 

The state error covariance at   time tv^i b tsed on data at  time tj^   is 

P(k+l|k) ■ ■Kk+l,k)P(k|kHT(ktl,k) (29) 

where   'i»(k+l,k)  is  the State Transition Matrix: 

9f<(ktl) 
*(k+l,k)  -■ —  (30) 

Dx(k) 

•Kk-t-ljk)  is  deterrainod by  integrating the  linear differential matrix 

equation 

i 

■Kktl.k) ■ rU(i<|kn<;(kn,k) (31) 

15 
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(38) 

The error covariancc of tho correctod stat:c estimate, £(ktl|k+l),  is 

determined by  the equation 

P(ktl|k+1)  ■ Ll-K(kti):-'Jl>(kn|k)Ll-K(k+l)M]T + 

K(k+l)RK(k+i)T (39) 

o 

where M is again calculatad at time t^.^j . 

To itart the process, values of Ä_(0|0), lJ(0|0), and R must be 

available. The initial Stats SStiost«, ^(0|o), is computed by the 

method in Chapter IZ| the initial Gtate error covariance matrix, 

P(o|0), must bo estimated a priori; and the measurement error covari- 

ance matrix, R, is known froin antenna tests, nv,  when the input data 

are simulated, from the variances of the noise added to the measuremouts. 

The filter used in this manner La referred to as the Extended 

Kaiman filter due to the fact that the equations are linearized about 

the current state estimate, J<(ktl|k).  The prediction process docs not 

involve any linear assumptions, as the non-linear equations (12) and 

(33) are used to predict the state and the measurement and the state 

error covariance is predicted by the Linear Matrix differential 

equation (2'i).  The linearization procedure is only used in the 

calcul.ition of the. oorrected state estimate and corrected state error 

o 
17 
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r covaridnce,   i.e.,   LineWfiMtion   involve':.,  thi  ütaLe errorn  I'uLhor  than 

thu states   KbtMMlVM« 

A derivation  of  Lhe Externlod Kalrr.an  filter i:3  found  in  keference  4 

and a  flow  diagram  for  the filter  La presented  in Figure  2. 

n 

c 
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C 
L.eaat Squanv;   rivjoi'y 

The |Ml of the  m.-'lhod of Woißhted Least BqMUPM  when applied to 

orbit  determination  is  to delennino  the  valuu;  of the  six orbit 

Parameters at üome epoch  time,   tg, given sets of observation data such 

that the cout  function 

J =  III" t&Hl! ' CZ- i^o)]   w[z- 2.(xo)] Cto) 

O 

is a minimum. W is an appropriate woinjiting matrix; ^ is the observa- 

tion vector consisting of range, i'in^e rate, .v/,iii.uth, and oJevation at 

each discri.'te time t^, (to S tj^ < t^). and £_ is the predicted observa- 

tion vector based on the curr,:iiL state vector estimate Ä at tg.  Thus 

y_  is the 'm^l mcasur'ameiit vector 

I 

I—          —I 

iM 

i iki  i 

iti 
• 

• 

• 

\j*t\ 

(Ui) 

c 

and ^ is  the  Un^l  estimated ncasUTMMt  vector 

L 
n 
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C 

•I 

h 
ii 

(12) 

C 

Tho valuo of XQ wliloh miniriüzc;;   the cost   function is  the "best" 

estircato  in  the  LMMt :;qu,ires  r.onso. 

Since the predicted obbi'jrv.ition vector 2_ li • non-linear functirn 

of tho gtt— | tlv; aquation ralatlng thcia Mat bo liaMrlMd bf 

expanding £_ in ■ Taylor MrlM  .tbout x^  and dropping blglmr order  terms. 

The coat  function becomes 

J  = 1*1 lj A^ -  AAXQI|W (43) 

where A  is  the 110*9  !! Msuremont  Sensitivity  Matrix 

and 

A  = '1 
« ■ ai 

(4U) 

Aii = z - i(iü) (U5) 

21 
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Differentiating equation (l43) v;Lth respect   to  the Btat« corf-'Ctlon 

vector,  AX^Q,  dnd netting the  r'o::ult equal  to  zero; 

2[ATWAAx0   -  ATWA^jr =0 (46) | 

Thil equation  in  then •olVttd for AXQ >  yieldinc  the  normal matrix 

equation for the V/LS probleai 

ATWAAXQ  ■  ATWA2_  • (47) 

or 

AXQ   ■  [A'fWAj"1 ATWA^ (48) 

The differences, A^_,  are the residuals of the moasuroment^  and are the 

( \ result of the random ob-iervation noise,   incorrect values of  the 

estimated state x^, ana coniputation errors. Since the original WLS 

problem has been reduced to the linearised problem of determining a 

correction vector Ax^  such   that 

||AZ-AAx0||5 (49) 

is  minimized,   the  solution   If only approximate.     Therefore,   an  iterative 

process  must be used until  the residuals are  reduced  to some minimum 

(Ret 7t2-i»). 

Convergence Criteria 

In order  to determine  when  to stop  the  iteration process,  some 

convergence  criteria  must  be employed.     Using the  corrected state 

.— vector to predict  a  new sot of weighted residuals 

22 
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o 

lA/JlJ-   ||Ax-AAxp||J (50) 

The expression   ||Ay  ||u  is then the F.MS of the predicted residuals. 

The  least  squares process  is  said to  converge  if cither 

Ay.Mu- l|A-y_1' 

|AII1W 

S       El (51) 

or 

IM1W  -   ll^'llw  *   e2 (52) 

o 
where |lAy|L is the RMS of the current ucightcd residuals and ei and 

^2 are seine ■wall constantl (Ref 7:20). 'Die values dlOBen for ci and 

€2  for this itudy were  bc;th 2xl0"'lt. 

Sensitivity Matrix 

The  Measurement  Sensitivity Matrix, A,  ir.ay be  calculated using 

the chain rule: 

OXQ 3xt   OXQ 

and defining 

M = *— 

(53) 

(5iO 

x-' 
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tho 'ixb Neasureaent Matrix,  .Jnd 

-Kt.tn)    » 
^xt 

Dx0 

the  6x5 State Trams ition Matrix.     The State Transition  Matrix  is 

computed by   integrating  the  matrix  differential equation 

ö(t,t0)   =  mt,to) 

with  initial  conditions 

(55) 

(56) 

o 

where 

•(to.to)  ■ I 

m af(x) 
Ox 

(57) 

(58) 

and the nominal point X" used in  equations (b'O  and (58) Lfl on the 

trajectory predicted by the current value oi: XQ .  Since the M and 

F matrices are calculated at each observation point in the tiM"icctory, 

the A matrix actually consists of the partitioned matrix 

M(t0»to) 

M(ti,to) 

Hn* (tn^O^ 

(59) 

Unx6 

The  derviation of  the  F and M natriosa   is   in Appendioss  I and C, 

24 

I     i   il 



(' 

CA/EE/72S-1 

Statistic«! A:-.püctS 

Until now, nothing has  t>e«n Mid about either BtAtistical  theory 

or the  contents oi' the weighting in>itrix, W.     For many years,   this 

matrix waj guessed for each problem and was used as a "fudge factor" 

since  it seemed reasonable  to weight "reliable" data more heavily 

than "unreliable"  data.     However,   recent  statistical  theory shows  that 

if this  weighting matrix  is  chosen   to be  the   inverse  cf the observation 

error covariance,  R,  and the observation errors have  a /.oro-mean,  then 

the matrix 

P = ATWA  ■■ A^-J-A (60) 

is   the  state  error covariance  matrix,     in addition,   the  estimated 

• state  error,   A:XQ ,  which  results  from equation  (US)  using the  covari- 

t   , ance matrix,   P,  is  the  linear unbiased minimum variance  estimate of 

the state error.     If the  observation errors have  a joint CaMssian 

distribution,  then  the state  error estimate  is  also   the maximum 

likelihood estimate  (Rof  7:25-26). 

Corr.putat Lonal Procedure 

The procedure  usod  to determine the  satellite's  orbit parameters 

using WLS are  as   follows: 

1. Set A =  (J>.     Input  R and SQ  where gn  consists  of p,  p,  a, 

and e. 

2. Determine  an initial nominal state  vector,   x_o >   from the   first 

data set (p,  p, a,  e, a,   and e). 

3. Integrate  the  trajectory  and  the State« Transition Matrix  from 

to   to   tf. o J 

L 
25 
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(n)  At each  tine lioint,  tj^,  ccilcuLite  and store 

2k ■ i^o) (61) 

tho  predicted meatiurement 

M^,   the Measurement Matrix 

K  =  Ak-! +  Mk*(tk>to) 

(62) 

(63) 

and 

&iü< ■ 7* - ^üo)k (64) 

the neasurenent residual, 

"+.     When  \  ■   tfi   calculate 

•j y P ■  ATR"iA (65) 

the state error covariance,  and 

|AZIIW 
(66) 

the weighted residual  vector RMS. 

5.     Invert  the covariance  matrix and calculate 

Ax0   = P  1ATR"1A^ (67) 

then 

X0   =  XQ  +   AX0 (68) 

26 
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r \ 
6.     Calculate   thu predictsd KHS 

ll^F|lW  "  HU*- AAx0||w.l 1/2 (69) 

and doterrnino whether or not the convergence criteria havi> been met. 

If they have not, roturn to step 3 with the MM £.5.  If the convergence 

criteria have been met, stop. If the predicted RMS irs greater than 

the current RHS, or if the current RMS is greater than the old RMS, 

the process is diverging, indicating some problem with either the data 

or the system model.  In this ca-ie, the prooiss stops and all of the 

data must be examined.  One type of data which can cause divergence 

is an "outlier"-"a data point very far from the other points.  This 

point can Le spotted by look in;; at the residual! of the measurements 

and must Le manually thrown out.  The HLS procedure would then be 

restarted without the outliers. 

A computer flowchart for the HLS method is shown in Figure 3. 

C. *J 
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V.     Corr.p.jri.:.<;n of _Üio_ Operation of  lh_    Two Fi] t.2.rii 

Theory of the  TV;Q Methods 

It was  stated  In Chapters   [II  and  tV and shown  in Rel'eronces 1 and 

7 that both ol   the  methods  produce  a linear unbiased minimum variance 

estimate  oi:  the  state oi: a linear system given  linear measurements with 

additive  noise.     Rcferenc«;  7  (page  157)   lists  a number of authors who 

have shown   that when the Weighted Least  Squares  method la  applied  in a 

recursive manner,   the  resulting equations  are  exactly  the  same as  those 

in  the Kalr.in  filter.     Therefore,   the  only  difference between  the  two 

methods   compared  in  this paper is  that  one  is  a batch processor while 

the other'  la  recursive.     Both are  linear processors and both  linearize 

the earrors  in  the  orbit problem.     The Bxtandad Kaiman  filter  linearizes 

about  the  current  state estimate at   time  t^,  while WLS  linearizes 

about the  state estlnata at tg« 

Advantages and Dlaadvantagea 

Since   the   two methods are of the  same   form,  the only  theoretical 

comparisons  which  can be made are   those between batch and  recursive 

processing.     The   following are  a  tew  of  the  theoretical advantages  and 

disadvantages of  the Extended Kalnan  filter aa  compared with the 

method of Weighted Least Squares. 

A.     Since  the  filter linearizes  about  the  current state,  a largo 

initial error plus many observation;;  over a  Long time span would 

probably not  cause  the filter to diverge while  WLS may diverge.     This 

is because  WLS would use the erroneous   initial  orbit  to predict  for 

the entire  Bpan  and errors  at  later  times  may  be  so large  that  the 

linearity assumptions are violated. 
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c 

B. With a  Largo aiaount ui  diii, both atothods  tend to ignoro 

chari^üs  In now dUitA«    In WLS,  the new data are overcoao by the 

prepondüranco  of oldar data and   in   the  riitei',  once  it "Ic.irns"   the 

rr.odel,   the  Kaiman  gain becomes so 'iinall  that  new  data ara und>.r- 

weijihted.     The  solution  in both  cases  is  to restart  the process  and 

leave out  most of  the old data. 

C. The  filter data storage   is  small while  the Wbli residual 

vector must bo  stored and nay  be  very   large. 

ü.    The filter processing requirements are quite a bit larger 

than  the requirements  of HLS< 

E.     As  stated  in Reference  1  (page  3'iQ),   the   filter processor is 

slower than one  iteration of WLS,  hcvever,   WLS  usually requires  more 

than one  iteration,   BO   they both  require  similar central processor 

time. 

P.     The  filter produces an estinat« of   the  state,  the state error, 

and the State  error covariance at each point  in   the  process.     The 

estimated error and error covariance are extremely  useful   in analysis 

of  the process  as  any outliers   in  the  data ar^  very  apparent,  so that 

real-time  con^ol of  the  data  is  possible«     The  ULS method gives  a 

Weighted RMS and predicted BMS  in addition to   the  state error covari- 

ance,  but   these only  givj an  indication of What   the processor did after 

an iteration«    The whole residual vector must be examined to discover 

outliers,   and,   if  the process divergedi   there   Is  usually  no clear 

reason  for  the problem,  nor is  there shown .my  time point at which  the 

process started to blow up. 

\^J 
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This tiaa history output of tho i Liter La probably the Mat 

important advantaga ooaparad to WLSi    it c<ui i><j used to datendna the 

exact time at which a problem occuru, and if thu process r.tarts to 

diverge at any point, it rr.iy bo raatSPtad at tor that point with only 

the initial gues:j of P(k|k) and /'(k) needed. 

^ 

31 

J 



GA/CC/72S-I 

VL.     Results 

( 

O 

In ordur to comp ire the porloriiMUco ol   the   two  fiitt;rs  in   the 

early-orbit  dotormln.ition prob.lom,  noijy obr,orvation'i produojd by  the 

generation program and iMOMSOry  Station d.iti or«   input   to  the  two 

filtering programs.     The comparison  then cün^ibts of  i.wo [jjrts.     First, 

to compare   the application of tho  two iiiot'nod:i  to  this problem,  ■ single 

pass  of  cba^rvatioa d.ita is  pVOOSSSSd by saeh progroa«     The  BMM  data 

set   ll  input   to onoh  OOaputer progran SO  that   the  results  can bo 

compared.     The resulting outputs  of  the  two filters  are  then  compared 

to detcrmino  their suitability   to  tho  orbit  determination problem and 

to show  the  type  of  information   they  each provide.      The   niters  are 

rerun  for varying tttuabOM of obsotvations  so  that  the effects  of 

observation  truncation  nay be seen. 

Noxti   to obtain a  conparison of  the   tW'j   t liters'   ohiso.lute 

accuracies,   their radial and velocity estlmatos  for  various numbers of 

observations  are  coir.pired to tho  actual orbit  radii  and velocities. 

This provides  an absolute accuracy comparison of the  two methods. 

If only one  set  of obsarvatiODS Wars  used   in inakinr,  tbit  absolute 

comparison,  the  rssultS would not bs  valid.     This   is because  tho 

observation sequence  is   finite  and the  additiv'  noiss  is  a  truncation 

of an infinite  noise  sa^uenos which has  Qausaian   itatisticSi     Therofoie, 

the statistics of any single truncated ' lalization  of  th*   infinite 

sequence will probably  not have   th«  d  siied Gaussian statistics.     A 

rO'r.son.ible  approximation  to  the  Qaussi >n itatii li<-s  on   the additive 

noise  is obtained by  taking sn ansaabla avaraga of  the   fiitars1   outputs 

for 50  different   truncated r ;ndom sequences  u od  for the .ildLtive 
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noi.-".     i:;    :•   ult.i  to L-» ^or.parod .it«: then  the moan radii 1  ami 

volocity etioi-s of  the  50  run:;.     PlgHN  '»  ühow^;  | f Low  di^gSVB of  the 

accuracy  comp.irison proco;:ti.     Fifty 'l.tta sots ol   58 observatioris each 

are produced,  radial and volocity «tCtOTt   Jr»,- (.•i.tim.Jtod by  the  two 

filters  and the ma;3nitud.,;;  of  HMM  VMtMV  ai .  i:cr.pared with  their 

actual valvios  from the nominal orbit. 

Data 

The actual orbit  parametors;  of  the  two-body  orbit  are  givn  in 

Table  I  llMlg with   tho   location of  the hypothetical  tracking r,lation 

and the sitmas of the noi..;y obuorvations.     A r.-Mlium-altitude oi'hit 

vMi  chosen bsOMM ttWMph^rie dMg and nol.ir pressure are small  in 

1.1.is Nglon and the assumptions of   i two-body problem with no drag 

'..•ould be more  realistic. 

oinco   Lhe pioblom  ia  an early-ivbit  pr<)bJ*'n,  only one  track in;; 

pass was us«;d.     This  particular data set  sitrulatos  a noax^-polar 

satellite launched at  V mdi-nbor^ Air Torce Base passing ov.>r SShemya 

Tracking Station on  the   lirst orbit. 

Pi Iter Guttut Comparison 

Table   II  shows  the  iwvov MgnitudM predu-i.d ly  the  K.ilman 

filter,   the standard deviations  [.r   llet*4 by each, of  the  methods and 

the actual  radial and velocity error MCnitttdM   fOI   I  various  nuivber 

of observations.     Since  these MtlMtttd valui s  are   for only (^ne pass 

of data which  ranged from U   to  b8 O1-L>;I vation;,  thi  actual numbers 

give an  indication of  the  ord^-r ol  RUgnittldt ot   the  outputs of  the 

two programs.     The main  result  of  this  comparison  li.-s   in   the  trends 
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of the error:; and standard deviations u ths nuabar of obucrvaLions 

is var^ied. 

As öoen in Tablo IE, tha Mtinatad :;i(3ina3 produced by each method 

are fairly close but the Least Squares radial and velocity .sigmas 

decrease monotonically, v/hilo the Kaiman filter's r'.idial sigma reaches 

a ION at around 30 tracking points and then starts climbing slowly. 

This is probably duo to the accumulation of computer round-off error. 

Since the Kaiman filter compute:-, the eovarianca matrix in a recursive 

manner, any errors will be additive and will finally affect the 

significant digits of the estimates covaiiance and, subsequently, of 

the estimated state.  Since the radial variance is so much larger than 

the velocity variance, this effect would be observed first in the ' 

radial sigma, as seen in Table [I.  The HLS process computes the 

estimated :;tate and state OOVdrianca indopendnntly from one iteration 

to the next, so round-off errors cannot propagate from one calculation 

to the next.  Thus the radial and velocity sigmas produced by this 

filter do not show any growth. 

The estimated state error produced by the filter has no counter- 

part in WLS.  Since HLS does all. of its state calculations at tQ, no 

time history of state errors is generated.  As seen in Table II, these 

estimated error values are not dosa to the actual errors in most 

cases but they do give an indication of the order of magnitude of the 

actual errors and of the stability of the process«  Whenever the 

estimated error is greater than the estimated sigma a majority of the 

time the filter is diverging«  When these values are plotted, as in 

Figures ;5 (jnd 5, they give a good picture of the operation of the 

o 
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filtor.    This Li the "bi^ picLviro" v;hicli WI.IJ cannot produce!    Pigurts 
( 

5 and G show that the Filter has no teadencios toward divergcOM in 

this cdüe.  No divergent oxainplc3 ocourrud in thil study, and none 

were expected aince the modol and the actual system were the same 

ncn-iineär system of equations.  In addition, die noisy data used in 

this pi'oblom were reasonably well-behaved since they contained no 

additive noise larger than six sigma.  In a real situation, a pre- 

processo; would be used to remove extremely noisy data, so the results 

of this study should be applicable to real systems where the actual 

model is known fairly well. 

Orbit Parametersi When an aarly-orbit determination program is 

actually used, the program's output whioh has physical significance 

is not the radius or velocity but. the orbit parameters.  Thus, to 

( compare the two lilters' application to this problem requires a 

comparison of the estimated orbit parameters with the actual parameters. 

Table TU shows the orbit parameters computed from the estimated 

radius and velocity produced by each method from various numbers ol 

observations.  The method of calculating the two-body orbit parameters 

from x-adius and velocity is given in Reference 2 (pages 98-107). llvvn 

with as few as ten observations| the predicted orbit parameters are 

fairly close to the actual values, and with the whole pass the errors 

are extremely small. 

The most important element Co be oonputcd in the early-orbit 

situation is the period.  This is because the pointing data at the next 

station are very sensilivo to period errors.  A period change of only 

10 second:; could cause the satellite to be outside the bean width of 

C 
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the tracking antenna« Th« period La ii siapla lunction ol th<; radius 

and  voiocity,  as  soon  irorn  thd   following oqualionu. 

period (uocünd.'O  - 2 ii a 
3/2 

k/ü 
(70) 

where 

a - \iV 

2   - nr 
(71) 

(1 

o 

and k is the Earth gravitation constant in radians/second. Thus the 

sensitivity of the period to «^ri^ors in radius and voiocity is a direct 

function of errors in each one.  As seen in Table III, the period 

estimated by each filter uaing 58 observations is much less than one 

second from the trus value, honce the üatellita should be easy to 

find at the second and subsequent stations. 

Accuracy Comparison Using 50 Data Sets 

Figures 7 and 8 show the two filters' mean radial and velocity 

error for 50 runs versus the number of observations while Figures G 

and 10 show the radial and velocity error standard deviations.  The 

errors arc defined as estimated minus actual values.  Figure '3 shows 

that the Kaiman filter has a slightly smaller radial error signs when 

less than 30 observations are proceased« while WLS appears slightly 

bettor for data amounts greater than th.it threshold. This appears 

consistent with the theory since the Kaiman filter "learns" thj model 

faster than the HLS filter, but once the Kaiman filter errors reach a 

minimum, the covariance error starts growing and affects the estimate 

U0 
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o 

accuracy.  WLS (IüI.-L; uot  exporioncü the covarJ inca error SO tlM actual 

on^or:: continue to decrease with the ntMbor of observations processed« 

Figure 10 shows that the velocity error distributions of both 

methods are so similar that they are indistinguishable.  Since the 

velocity Magnitudes are so Mich smaller than the radial magnitudes, 

the difference in the errors in velocity are not as noticeable as the 

radial errors. 

Non-Linearity Problems.  figure;; 7 and B reveal a problem with 

the Kaiman iiltt;i\  The estimates of the two melhods should be unbiased, 

however the Kaiman filter's mean radial and velocity errors show a 

small negative bias after some rather large initial errors.  This bias 

of approximately 30 netera in radius represents an error of 0.0005% 

and the velocity bias of approximately 0.1 m/s is an error of 0.00lo6, 

so it would never be apparent when one case is run at a time.  Only 

when several cases were studied did the small biases become apparent. 

The effect of errors of these magnitudes is seen in Table III in which 

the velocii.y and radial errors for '38 observations are nearly the same 

as the mean errors of the 50 runs. 

In the search for some bias in the computer program, it was found 

that the initial velocity estimated by the Initial condition module 

was always 500 to 700 m/s higher than the actual velocity.  This large 

velocity error is nearly 10% of the actual velocity and was due to the 

large errors in the üngle and angular rate data«  If these errors 

exceed the linearity region in the Kaiman filter assumptions, a 

possible result is a biased estimate (Ref 7:343).  To see if this was 

the ca^o, an initial velocity with error magnitude of approximately 

100 m/s was manually put into the program.  The resulting mean radial 
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o 

dnd velocity error.; for tho so CM*! art shoitn in Figures LI uiul 12« 

The V/LS moan ßrror;; wer»> exactly the Bane as in the t irst 50 runs and 

are inüluded so that the ehanga of scale can Lo seen. These figures 

show that the Man arron for t:he smaller amounts of data do not 

experience the La^ga errors observed in the original runs und that the 

negative bias observed has hean reducod by nearly S0%«  The nost 

probable reason for th« larga errors and the bias is that the linearity 

assumptions were vioLited.  The Kaiman filter's sensitivity to non- 

linearities is discussed by Jazwinaki (rief 4:348).  This example shows 

that HL8 is apparently not as sensitive to non-.l inearity as the Kaiman 

filter since it showed no biases or erratic results when used with the 

larger Initial errors. 

'r^  determine non-linear effects Ln the WLS filter, several runs 

were made with progressively larger Initial velocity errors.  The WLS 

proceaa showed no increased error until the initial velocity errors 

were in the 6000-7000 m/s range.  Specifically| the filter diverged 

in all cases when the error's reached 6200 m/s and then no orbital 

elements wer.; produced. 

To see how errors of this magnitude affected the Kaiman tilter, 

cases were run with an initial velocity error of 7r)00 m/s.  The 

resulting mean radial and velocity errors are shown in Figure:; 13 and 

14.  For 53 observations, the orbital periods produced ranged between 

96.29638 and 96.30740 minutes.  These value-, reflect an error range 

of" 4.53 tO 5.10 second. Thus, with Initial error magnitudes larger 

than those which cause the Weighted Least Squares method to diverge 

and produce no usable .resultsi the Kaiman filter is still able to give 

relatively accurate SStinates of the critical orbit element. 
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Convnutyr Memory and Time Re^ulrgwenta 

Tim CDC   660  contr.il processor  timo   rsquirsd by  each prOfTM to 

compute th>3   final orbit was tiailar in most cases, with the KalMM 

filter being slightly   i'astor. 

For 10  data points,   the  time  per MM  for the Kalmon  filter was 

1.02  seconds  and for HLS  1.29 seconds.     I or 58 data points,   the   time 

per  case w,j3   3.0 seconds  for the  Kalrriin   filter and 5.19 seconds  for 

the Least Squares filter. 

The core storage   roquii'^mcntr,  for  ^no pass of data for the two 

programs '-'ere 67200 octal words  for ti l  Kaiman filter and 60200 octal 

words for Least Squares.    The Majority of the j;paco used by the Kaiman 

filter was   for the filter itself,  whereas;  in the Wr,S filter a 

significant propoi'tion of the memory VMS  used for residual and matrix 

storage. 
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VIIi    Conclusions and Recommgndatlong 

ConcluGiona 

1. The Weighted Leaat Squ-irer.  Filter and the Kxtendcd Kalinan 

filter produce  extremely accurvito  results when applied to one-pass 

tracking data for a modiuin-allitudo satellite where  the model is known. 

The  accuracy of both methods drops when fewer observations are used, 

but with  as  few as  10  observations usable answers  are still produced. 

2. For the orbit determination problem considered the Extended 

Kaiman filter is more sensitive to non-linearities  in the model than 

Weighted Least  Squares  and is more sensitive  to initial condition 

errors.     This sensitivity   leads   to relatively large  mean errors in 

the e.irly part of the process and an overall small bias as the process 

continues.    These biases arc not  of a magnitude  to  seriously affect 

the  resulting orbit parameter's,  but  they do grow  to  fairly  large 

magnitudes when the  initial errors become very large.    When those 

initial errors  finally become large enough to cause  divergence  in the 

Weighted Least Squares process,   the Kaiman  filter is still able to 

produce usable estimates. 

3. The ooiüputer memory and central processor time requirements 

are similar for both methods. 

Recoffimondations 

The  following topics  are recommended  fur further study: 

!•     Apply   the  Extended Kaiman filter and the  Weighted Least 

Squares  filter, using the same model,   to data with  different  variances 

and to data from different orbits to continue the  comparison. 
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2. EXMJtti the prosunt orbit model u^i:., Ueighted Lea:;!: Squares 

compared with the Extended Kaiman Filter wltii SDOOthlng back to tQ. 

3. Comp.ire the two methods when applied to multiple parses of a 

satellite. 

I|a  txamine the two filters when applied to the present model 

with known drag fdrOM added 

5. Apply the methods using the simple earth model to actual data 

and compare their handling Of :.:lel errors. 

6. Expand the two tystOM to employ the current known earth 

model and use them with actual data. ThOM results could be compared 

with results from the previous recommended study. 

7. Combine the two methods in | Limited Memory Kilter as 

described in Reference 4 (pages 25!3-2ü0).  This mjthed would combine 

(   ' the best points of each of the two methods« 
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Appendix A 

Determination of Initial Conditions 

> 

The equations ur.od to produce the initial State estimaLc aiio 

presented in this appendix.  The Initial condition module needs the 

following data: 

1. Tracking station height in earth radii: h 

2. Tracking station latitude in degrees: # 

3. Tracking station longitude in degrees: 0 

4. Slant range in meters: p 

Si Giant range rate in meters/eecondl p 

6. Azimuth from north, clockwise, in degrees: a 

7. Elevation in degrees) e 

8 Azimuth rate in dsgrcQs/secondi a 

9.  Elevation rate in degrees/second: e 

Station Coordinates in Rotating Frame 

r—           M 1 

vs =   i 

z3 K 

(Lth)oos(e)cos(#) 

(J i>h)sin(e)cosU) 

(lth)sin(#) 

(A-l) 

c 

k dn^ r' ill Rotating Frame 

The vectors L^ and h_ are unit vectors in the earth centered 

rotating frame representing the position and velocity of the satellite 

relative to the station. 

SS 



..'■ 

GA/EE/72S-1 

where 

JR        L_ 

(t2-ii)sin(0) +    co3(o) 

C(;3(!>)coj(e)c:ü3(d)   t  Bln(4)sln(«) 

(A-2) 

l|   ■ üln((fi)co3(e)cc>:.;(.i) 

I2 = cos(t)«ln(e^ 

ft| ■ oos(«)sln(a) 

(A-3) 

(A-<0 

(A--5) 

o 
iv 

(A-5) 

Whfl re 

Jix a  j[co3(0)ji.r.( ^)iiin(a)(;os(e)  -  0(Mi(a)ain(6)cOs(«)] + 

iCoM(0)sln(^)8ln(a)oo8(«) + eos(6)oos(4)eo8(«)] + 

iCsinCO) iln(a) iln(a>] (A-V) 

ly ■ äC8in(0)8ln(^)8ln(a)co3(«) + oo;(ci)co:5(e)co,':(o)] + 

£C8in(d)8ln(f)eo8(a)sln(e) t Rin(0)co8(4)eo8(«)] - 

(Cooa(e)8in(a)8in(a)] (A-l) 

u 

. 

iCoo8(4)sln(a)8in(9)I + 

5Csin(#)oos(o) - co8(^)cos(a)8in(a)] 
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(   ' 
Satellit« Position  and Velocity   in  Rotating   Frarno_ 

Ünce tho  unit  vectors L_ and L^ are  deLenriiue i,   the  Mtolllta*! 

position and velocity  in tho oarth-centered rotating frame are 

u y 

7. 
 IR 

pL + KR (A-10) 

v. 

and 

IR 

- _JR 

pL  + pL (A-ll) 

These six components comprise the initial state vector >U0) in the 

rotating system.  The initial stale vector in the inortial system is 

then de tormined by 

h y 

-Al 

cosC^t)  -sin(ut)  0 

sinO-ot)   cos(to;.)  0 

0        0     1 

(A-12) 

0 

and 
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O 

O 

A 

El 

—     mm 

X 

• 
y - 

z 
—   — I 

cosUt) 

■in<  t.) 

o 

• —       — 

■in(«>t) 0 
• 
X 

0M<   t) 0 y 

0 1 /, 
_     

-w 0 

0 0 

0       0 z 
 »1 

(A-13) 
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Appendix B 

State Sjjnsltivi L^_ Hatrlx £ 

The  state  tsonijit LvL t.y matrix K,   La  USOd   in  the OORpUtatlon of  Iho 

State Transition Matrix used  in  linearisation schawaa«     F  Ls  defined 

as 

F = i 
f(x) 

3x 

»*1 DX] 

3xs 
• « • 

■ • 

3X!       JX: 

CJXG OXß 

3xi       Dxp 

a, 
9X;; 

DXj 

Dxp 

Dx6 

8^ 

(B-l) 

and, when   the   function £(x)  in  Stressed in   the   inertial  frame,  the 

matrix  F,  neglecting zero   terms  is 

Fm   ■  F25   -  fjs -   1 (Ü-2) 

'♦1 ['(f)'-] (B-3) 

'•« " i (^) (B-H) 

'♦3 r3   I   ri) (B-5) 
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51 
ry( r.7 (B-6) 

rM • 4 [3 a2 - 1] (B-7) 

0 J •) &) 
(B-8) 

61 m rJ  x   r 
(B-9) 

62 &) es  \   r/. 
(B-10) 

^03   ■ 4 [3  (f)2  -   .] (B-ll) 

( .   / 

When the function f(x)  Ls expressed in rotating eoordinatMi the 

F matrix.,  again neglecting lero  fenns,   is 

I'll» ■  F25  ■  FJI  ■  i (B-12) 

m ^ [' (;f - ^ 1     +  ü)' (B-13) 

«»2 (B-1U) 

f\3   -" m .3 (B-15) 

PUS  =  2H (B-16) 
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JLllSLS (li-17) 

r- 

_y  /3v/A 

r3 I   r^ 

I     C 

b t 6i 

(B-18) 

rM.^(^) 

r5, - - 2a) <ß-20) 

Pu.JL(3Ki) (B-21) 

__ (B-22) 
hi   - 

r., ■ ^ [3 (f)S - i] <•-«> 
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r Appendix c 

(   ! 

Measurement Matrix _M 

The moasurnment matrix M, consi;jts of the partial derivatives of 

the meaaurcmonts p, p, a, and o with roopect to tho state vector x^  If 

the state vector la in rotating coordinates, M is 

'R " 

N(l)   1 

9x R 

H(2) 

M(3) 

N(i|) 

(C-l) 

n 
where M(l)| !''(2), M(3), and i'(4) urn row vectors and are 

N(l) = -- CXR-XS, yR-ys, *K'H*  0' 0' 0j (C-2) 

M(2) ■ - 
P 

P(XR-XS) .       ^(yR-Yü)     . 
-   , yR   -   , ZR 

pUj^-;^) 
  , xR-xs, yR-ys, BR-»S 1 (C-3) 

M(3) 

(xT ♦ yT) 
[-Kfain(6) - yToJn( )ccr.(0), xTco::(0) 

yT:;in(e)sin(Os yTcoc(.>), 0, 0, 0l (C-if) 
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M(H) 
(xT + yT) 

,,   1/2 
cosU)cos(e) - p ^rte^i ,  sin(0)co:.(*) 

aki^, .in(o - sia^si, o. o. o (C-5) 

If the  ^cace 3  vcctüT  is  in inerhial cooiYlin.ites, the matrix M is 

Nj ■ MR 

co;)(u)t) Blnfot) 0 0 0 0 

-sin('.)t) 003(^t) 0 0 0 0 

0 0 1 0 0 0 

■cjsin(wt) cos (ut) 0 cos(ut) si n(wt) 0 

ucos(ut) -  ainCiot) 0 ■L;in(ut) cc •(wt) 0 

(C-5) 
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