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ÎP thia bookcertain problems of the theory and practice of 
the operation of radar systems,are discussed. The methods are 
directed toward achieving the maximum effective range of a 
system. Considerable attention is devoted to Increasing the 
reliability of radio electronic equipment. It is one of the Im¬ 
portant technical problems. This book discusses a wide circle 
of problems connected with the design, manufacture, and operation 
of the equipment. Among these problems, increasing the equipment 
reliability in the design stage has a very important place. Equip¬ 
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PREFACE 

One of the characterfstlc featurea of modern technology Is the 

strong role played 0, radio electronics 
special Place among radio electronic device.. 

complicated radio electronic complexes la g ^ ^ 5ole„. 

Their normal functicninE is the neCeSSlty 

tifically organized operation. ft„eration of radio electronic 

arises for developing a theory or 6 In recent years, many 
devices, and in particular of ra ar sy - appeared. The 
works devoted to problems of operation theory ha PP 

works of the Soviet scientists N. A. Shl3h°nk* ^^ may be con. 
A. I. Shirokov, Ye. Yu. Barzilovich and B. V. Vasil yev 

sidered the main ones . 

Reliability and technical diagnostics 

with the various aapeota of operation.^ a Dpu2nlnln, 

were moat thoroughly worke ou j ^ M Malli[OV> N. P. 
H. M. Sodyakln, g. S.^Orunlchev. ïa.^-^ ^ A maJor con- 

Bualenko, A. D. Solov ye ,- technical diagnostics 
tribut Ion to tha developmen of p p_ Parl!hon,e„ko, 

was made by L. S. Tlmonen, • • Hoagal„8ki,, F. Ye. Temnikov, 
V. V. Karibskiy, I. M. .jl.tc.eytv, 

Ye. S. Sogomonyan, and V. I. Perov. 
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In this book certain problems of the theory and pi’actice of. 

the operation of radar systems are discussed. Besides; the systemlaa- 

tion of Information taken from the literature, original works of 

the authors and material from lectures delivered by them at a number 

of scientific institutions are included in the bopk. 

Consideraole attention is devoted to investigating methods for 

objective control, making it possible to detect, in plenty of time, 

a reduction of the effective range of a radar system. Permissible 

limits are determined for varying the technical parameters which are 

responsible for the effective range of a radar system (Chanter II). 

In Chapter III, problems connected with maintaining the measurement 

precision of the target coordinates within specified limits are 

discussed. . ( 

i 

Several variations for constructing an efficient procedure for 
! 

searching out malfunctions are investigated in Chapter IV. These 

variations take into account both the failure probability and also 

the work involved in checking the elements. The use of this material 
i 

makes it possible for tne equipment builders and the specialists who 

operate these radar systems to determine the oían of attack wh1ch 
f 

must be used when a failure appears. To this end, the instructions 

for the equipment operations must contain, net a catalogue ;of prob¬ 

able malfunctlona and the methods for eliminating Çhon as is the cane 

at present, but Instructions for finding the malfunctions. There in¬ 

structions are search programs that have been developed beforehand and: 

are compiled on the basis of a specific method. The method, appli¬ 

cable to the equipment being used, is designed so that each special¬ 

ist determines his problems while still studying the radar system, 

before the appearance of a failure, and not at the moment when it 

arises. Only a previously well-thought-out sequence of actions 
I 

eliminates unjustified assumptions ¿nd the useless expenditure or 
! i 

labor before establishim- such assumptions as false. The meth u .3 

Illustrated by examples of formulating search programs. 
I * • 

I* 

i 

i I 
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In Chapter1V the more general problem of constructing various 

'• klnds of malfunction search programs with an arbitrarily assigned 

set of checks is ^investigated. Such a problem arises when the 

simultaneous failure of several elements In the system is possible, 

and alsp when the failures are caused by abrupt cutoff, short cir¬ 

cuits, and parasitic pickups'. The various states of the system in 

these cases are described by tables of state. The system's model 

represented by an oriented graph is a particular case of this more 

genera] description of the system's state. A modern method of 

, mathematical programming is used for the solution of this problem 

— the so-called method of branches and boundaries. It enables one 

, to cpnstruct an optimum,program for searching out the malfunctions 

In the system. However, the solution -of practical problems of large 

. dimensionality by this' method is possible only on an electronic 

computer. 
i ' 1 . 1 

, One of the fields of application of the method discussed in 

Chapter V is tihe construction of malfunction seardh programs for 

automatic monitortng devices. 
i •' i 

( 1 When operating the equipment, it is very important to monitor 

. t,îc*mical1 state. The equipment's state may be evaluated on the 

basis of the output parameters. In Chapter VI, the problem of 

selecting a minimum.number of parameters characterizing the system 

operating efficiency is investigated. The checks of the selected 

parameters in a( specified sequence represent a program for checking 

, the system operating efficiency. An algorithm based on applying the 

general ideas of the method of ^ranches and boundaries is investi¬ 

gated. i This algorithm enables one to construct an optimum program 

, : for monitoring t.he operating efficiency. 

, . 1 ' 
Another Important problem Is determining the monitoring periodi- 

• clty and» on' the basis of the monitoring data, making a Judgment as 
to the possible subsequent utilization of the equipment. This 

• problem also is investigated irç Chapter VI. 

t . t 
• ! I i 
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Increasing the reliability of radio electronic equipment is at 

present one of the important technical problems. This encompasses 

a wide circle of problems connected with the design, manufacture, 

and operation of the equipment. Among these problems, Increasing 

the equipment reliability in the design stage' occupies a very import¬ 

ant place. The equipment reliability may be increased if it is con¬ 

trolled in the design stage. 

One of the effective methods for increasing the reliability of 

the operational process is predicting equipment failures and conduct¬ 

ing, on the basis of the resulting information, preventive measures 

for replacing and restoring elements which have deteriorated para¬ 

meters. The problem of predicting a change in the equipment during 

the design and operation is investigated in Chapter VI of this book. 

The adjustment of complicated devices represents a sequence of opera¬ 

tions for adjusting and tuning the equipment elements. The adjust¬ 

ment is complicated in those cases where there are complex couplings 

between the equipment elements. One of the problems connected with 

this is determining an efficient sequence for the adjusting operations. 

The process of constructing such programs Is investigated in 

Chapter VII. The method for constructing action programs connected 

with the adjustment is Illustrated by a specific example. 

One of the most important and unstable tactical parameters of a 

radar system is its effective range. The complex tuning of a 

radar system's high-frequency equipment, which determines this para¬ 

meter, presents the greatest difficulties. In Chapter VIII, general 

information concerning the elements of a radar system's high- 

frequency circuits is given. In connection with this, special atten¬ 

tion is paid to the units for adjusting and tuning the high-frequency 

elements. In the same chapter, metheds for tuning the high-frequency 

elements and the system as a whole are discussed. The methods are 

directed toward achieving the maximum effective range of a system. 

«'D-HC-23-7Í2-71 
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1. GENERAL PROBLEMS OF RADAR SYSTEM OPERATION 

1.1. The Main Concepts and Definitions 

The theory of operation, as is the case of all theories, must 

be a system of fundamental ideas which generalize experience and re¬ 

flect the objective relationships governing the evolution of a given 

field of knowledge. The theory of operation is a new field of sci¬ 

ence. It arose on the basis of reliability theory, the theory of 

mass servicing, technical diagnostics, and cybernetics. 

The theory of operation is based on a number of fundamental 

concepts and definitions. By operation, we mean the collection of 

organized actions for putting the equipment into the operating 

state, maintaining it in this state, and using it for its assigned 

purpose with the required efficiency. 

Depending on whether the radar equipment is restored during 

use or not, the equipment may be assigned to one of two groups: 

1) equipment for a single use; 

2) equipment to be used many times. 



The equipment for a single use is used for its assigned purpose 

only once (for example, the onboard equipmeh't of a rocket). A 

second use of the equipment is impossible because of its destruction, 

or it is inadvisable for some other reason. Single-use equipment is 

not restored during use. 

The main tasks performed by the personnel servicing the repeated 

use equipment — that is, the equipment restored during the operation 

process — include the following: 

— storage of the equipment ; 

— preparation of it for use; 

— using equipment for its assigned purpose; 

— technical servicing; 

— restoration. 

For the unrestorable equipment, the main tasks are: storage of 

the equipment, preparing it for use, and using it for its assigned 

purpose. 

i 

Let us briefly discuss each type of task which is performed 

in connection with the operation. 

Storage — the set of measures directed toward maintaining the 

equipment in a prescribed state and guaranteeing its subsequent use 

for the assigned purpose. In connection with this, the equipment 

may be located in storerooms, in working areas, or directly at the 

spots where it is used. This set of measures, on the one hand, con¬ 

sists of creating and maintaining conditions which preserve the 

equipment, and, on the other hand, of carrying out the necessary 

monitoring, preventive, and restorative measures. 

Preparation — the set of measures which ensure the transition 

of the equipment from one state to another — for example, from 

being stored to being used for an assigned purpose, or vice versa. 

FTD-HC-23-722-7I 7 



With this step, putting in and taking equipment out of protective 

storage, checking and tuning of the equipment, and when necessary 

its preventive inspection and repair are performed. 

Utilization — operation of the equipment in which it fulfllJs 

its aims. In military matters, this process carries the designation 

of combat operation. 
% 

Technical servicing — the set of measures directed at main¬ 

taining the equipment in an operating state. 

For this technical servicing, the following types of tasks are 

characteristic : 

— monitoring-inspection tasks which include measurement and 

monitoring of the equipment technical parameters and its operating 

conditions for determining its readiness for use; 

— tuning and adjusting tasks, the purpose of which is main¬ 

tenance of the system's main parameters at the specified level; 

— preventive measures which guarantee trcuble-free operation 

of the equipment during a prescribed time interval. 

An important factor for increasing the effectiveness of pre¬ 

ventive inspections is forecasting (predicting) the equipment 

failures. The effectiveness of these measures depends on both the 

equipment construction, and also on the man servicing it. * 

Serviceability — is the characteristic of the equipment adapt- ^ 

ability to servicing. Serviceability is a parameter of the equip¬ 

ment which characterizes it in terms of servicing convenience. 

By restoration of the equipment is understood the set of meas¬ 

ures whose main object is: 

FTD-HC-23-722-71 8 



— elimination of the failures which arise in the equipment 

during its operation (current maintenance); 

— elimination of potential failures (preventive maintenance); 

— restoration completely or partially of the equipment consumed 

resources (intermediate or capital maintenance). 

Restoration of the equipment lost properties in the most general 

case comprises the following operations: detecting the failure, 

searching out the malfunction, replacing the failed elements, tuning 

and adjusting the equipment, and monitoring the output parameters 

for checking the quality of repair. 

An important property of each piece of equipment is repair 

suitability which includes the equipment adaptability to prevention, 

detection, and elimination of failures and malfunctions by technical 

servicing and maintenance [68]. This property :.ust be built into 

the equipment during its design and production stage, and be realized 

in the operational period. 

The concepts of "maintenance" and "adjustment" are interconnected. 

They determine a certain sequence of tasks (operations) which are 

directed toward eliminating the consequences of a failure. 

It is advisable to connect the definition of the maintenance 

and adjustment concepts with two possible states of the system 

elements : 

— unreoterable, 

— restorable. 

Thus the interelectrode breakdown of a tube Is an unrestorable 

state of this element. When the tube is in this state, it must be 

replaced. As an example, the detuning of a receiver's klystron 

FTD-HC-23-722-71 9 



resonator which leads to a decrease of the system effective range 

must be referred to as a restorable state of this element. By chang¬ 

ing the resonator cavity or the voltage on the klystron repellen 

plate, one is able to restore the operating efficiency of the system. 

Thus the set of tasks connected with replacing the individual ele¬ 

ments of a system and the adjustment of it, which is necessitated by 

this replacement to bring the system parameters to those values 

corresponding to the requirements of the technical specifications, 

may be called the maintenance. 

By adjustment we understand the tasks connected with the coupling 

of the separate subassemblies and assemblies of the system, and with 

bringing the parameters which characterize their performance to the 

values which satisfy the requirements of the technical specifications. 

Sometimes the term "adjustment" is replaced by the term "tuning”, 

which designates the tuning of the various resonance systems. 

The operational process is a complicated interrelationship of 

man and equipment. Therefore, the operation is a concept which 

refers to the "man - machine" system. Cut of the entire set of 

problems arising with the operation of the system, we will investi¬ 

gate in this book certain problems involved in the technical ser¬ 

vicing and serviceability of radar equipment. 

The generality of the formal characteristics of complicated 

systems and the processes which occur in them enables one to use 

quantitative methods for solving the main operation problems — 

such as the optimization of the malfunction search process, planning 

the preventive, tuning, and maintenance tasks, and others. When 

investigating the operational processes of complicated technical sys¬ 

tems, it is convenient to deal not witn actually existing systems 

and processes, but with certain abstract analogs or models of *:i'¿m. 

In this case, mathematical equipment and a unified approach to the 

problem may be used for describing and studying the processes and 

systems which are diversified in their structure, state, and physi¬ 

cal nature. 

PTD-HC-23-722-71 10 



A convenient and graphic method for representing complex systems 

and the discrete processes taking place in them is the oriented 

graph. Therefore, in this chapter (51.¾) the main concepts concern¬ 

ing oriented graphs and operations with them .are introduced. 

Without these, it would be impossible to proceed with the investi¬ 

gations of the material in the following sections. 

1.2. Systems and Processes 

The investigation of various operational problems of complicated 

technical devices is based on a series of concepts and definitions 

which characterize the systems and the processes occurring in them. 

In the first place, "system” and "element" refer to such concepts. 

System — this is a collection of elements, whose inter¬ 

connected functions are coordinated for the purpose of fulfilling 

some common purpose. In this way, the concept of "system" character¬ 

izes the device as a whole. Thus, for example, a radar station is a 

system. In the operational process, a man, as a rule, is found to 

have an intimate interrelation with the system. A character_stic 

example of the relations of "man - machine" is the servicing of some 

technical device by a man. 

Another concept connected with the definition of the separate 

parts or components of a system is "element". 

Element — a part of a system which fulfils an assigned function. 

The division of a system into an arbitrary number of parts, each of 

which fulfills a specific function, is nonunique, because the desig¬ 

nation "element" cannot be rigidly attached to a specific circuit or 

part (for example, to an assembly, a stage, a resistor, etc.). Each 

time it is necessary to stipulate the level at which the division 

of the syatem-.into elements is to take place. In particular, the 

transmitting, receiving, indicating, and other devices of a radar 

FTD-HC-23-722-7I 11 



system may oe regarded as its elements which fulfill assigned func¬ 

tions. On the other hand, the various parts (tubes, capacitors, 

transformers, etc.) which go into the construction of a transmitting 

device are its elements and at the same time are elements of the 

radar station. In the "man - machine" system, the elements will be 

qualitatively different components — the man and the technical 

device. 

When servicing complicated electronic systems, it is important 

to know their structure and the functioning characteristics. A 
system consists of interconnected and interrelated elements, whose 

properties and coupling characteristics are of vital importance for 

the normal operating efficiency of the system. A system’s function¬ 

ing characteristics are revealed in its interaction with its surround¬ 

ings and other systems. The structure and functioning characteris¬ 

tics of a system are clearly connected. This connection is due to 

cause - effect relationships. The presence of these relationships 

leads us to another important concept — "state". 

By the state of a system, we understand the precisely determined 

behavior of a system which is characterized by a combination of cer¬ 

tain of its properties which may be recognized if it returns again. 

Depending on the specific requirements, this concept may be applied 

either to the system as a whole or to an element of it. Prom the 

effect of external influences or as a result of processes taking 

place inside the system itself, the system may change from one 

state to another. The number of various states of a system may be 

very large. 

External influences applied to a system will be called input 

quantities, and the elements tc which they are applied will be 

called inputs or input connections of the system. In precisely tne 

same way, the effect of the system on its surroundings and on the 

systems connected with it may be characterized by its output quanti¬ 

ties. The system elements from which the output quantifier, are taken 

are called the outputs or output connections of the syr cm. 

FTD-HC-23-722-71 12 



Each element of the system or group of them being Investigated 

as an isolated unit has inputs and outputs. 

The evaluation of the state of a technical system is an import¬ 

ant aspect of many operational procedures. One must attempt to ob¬ 

tain a precise evaluation of the state, because the correctness of 

the solution accepted for the subsequent method and form of servicing 

the system depends on this. In practice, as a rule, the state of 

any system is evaluated on the basis of a set o^ input and output 

quantities. These quantities emerge as the characteristics o t..e 

various properties of a system (of an element) which is found to be 

in this given state, and they are called the j^armnet^«. 

The following quantities may be the parameters of a system or 

element: voltage, power, inductance of a circuit, etc. For example, 

the state of a radar transmitter may be characterized by the radiateu 

power and an electronic tube may be characterized by the character¬ 

istic curve. 

In order to obtain a precise evaluation of a aisten’s otate, a 

.ange of »ooepf-^ of the parameter Is assigned. The system 

Is called defective If even one of Us parameters goes beyond the 

range of permissible values. 

Various forms for describing the state of a system exist. One 

may, for example, express the state of the system by listing the 

states of all its elements, or one may indicate the values of a 

its output quantities. In this case, each of the possible stat^3 

of the system, as will be shown in Chapter V, may be represented by 

a state vector. This is especially important in diagnosis, when 

is necessary to have a complete inventory of the system’s possible 

states and the quantities characterizing these states. 

One may define an event by using the concept of "state". A 

change of a system's state at a specific moment of time will be calle, 

an event. There are various examples of e/ents: the failure c a 

FTD-HC-23-722-71 13 



system element, the disturbance of an adjustment, the deviation of a 

parameter from the permissible values, etc. The possibility of the 

appearance of one or another event may be evaluated quantitatively 

by using, as the numerical measure, the degree of objective possi¬ 

bility of the event's appearance — the probability measure. An 

event should be investigated as a component of a certain process 

taking place in the system. In the operation of a system, one may 

find many examples illustrating this concept. In particular, adjust¬ 

ment, maintenance, diagnosis — these are types of various processes. 

The majority of operational processes are processes directed toward 

achieving a specific purpose, and they may be called control processes. 

Thus, the ultimate purpose of the diagnostic process is to determine 

that state, from among all the states of the technical system, in 

which the system is found at a given moment. 

In the majority of cases, the operational processes have a 

discrete character and may be represented in the form of abstract 

mathematical models. Very frequently the various stages of a pro¬ 

cess are called steps, and the process itself is called a multistep 

process. 

Depending on the results obtained in each step, the discrete 

operational process may be determinative or selective (alternative). 

We call this process determinative if it always leads to one definite 

result when it is carried out. An example of such a process is the 

adjustment of some subassembly of radar equipment or the replacement 

of an element of it. A selective or alternative process is one 

which leads to one of several results. Among selective processes we 

can list any of the processes for selecting one or a certain number 

of results from a large number of possible results. In particular, 

the malfunction search process in a complicated technical system 

is a selective process. 



1.3. 
The Parameters of Radar Equipment 

The parameters of radar equipment may be subdivided into 

tactical, technical, and operational-technical. 

Tacti£§l_£arameters directly characterize the effectiveness with 

,hlch the equipment fulfills Its purpose. The tactical 6 

0f a radar system are: the range for detecting a target efl 

tlve range), the errors In measuring the target coordinates and 

motion parameters, the resolution, the minimum effect « range (th 

dead tone), and others. These parameters may be 

in conjunction with using the radar system. However, ^ ^ 

whelming majority of cases It Is necessary t» now - 

equipment before It Is used. /In estimate of Its work ng _ 

... in this case may be made by monitoring the technical p 
which determine In their totality the equipment's tactical parameters. 

The technical parameters which characterise the »‘«eofsevera1 

elements of the system will also be called the composite or unified 

parameters. 

Among the composite technical parameters of a radar system are 

the transmitter power, the receiver sensitivity, the standing-wave 

ratio, etc. 

The -rcctlonal-teohnloal parameters characterise both the 

equipment's technical state and also the optimum nature of the 

methods for organising the operational process. Su°* ““T ’ 

for example, the equipment's reliability and °"fVltï- ' 

has shown deterioration of the system’s tactical parameters takes 

place during operation due to breakdown of th. tuning and adjustmen 

of the individual devices of the equipment, a change In the para 

meters of the vacuum-tube and semiconductor Instruments, and for 

Tthtr reason.. This 1. especially strongly expressed on board a 



I 

I 

ship where the equipnent operates under conditions of.increased > 

humidity, vibration, Jarring, and abrupt temperature changes. 

Depending on the purpose of the radar system, one or another of 

its tactical parameters is the decisive value. However, for the 

majority of radar types, the foremost value is the effective ränge. 

I 

I 

The problem of maintaining the radar's effective range at the 

prescribed level arises in technical servicing, since- this parameter 

is very strongly subject to change. Figures 1.1 and 1.2 present 

histograms of a decreased power of shipboard and airborne radar sys¬ 

tems, which illustrate this point. The histograms were compiled on 

the basis of observations carried out in the U.S.A. during 19^3 - 

1945 [42]. Tills period was characterized, as the American special¬ 

ists state, by the fact that measuring equipment was not used in ,the 

everyday routine for monitoring the radar's technicál state. 

As follows from the histograms (Figures 1.1 and 1.2), the re¬ 

duction of the radar's power in respect to the rated value^reached 

on the average 14 - 15 dB. If one considers that a reduction of 

the power by 12 dB decreases the radar system's effective range for 

c 

Figure 1.1. Histogram of the 
decrease of power drop of ship¬ 
board and airborne radar systems 

of the U.S.A. (1943 - 1944) 

crease of the power drop of ship¬ 
board radar systems of .the U.S.A. 

(1945) 
i 

I 1 : 

X 

FTD-HC-23-722-71 16 



I ! 

! * \ 

r 

. t 

^ a . o-au, 

—"rz::x———1 ^M”- 
expended b, t ' ^.2 graphically lUa=- 

' The histogram« shown In F1^e ^^„taimng the nadar efrectlve 

trate the necessity ^^^1 darin* «chnlcal servicing. A radar 
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■ coordinate nma.urem.nt Is one 0 t^ „rors 

system, in connection with .this, while the radar 

1 measuring the target ‘"-“aTUratlonai test ol radar^ 

equipment Is being use measorement error« mere 

systems shows that th. ; not taken they may rea 
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article to 1 pre3crlbed limits during a requlr 

• characteristics within presi- herore failure. The reu« 
Turne or a regulrsd'service perl d hefor 
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■ suit,biuty", "preservation quan y . ^ 

ltSPartS C6”' ' , ' t mus* he achieved when 

Thus, the nigh reUabUlti Pf ^"*in ^ operatlon.l prpcvss. 

• it Is. created, and It must be malnta 
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designed for repeated use, not only in the planning stage but also 

during the operational process. Since equipment failures, as a con¬ 

sequence of element imperfections and other factors not taken into 

consideration, will always occur when the main task of the operator- 

specialist is conducting a set of measures which will enable the 

equipment, despite this, to continue to operate. With an efficient 

servicing system for the equipment, its actual reliability will 

approach the maximum value calculated in the planning process. But, 

on the other hand, if a technical servicing system is absent or is 

constructed on irrational principles, any equipment, even the most 

reliable, becomes unreliable. Moveover, operational practice shows 

that more than one-third of the failures arise because of incorrect 

operation of the equipment [43]. It is necessary to keep in mind 

that, no matter how reliable the equipment is and now perfect its 

technical servicing system, it is practically impossible to avoid 

failures. One of the main problems in the operation of equipment 

for repeated use is, consequently, maintaining reliability when 

failures originate. 

For this equipment, it is very important to detect the malfunc¬ 

tion rapidly and to eliminate it. For radio-electronic equipment, 

and in particular radar systems, the most complicated problem con¬ 

nected with this is finding the malfunctions. 

In order to use the radar equipment effectively, its output 

parameters must be within the prescribed limits. As was already 

mentioned, the deterioration of the radar output parameters takes 

place during the operational process because of the disturbance of 

the tuning and adjusting of individual devices and elements of the 

equipment. Therefore, the problem of maintaining the equipment 

parameters at the required level arises during the technical servic¬ 

ing process. This problem is met by periodic tuning and adjustment 

of the equipment. An Important problem connected with this is 

determining the optimum sequence of the adjustment operations — 

that is, determining an efficient program of action. 
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l.H. Mathematical Formulation 

As was indicated, for man» practical cases the most conven en 
and graphic method for representing discrete processes In compl - 

cated systems la an orientated (directed) graph. 

The concept of a graph, which by Itself is very simple, proves 

to be very fruitful when studying such complicated operations as 

diagnosis, monitoring, tuning, and adjustment of systems Be ore 

giving a definition of this concept, It Is necessary to Introdu- 

number of definitions related to set theory. 

Every finite or Infinite collection of objects of any nsture 
is a set. For cample, the collection of all the assemblies o, a 

radar station forms a set of assemblies; the collection of all the 

indications of various malfunctions forms the set of these Ind ca.lons, 

ttc An, of the objects belonging to the set Is called and element 

of it. 

A set customarily is designated by capital Latin letter? A, e, 

c .X, and the elements of the set - by small Latin letters 

’ h . . * y. The membership of element x to set A is 

designated by’*^. If * ^ not an element of set A, then this is 

x<>l or xTA. Set C whose elements are a, b, 
written in the form x%a or v 
c d la designated by the symbol C - (a, b. c, d). Other notât on 

forms for sets also exist. For example, all the elements of set 

may be written in the following way: 

^ = .«}. 

Such a notation ¡orm means that only those elements whose 

indexes run through the values from 1 to n belong to the set X. 

Sets consisting of a finite number of elements are called 

finite sets. Among the finite sets are the unlt_se¿ and SSB-X-Sf- 
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The unit set contains only one element. The empty set does 

not contain any element, and is designated by A = 0. 

If A and B are finite sets, then |a| and |B| designate the 

number of elements contained in each of these sets. 

In that case when all the elements of set A belong to set X 

and certain elements of set X do not belong to set A, this is 

designated by 

AczX 

and we say that A is a subset of X, or A is contained in X. If sets 

A and B match — that is, every element of set A also belongs to 

set B and vice versa — then this fact is written in the form 

A-B. 

In a number of cases when investigating models of systems and 

processes, the necessity arises for using certain operations with 

sets. Among the basic operations with sets are: the union, inter¬ 

section, and difference of sets. 

The sets, whose elements belong to set A or set B or to both 

of them, is called the union (sum) of the two sets A and B. The 

union of two sets A and B is written in the form 

If it is necessary to write the union of several sets for 

example, the sets the number of which is n — the the following 

notation is used: 
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The intersection of two sets Is formed by the elements which 

are common to both sets. The fact that the sets A and B have common 

elements may be written In the form 

¿nfi °r ßriA- 

The intersection of n sets ^ is designated by the symbol 

iw**" ’ ^ " 

ñ A». 
issl 

If the sets A and B have no common elements, then their inter 

section will be the empty set, that is 

AÇ\B-= 0. 

The difference of sets — this Is the set of elements belonging 

to set A bat not belonging to set B. The difference of sets A and 

B is designated by A \ B. The operations of union, Intersection, 

and difference may be given a graphic, geometric Interpretation, 

For example. Figure 1.3 Illustrates the operation of the union of 

the sets 

A, = {a. b), A,=*{b. c, d}. A,~={e. g}. 

The other operations for the sets “ (a, b, c} and 

,b, c, d, e) are shown In Figure 1.1 and 1.5. The main problem when 

constructing a mathematical model of a system Is to correctly descr 

the connections and Interaetlon processes between the system elements. 

In the language of mathematics, this means that It Is necessary to 

establish the relation between the elements of the set. 

Among the various kinds of relations the relation of equivalence 

and elation of order play an especially important role. 
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Figure 1.5. Difference cf two sets 

Very frequently one is obliged to assume certain elements of 

a set are equivalent elements, since their properties are such that 

one element may be replaced by another. For example, if in a system 

there are two elements such that, with the failure of either of them 

the same malfunction indications appear, then these two elements 

are equivalent. 

» 

The equivalence Elation is usually designated by the symbol =. 

If a, b, and c are three arbitrary elements of set A, then an equi- \ 

valence relation exists between them when the following three 

properties occuur: 
/ 
/ / 

1. Each element is equivalent to itself — that is, a = a 

(the reflexive property). 
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2. If two elements are equivalent, then it is immaterial which 

of the elements is considered the first and which the second that 

is, if a = b, then b s a (the symmetric property). 

3. Two elements equivalent to a third are equivalent to each 

other — that is, if a s b and b = c then a = c (the transitive 

property). 

An equivalence relation between elements of set A enables one 

to divide this set into subsets. These subsets are disjoint, and 

each element of set A belongs to one and only one of them. 

In practice, one is frequently obliged to deal with the sub¬ 

division of a set. For example, when diagnosing a system, the entire 

set of its elements is divided into two subsets, one of which con¬ 

tains the malfunctioning element and the other subset contains all 

the elements in good working order. 

Another form of relation, as was already indicated, is the 

relation of order. We encounter this relation every time when we 

use such terms as: '^^16^, '’later" or "preceding", "following" 

or "smaller", "larger". Various symbols may be used in order to 

designate the various nuances of this relation. Thus, for example, 

the symbol > designates a strict partial ordering, and the symbol 

> designates a partial ordering. 

The relation of strict partial ordering is characterized by 

the following properties: 

1. The relation a > a is impossible. 

2. If a > b and b > c, then a > c. 

If an equivalence relation is defined between the elements of 

a certain set, then we frequently use the relation of partial order¬ 

ing which has the following properties: 
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1. a > a. 

2. If a > b and b > c then a > c; 

3. If a > b and b a then a * b. 

The concept of a graph is clearly connected with the relations 

on a set. The graph is only another method of describing the rela¬ 

tions, and enables one to graphically illustrate them. An illustra¬ 

tion of an order relation by a graph will be presented below. 

The term graph designates a set of points connected by con¬ 

tinuous lines. The points which are connected by the lines are 

called the vertices of the graph, and the connecting lines are 

called its edges. If the edges of a graph have arrows on them, then 

they are called arcs. and such a graph is called an oriented graph. 

A graph is designated by the special symbol 0 » (X, V) which corre¬ 

sponds to the statement: the graph is a pair of sets consisting of 

the set of vertices X and a set of arcs V. 

It is more convenient to represent a graph geometrically. Thus, 

for example. Figure 1.6 shows the graph determined by the sets 

X={jf„ xf. x„ X«. xj, 

V={ou 0* 0,. 0,. o„ oj. 

Very frequently the symbol (x^, Xj) is used for designating the 

arcs of a graph. This symbol means that an arc runs from vertex Xj 

to vertex Xj adjacent to it. Therefore, the set of arcs of the graph 

shown in Figure 1.6 may be written as follows: 

Vss{(Xi. X,). (X|, Xj). (Xt, X,), (x,. X,), (x,. X,), (x„ X,)}. 
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By listing the arcs of a 

graph in this /ay, we have estab¬ 

lished a rule for connecting the 

vertices of the graph by arcs. 

A special term *'mapping" exists 

in set theory for this rule. 

The mapping of a graph usually 

is designated by the symbol F, 

and the graph is written in the 

form 0 ■ (X, F). The latter 

notation for a graph is equivalent to the notation G * (X, V). Let 

us define, for example, the mapping of the graph shown in Figure 1.6. 

The mapping F of this graph is characterized by the following 

equalities : 

FX\=- (x,. jr,}; r*. — {jc,. xt); rJC, 

rx<={.*J; /Vrt=0. 

Figure 1.6. An oriented 
graph 

The last equality fxt->0 means that vertex x^ is an exit vertex 

of the graph, and it does not have a mapping to any other vertex. In 

precisely the same way, one may say that no other vertex is mapped 

to the vertex x^, or saying it another way: the inverse mapping F“1 

of this vertex is an empty set — that is, . In talking about 

such a vertex, we refer to it as an entrance of the graph. A graph 

may have one or several entrance and exit vertices. 

By investigating the graph (Figure 1.7), we see that from an 

entrance vertex Xj one may reach an exit vertex x^ by traversing in 

succession certain of its vertices and arcs. 

The sequence of arcs in which the end of one arc is the begin¬ 

ning of another arc is called a path. Thus, a path is defined 

cither by the sequence of its arcs, or by the sequence of the ver¬ 

tices of these arcs. A path is designated by the symbol g-l-ifi. •••. **J. 

FTD-HC-23-722-71 25 



In particular, from vertex x1 of the ‘graph shown In Figure 1.6 there 

are three paths to vertex x^, more precisely: 

(i, =t [Xu X»t Xt, xj. 

I*, —- l^j, xt, xj. 

If in the graph there is a path which passes through all the 

vertices, then it carries the designation " Hamilton Ian Path11. In 

particular, the graph of Figure 1.7 contains a Hamiltonian Path 

which is marked on the drawing by the heavy lines. 

Figure 1.8. An oriented graph 
having a contour and a loop 

Figure 1.7. An oriented 
graph having a Hamiltonian 

Path 

When the starting and ending vertices of the path coincide, 

a contour is formed. In an unoriented graph, this concept corre¬ 

sponds to cycle. A contour formed by an arc of the type (x, x) is 

called a loop, because a loop connects a vertex with Itself. Figure 

1.8 shows ? graph in which the path I**.’*», x», *», **) forms a contour, and 

the arc (■***») is a loop. 

Earlier it was mentioned that the concepts of "relation'' and 

"graph" are clearly interconnected. Actually each oriented grar’ 

defines a certain relation on the ret. of its vertices. For example, 

the relations < and < are order relations which are defined by 

the graph 0. When a < b , we say tuat vertex a precedes vertex b. 
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This relation may also be written in the form b > a, and we say 

that vertex b follows vertex a. If one has in mind the relation of 

strict ordering, then with the notation a < b we say that the vertex 

a strictly precedes vertex b. In exactly the same way, when we 

write b > a we say that vertex b strictly follows vertex a. 

For the purpose of illustrating these relations, graphs are 

shown in Figure 1.9 which correspond to the relations of partial and 

strict partial ordering. As is seen from the figure, the difference 

between the concepts of partial and strict partial ordering is ex¬ 

pressed in the fact that in the first graph (Figure 1.9a) there are 

a) b) 

Figure 1.9. Relation of order defined by a graph: 

a — a graph of partial ordering; b — a graph of 
strict partial ordering 

loops which correspond to the relation a > a and a contour defining 

the relations a ^ b and b > a, and in the second graph (Figure 

1.9b) there are no loops or contours. 

The order relation defined by a graph may be evaluated quanti¬ 

tatively. For this purpose, we introduce precedence numbers on the 

graph in the following way. Let us assign to each vertex x of the 

graph a number equal to the number of vertices which precede it. 

Let us note that precedence numbers may be introduced only on a 

graph of strict partial ordering which does not have contours and 

loops. In such a graph — for example, the one shown in Figure 1.10 
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— each of its vertices is marked 

with a precedence number corre¬ 

sponding to it. Vertices and 

Xg are entrance vertices and no 

other vertex precedes them; there¬ 

fore, each of them must be as¬ 

signed zero. Furthermore, only 

one vertex x^^ precedes the ver¬ 

tices x^ and Xjj, and consequently 

each of them is assigned the num¬ 

ber 1. Vertex x^ is preceded by 

three vertices x^ x2, and Xjj, and 

vertices x^ x2, x3, x^, and x^ 

The precedence numbers to a certain degree characterize the 

structure of an oriented graph, and henceforth will be used by us 

when investigating certain diagnostic problems. In connection with 

this, it is more convenient to use precedence numbers in a slightly 

altered form, by increasing each precedence number by one. The 

numbers obtained in this way will be called reduced precedence num¬ 

bers or precedence indexes . 

Figure 1.10. Precedence numbers 
on an oriented graph 

vertex Xg is preceded by five 

The numbering of a large number of vertices is a laborious 

process. This difficulty may be avoided if one uses the transitive 

property which establishes the connection between the precedence 

numbers and the arrangement of the arcs in a graph. Let us intro¬ 

duce for this purpose the concept of the semi-degree of emergence 

and semi-degree of approach. The number of arcs which emerge from 

a certain vertex x is called the semi-degree of emergence of this 

vertex x; the number of arcs approaching the vertex x is called 

the semi-degree of approach of vertex x. For example, in the graph 

shown in Figure 1.10, vertex x^ has an approach semi-degree equal 

to two, and an emergence semi-degree equal to one. 
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Now let us use the transitive property In order to construct a 

new graph for graph 0. This graph we will call the transitive 
m m 

closure of graph G, and we will designate it by G . The graph G 

has the property that, for each pair of arcs (a, b) and (b, c), there 

is a closing arc (a, c). 

In every case, an oriented graph may be made a transitive 

graph by adding to each pair of adjacent arcs a closing arc. Thus, 

for example. Figure 1.11 shows the transitive closure 0T constructed 

for the graph of Figure 1.10. 

Another important property of 

T 
the graph G , which establishes 

the connection between the prece¬ 

dence number and the arrangement 

of the arcs in it, is that the 

approach semi-degree of each ver¬ 

tex equals the precedence number. 

It is not difficult to verify 

T 
this by investigating the graph G 

shown in Figure 1.11. 

When studying certain problems connected with the application 

of graphs, it is convenient to use the formal properties of matrices. 

A square matrix A ■ (a^) with n rows and n columns (that is, the 

dimensions n * n) is called a matrix of adjacency of the graph G 

consisting of n vertices x^ (i ■ 1, 2, ..., n) if its general element 

ajj ■ 1 when there is an arc in the graph connecting the vertices 

x^ and Xj. 

Let us illustrate the definition of an adjacency matrix with an 

example. Figure 1.12 shows a graph which corresponds to the 

adjacency matrix 

Figure 1.11. Transitive closure 
of the graph shown in Figure 1.10 
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Let us note that, in the adjacency matrix of the .graph, the sum 

of the elements of the ith row equals the emergence semi-degree of 

,th 
the vertex, and the snm of the elements of the J 

approach semi-degree cf the vertex Xj. 

column equals the 

In the future when Investigating a number of problems, a .special 

kind of graph called a tree will frequently be used. By tree, we j 

underõtand a graph, not containing contours, in which not a single 

arc approaches the vertex x. called the root,•and Just one arc ap- 
A ! 

proaches every other vertex. • . 1 ; 

i 
The graph shown in Figure 1.13 is a free. In this graph from ( 

each vertex, except for vertices x^, xg, x^, Xg, and x^, two arcs 
t 

emerge. The vertices and Xg, x7, Xg, and x^ ffom which pot a 
i 

single arc emerges are called suspended vertices, fhe remaining 

Figure 1.12. An oriented 
graph for the construction of 

an adjacency matrix 

PTD-HC-23-722-71 

I 

Figure 1.13m A binary tree 

i 

i 

% 
i • 

I 

I 



h » i I 

i 
vertices which are not extended vertices we will call Internal 

I 
vertices. Trees, in which each internal vertex has an emergence 

semi-degree! of two, frequently are called binary trees. A tree is 
i . 1 • . 

a distinctive geometriq way of representing logical possibilities 

which may appear as a result of conducting a test. Therefore, such 

graphs have f'und broad application in diagnostics for representing 

the various programs for discovering malfunctions and monitoring 

the operating efficiency. ,.- 

i i 

I ! 
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2. MAINTAINING THE EFFECTIVE RANGE 

OF RADAR STATIONS 

One of the nain problems In the operation of radar stations is 

maintaining the station’s effective range at a level which does not 

drop below the prescribed level. It is a necessary prerequisite to 

obtain information concerning the change of this tactical parameter. 

As a consequence, let us begin the investigation of the problem with 

an analysis of the possible methods for monitoring a radar station's 
effective range. 

2.1. Methods for Monitoring a Radar Station's Effective Range 

Up the present, there is still no single snd established method 

which enables one to monitor a radar's effective range with sufficient 

objectivity and reliability. The effective range of radar stations 

may be monitored by the following basic methods: 

— by direct measurement of the range to an object (a target); 

— based on the strength of the signal reflected from a local 
object; 

— by means of a standard reflector; 

— by the separate measurement of the technical parameters 
responsible for the radar's effective range; 

—by means of a Monitoring resonator (an echo chamber); 

—by means of a short-circuit delay line (the self-calibration 
method). 
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Direct Measurements of the Radars 

Effective Range 

Direct measurements of a radar's effective range may be made both 

from especially assigned (specified) objects and also from random 

targets. This method has a number of substantial shortcomings. The 

systematic checking of stations by this method entails a large ex¬ 

penditure of time and diverts the test objects from their main 
assignments . 

Because a radar's effective range depends on the radio wave 

transmission conditions, its checking must be carried out under 

conditions of normal radar observation powers. The target's effective 

reflecting surface, which, in turn, depends on the character and 

aspect of the target, also affect a station's effective range. There¬ 

fore, in order to obtain comparable results, it is necessary to 

measure the range of the same targets observed with the same aspects. 

This requirement greatly complicates the measurements. 

Sometimes it is impossible to conduct direct measurements for 

organizational reasons because even before starting to use a station, 

it must be verified that it has the required effective range. 

The results of the range measurements to a target depend on many 

factors which vary within considerable limits and are independent of 

the station's technical condition. Moreover, the direct measurement 

method does not enable one to continuously monitor a radar station's 

effective range or to clarify the reasons leading to its reduction 

during operation. Thus, this method is not an optimurii one for 

monitoring the constancy of a station's effective range during 

operation. 
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The Method of Measuring Signal Strength 

from a Local Object 

Stationary local objects may be found within the radar's 

effective zone. Signals from the objects are clearly observed on 

the screen of the station's indicator. Chimneys, lighthouses, etc., 

may serve as such objects. 

Sometimes it is assumed that one is able to make a Judgment as 

to a station's effective range from the extent to which the ampli¬ 

tude of the signal reflected from a local object exceeds the re¬ 

ceiver noise level. However, this is not true, because the signal 

amplitude depends not only on 'he station parameters, but also on 

the radar observation conditions and on interference phenomena 

(local objects, the reflections from which are not subjected to 

interference, are very rarely encountered). Moreover, measurement 

of the signal level can be performed only very approximately. 

Frequently, deterioration of radio wave propagation conditions 

leads to decreased signal amplitude of the object, and creates the 

false impression of a reduction in the radar effective range. In 

this case, an attempt to fine-tune the station leads to the opposite 

effect — detuning it. Consequently, this method cannot be con¬ 

sidered acceptable for monitoring the radar effective range during 

operation. 

The Method of Measuring with the Help 

of a Standard Reflector 

The essence of this method consists of the fact that the radar 

effective range may be determined from the extent to which a signal 

exceeds the noise from a nearby "standard" target. A standard re- 

fleeter may be used as such a target. The reflector is set up near 

the station. Because of this, radio wave propagation cond' Ions have 

practically no Influence on the signal strength. In orr‘>r to de¬ 

crease the signal fluctuation and its masking as a consequence of 
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reflection from waves or from local objects, it is necessary that 

the reflector signal be considerably larger than the receiver noise. 

However, in this case with a linear sweep on the indicator, it is 

impossible to determine precisely the amount by which the reflected 

signal exceeds the noise level, since the signal will be limited 

because of the receiver saturation. It is necessary to reduce the 

power of the radiated and received signals by introducing attenua¬ 

tion (a high power attenuator) into the radar circuit. The power 

of the signal sent to the antenna from the transmitter and the power 

of the reflected signal at the receiver input is reduced when this 

is done. By regulating the attentuation magnitude, one is able to 

reduce the station power potential artificially, and the reflected 

signal is brought to the receiver noise level. The attenuation 

introduced by the attenuator will characterize the station's per¬ 

formance efficiei 'y. 

One of the advantages of such a method for monitoring the 

effective range is that the measurements are practically independent 

of the radio wave transmission conditions. One of the defects is 

the necessity of inserting a special high-power attenuator in the 

station's high-frequency circuit. Por shipboard radars, such a 

monitoring method must be used while the ship is at anchor or at a 

base which naturally limits its value. 

The Method of the Separate Measurement of the 

Technical Parameters Determining 

the Radar's Effective Range 

The essence of this method is that the technical parameters which 

determine the radar's effective range are measured separately with 

instruments. The availability of a group of measurement instruments 

whose measurement errors are found to be within acceptable limits and 

the availability of connection elements between the radar and these 

instruments are necessary conditions for conducting such measurements. 

The main advantages of this method are: 



1. Monitoring of the radar's effective range does not require 

diverting test objects from their assignments. 

2. The measurement results do not depend on the radar obser¬ 

vation conditions when the measurements are made. 

3. A radar's technical parameters may be monitored while the 

radar is operating without radiation into space. 

It is possible to detect, during operation, a deterioration 

of the radar technical parameters and, consequently, to carry out 

the necessary preventive measures for maintaining the parameters 

at the prescribed level. 

5. It is possible to monitor the technical state and tuning 

of all the elements which determine the station effective range and, 

consequently, to locate the elements leading to a reduction of the 

range. 

The shortcomings of this method are: 

1. The necessity of having a large number of transferable 

measuring instruments. 

2. The considerable time required for performing the measure¬ 

ments . 

The use of built-in measuring equipment to a considerable 

extent eliminates these shortcomings. 

Separate measurement of the technical parameters is one of the 

main methods for monitoring a radar's effective range, especian.; 

when carrying out preventive inspection. It is investigated in 

more detail In f 2.2. 
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Monitoring a Station’s Effective Range by 

a Monitoring Resonator 

Radar effective range may be monitored with the help of a 

monitoring resonator which is either an integral part of the station 

or is attached to it. A monitoring resonator enables one to 

approximately evaluate the quality of radar performance. Simplicity 

of use, the possibility of monitoring the station's main parameters, 

and the small overall size and weight make a monitoring resonator an 

irreplaceable instrument for daily monitoring of station performance. 

The device and principle of operation of a monitoring resonator and 

also the method for monitoring the effective range by means of a 

monitoring resonator are investigated in S 2.7. 

The Self-Calibration Method 

(A Short-Circuit Delay Line) [51] 

A stable short-circuit delay line is connected to a radar 

waveguide channel through a directional coupler. Multiple reflec¬ 

tion of part of the main pulse energy takes place in the line. Each 

time the pulse reaches the entrance of the short-circuit line, part 

of the energy enters the receiver channel. When this happens, 

calibration pulses are observed on the screen of the indicator with 

the linear sweep. The number of pulses indirectly characterizes the 

station effective range. This method has common features with the 

method of monitoring a radar's effective range by means of a monitor¬ 

ing resonator. 

In both cases, a monitoring signal is introduced into the sta¬ 

tion circuit. The parameters of this signal correspond to the 

parameters of the transmitter high-frequency pulse. The radar 

effective range is monitored on the basis of the ratio of the moni¬ 

toring signal voltage to the noise at the receiver output. 

The self-calibration method is investigated in more detail in 

§ 2.7. 
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2 •2 • Technical Parameters Responsible 

for the Radar Effective Range 

As was mentioned above, separate measurement of the technical 

parameters most objectively and completely ensures that the radar 

effective range is constant. The question arises as to which 

measurements must be performed systematically in order to monitor a 

station's effective range. 

Let us turn to the equation for the maximum range of radar 

detection : 

(2.1) 

where ms Is the coefficient which determines the extent to which the 

received signal exceeds the set noise necessary to achieve 

a given detection probability; 

Pp is the transmitter pulse power in watts; 

^rec actual sensitivity of the receiving device in watts; 

G is the antenna directive gain with respect to an isotropic 

radiator; 

ot is the object's effective reflecting area in m2; 

X is the wavelength in m; 

n is the efficiency of the antenna-waveguide channel in 

transmission (reception); 

V is the field attenuation function; 
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Dq Is the station effective range for propagation of radio waves 

into free space and for no absorption of energy in the 

atmosphere. 

In order to take into account the actual radio wave propagation 

conditions, the effective range in free space D0 is multiplied by 

the field attenuation function V. The field attenuation function 

depends on the heights of the antenna and the target, on the dis¬ 

tance to the target, the wavelength, the kind of polarisation, the 

soil, and the extent of refraction and absorption of the radio waves 

in the troposphere. 

In a number of cases, in order to determine the sensitivity 

of the receiving devices, instruments which measure the receiver 

noise factor are used. If the receiver noise factor is known, its 

actual sensitivity may be determined in the following way: 

Pv-kTtF¿fo, (2,2) 

where P is the receiver noise factor; 

•23 
k is the Boltzmann constant which equals 1.38 x 10 Joule 

. degree-1; 

Tq is the absolute temperature in °Kj 

AJ is the receiver’s pass band; 

V is the discrimination coefficient. 

Por the terminal device — that is, the station indicator — the 

discrimination coefficient may be determined from the expression 

(2.3) 



Substituting the value for Prec from Expressions (2.2) and 

(2.3) into Expression (2.1), we obtain 

(2.4) 

where t is the pulse duration; 

Pp is the pulse repetition frequency; 

K is the coefficient which takes into account the effect 

on the station effective range of the parameters which 

eannot be changed during station operation. 

Let us evaluate the stability of radar technical parameters in 

Expressions (2.1) and (2.4) in order to determine the parameters to 
be monitored. 

The Power Drop of a Radar Station 

The quantity l8 oftlled the power potential of 

a radar station. 

The constancy of this quantity during operation indicates that 

the effective range of the radar is the same for the same target and 

for unchanged radio wave propagation conditions. 

A deviation of the quantities X and 0 from their normal value 

during the operational process can be neglected, because with normal 

functioning of the transmitter, the relative change of its frequency 

is small. Since the quantity £* remains constant for a station 

during operation, it is sufficient to monitor only the stability of 

the quantity . This means that it is necessary to measure the 

transmitter power and receiver sensitivity in such a way .hat, when 
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rt ception. 

The coupling or th. ^an — -e 

b, accomplished by means of an a"1®'™ ^ because it requires pre- 

Stoh a »e““r7rn‘mstrurnlnt antenna with respect to 

I;;::: antenna. Therefore. In the o-tatlohalprocess onl,^^^ 

measurements of the tranS^tter ^a.Savegulde channel efficiency 
can be performed, and the antenna-waveguia 

reo - ——> 
„¡¡st be monitored by another method, 

The ratio 

H 

rec 

(2.5) 

is called the rou.r drop of the radar station. 

«sac «-Vif» value of a station power drop 

It is convenient to 1" relative values Is 
ijj logarithmic values — decibels, me v 

determined by the expression 

PdB “ 1018 V 

where P is the absolute power value; 

?1 is the initial power level; 

P 
1. the power expressed In decibel, above or below the 

dB selected Initial power level. 

The initial level may be selected of 

tlons are luall/used. Thus, for 

r rth «. combination test Instrument for monitoring radar 
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parameters (a radar-tester) GK4-ll|t a power of 1 milliwatt is taken 

as the initial level. In the instrument QK4-3, a power of 10 micro¬ 

watts was chosen. 

It is also convenient to express the power drops of radar 

stations in these units. Relationship (2.5) thus takes the follow¬ 

ing form: 

Here, all the quantities are expressed in decibels. 

Since the receiver sensitivity in relative units is expressed 

by a negative number, the power drop in relative units equals the 

sum of the absolute values of the transmitter power and the re¬ 

ceiver sensitivity. The power drop is a very unstable quantity. 

This follows especially from the histogram presented in Figure 1.1. 

For propagation of radio waves in free space and for no attenua¬ 

tion (V * 1), the effective range and the power drop of a station 

are connected by a simple relationship as follows from Expression 

(2.1). This relationship is shown graphically in Figure 2.1,a. As 

is seen from the figure, a reduction of a radar's power drop by 2 dB 

corresponds to a 10X decrease of its effective range for airborne tar¬ 

gets. For a reduction of the power drop by 12 dB, the range de¬ 

creases by 501. When detecting surface targets, the effective range 

and the power drop of the station are connected by a complicated 

relationship (Figure 2.1,b). The effective range corresponding to 

the normal value of the station power drop is assumed to be 100* [42]. 

The character of the change of the radar effective range (Figure 

2.1,b) depends on the sise of the object. This is explained by the 

fact that in one case detection of the object takes place i’.n the 

half-shadow region and in the other case in the illuminated region. 

The reduction of the power drop, as follows from Figure 2-l,b, also 

substantially affects the detection range of surface object:.. 
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Figure 2.1. A radar's effective range as 
function of the power drop: 

a - aerial targets (V - 1): b - targets 
the water's surface (V r 1). 

a 

on 

Consequently, checking the power drop is a necessary condition 

for monitoring the constancy of the radar effective range. It is 

necessary to monitor both the receiver sensitivity and the trans¬ 

mitter power. 

Practice shea that the chanEe of the receiver sensitivity 

without proper monitoring and preventive measures ma, reach 10 - 

dB and the change of the transmitter power by 3 dB. 

Receiver Sensitivity 

The receiver sensitivity Is defined by the smallest power of 

he received signals at which a definite ratio between the received 

ignal power and the Internal noise Is obtained at the output. By 

onventlon the smallest Input signal power taken for the sensltlvl y 

alue Is that at which the presence of a signal Is barely dlstln- 

tulshable over the Internal noise background at the output. 

The receiving device sensitivity, as Is known, depends on the 

Level of the noise In the receiving device and the level of the 
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-«ni«. th. l«ê11"f“«t.rn.t1he„0îentli”eter’ d,Cl"eter and 
th. sensitivity l. determine«, bsslcaUy b, ‘th “'"1' ^11 ““ 1 
noise Thus, the receiver lnt.rn.1 noLe U^TtT 
th, determining measure of sensitivity. ' ’'"S'* Í5 

I , 
The magnitude of a receiver 

the noise factor. ernal nolse 18 characterized by 
1 . ï 

A receiver noise factor ir 1« * 

times larger the ratio of the siana!1™"1 ^ Sh°W8 how!many’ 

receiver input is than the ratio of th°Wer ^ the 00186 P°Wer at the 
the receiver linear section: 686 P°Wer8 a1i the output of 

'-ft' (2.6) 

"here Sl and "i fre the Power and noise power at thé r , 
input; P wer ac the receiver 

Sí "Mj sl8nai po“- - — 

.notbeTfo™”"10" f0r the n0l”e f«tor ^ ^ written aUo ln . ’ 

(2.7) 

- -- - » 
t 

Prom this expression it follows that t-h- 
is a number which characterizes the noi r<?c®iver noise factor' 

receiver connected to the equivalent oí the3 ^ ^ ^ the 
in units of lcT0 per hertz of the frequency band*""*’ ^ ^ eXpre88ei1 

If the receiver noise factor is known 

«y be determined from Equation (2 2) si’ ? ' 
the sensitivity also 
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: 

depends on the receiver pass band, let ub briefly analyze the 

stability of this parameter.' , 
i * ! 

i 

A Receiver Pass Band 

One of the parameter^ affecting a station effective range Is » 
the receiver pass band, as follows from (2.¾). The instability of 

a receiver pass band1 leads to a change of the signal/noise ratio 

since for each pulse duration the¿e corresponds an optimum value of 

the receiver pass band. 

• I , • ‘ 

Let us disterrtiink to what degree the instability of a receiver 

pass band is able to affect the station's effective range. The 

connection between these quántities m^iy be obtained if one investi¬ 

gates the reaction of the «receiver to a qhange of its pass band. 

In: order to simplify :the problem let us assume that , the pulses 

supplied' to the receiver input have ain ideal rectangular shape and 

the rectangular pass band of the receiver corresponds to it. 

For oscillations which have the same frequency during a pulpe, 

the frequency spectrum of an individual radio pulse with the duration 

T is described by the expression 
1 

P.H' 
-»Tj 

where •••■»îji/* j fQ is the oscillation frequency of the superhigh 
: i ! 

frequency oscillator. i 

, Flgüre 2.2 shows the main' lobe of the frequency spectrum of an 
L ' ' i . ' 

individual pulse with duration Tp and the optimum pass band of the 

receiver expressed, in dimensionless units. 

i • t • : 

' 1 For the case when, the receiver pass band has kn optimum value, 

the signal power, at the receiver output will equal, according to 

Figure 2).2 1 • ' ' 
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Figure ?,2. Determining the 
signal's power at the re¬ 
ceiver's output with an 
optimum pass band of the 
receiver. 

J 

1 
•l 

Li*. 
i 

a 
• - 

^ • 

*jr ■*, • •*, 
h—J* •»;*#—H 

•s 

Figure 2.3. Determining the 
decrease of the signal's 
power at the receiver's out¬ 
put because of a change of 
the receiver's pass band. 

p,~ j.T=r *=2|r|=F*=2/>.. 

where 2x “ Tp^f is a dimensionlers quantity; 

Tp is the pulse duration in microsecs; 

if is the receiver pass band in Kc. 

Integrating this expression, we obtain 

n_I ••»•i« i I 
• r 

where *^•1 i 
j -j-is from a table of integrals, 

With a deviation of the receiver pass band from the normal 

value by an amount dAf, the signal power at the receiver output wii: 

equal, according to Figure 2.3, 
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I 

2Px, •o |>>l"'ml 
\ 'mH 

rfu, 
(2.8) 

where 
d&l 

jr,» jc —X4|; K^—x-if 

( i ^Èl\ hence x, ^ X ^ i -¡fj 

The decrease of the signal power at the receiver output as a 

consequence of a change of the receiver pass baud Is 

M” P* ~ P,> I fiS. 
?ra_7\ 1 K 

(2.9) 

Figure 2.4 shows a graph of Px as a function of x. This same 

graph represents as a function of xr 

The graphs of Figure 2.5 characterize the decrease of the 

signal power at the receiver output due to a possible change - • 

receiver pass band during operation. 

Intermediate -quenc^mpUners^hange 

-I;:::::?:: ::: power at receiver output in connection 

with this IS small and does not exceed 0.3 dB. 

Thus in order to check the receiver sensitivity It Is suffl- 

. : lonltor Its no 1.- rector, because the receiver pass band 
cient to mcnito constant 
and the discrimination coefficient remain practica 

during the operational process. 
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Figure 2.4. A graph of ?x as a 

function of x. 

a. function of for Af 

* IA , 2A , 3A and 4/t . 
P P P P 

Tiie Frequency Energy Spectrum of 

Magnetron Oscillator Pulses 

The relative energy distribution of the radiated pulses over 

the frequency is called the energy spectrum of frequencies of an 

oscillator pulse. 

With pulse modulation of high-frequency oscillations, the 

frequency spectrum of the pulse being generated depends on the 

pulse duration and the character of the change of the oscillation 

amplitude and frequency during the pulse. 

A periodic sequence of radio pulses has a line spectrum (Figure 

2.6). The width of the spectrum main lobe and the ratio of the ampli¬ 

tude of the side lobes to the amplitude of the main lobe are the 

most important characteristics of the spectrum. 

The function P(w) * 0 when («o—«J-j > where n * + 1, 2, 

3 » • • • 

Hence, it is possible to obtain an expression for the width of 

the spectrum's main lobe 
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Figure 2.6. The energy spectra of frequencies 
of a periodic sequence of rectangular pulses 
of various duration with a fixed oscillation 
frequency during the pulse. 

where ^ is the spectrum frequency corresponding to the first mini¬ 

mum of the function P(u>). 

Thus, for example, with a pulse duration of Tp ■ 1 mlcrosec 

the width of the spectrum's main lobe equals 2 Me. The main energy 

of the pulse also is concentrated in this frequency band. All this 

is correct if the high-frequency pulse has an exact rectangular 

shape, if there is no parasitic modulation frequency, and if the 

oscillator operates with a precisely matched load. 

In order to obtain the station's optimum effective range and 

a high-quality reproduction of the pulse shape, the optimum value 

of the receiver pass band must correspond to each spectrum width. 

Expressions (2.1) and (2.4) in their explicit form do not 

reflect the effects of the frequency energy spectrum of the oscillator 

pulses on the radar effective range. However, it is 'impossible to 
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Ignore the affect of this parameter on the effective range of radar 

having a magnetron oscillator as the superhigh frequency oscillator 

The spectrum of a magnetron oscillator does not remain constant 

during the operational process. The amplitude, shape, and duration 

of the modulating pulse, the magnetic field intensity, and the 

character of the lobe have an Influence on it. 

If the main power of the pulse being geneiated fits into a 

frequency band equal to the receiver pass band, then the station 

effective range will be a maximum. If part of the power of the 

generated pulse lies outside this band, the power of the reflected 

pulse will be wasted, and consequently, the radar effective range 

will be reduced. Similarly a distortion of the spectrum, in which 

the power of the pulse belonging to the receiver's pass band is 

reduced, leads to a reduction of the station effective range. 

The decrease of the signal power at the receiver output due to 

broadening of the energy spectrum of the frequencies is also de¬ 

scribed by Expression (2.9)* 

In this case, we have 

x,*=x — 

where 

5¾ is the relative change of the width of the spectrum's 

^ main lobe which corresponds to the relative change of the 

pulse duration. 

Since the width of the spectrum's main lobe is 
then 

Consequently, JC|-=3JC 

In Figure 2.7 the graphs 

i a a 
presented for V“ If' If’ 

the graphs of Figure 2.5- 

of F /P as a function of K aro 
Xj X T 

* . These graphs are similar to 
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From Figure 2.7 it follows 

that the effect of a change of 

the spectrum width is more signi¬ 

ficant than a narrower pass band 

of the receiver. Thus, for 

example, for a station having a 

main pulse duration of Tp a 1 

microsec and if the width of the 

spectrum main lobe is 2 Me, a 

change of the spectrum width dy/y 

by 20% "iay cause a decrease of the 

signal power by 1.4 dB if Af “• 1. 
a function of for Tp 

l/A/. 2 A/. 3/A/. 4 A/. 

When Af = 2, the signal power is 
t 

decreased by only 0.2 dB. Con¬ 

sequently, the possible decrease 

of the signal power because of a change of the spectrum width must 

be considered only when the receiver pass band is relatively narrow. 

'traveling Wave Ratio 

Let us investigate a system consisting of an oscillator, wave¬ 

guide, and load (Figure 2.8). Applied to a radar station, the 

antenna is the load. Such a load has a complex impedance. The 

matching of it with the waveguide can be achieved at one specific 

frequency. A partial reflection of energy in the direction toward 

the oscillator will occur in the frequency range of such a load. 

If the waveguide is not matched with the load, then the field 

at an arbitrary point of the waveguide may be expressed in terms 

of the field of the forward wave. and reflected wave Êr: 

È — Êm -j- Éq. 

The matching of the transmission line is characterized by values 

of the traveling wave ratio and the standing wave ratio. For brevity, 

we will designate them as TWR and SWR. 
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antenna 
_I 

Figure 2.8. A waveguide trans. 
mission line. 

The traveling wave ratio 

based on the voltage is defined as 

the ratio of the minimum electric 

field intensity in the waveguide 

lÈ!min t0 the maxirium lâlmax: 

(¿U 

Since 

r i lAfe 
and the modulus of the reflection coefficient is |P| , 

where K is the standing wave ratio based on the voltage. 

Modern radars have, as a rule, complicated antenna-waveguide 

channels. Rotary Junctions, scanning heads, high-frequency switches 

and waveguides which have couplings and bends are used. All these 

elements cause a disruption of the matching. The use of radar domes 

also interferes with the matching conditions, because the amplitude 

and phase of the signal reflected from the radar dome are changed 

with a c ange of the antenna beam position. 

A ship's superstructure and masts also have an influence on the 

matching of radar transmission lines. When the antenna is rotated, 

both the modulus and also the phase of the reflection coefficient 

are changed. If special measures are not taken, mismatching may lead 

to significant changes of the radar operating conditions. 

A mismatch of the load with a waveguide transmission Hue of 

considerable length transmitting a la.*ge power causes a • umber of 

undesirable effects: 
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_ it increases the losses in the waveguide; 

_ lt increases the electric field intensity which can reduce 

the waveguide's electric strength (break'J0Wn) ’ a ohanse 
_ It changes the power transmission conditions wl 

in frequency. 

Let us determine the relationship between the maximum electric 

„eld intensity In the waveguide and the standing wave ratio. 

The power flux density In a mismatched waveguide Is 

where ZQ Is the wave impedance of the waveguide, 

(2.11) 

The power flux 

will equal 

density in a matched wave guide consequently 

Expression (2.11) may also be written In another form: 

Hence, it follows that 

• 1*1* iH-tt 

The dependence of the TWh on the ratio |e| 
Pax. ia «hown ln 

Figure 2 9. It follows from the figure that the maximum value of 

„ intensity In a waveguide which Is not matched with the load 

mayConsiderably exceed the field intensity In a matched waveguide. 
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Figure 2.9. The maximum elec- 
trie field in a mismatched 
waveguide as a function o 

the TWR. 

This ia especially dangerous in 

those cases when the trans¬ 

mitted power is large and the 

waveguide dimensions are small. 

Let us proceed to an investi¬ 

gation of the third factor — the 

change of the power transmission 

conditions with a change in the 

frequency. Let us return again 

to Figure 2.8. 

z m (2.12) 

where 
is the complex reflection coefficient; 

tasiS. is the wave number; 

X is the wavelength in the waveguide; 
w 

I is the length of the waveguide. 

Since the wave impedance °f ^ Action coefficient p. 

impedance is completely determined y 

In superhigh frequency technoiogy. the rnput impçdance of 

Mna is determined indirectly by measuring the traveling wa 
line is O^ermln ^ ^ the ^ums of the reflection co- 

and determining reflection coeihl- 
efflel.nt |»| and « «a.uring «h. phas- of the 

cient. 

Prom Expression (2.10), It folloas that 

5h 
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The phase of the reflection coefficient is determined by 

measuring the distance xQ from a point corresponding to the minimum 

value of the field intensity to the beginning of the waveguide 

(the flange) (Figure 2.8). 

During operation, the frequency of the magnetron may vary within 

small limits. This may occur, for example, because of a change oí 

the anode voltage or of the magnetic field intensity of the magnetron 

oscillator. This can be seen from the operating characteristics of 

a magnetron oscillator. 

For small changes of the frequency, the quantities ZQ and |p| 

remain practically unchanged. As regards 0*« , with a long wave¬ 

guide it varies substantially even with small frequency changes. 

This implies abrupt changes of the magnetron load resistance and, 

in turn, a changed frequency of the oscillations being generate! 

and of the power. All this has an adverse effect on the radar per¬ 

formance because the majority of centimeter wave oscillators are 

sensitive to a change of the load resistance. 

If one assumes that within the limits of a limited frequency 

band the waveguide is sufficiently well matched with the load and 

consequently, the reflection coefficient is small, then one Is 

able to determine relatively simply the change of the load resis¬ 

tance with small frequency changes. 

When pi*0 , Expression (2.12) may be written in the following 

way : 

- ^.(1 1-2 |p,|ei,w). 

By differentiating, we obtain 
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Hence 

But sin^e 

k 2« 

where v ^ is the phase velocity in the wave guihe; 
phase 

c is the velocity in an unbounded dielectric medium, then 

«//„•“i» 
(^.13) 

Prom Expression (2.13) it follows that, if the waveguide is 

matched with the load |i * 0, then a change of the frequency within 

fixed limits does not produce a change of the load on the oscillator 

(dZ^n % 0). The Input impedance and, consequently, the power at the 

input and output of a waveguide transmission line will, in this case, 

depend slightly on small changes of both the frequencies and also 

the length of the waveguide. 

Consequent!V, in order to reduce the influence of the lead on 

the amount of the power and on the frequency of the oscillations 

being generated. It 1? necessary to match the magnetron oscillator 

and the load as well as possible. The antenna-waveguide channel, 

as we indicated above, consists of a large number of elements which 

worsen the matching conditions. It is Impossible to achieve» Id a; 

matching (s ■ 1) in such a line, but a value of s > 0.67 la con¬ 

sidered acceptable. In order to weaken the effect on the magnetron 

of the wave reflected from the load, a ferrite rectifier-switch Is 

inserted in the antenna-waveguide channel. It is.located as clone 
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as possible to the magnetron. The reflected waves from the elements 

located beyond the ferrite rectifier switch in this case are shunted 

off and sent to an absorber. In this way conditions are created 

which correspond to operating with a practically matched load. 

As we showed above, the magnetron imposes the most rigorous 

requirements on the channel matching. The magnetron frequency and 

its oscillation stability, as is the case for any oscillator with 

self-excitation, depend on the character of the load connected to it. 

When the radar is operating, the load on the magnetron transmitter, 

and therefore the traveling wave ratio, do not remain constant. The 

reasons for such an instability were investigated above. A change 

of the channel's TWR entails a frequency change, as follows from the 

magnetron's load characteristics. A frequency change of the generated 

oscillations associated with a load change is called pulling of the 

freque cy. 

The pulling of the frequency is customarily characterized by the 

frequency pulling coefficient, that is, by the max mum change of the 

frequency of the oscillations being generated when |£>| = 0.2 (s * 

0.67). As a consequence of the pulling of the frequency, a reduction 

of the received signal power takes place, and consequently there is 

a reduction of the station's effective range. 

Slow changes of the magnetron frequency which arise, for example, 

with a change of the magnetron temperature may be compensated by man¬ 

ual tuning of the heterodyne. Changes of the magnetron frequency 

because of a change in th*» conditions of matching with the load take 

place rapidly. Pine tuning in this case may be done only with an 

automatic high-speed system for frequency fine tuning (automatic 

frequency control - AFC). 

Let us find the relationship between the pulling of the frequency 

and the change of the received signal power. The connection between 

these quantities may be obtained if one investigates the reaction of 

a receiver having a prescribed pass band to its detuning, as a 



I 

Ohanlr'"0' 0f the f^",U8n,!1, pulUne corresponds to' s TUR 

1 I ' ! 

The receiver output power with precise tuning equals p . sn 

The output power with detuning, as follows fron, Figure T.IO? equais 

where Kf - df , , V.„. ' 
• 

ûhn„/f t’th' an,OUnt °r reC8lVeP which corresponds to the channel TWH change In Me. f i-u tne 

A graph of Px as a function of x is shown in Figure ' 

of tkT* 'T Sme e^aPh• U 18 determine the uagnltude 
of the receiver sensitivity decrease associated with tne d.iunlngs 

U*l'r) (>>-Kf)- Having determined the frequency detuning from 

d.hcre™T!rth!0ai ChrteriStl0> °n' 18 lble t0 determine the Z Z ZTZT po"er at tl,e —ap — — — 

in Fl^e^T"" °f P/P" Varl°““ """es of.gf i. ^ 

Figure 2.10. Determining fip-,.-* ? n m ' i 
the decrease of the signal's p/p ^ 2¿111 The dependence of. 
power at the receiver's output ' o cn Kf r°i’ - 1/r ; 2/T : 
ylth a detuning of the frequency. 3/tp and i-VTp. ¡ P 

Translator's Note: This 1« Incorrectly given aa v in foreign text 
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With a normally operating AFC circuit, which compensates for all 

thte transient frequency changes, the decrease of the signal power at 

the receiver output due to this detuning is small and may be ignored. 
1 i 

I 

During the operation of the radar one must, consequently, 

monitor the precision with which the automatic frequency control 
system is operatinjg. 

i 

Mismatch may also lead to tlie appearance of parasitic frequency 

modulation which distorts tphe enerry spectrum of the magnetron pulse 

frequencies. Parasitic frequency modulation produces either a 

broadening of the frequency band in which the spectrum energy is 

concentrated or lepds to the appearance in the spectrum of maximums 

with considerable spaping between them.' In the first case, this 

reduces the radar effective range, since part of the high-frequency 

pulse energy may appear beyond the receiver pass band limits. In the 

second case, it hinàérs and occasionally makes impossible the stable 

operation of the AFC circuit. Thus the presence of mismatch may 

produce substantial changes in the radar operating conditions as a 
whole. . ' i , ' 

i ... 

During operation, monitoring must b4 perlodlcdlly performed to see 

that the antenna-waveguide channel*r TWR is constant. When a ferrite 

rectifier switch is used for this purpose, this monitoring indicates 

whether the switch is ^operating normally.. ( 

J 

The Efficiency of an Antenna-Wa/e Guide Channel 
t 

I 

The efficiency ofian antenna-waveguide channel equals the ratio 

of the'power at the output P, to the poWer at the input P, of the 
channel (Figure 2.12-) , i 

For constant attenuation', the efficiency is at ,a maximum when 

the waveguidé is matched with the^ load, since the presence of a 

reflected wave reduces thé power entering'the load. Let us determine 

! 1 ’ ' . 

1 • . . 
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the dependence of the efficiency on the traveling wave ratio. 

K—*,**,'»—- 

Figure 2.12. Determining the efficiency of an 
antenna-wave guide channel. 

The power flux through the waveguide cross section is 

p - Pf - Pr. 

where Pf is the power flux through the waveguide cross section from 

the oscillator to the load; 

Pr is the power flux through the waveguide cross section from 

the load to the oscillator. 

The power flux through the waveguide input cross section is 

and through the waveguide output cross section it is 

The expression for the power entering the load may also be 

written differently: 

where Ipil* is the power reflection coefficient at the point Xg. 

In turn, we have 

p —, p % 'V. 

where 2a is the power attenuation constant in the waveguide in ncper/m; 

l is the waveguide length. 

Consequently, we have 
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(2.1¾) 

(2.15) 

Let us find the relationship between the rrflection coefficients 

at the points and x2. 

Since the field intensities of the forward and reflected waves 

equal, respectively, 

Er 
and the reflection coefficient at the point Xj^ is Jp,|= and at the 

Er Pi 
point X- is |pt , then 

S lM=lhle-M. 
The power reflection coefficient |p,|\ consequently equals 

I P, I* «Ip, Ce-«. 

The power flux passing through the waveguide entrance cross section is 

or 

(2.16) 

The expression for the efficiency may be obtained from Equations 

(2.14) and (2.16): 

il 
I — I hl*« « 

The efficiency reaches its maximum value when |p,|:=0; 

(2.17) 

(2.18) 

It Is convenient to express the antenna-waveguide channel 

efficiency in terms of the TWR. Since 

■.. 
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MW»««, 

lp»ls*^+», 

then by substituting into expression (2.17) the values nmax and |pt|, 

from Equations (2.18) and (2.19), we finally obtain 

— 'OlUIC (2.20) 

From the last equation, it follows that the antenna-waveguide 

channel efficiency depends on two factors: the matching of the 

antenna with the channel and the attenuation in the channel. 

The efficiency basically is determined by the losses in the 

antenna-waveguide channel, and if they are small then n % nmQv in a 
max 

considerable interval of values of the traveling wave ratio (Figure 

max 
2.13). Thus, for example, when n 

of the efficiency is 1$, and when n 

of the efficiency equals 2.3¾. 
max 

0.9 and s ■ 0.67 the decrease 

* 0.9 and s » 0.5 the decrease 

Figure 2.13. The antenna-wave¬ 
guide channel's efficiency as a 
function of the traveling wave 
ratio, s, for various values of 

nmax’ 

Attenuation in the Antenna-Wave Guide Channel 

The following factors affect the attenuation in an antenn? 

waveguide channel: 

- the power losses in the waveguide walls, 

- radiation through the flanges and other leaky high-frequency 

connections. 
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- losses as a consequence of oxidation of the inner surfaces of 

waveguides and rotary couplings, the formation of salts on the 

waveguide walls and introduction of moisture into the wave¬ 

guide. 

The effect of attenuation due to power losses in the waveguide 

walls is expressed by an exponential decrease of the amplitude of the 

field components in proportion to the passage of the wave along the 

waveguide (2.15). The relationship between the antenna-waveguide 

channel efficiency and the attenuation may be obtained from expression 

(2.20). By expanding nmax into a series in powers of ai and limiting 

ourselves to two terms of the expansion, we obtain 

* — 2o/. 

Substituting this value into expression (2.20) and performing simple 

transformations, we find 

,+(*+-r)i^r 

Considering that *imax~ *--2a*~ *» we obtain 

I 
—> t n T* 

where (ai) is the attenuation constant in nepers (ny). 

(2.21) 

Since 

consequently 

(«/),.=-rlní-'and (ai)dIr l01í£’then 

(«i)„=0.U5(«l)*. 

Finally, we obtain 

_I_ 

1"" i+ri+vjôjîsïi) ‘ 

where (ai) is the attenuation constant in decibels. 

(2.22) 
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In Figure 2.1<* the antenna-vraveguide channel efficiency as a 

function of the attenuation is shown for s * 0.5 and 1, from which 

it also follows that the efficiency basically is determined by the 

attenuation in the channel. 

Figure 2.14. Curves of the antenna- 
waveguide channel's efficiency as a 
function of the attenuation for 
values of s ■ 0.5 and 1. 

The attenuation depends on the conductivity of the waveguide 

wall material, on the dimensions of the waveguide, and on the frequency 

(Table 2.1). The data of Table 2.1 [7] refer to a rectangular wave¬ 

guide with a cross section of 10 X 22.5 mm^ operating at a frequency 

of 10 Me. The relationships characterizing the attenuation as a 

function of the frequency for copper waveguides of rectangular and 

circular cross sections are shown in Figure 2.15 [3]. 

Figure 2.15. Curves of the attenu¬ 
ation of oscillations of various 
kinds as a function of the frequency 
for copper wavepuides of rectangular 
cross section (50.8 X 25.4 mm) and 
circular cross sections (a diameter 
of 50.8 mm): 
1 - circular waveguide, the wave; 

2 - circular waveguide, the H1]L wave; 

3 - circular waveguide, the wave; 

4 - rectangular waveguide, the HQ1 

wave. 

The conductivity of copper is 

6 • 10^ mho/m^. 

The power losses due to radiation through the flanges and other 

leaky high-frequency connections are small. The Increase of the 

attenuation with the use of equipment aboard ships is connected mainly 
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TABLE 2.1. VALUE OP THE ATTENUATION AS A FUNCTION OP THE 

WAVEGUIDE’S MATERIAL 

Material of the 

Waveguide's Walls 

Conductivity, 
■3 

mho/nr 

Relative 

Attenuation 

Attenuation, 

dB/m 

Pure copper 
Brass annealed with 
Cu 90* 

Brass annealed with 
Cu 60* 

Pure aluminum 
Pure silver 

5,8-101 

2.52 10’ 

1,66-10' 

3,«7-l0’ 
6.27-10’ 

1.00 

1.52 

1.88 

1.29 
0,96 

0,117 

0.178 

0.220 

0,151 

0,113 

with the presence of moisture In the waveguide, with oxidation and 

with the formation of films of salt on the inner surfaces of wave¬ 

guides. The effect of external conditions and the surrounding 

environment on the operation of a radar is investigated in reference 

[2]. 

Shipboard radars usually have long antenna-waveguide channels, 

the attenuation in which may vary during the period when the equip¬ 

ment is being used. In this case, if only insufficient drying methods 

are available, it is advisable to monitor the attenuation in the 

waveguide. In waveguides of short length one may neglect the affect 

of attenuation. 

Prom what has been said it follows that, from the point of view 

of the power drop, good matching is necessary only with small tmax, 

that is with large losses in the channel. Nevertheless, definite 

attempts must be made to increase the TWR because the effectiveness 

of the radar performance to a significant degree is determined by the 

matching of the magnetron oscillator and the elements of the antenna- 

waveguide channel. 

On the basis of what has been discussed, one may come to the 

following conclusion. Among the basic measurements which must be 

systematically performed in order to monitor the constancy of a radar 
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effective range are the following: 

- measurement of the receiving device sensitivity or its noise 

factor; 

- measurement of the transmitter power; . 

- determining the energy spectrum of the frequencies of the 

magnetron oscillator pulses; 

- measurement of the attenuation in the antenna-waveguide channel: 

- measurement of the antenna-waveguide channel TWR. 

It is also necessary to monitor the precision with which the 

automatic frequency control circuit operates. 

2.3 Permissible Limits for the Deviation of the Technical 

Parameters 

A radar station is a complex system, whose normal functioning 

is characterized by specific tactical parameters. These parameters, 

as was Indicated above, are: the effective range, the measurement 

precision of the object coordinates, the station resolution, the 

dead zone, etc. 

During the operational process, deterioration of these parameters 

occurs as a consequence of breakdown of the tuning and adjustment of 

the individual radar devices, a change of the parameters of the 

vacuum-tube and semiconductor instruments, and for a number of other 

reasons. Therefore, the problem of technical servicing includes the 

measurement and monitoring of the system technical parameters and its 

operating conditions, and tuning and adjustment tasks for the purpose 

of maintaining its tactical parameters at the prescribed level. 

In order to arrive at a decision as to the state of a system by 

monitoring the technical parameters, one must establish requirements 

for the permissible limits of the change in these parameters. They, 

naturally, depend on the permissible boundaries of the change of the 

tactical parameters, which in each separate case are determined based 

on the requirements imposed to solve a specific problem. 
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If the boundaries of the change in the tactical parameters are 

large, then the equipment's possibilities which were built in when 

it was designed are not being used to the proper degree. If these 

boundaries are small, then the measures directed toward maintaining 

these parameters in the limits of the norm must be performed more 

frequently, which leads to additional expenditure of manpower and 

facilities. 

During the equipment operation, one is obliged to deal with two 

problems : 

1. On the basis of known deviations of the technical parameters 

from the normal values, it is necessary to determine the possible 

boundaries of the change of the tactical parameters. 

2. Knowing the boundaries of the permissible changes of the 

tactical parameters, it is necessary to determine the permissible 

deviations of the technical parameters controlling these boundaries. 

Let us assume that a station tactical parameters are a function 

of several independent vax*iables — technical parameters. The first 

problem consists of determining the error of the function if the 

errors of the arguments and the form of the functional relationship 

are known. 

As is known from the general theory of errors, the limiting 

relative error of a function of several independent variables 

equals the differential of the natural logarithm of this function. 

The sum of the absolute values of all the terms of the expression 

should be considered, that is, if in the general case y ■ f (x^, Xg, 

X-, ..., X ) and the function satisfies the continuity conditions, 
3 n 

then 

(*//),. F --- r*r d |ln / (.t„ X,. X, Xn\). 
(2.23) 

where x^ x2, x^, ..., xn are independent variables. 
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Expression (2.23) may also be written In another form: 

(tf^p'-ss (a.Hr. 4- /» Ar. 4. A v. -L. _L /• A —. 

(2.21») 

where x^, x^, x^» •••, xn are the relative errors of the arguments; 

a,, a^, ..., an are constants which are the coefficients of the 

corresponding arguments. 

The coefficients a2, ...» an determine the degree of Influ¬ 

ence of the argument errors on the error of the function. Therefore, 

they are called the weighting factors or Influence coefficients. 

Expression (2.24) enables one to determine the function error 

limit if the argument errors are known. In this case, it is assumed 

that the least favorable case occurs — that is, the argument errors 
all have the same sign. 

The inverse problem of the theory of errors is to determine the 

argument errors if the function errors and the form of the ‘“unctional 

relationship are known. Prom Equation (2.24), it is seen that tne 

problem of finding the argument errors associated with known errors 

of the function is indeterminate. In order to eliminate the indeter¬ 

minacy, we proceed in the following way: we arsume that all the terms 

of polynomial (2.24) have the same effect or. i.he error of the function, 

liils assumption is called the principle of equal effects. 

With such an assumption, the following equalities hold 

«* «¿r, — ..., == 

Prom the equalities, one may determine the relative errors of 

all the arguments if the limiting error of the function is known 

(2.25) 

Let us investigate these pxoblems as applied to monitoring a 

radar station effective range. It is known, for exampv. that during 
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the operational process changes of the technical parameters responsible 

for the station's effective range take place. Therefore it is neces¬ 

sary to determine the limiting deviation of the station's effective 

range from the normal value. In order to do this, naturally, it is 

necessary to know the relationship between the effective range and 

the technical parameters of the station. 

Let us begin with a simpler case of detecting airborne targets, 

which is the case when radio wave propagation takes place in free 

space. Since only the dependence of the effective range on the sta¬ 

tion technical parameters interests us, let us write expression (2.¾) 

in the form 

Auie 

where k 
1 

is the proportionality constant; 

^av is the transmitter average power. 

(2.26) 

The limiting relative deviation of the station effective range 

as applied to the case being Investigated by us will equal 

zfef- d [4- <ln P‘’y'G'1' ~,n V.%)]- ( 2.27 ) 

As was already mentioned above, one may neglect the deviation of 

A and QssrA from the normal value. 

Consequently, expression (2.27) may be written as 

m. 
I dPu 
* 

4-j-¿Vi_1 -f 1 */• 
(2.28) 

where 

ItHlf liPif </« <f«H M_ 

i'ty ' /V(i ’ / *< 

are the relative deviations from the normal value of the station 

corresponding technical parameters. 
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The pulse duration and pulse repetition frequency during the 

operational process vary Insignificantly, so that the deviations of 

’p and Fp from thelr normal values do not have to be considered. 

The effect of changed width of the frequency energy spectrum of 

the magnetron oscillator pulses on the station effective range may be 

ken Into account as was shown In s 2.2, by changing the pulse dur- 

a on by an amount corresponding to the relative change of the width 
oi the speotrum main lobe. 

Expression 

takes the form 
(2.28), with consideration of what has been said, 

(2.29) 

where is the relative deviation from the normal value of the 

width of the spectrum main lobe. 

of th.ET.T°n I2'29’ enable8 °ne t0 det8raJ"a limiting devlatlo 
the station effective range from the normal value with a change or 

the station corresponding technical parameters. 

The solution of the Inverse problem Is considerably more Inter¬ 

esting. The Inverse problem may be formulated In the following way 

bet us determine the permissible simultaneous deviations from the norm 

of the technical parameters which are responsible for the station 

ef.ectlve range with consideration of the fact that the limiting 

deviation of the station effective range must not exceed the value 

Let us assume that all the terms of polynomial (2.29) have the 

same effect on the function. Using the principle of equal effects, 

one la able to determine the permissible deviations from the norm of 

the technical parameters from the following expressions: 
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(M)),,*. ^-=^30,5(80),^ 

^-=^(8DW (2.30) 

Because under actual conditions there is only a small probability 

for the simultaneous deterioration of all the parameters, the relative 

errors of the components may be taken as 2 - 3 times larger than those 

obtained from expressions (2.30). 

The maximum permissible deviation of the effective range from the 

normal value must be determined by starting from the conditions for 

the resolution of a specific problem by a station. Thus, for example, 

as such a quantity one may select the scatter of the measurement 

results of the station maximum effective range, since this quantity may 

be neglected when solving a number of problems. 

For the case when the sensitivity Instead of the noise factor of 

the receiver is measured, the problems may be solved in a similar way. 

It is convenient to write expression (2.4) for the station 

effective range in this case in the form 

(2.31) 

where kg is the proportionality constant. 

Using expression (2.31), one may find the dependence of the 

function error on the argument errors: 

(80)., = d {-i-1»" P..VI- »n PpyW/ + »‘l}- 

In this expression, as in the previous case, we neglect the 

deviation of X and G from the normal value. 

By performing simple transformations, we obtain 
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When deriving this expression, it was assumed that t'Af -1. 
P * 

which usually Is true for radar receivers. 

Neglecting, as in the previous case, the-deviation of t and F 
___ , . P P 

from the normal values and taking into account the fact that during 

operation the receiver pass band remains practically constant,, we 

obtain 

(2.32) 

Let us assume, as before, that all the terms of polynominal 

(2.32) must have the same effect on the error of the function. Then 

we have 

£—±0,5(80)*. ■£-=•= (SO)*. 
(2.33)i 

In this case, there also is only a slight probability of the 

simultaneous deterioration of all parameters. Therefore, the relative 

errors of the components may be taken as 2 - 3 times larger than the 

values obtained from expressions (2.33). 

I 

Since during operation one monitors not the antenna-waveguide 

channel efficiency but the attenuation in it,let us determine the 

relationship between the relative errors of these quantities^ 

Prom expressions (2.22) and (2.23), it follows that 

where 

£,=,1+2.. a™+2-)0.115; t-»«/. 

Let us proceed to detection of targets on the water surface< 

When detecting surface targets, the effective range and the station 

technical parameters are connected, as we already mentioned above, 

by a complicated relationship. This follows, for example, from 
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expression (2.1). In the case .being investigated, it is very 

important to knipw whether the detection of the target takes place 

ih the' illuminated region oriin the semi-shadow región. Thus, for 

example, çalculations show that a ctecrease of.a station effective 

rangé by 15* i'o¿ a surface object may be brought about by a decrease 

of the power drop by 3 — ^ dB for detection in the illuminated region 

and by 6 - 8 dB ¡for detection in the serai-shadow region. In the 

overwhelming number of cases, the surface targets are detected in the 

semi-shadow region. The limiting deviation of the station effective 

rapge from the normal value associated with a change òf the technical 

parameters may bë .determined in this case in the following way. 

Let us fin-i the maximum possible deviation bf the station power 

potential from the normal value by using the expression 

+ dó. (2.3*0 

where aP is the deviation of the transmitter pulse power from the 
P 
normal value, in dB; 

AP J is the deviation of the receiver, sensitivity from the 
reo i 
normal value, in dB;; 

f*PL is -the power loss in the antenna-waveguide channel as the 

.result of the deviation òf the attenuation from the normal 

value, in dB; 

AP is the power loss of the arriving signal due to the change 

ofithe spectrum main lobe width, in dB. 

In contrast to the premises which were made when deriving 

expressions (2.29) and .(2,32), it is customary to afesume when deriving 
i ! 

expression (2.34) that the changes of the components have the same 

effect ; on the station's power potential — that is, that the weighting 

factors are equal. 

Sihce the equation relating the station power potential and its 

effective range when detecting,a surface target is very complicated, 

to solve, it is desirable to introduce an'acceptable|approximation. 
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We will assume a linear relationship between these quentities as the 

approximation. Such an approximation is particularly Justified for 

changes in the range due to relatively small deviations of the station 

power potential during operation. 

The limiting deviation of the station effective range from the 

normal value because of a change of the station power potential con¬ 

sequently may be determined from the equation 

ADBps=*fci>Afl», (2.35) 

where kD is the proportionality constant. 

The proportionality constant kD corresponds to the magnitude of 

the decrease of the station effective range when detecting surface 

targets in the semi-shadow region and a change of the power drop by 

one decibel. This value may be determined by calculations or by 
experiments. 

As an example of the evaluation of the changed effective range 

for surface targets, one may use the following constants. For stations 

in the centimeter wave range, a change of the station's power potential 

A*e by 1 dB corresponds approximately to a change of the effective 

range of 1.5 - 2.5 cables (1) (kD - 1.5 - 2.5). The large value of 

the constant corresponds to the upper part of the range and smaller 

targets, and the smaller constant corresponds to the lower part of 

the range and larger targets. 

When it is necessary to solve the inverse problem — that Is, to 

determine the permissible deviations of the technical parameters 

associated with a given change of the station effective range — it is 

necessary to assume as before that the principle of equal effets is 
valid. 

Footnote (1) appears on page 151a. 
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Then we have 

(2.36) 

and 

dB. 

AP = = ^ = 
(2.37) 

Because the simultaneous deterioration of all the parameters is 

unlikely, the permlselhle deviations of the components may «ke" 
to be 2 - 3 times larger than those obtained from expression (2.36 . 

Example. The maximum permissible deviation of the effective 
range of a centimeter range station from the normal value, when the 
station is being used for detecting a surface target, equals 12 ca 

(1 cab - 185.2 m). The receiver pass band is * 

It is necessary to determine the permissible deviations from the 

normal value of the transmitter pulse power, the receiver sensitivity, 
the attenuation in the antenna-waveguide channel, and the width o 

the spectrum main lobe. 

Let us assume that all the technical parameters have the same 
effect on the deviation of the effective range from the normal value. 

Using expression (2.36), we obtain 

AP =• "575* =°1 * * 

Because there Is only a small probability that the errors of the 

components of expression (2.31) will have the same sign, let us take 
them to b. two times larger than those which follow from expressions 

(2.36). Then 
ÛP. « AP«, =* APt “ ^ 3 * 

Let us determine the deviation of the width of the spectrum main 

lobe from the normal value. 
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Since the power loss of the arriving signal which corresponds 

to this deviation is --,3 dB, we find from the graphs of Figure 2.7 

for T = 1 the value K = 0.3. 
P y 

Consequently,. 

2.4. Permissible Errors in the Measurement of the Technical Paramoters 

A 
While evaluating the state of the system by monitoring the 

technical parameters, we did not consider the errors of the measurement 

Instruments. This may lead to two types of situations: 

1. Missing the Malfunction when the value of one or several 

parameters goes beyond the permissible limits, but the monitoring 

cannot detect it because of measurement instrument errors. 

2. A False Alarm when the system parameters are found to be 

within the permissible limits, but because of measurement instrument 

errors a decision will be made that the system has malfunctioned. 

From what has been said, we may arrive at the conclusion that in 

each separate case one must make a sound choice of the measurement 

instruments, the range of the field of tolerances, und the acceptance 

boundaries for making a decision as to whether a parameter has exceeded 

the permissible limits. This all must be done in order that the 

probability of a false alarm does not exceed a specified value. 

In connection with this, during operation one may encounter the 

following problems : 

1. The measurement instrument errors are given, and it is 

necessary to determine the possible deviations of the output pa‘ i— 

meters which may not be observed during the measurement process as a 

consequence of instrument errors. 
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This problem arises when the measurement instruments are already 

specified — for example they are built into the equipment and it 

is necessary to determine the possible deviations of the output para¬ 

meters which may possibly not be noticed because of the errors of 

these instruments. 

2. The deviations of the output parameters from the normal 

values are given, and it is necessary to determine the permissible 

measurement errors of the technical parameters which will still enable 

one to detect these deviations in order to make a sound choice of 

measurement instruments . 

The first problem consists of determining the function error if 

the argument errors and the form of the functional relationship are 

known. Consequently, for this case, expression (2.29) is valid. If 

one assumes in it that ^av, ^llm, , and ^ are tne relative 

Pav Plim n Y 
errors of the measurement instruments, then the expression character¬ 

izes the dependence of the limiting deviation of the station effective 

range from the normal value, which may not be noticed because of the 

errors of these instruments. 

Expression (2.34) is also valid. If one assumes in it that APp, 

AP . AP. and AP are the measurement instrument errors, then Att 
I*6C1 L Y 

will be the limiting deviation of the station power potential which 

will not be detected because of the measurement instrument error. 

The second problem consists of determining the argument errors 

if the function error is known. 

In this case, expression (2.30) is valid. As in the previous 

case, dPav, dPllm, dn, and dx are the relative errors of the measure- 

pav "ITta n Y 

ment instruments. 
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Expressions (2.36) and (2.37) which enable one to determine the 

measurement instrument errors APp> A^rec’ ancî are a^3° 

When the measurement errors obtained from conditions (2.3*0 an^ (2.3b) 

are so small that the measurements may not be.made by the measurement 

instruments which are available, it is necessary either to use instru¬ 

ments with smaller measurement errors or to reduce the requirement for 

the limiting value of the function. 

Example 1. The measurement instruments enable one to measure 

the station technical parameters with the following errors: 

- the transmitter pulse power ± 0.8 dB; 

- the receiver noise factor t 1.2 dB; 

- the antenna-waveguide channel attenuation ± 0.5 dB; 

- the spectrum width ± 20'4. 

The receiver pass band Is f « 1 . It is necessary to determine 

TP 
the decrease of the maximum effective range of a centimeter wave 

station for a surface target, which may be unnoticed because of 

measurement instrument errors. 

Solution. Let us determine the arriving signal power loss 

corresponding to an error in the measurement of the spectrum main 

lobe width. 

Prom the graphs of Figure 2.7> when t = 1 and 4,=--=0.¾ then 

A/*,=1.4 dB. 

Usi-’g expression (2-34), let us find the maximum measurement error 

of the station power potential: 

An»- 0.8+1,2+0,5+M~3,9 dB. 

Let us determine the limiting change of the station effective 

range for a surface object which may not be noted because of the 

measurement error of the station power potential by using Equation 

(2.35): 



Aß., =-*04n,-2-3.9-7.8 cab. 

Example 2. The maximum permissible deviation of the effective 

range from the normal value when the station Is used for detecting an 

aerial target is = 10$. 

It is necessary to deteimine the errors which may occur in the 

instruments provided for measuring the transmitter average power, 

the receiver sensitivity, the antenna-waveguide channel efficiency, 

and the width of the spectrum main lobe. 

Solution. Prom expressions (2.33), it follows that 

±I0%* 

Because the probability that all the errors will have the same 

sign is small, let us assume that the errors of the components will 

be two times larger than those obtained from expressions (2.33). 

Consequently, 

- ±20./., ±20•/•■ ± 10•/.. - ±20tf- 

If the specified error in the measurement of one of the parameters 

— for example, the width of the spectrum main lobe — is small and 

cannot be measured with the measurement instruments at our disposal, 

then it is necessary to reduce the requirement for lhe maximum per¬ 

missible deviation of the station effective range. Let us assume, 

for example, that (6D)llm = 12.5$. Then 

JP.. dPmm 
*=* ± 25 ~7T'~ r- db 25 V«. 

• « •# 

12,5¾¾ » “=>±25%' 
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2 . í). High-Frequency Elements for Connecting Measurement 

Instruments with Radar Stations 

In operation. In order to measure electronic quantities In the 

superhigh frequency range both portable measurement instruments and 

also measurement Instruments built into the equipment are widely used. 

For monitoring the technical state of radar equipment while it is 

being used and for operational tuning, measurement instruments built 

into the equipment are more and more widely used. The field of appli¬ 

cation of portable measurement instruments is shrinking. They are 

used mainly for measuring the equipment parameters in factories and 

in repair shops and in operation when performing preventive measures. 

Assuming that the reader is familiar with commonly used measurement 

equipment, let us briefly discuss certain special portable measure¬ 

ment equipment and high-frequency elements for connecting them with 

radar. 

When measuring the main technical parameters of radar, portable 

combined test instruments — that is, radar-testers — and in recent 

years radar test instruments have been widely used. The advantages 

of these instruments are that they enable one to check and measure a 

number of radar technical parameters, and they are compact and rela¬ 

tively light weight. As a consequence, it is convenient to use them 

for checking and tuning radars under field conditions and aboard ships. 

Radar—testers are universal instruments designed for measuring 

the technical parameters and for tuning radar stations. They enable 

one to measure the operating frequency and power ox' transmitters and 

also the sensitivity of receiver devices. 

Radar test instruments enable one to perform all-around tests of 

radar receivers (to measure the sensitivity and to determine the 

receiver pass band, to measure the recovery time of the receiver 

sensitivity, to check the operation of the automatic frequency circuit), 

to measure the transmitter power, to measure the frequency energy 

spectrum of the transmitter pulses, and to check the antenna-waveguide 
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Channel matching. A radar test instrument may also be used as an 

artificial radar target. 

In order to measure the technical parameters, it is necessary 

to achieve a coupling of the measurement instruments with the radar 

being tested (Figure 2.16). In order to connect the instruments with 

the radar, the following elements are used: 

- measurement probes; 

- unidirectional or bidirectional couplers; 

- antenna of measurement instruments. 

Let us investigate the advantages and shortcomings of the various 

coupling elements and methods for connecting measurement instruments 

with radars. 

Figure 2.16. Schemes for the connection of 
a measurement instrument (Mi) with a radar: 
a - by means of a measurement probe and 
feeder; b - by means of a unidirectional or 
bidirectional coupler (DC) and a set of 
connecting elements attached to the instru¬ 
ment; c - ’■w means of an antenna (A) located 
in the radar's radiation field. 

öl 
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Measurement Probe 

A measurement probe is the simplest high-frequency coupling 

element. It is a Joint mounted in a waveguide- (Figure 2.17). The 

probe pin passes through a hole in the wide wall of .he waveguide and 

extends into the waveguide approximately 1-2 mm. The probe coupling 

attenuation varies as a function of the pin insertion depth. The 

probe is mounted in such a way that the pin insertion depth would be 

rigidly fixed. When this is done the coupling attenuation is a con¬ 

stant. The value of the coupling attenuation also depends on the 

m 
—' ■ P ■ » yy ■ ^rrrf »9 •! *9rj 

Figure 2.17. Measurement probe. 

displacement of the probe from the 

waveguide center line. After the 

probe is mounted, it must be cali¬ 

brated — that is, one must deter¬ 

mine with an acceptable degree of 

decision its coupling attenuation. 

The amount of the coupling attenua¬ 

tion is taken into account when 

making measurements. 

A measurement probe is the simplest but least ideal form of 

connection. This is explained by the following reasons. The voltage 

induced in the probe pin is proportional to the f’eld intensity at 

the point where the probe is located. 

When measuring tne traveling wave ratio (TWR; of an antenna 

channel,the distribution of the electric field along the waveguide 

varies and consequently the power drawn off by the probe also varies. 

Actually, the power drawn off by the probe equals 

P1==*P,ÍL±ÜJL\ (2-33) 
1 — IH* 

where k Is the proportionality constant; 

P is the power drawn off by the probe; 

J¿| is the modulus of the reflection coefficient for r-» voltage 

p is the power* being-transmitted along the waveguide. 
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Thus the dependence of the power drawn off by the probe on the 

reflection coefficient (frequency) leads to errors In the measurement 

of the transmitter power and the receiver sensitivity. 

The power drawn off by the probe will be practically independent 

of the reflection coefficient if one neglects, in expression (2.38), 

the term \¡>\ of the first order. Since usually |p| “ 0.2, which 

corresponds to s » 0.67, such an omission is correct only with a cer¬ 

tain assumption. 

With normal matching of the waveguide channel (normal TWR is no 

less than 0.7) the probe coupling attenuation varies insignificantly. 

Directional Coupler 

A directional coupler is a device which achieves the directional 

coupling of a small part of the power passing along a transmission 

line. 

It is the most Ideal device for a high-frequency connection,since 

it enables one to most effectively provide a connection of the radar 

with measurement instruments. Unidirectional and bidirectional couplers 

are manufactured commercially (Figures 2.1« and 2.19). It is more 

advisable to use the latter since they enable one to ¿imply and rapidly 

measure the TWR. 

A unidirectional coupler (Figure 2.19) used as the connection 

element when making measurements In the centimeter wave range consists 

of two waveguides which abut one another along the wide wall. There 

ia a common coupling hole' between these wide walls. The lower wave¬ 

guide is the main waveguide and the upper waveguide Is an auxiliary 

waveguide. One end of the upper waveguide terminates in an absorber 

and the other end terminates in a high-frequency joint. In such a 

type coupler both magnetic and electric coupling exists between the 

main and auxiliary waveguides. In the auxiliar:- waveguide the 

electric field at the coupling hole is similar to the field created by 

fn 



r measure.nent 

instruwent 
uu—C~ 

Pigure ?.?8. The arrangement of a waveguide 
bidirectional coupler. 

absorber 

to detector 

Figure 2.19. 
coupler. 

nain waveguide 

A unidirectional 

an electric dipole whose moment is 

parallel to the electric field of 

the incident wave (Figure 2.20). 

The magnetic field at the coupling 

hole is similar to the field created 

by a magnetic dipole whose moment is 

parallel to the transverse field in 

the main waveguide but is directed in the opposite direction (Figure 

2.21). 

equivalent: electric 
dipole 

equivalent magnetic 
dipole 

Figure 2.20. Electric coupling 
through a small hole. 

Figure 2.21. Magnetic coupling 
tm’ough a small hole. 

The corresponding wave is established in accordance witn tht 

distribution of the electric and magnetic fields in the auxiliary 

waveguide. The propagation direction oí" this wave is opposite to the 

propagation direction of the wave in th' main waveguide 

8 it 
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The waves excited as a consequence of the presence of the electric 

and magnetic coupling must be equal in amplitude In order that they 

would cancel out in one of the directions. In order to achieve this 

equivalence, one of the waveguides is rotateo in respect to the other 

to a specific angle. When this is done, the electric coupling remains 

constant but the magnetic coupling is decreased. 

For equal couplings, the phase relations between the electric 

and magnetic waves are such that in the auxiliary waveguide energy 

will be propagated only in one direction. The broad-band capacity 

of such a coupler is around 20¾. 

A shortcoming of such a directional coupler is that it does 

not allow one to make measurements of the antenna-waveguide channel 

TWR. This defect may be eliminated if there Is an adaption which 

enables one to rotate an additional waveguide section around an axis 

which coincides with the coupling hole axis. 

In this case one may determine the power of both the incident 

wave and the reflected wave at two fixed positions of the additional 

waveguide section, and consequently, determine the antenna-waveguide 

channel TWR. The coupling elements in directional couplers may also 

be made in the form of crossed slits. 

In this case the coupler is a section of a waveguide in which two 

additional waveguide sections are abutted to it from both sides so 

to be perpendicular to the main waveguide (Figure 2.2?:). The main 

and additional waveguide sections are interconnected by means of two 

slits. The slits are located in such a way that one of them is cut 

in the direction of the wave propagation and the other is cut perpen¬ 

dicular to it. Radiation of energy from one waveguide to another occurs 

through the slits. 

The main advantages of these couplers is the broad-band capacity 

(around 20¾) and the small size. When making measurements in the 
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to antonna 

incident 
wave 

coupling 

silts 

-7yŸ 

nn 
from transiüitter. 

Figure 2.22. A directional coupler 
with coupling eler.er.ts in the form 
of crossed *<lltE. 

to mcauureirent 
instrument 

from transmitter 
coupling holt 

absorber 

Figure 2.?3. A coaxiu.1 direc¬ 
tional coupler. 

decimeter wave range,mainly 

coaxial directional couplers 

are used. 

i 1 

A coaxial directional 

couprer Is an ayxlllary feeder 

section whicn is positioned at 

a specific angle to the,main 

feeder of tue radar and has a 

common coupling hole with it. 

The additional feeder section 
i 1 

is terminated on one end by an 

absorber and on the other by a 
I 

nigh-frequency Joint (Figure , , 

2.23). Bidlrectlvity In such a 

coupler is achieved by mutually 
! 

exchanging the points where the 

measurement instrument and the 

absprber are connected. 
i 

The main technical param-, 
f 

to antenna eters of a directional coupxer 

are ; 
I 

- the coupling attenuation; 

- the directivity; 

- the broad-band capacity 

(frequency range); 

- the permissible power-. 

The ratio of the power in the main waveguide td the power in the . 

auxiliary waveguide is called the cour ling attenuation of a dir. "ionc.1 

coupler. The coupling attenuation is oppressed in relative values and 

equals 

C=*IOlKprt dB, 
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where Pw is the powev entering'the main waveguide; 

is the power shu 

the poweif’ meter. 

Pax is the power shunted to the auxiliary waveguide and entering 

li 1 i 

i The coupling attenuation of directional couplers used for making 

measurements lies in the limits 15-55 dB; consequentlyian insignificant 

part oí the power passing through the main waveguide is shunted to the 

power meter.) Directional couplers when connected to antenna-waveguide 

channels introduce practically no mismatch; ,The magnitude of the 

coupïing attenuation is set by the1 directional coupler and must be 

taken into account when making measurements. 

The coupler directivity is characterized by the,ratio of the 

power of the waves being propagated in the auxiliary waveguide in 

opposite directions in association with a traveling wave In the main 

waveguide. 
I 

This quantfity'also is expressed In decibels and equals 
. , ' 

v-IOIg^. 

where P' and p" 
ax ax are th¿ powers of the wavtes being propagated in 

(the auxiliary waveguide in opposite directions. 

i Thus(the'directivity is a measure of the coupler quality, 

directivity depends on the frequency, the distances between the 
The 

coupling elements and their shape. A coupler directivity varies 

witnin broad limits' with a change of the frequency. 

An important technical parameter of'a directional coupler is Us 

broad-band capacity. 

Providing for the broad-band capacity of a coupler Is especially 

important for radars which operate not at a f ixed frequency, but in 

a range of frequencies.' In order to Increasq the broad-hand capacity, 

couplers iwith a large number of coupling elements are used. Moreover, 

usually a system of coupling elements'is used in which the amplitude 
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of the excited wave varies in accordance with the law for the 

coefficients of a binomial expansion. 

Thus, for example, when the number of holes equals ^ 
coupling values should var. In accordance with the aerie, of coeffic 

lents 1, 7, 21, 35, 35, 21, 7, 1. 

The permissible power of a directional coupler depends on the 

limiting power of the absorber dissipation (the absorbing Impedance) 

and on the coupling attenuation of the coupler. 

The possibility of obtaining directional coupling, b^oad'b^ 

capacity, good matching with the antenna-waveguide ohanneJ a"^ ‘ ' 

pendence of the parameters from external conditions "aaa the « ‘ 

tlonal coupler the best element for high-frequency connection 

station with measurement instruments. 

Th» Antenna of a Measurement Instrument 

As was indicated above, the connection between ‘he measuremert 

instrument and a radar may he achieved through space 

done, in order not to Introduce an additional error ^a 

the antenna of the measurement Instrument must be -ocate 

s. -v, Tt is possible to correct the antenna direct! 

*°aïn of the near ^ for the purpose of obtaining the gai" l fn,. zone However, in order to do this,additional data are 

r ; d ."»-: to perform ^ measurements at the minimum 

'which satisfy the conditions of the far tone. The min m m 

distance between the antennas of the radar and the meaauremer.t Instru¬ 

ment which satisfies this condition Is determined oy the express o 

(?rt, + 2*M' :-j- (2.39' 

where 2a, Is the aperture of the radar antenna; 

2aj is the aperture of the measurement Instrument antenna. 
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With large antenna apertures, the quantity maY 1)6 several 

tens of meters which in a number of cases complicates the measurements. 

With this coupling method the electric axes of the antennas must 

coincide. 

When calculating the overall attenuation from the instrument 

antenna to the radar antenna,it is necessary to take into account the 

antenna gain of the radar, the attenuation in space and the antenna 

gain of the measurement instrument. 

The attenuation in space varies in proportion to the square of 

the distance between the transmitting antenna and the receiver antenna. 

As was Indicated above, a coupling between the test instrument 

and a station through space has the advantage that the efficiency of 

the station antenna waveguide channel is taken into account when 

making measurements. However, one should not always use this measure¬ 

ment method during the radar operation process. It has the following 

disadvantages : 

- it allows one to measure only the receiver sensitivity; 

- the error of the sensitivity measurement is large because it 

depends on the precision of setting up and orienting the measurement 

instrument antenna with respect to the radar antenna; 

- the antennas of the majority of radars are mounted at the 

highest points and it is difficult to set up the test instrument 

antenna in front of them. 

From what has been s^ld above,one may draw the conclusion that 

it is advisable to use such a measurement method only for radars having 

antennas which are situated relatively low, and In those cases when a 

precise measurement of the receiver sensitivity is not required. 
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2.6. The Method of Measuring Radar Technical Parameters 

Let un discuss certain features of the measurement of technical 

parameters which determine effective range of à radar. 

Measurement ol the Receiver Sensitivity 

The sensitivity of radar receivers may be measured by means of 

combined test instruments (radar-testers) GK4-14 and GK4-3 and by trie 

radar test instruments GK4-19, GX4-21 and others. 

Two methods for measuring receiver sensitivity are possible: 

1. in the continuous oscillation mode; with this method the 

ratio of the signal to the noise is established by means of a pointer- 

type Instrument which is included in the circuit of a second detector 

of a radar receiver; 

2. in the pulsed oscillation mode; with this method the ratio 

of the signal to the noise is established on the basis of the station 

Indicator or an oscillograpn. 

The first measurement method is more precise than the second. 

Thus, for example, the maximum random error with radar-testers in the 

continuous oscillation mode equals + (1 - 1.5) dB whereas in the pulse 

oscillation mode it is + 2.5 dB. However, the second measurement 

method corresponds more closely to the operation of a radar. A 

measurement using this method gives a sensitivity va^ue several 

decibels higher than a measurement in the continuous oscillation mode. 

This error may be determined for each station and taken into account 

when making measurements. 

The relative monitoring or a receiver sensitivity, especial.y 

if it is performed by the same person using the same measurement 

instrument, enables one to determine the reduction of the receiver 

sensitivity with a hign precision with either measurement mcuiod. It 



..... 
.:: ^ - ”1 

.irmpüüi 
i>r'L • mrnm* mm 

is also necessary to keep in mind that the sensitivity measurement of 

a receiver during switching on and switching off of the transmitting 

device may give different results. This is explained by the fact that 

a temporary deterioration of the conversion pròpertles of the detec¬ 

tors of the mixer (worsening of the detectors), which entails a certain 

reduction of the receiver sensitivity, occurs under the action of the 

transmitter pulses. This is shown by the fact that, after the trans¬ 

mitter is switched on, the current of the crystal decreases to a 

specified value and then remains constant. After the transmitter is 

switched off, the crystal current and the receiver sensitivity are 

restored to the initial value after 5-20 minutes. Most significantly, 

the crystal current of the diodes DK-S^ and DK-S3 is decreased (6u- 

80¾). which corresponds to a decrease of the receiver sensitivity by 

4-6 dB. 

An insignificant decrease of the crystal current (by 5-10¾) which 

causes practically no change of the receiver sensitivity is observed 

in the germanium diodes D403B and D403V. 

Thus, in general, it is necessary to measure the receiver sensitiv 

ity when the transmitting device is switched on, that if,under condi¬ 

tions approximating the actual conditions. 

It is necessary to point out that the sensitivity measurement in 

the continuous oscillation mode has a number of advantages over the 

measurement in the pulsed oscillation mode and is the preferred method. 

Measurement of the Transmitter Power 

Measurement of the transmitter power usually is preceded by 

measurement of the freruency of the oscillations being generated. 

The frequency of the oscillations generated by a magnetron with 

stable temperature conditions of the transmitter remains practically 

constant*, therefore it is not necessary to systematically monitor this 

parameter during operation. 
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Measurement of the transmitter power may be performed by means of 

a calorimetric average power meter, for example MS-**. It enables one 

to measure the radar average power in the limits from 5 to 2000 watto 

with an error of + 7Í. The power meter in this case is connected in 

place of the antenna and absorbs all of the transmitter power. Thus 

a calorimetric power meter does not allow one to measure the trans¬ 

mitter power while the transmitter is operating with a real load, that 

is, while the station is operating. Moreover the use of a calorimetric 

power meter for regular measurements is made difficult by the heavy 

weight and large overall size of the instrument. 

Measurement of the transmitter power by a radar-tester through 

a directional coupler gives a measurement error amounting to 2 dB whicr 

exceeds, in a number of cases, the permissible measurement error. In 

order to reduce the measurement error It is advisable to use a calori¬ 

metric power meter as the more precise instrument for determining the 

systematic error which arises when measuring the power with the radar- 

tester. 

Figure 2.24 shows the arrangement for measuring a transmitter 

power with consideration of what has been said above. The simultaneous 

measurement of the transmitter power by a calorimetric meter and a 

radar-tester is first performed (Figure 2.24, a). Then, during the 

operational process, power measurements are performed using the radar- 

tester but tne systematic measurement error is taken Into account 

(Figure 2.2**, b). Wnen this is done the measurement error does not 

exceed + 10%. Measurement of the transmitter power may be achieved 

by means of radar test instruments. The measurement error of the 

average power when this 1¾ done does not exceed + 0.Ö dB, as a conse¬ 

quence cf which one need not determine ana take into account the 

systematic error of the Instrument. 

Measurement of an Antenna-Waveguide Channel TWR 

In stations which have bidirectional couplers, the TWR jy be 

determined by making measurements of the incident wave power and the 
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Figure 2.24. Arrangement for 
measuring a transmitter's power. 

Figure 2.25. Graphs of TWR (s) 
and SWR (K) as a function of 
the difference of the forward 
wave power and the reflected 
wave power. 

reflected wave power by means of a radar test instrument or a radar- 

tester. 

The traveling wave ratio in connection with this may be 

calculated from the equation (2.10): 

i + lrl 

where the 

P„ is the 
I* 

Pj, is the 

modulus of the reflection coefficient; 

power of the reflected wave; 

power of the forward wave. 

The precision of TWR measurements by this method is low and 

decreases with an increase of the absolute value of the TWR. Figure 

2.25 presents graphs of the TWR and SWR as a function of the aifference 

of the forward wave power and the reflected wave power expressed in 

decibels. 
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Determining the Frequency Energy Spectrum of 

Magnetron Oscillator Pulses 

As was indicated above, a very important technical parameter 

which characterizes radar performence, is the frequency energy spec 

trum of the magnetron oscillator pulses. 

Monitoring the frequency energy spectrum of the radiated pulses 

may be carried out with the help of the following portable instruments 

- a radar test instrument; 

- a spectrum analyzer. 

Under conditions aboard ship, a radar test instrument is usually 

used for determining the energy spectrum of the frequencies. Spec¬ 

trum analyzers, because of their complexity and awkwardness, are used 

for making measurements principally in workshops. With normal opera¬ 

ting conditions of a magnetron on a matched load, the energy spectrum 

of the frequencies approximates the ideal (design) spectrum. 

In Figure 2.26 envelopes of the frequency spectrum of magnetron 

pulses which may be observed when a radar is operating are shown. 

Figure 2.26, a shows a good magnetron spectrum. The spectrum envelope 

is slightly blurred because of the limited pass band of the spectrum 

analyzer. The magnetron spectrum in Figure 2.26, b can be considered 

satisfactory. A spectrum of magnetron pulses which has the form of a 

blurred symmetric curve without expressed minimums is shown in Figure 

2.26, c. A spectrum of such a type attests to a change in the shape 

of the modulating pulse. ’In this case it is necessary to check the 

shape of the modulator pulse and to establish the reason for its 

distortion. The spectrum of magnetron pulses shown in Figure 2.2d, d 

has two space maximums. Skipping of the magnetron frequency within 

the pulse limits may be one of the reasons for the formation of two 

maximums. The frequency skipping is a consequence of a chat re in the 

magnetron operating conditions. 
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Figure 2.26. The frequency spectra of 
magnetron oscillator pulses. 

This phenomenon is explained in the following way. The frequency 

of a magnetron oscillator, as follows from the load characteristics, 

depends both on the modulus of the reflection coefficient and also on 

its phase. Let us assume that the magnetron operates on a load which 

is not matched with the transmission line. In this case from the 

moment when generation begins and up to the moment when the electro¬ 

magnetic wave being propagated along the line reaches the load and is 

sent back, the magnetron will be loaded with a load equal to the line 

wave impedence. The arrival of a reflected wave having a phase delay 

in respect to the wave being generated may be regarded as a change 

of the phase of the reflection coefficient and this must imply a 

change of the magnetron frequency. 

A change of the magnetron frequency in turn leads to a change of 

the phase of the reflection coefficient. As a consequence of this, 

the magnetron high-frequency oscillations are found to be frequency 

modulated and several spaced maximums arise ir the spectrum. Parasitic 

frequency modulation and noticeable distortion of the shape of the 

modulating pulse may also entail the appearance of a series of secon¬ 

dary maximums in the magnetron spectrum. 
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Figure 2.26, e shows a magnetron spectrum having lapses of 

particular spectral lines. The reasons for such lapses usually are: 

an increased steepness of the modulating pulse front, an insufficient 

amplitude or a misfiring of the submodulator pulses. Figure 2.27 

illustrates the effect of the modulating pulse shape and of a change 

of its duty cycle frequency on the shape of the envelope of the 

frequency energy spectrum. As follows from the figure, a decrease in 

the steepness of the modulating pulse front leads to a decrease of the 

spectrum side lobes. In connection with this, the spectrum of a bell- 

shaped pulse hns practically no side lobes. 

Modulation of Modulation of the 

the frequency frequency and * 
amplitude. 

Figure 2.27. The shape of modulati 
the spectra corresponding to them. 

The shape of modulating pulses and 

A change of the pulse duty cycle frequency distorts the spectrum 

shape. With small frequency changes the spectrum has the form c*' a 

blurred curve without expressed minimums. With large frequency change 

several spaced maximums arise in the spectrum. When a distortion of 

the shape of the spectrum envelope is detected or gaps of tho spectral 
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Figure 2.28. The main charac¬ 
teristics of a modulator pulse. 

lines are obsei’ved, it is necessary 

to check the modulating pulse shape 

and the magnetron operating condi¬ 

tions and to improve the matching of 

the transmitter with the antenna- 

waveguide channel. 

Tne main characteristics of 

modulating puxões are (Figure 2.28): 

- the pulse amplitude 

- the pulse duration Tp; 

- the rise time (front) of a pulse 

- the decay time of a pulse 

- the period Tp or pulse repetition frequency Fp. 

The pulse duration x (for pulses whose shape is close to 

rectangular) is determined at a level equal to half of the amplitude. 

•The rise time xr and the decay time xd of a pulse are determined as 

the time during which the pulse changes in amplitude from 0.1 Um to 

0.9 U and from 0.9 Um to 0.1 Um,respectively. 

The amplitude, pulse duration, rise time and decay time of a 

pulse are measured by means of an oscillograph. The pulse repetiti n 

frequency may be measured at the input of the submodulator or by 

measuring the pulse frequency of the magnetron current or the frequency 

of the pulses radiated by the transmitter. 

2.7. Built-In Monitoring and Measuring Instruments 

In the operation process, it is not always possible, and in a 

number of cases it is difficult, to measure radar technical parameters 

with portable instruments. Such measurements require a relatively 

long time and the availability of measuring instruments, and they do 

not allow one to carry out a continuous monitoring of the technical 

parameters of the equipment. 
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Frequently additional difficulties arise when using portable 

instruments which are connected with the inaccessible location (of the 

equipment in stations. Therefore the necessity arose for creating 

built-in measuring instruments which constitute an integral part of 

the radar. These built-in instruments enable one'to rapidly measure 

the main parameters characterizing the equipment normal operation with 

a sufficient degree of precision. Built-in monitoring-measuring equip¬ 

ment is developing in the direction of automatic devices which will 

carry out continuous monitoring of the technical parameters of a 

station, of its sub-assemblies and of its most important elements' with¬ 

out disturbing the normal operation of the station. ! . 

The development of built-in measuring equipment and combination 

of it with computers opens broad possibilities for the. automatization 

of radar checking. That is, the creation of devices will enable one • 

to cneck the working order of all assemblies and instruments of the 

radar, generate a signal for the failure of a unit or element, and 

even give recommendations for the elimination cf a malfunction. 
' ! 

Besides measuring instruments which enable one to determine the 

numerical values of the measured quantities expressed in acceptable 

units, monitoring instruments also have acquired great importance. ' 

Monitoring Instruments enable one to perform qualitative and 

rough quantitative evaluations of the process being studied or of a 

para, ner. Tnese instruments do not replace measuring instruments 

but supplement them. The main advantages of monitoring instruments 1 

are their continuous readiness, ana the speed and convenience of 

monitoring station performance. ' i 

The main requirements which built-in measuring equipment must 

satisfy are the following: ! 

1. When making measurements the normal operation of the radar 

should not be disrupted. ' i 
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Indicator 

Load I 

Figure 2.29. Arrangement for 
measuring the passing power. 

Figure 2.30. Arrangement for 
measuring the power of the 
incident (reflected) wave. 

The arrangements for measuring power flow, incident power and 

reflected power are shown in Figures 2.29 and 2.30. 

Recently diode power meters, power meters with an absorbing wall 

and power meters with a gas-discharge tube have been used in built-in 

instruments for measuring the power flow. In order to measure the 

incident (reflected) power, diode power meters are used. 

A diode power meter has a directional coupler, a detector head 

and a peak voltmeter. The amplitude of the detected high-frequency 

pulses is measured with a diode meter. For making the measurements, 

unidirectional or bidirectional couplers having a coupling attenuation 

of no less than 30 dB are used. With a directional coupler, a part of 

the power proportional to the power of the incident or reflected wave 

is sent to the input of a high-frequency diode detector. Usually In 

such power meters, diodes of the type D605 are used. 

Video pulses whose amplitude at a low power level is proportional 

to the power of the high-frequency pulses are sent to the peak detec¬ 

tor from the output of the diode. In self-contained systems, the DC 

voltage from the output of the peak detector which is proportional to 

the high-frequency oscillation power is sent to a pointer-type indi¬ 

cator calibrated in units of pulse power. In automatic monitoring 

systems, this voltage is sent to processing and indicating units. The 

circuit of the simplest diode power meter is shown in Figure 2.31. 
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Figure 2.31. The circuit of a 
diode power meter. 

amplifier- 

nterpretorj 

rectifier 

t: 3 

Figure 2.33. The block diagram 
of a diode power meter with a 
self-compensating peak volt¬ 
meter. 

Figure 2.32. The circuit for 
turning on a detector head 
for the purpose of observing 
the envelope of high-frequency 
pulses . 

A pulse which is the envelope 

of the magnetron high-frequency 

pulse is taken from the diode cathode. 

Resistor R1 and capacitor C1 average 

the pulses entering from the detec¬ 

tor head. The average comp c.t oi 

these pulses is proportional to the 

magnetron average power. 

The measuring instrument (MI) is calibrated in values oi average 

power. During the intervals between pulses, the diode is cut off by 

a voltage Uk, which is supplied from a secondary power supply source. 

Since the power meter is a narrow-band meter, in order to obtain the 

power value when the frequencies are different from the frequency at 

which the Instrument was calibrated, it is necessary to use a graph. 

With such a measurement method, the error reaches 40* and consists of 

the errors of the power meter and the directional coupler calibration 

The instrument's calibration must be checked when a diode is replaced 

or with aging of the diodes. 

The power meter detector head enables one to Inspect the envelope 

of the high-frequency pulses. Switching on tne detector head when 

observing the high-frequency pulse envelope Is shown In Figure 2.32. 
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Recently, diode power metera with a self-compensating peak 

voltmeter (Figure 2.33) have begun to find broad application [4]. In 

the Intervals between superhigh frequency pulses, the diode is cut off 

by a feedback voltage which is fed from the output of the integrating 

circuit of an amplifier. In that case and when the amplitude of the 

pulses fed to the diode exceeds the feedback voltage, the uncompensated 

part of the video pulse is amplified, integrated, and sent to the in¬ 

put of the voltmeter-converter and to the feedback circuit. 

Such instruments enable one to measure the power of an incident 

or reflected wave. When it is necessary to measure the power flow, 

simultaneous measurement of the power of the incident and reflected 

waves is achieved and the DC voltages from the output of the two peak 

voltmeters are sent to a subtraction circuit. A voltage proportional 

to the value of the power flow is obtained at the output of the sub¬ 

traction circuit. 

A more modern instrument is a power flow meter with an absorbing 

wall. 

A power meter with an absorbing wall. The power measurement in 

these instruments is based on the phenomenon of power absorption by 

the inner surfaces of waveguides and coaxial transmission lines 

when high-frequency energy is channeled through them. The instrument 

is a waveguide section, a small part o'f the wall of which is replaced 

by semiconductor thermoelements. 

The thermoelements are mounted in the waveguide in such a way 

that they constitute part of the waveguide wall. As a consequence of 

this, there are no significant reflections in the transmission line. 

A second terminal of the thermoelements is in thermal contact with the 

waveguide wall and its temperature equals the waveguide temperatu.e. 

Figure 2.34 shows the construction of semiconductor thermoelements. 

Semiconductor thermoelements are made from alloys of zinc-an* imony 
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of thermoelements with different 

n-type conductivity and those 

of the cadmium-antimony have 

p-type conductivity. The use 

of the zinc-antimony alloy have 

(Zn-i3b) and cadmium-antimony 

(Cd-Sb). Thermoelements made 

Figure 2.34. Constructions of 
semiconductor thermoelements: 
1 - thermojunction; 2 - SbZn 
thermoelement ; 3 - copper base 
4 - copper platform; 5 - Mica 
spacers; 6 - SbCd thermoele¬ 
ment . 

conductivity simplifies their 

connection circuit. 

With the passage of high- 

frequency energy through the 

waveguide, the surface of the 

semiconductor thermoelement 

which is located in the waveguide section is heated. A thermoelectro¬ 

motive force arises as a consequence of the temperature difference at 

the ends of the element. A linear relationship exists between the 

value of the thermo-emf and the temperature difference of the thermo¬ 

element ends. This relationship is 

where aT is the thermoelement sensitivity. A thermoelement made from 

the zinc-antimony alloy has a sensitivity of 200-250 microvolt/degree, 

and one made from the cadmium-antimony alloy has a sensitivity of 

300-400 microvolt/degree. 

When one thermoelement is mounted in a high-frequency transmission 

line, its emf will depend on the magnitude and phase of the reflection 

coefficient in the line and the wavelength. This means, that the posi¬ 

tion of the nodes and antinodes of the standing wave will change 

depending on these factors. In order to eliminate the dependence of 

the emf on the phase and reflection coefficient, two thermoelements 

usually are used. These thermoelements are mounted so that the dis¬ 

tance between them Is A /4 (Figures 2.35 and 2,36). 
w 
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Figure 2.35. The position of the 
semiconductor thermoelements in 
the waveguide section. 

Figure 2.36. The circuit of the 
power meter with semiconductor 
thermoelements. 

Figure 2.37. The switching 
circuit for semiconductor 
thermoelement s. 

In order to eliminate the 

dependence of the thermoelement emf 

on the wavelength, several additional 

thermoelements are also mounted in 

the waveguide section in addition 

to the two main thermoelements. One 

of the thermoelements is connected 

directly and the other thermo¬ 

elements are connected through a 

switch S (Figure 2.37). With a 

change in the wavelength, switching 

of the additional thermoelements 

occurs in order that the distance 

between the main thermoelements and 

the additional thermoelement remain approximately equal to A /¾. 
w 

Naturally such a device is expedient and may be realized only when 

the wavelengths are very small. A microammeter calibrated in values 

of the average power Is used as the indicator for a self-contained 

measurement system. Furthermore in automatic monitoring systems, a 

DC amplifier is used in order to obtain the required value of the 

output signal. 

Among the advantages cf a built-in power meter with an absorbing 

wall, one must list the following: 

- the possibility of achieving continuous monitoring ,<f the power; 



- the small measurement error (less than + 15¾); the Instrument 

error Is made up of errors conru'oted with the change of the trans¬ 

mission line TWR, losses in the thermoelements and temperature changes; 

- the broad range of measureable powers; • 

- the broad-band capacity; 

- the operating stability and simplicity of the device. 

The advantages of a power flow meter with sensors made from 

semiconductor thermoelements make such a meter very promising as a 

built-in instrument. 

A power meter with a gas-discharge tube. In order to determine 

transmitter power, as a rule, the average power is measured and the 

pulse power is calculated from the equation 

Naturally when this is done one obtains the average power in the 

pulse. Because of the inertia of an average power meter, such a 

measurement method does not enable one to observe such phenomena as 

arcing in the magnetron and lapses of the pulses. These phenomena 

lead to unstable radar operation since they arise sporadically. 

A power meter with a gas-dischar.; o tube is a rapid-response 

pulse power meter. It is a glass tube filled with an inert gas (neon) 

at a pressure of 5-30 mm Hg. The tube is inserted in a waveguide 

(Figure 2.38). The gas-discharge tube is mounted along the axis of 

the wide wall of the waveguide. The action of the high-frequency 

Figure 2.38. A gas-discharge tube of the 
type 1N524. 

field causes an electrodel.'ss high-frequency discharge in the tube. 

The height of the ionized glowing column in the tube associated with 

this discharge is proportional to the field Intensity and consequently 

to the value of the power flow. In order to obtain a stable discharge 
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In the tube, preliminary ionization of the gas is created. In one of 

the methods for creating the preliminary ionization an auxiliary pre- 

ionizing is used. For this purpose two auxiliary electrodes are 

mounted In the tube. An ignition voltage is fed to the auxiliary 

electrodes. Table 2.2 presents the basic data of the power meters 

with a gas-discharge tube which are manufactured by the firm rSF 

(France) L36]. 

The measurement error for the power meters presented in Table c.2 

equals + 5? and the range of frequencies is 1-11 Ghertz. The measure¬ 

ment error to a significant degree depends on the matching of the 

power meter with the waveguide. 

TABLE 2.2. DATA ON POWER METERS WITH A GAS-DISCHARGE TUBE 

Tube Type Level of Power Being 

Measured, milliwatt 

Pulse duration 

T , microsec 

1 N 663 

1 N 10 

1 N 524 

2 

1 

0.05 

5 

4 

1 

The height of the glowing column, and this moans also the 

Instrument sensitivity, increases with an increase of the insertion 

depth of the tube into the waveguide. Hovfever, with an increase of 

this deptn tne matching of the power meter with the waveguide deterior¬ 

ates and the measurement error increases. Therefore, the tube inser¬ 

tion depth should be established in such a way that a reasonable 

compromise is obtained between the sensitivity and the error of the 

instrument. 

Measurement of Antenna-Waveguide Channel TWR 

The periodic monitoring of a high-frequency oscillation transmis¬ 

sion line by means of portable instruments is no longer satisfactory 

lOA 
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with the increasing requirements for the monitoring of these lines. 

Because of this, continuous monitoring of transmission lines with 

built-in instruments has acquired even greater importance. Two methods 

for measuring the TWR are used in built-in Instruments: by means of 

a bidirectional coupler and by means of semiconductor elements (the 

method of four probes) [4]. 

Measurement of the TWR by means of a bidirectional coupler. The 

method ^s based on the separate measurement of voltages which are 

proportional to the powers of the Incident and reflected waves. 

A self-contained built-in TWR meter consists of a bidirectional 

coupler and a ratiometer which measures the ratio of the voltages 

obtained. This ratio uniquely determines the transmission line TWR. 

When it is necessary to send a signal from the TWR meter to the 

input of an automatic monitoring system, a logarithmic type indicator 

is unacceptable. In this case a measurement device is used which 

first generates the logarithm of the voltages which are proportional 

to the powers of the incident and reflected waves and then subsequently 

subtracts them. The meter (Figure 2.39) includes two identical devices 

each of which consists of a directional coupler 2, t>, a self-compen¬ 

sating voltmeter-converter 3, 6, and a logaritnmlc device 4, 7. 

Part of the power of the incident (reflected) wave is sent to a 

detector. The video pulses from the detector output are sent to the 

self-compensating voltmeter-converter. The DC voltage irom the 

voltmeter-converter output, which is proportional to the power of the 

incident (reflected) wave, is sent to the logarithmic device. The 

voltages from the outputs of the logarithmic devices are sent to a 

subtraction circuit 8. The voltage difference Is proportional to the 

TWR. Figure 2.25 presents graphs of an antenna-waveguide channel TWR 

and SWR as a function of the difference of the powers of the forward 

and reflected waves. The measurement error of the TWR with the instru¬ 

ment is larger, the smaller the value of the TWR being measured. The 
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Figure 2.39. The block dia- Figure 2.40. Measurement of the 
gram for a TWR measurement TWR by the four probe method, 
using a bidirectional 
coupler. 

error arises because the coupling attenuation of the directional 

couplers is not identical and because of errors of the self-compen¬ 

sating voltmeter-converters, of the logarithmic devices and of the 

subtraction device. 

The total error of the built-in TWR meter equals approximately 

15* when the value of the coupler directivity is no less than 35 dB 

The method of four probes. Four probes with detectors are 

mounted in a waveguide section. The distance oetween the probes 

equals *w/3 (Figure 2.40). All the detectors have a square-law char¬ 

acteristic . 

The voltage of the incident wave at the first detector will equal 

U. cos wt and the voltage of the reflected wave will equal U cos 

(it ♦ e). 

The voltage at the output of the first detector is 

t/, = Itf. cos - H P11/. CO» (*+1)1¾ 

If one disregards terms containing the high-frequency components of 

the signal then 

t/,—$(l+|fP+2|f|o»«). 



Correspondingly the voltages taken from the remaining aetectors will 

equal 

íA-~(l4-|pl’-f2|p|s¡n0). . 

í/.=~(I-HpI’-2|pIcoS0). 

l/, = ií-"(l+|¿|’~2|p|s¡n0). 

From these expressions one is able to determine the modulus of 

the reflection coefficient and consequently also the transmission 

line TWR. 

The outputs of the probes are connected so that the following c-mf 

differences and sums are obtained: 

Ut*— Í/»=21 p J l/’cos •. 

sinl, • 

(/,-1-(/, = (/,+(/,=--^(1 HlPl’) 

If the voltage differences are fed to the deflection plates of a 

cathode-ray tube and the amplitude of the incident wave is maintained 

constant, then the position of the brigh« spot on the tube screen will 

be determined by the coordinates 

X =ft|p|sinb and v-W cos 0. 

The radius connecting the center of the tube with the spot will 

graphically represent the. reflection coefficient modulus, wnlch equals 

,-, , YlU\-U3’+W. -TJ.r IPI=-- 

Knowing the modulus of the reflection cceífic1ent, one Is atle to 

determine the TWR from equation (2.101. 
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In built-in instruments instead of probes with detectors one may 

find semiconductor thermoelements being used [*0. When measuring 

TWR's which lie in the limits from 0.5 to 0.95,the error of such 

instruments dues not exceed 10Í. 

Measurement_ of Receiver Noise Factor 

In order to measure receiver sensitivltyj noise generators are 

used la built-in instruments. The main defects of standard signal 

generators which hinder their use as built-in instruments for moni¬ 

toring receiver sensitivity are: 

- the nigh measurement error which reaches 2 dB; 

- it. the continuous oscillation mode, the indicator device is 

not checked; in the pulsed mode the measurement errors Increase (by 

1.5-1 dB) because of the subjective error of the operator when 

determining the signal/noise ratio on the indicator screen; 

- the narrow range; 

- the servicing complexity; 

- the difficulty cf monitoring automation; 

- the considerable size and weight of the instrument. 

In accordance with equation (2.7) the noise factor equals 

r_f’ror 

Consequently if a calibrated power Pc equal in magnitude to the 

equivalent pi wer of the receiver internal noise P is sent to the 
sog 

receiver input, the noise factor may be found from the expression 

p_ P* 
F--I7W 

The noise factor of actual receivers of the meter range equals 

2-10, of the decimeter range 10-)6, and of the centimeter range 16-160. 

If the receiver noise factor is known, its actual sensitivity may 

be determined from equation (2.2). Thus, in order to monitor the 
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sensitivity, it is sufficient to monitor the receiver noise factor 

since during operation the receiver pass band and dlstinguishabllity 

coefficient remains practically constant. 

From the point of view of making measurements, the direct 

determination of the noise factor has a number of advantages over 

the measurement of the receiver sensitivity using a standard signal 

generator, more precisely: 

- the noise generator power has the necessary value which is 

required for checking a receiver device and therefore it does not 

require significant attenuation of the noise signal. Consequently, 

the use of attenuators is not necessary; 

- the output power level of a noise generator may be determined 

with a high accuracy by means of calculation which simplifies 

generator calibration; 

- the generator noise has the same character as the receiver 

internal noise and therefore the reaction of the indicator instru¬ 

ment to this noise corresponds to the reaction of the instrument to 

the receiver noise; 

- the high stability of the power being supplied; 

- the simplicity of the device. 

A noise generator is a source of noise, the level of which is 

known with a sufficient degree of accuracy. Noise diodes and gas- 

discharge tubes are used as such a source. 

Figure 2.^1 shows the construction of a noise diode in a coaxial 

arrangement with an axial cathode. The cathode and anode of such a 

diode form the inner and outer part of the coaxial line. The diode 

is matched with the line by means of transforming elements. 

The thermal motion of electrons which are found in the positive 

column of the gas discharge is the source of noise in gas-discharge 

tubes. The output power of gas-discharge tube noise exceeds the power 
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Figure 2.Ml. The construction of a noise diode 
in a coaxial arrangement. 

i 

i 

of the thermal noise by 15-18 dB, that is, the noise power generated, 

by the same resistance at the temperature 290°K. The noise power 

depends on the kind of gas, its pressure and the diameter of the gas- ^ 

discharge tube. It varies only slightly with a change of the frequency, 

of the discharge current and of the ambient temperature. This makes 

a gas-discharge tube a very stable noise source. 

Noise generators are waveguide generators or coaxial generators. 

In the range 2.6-10 Ghertz waveguide noise generators are used, and in 

the range 1-M Ghertz, coaxial noise generators are used. In the wave¬ 

guide noise generator, the gas-discharge tube is mounted.inside the 

waveguide at an angle to its axis. This ensures the matching of the 

gas discharge with the waveguide over a broad range of frequencies 

(Figure 2.42). 
j 

The ends of the tube which extend beyond the waveguide are 

terminated in metal cylinders which are waveguide sections with a 

diameter smaller than the critical diameter. In this way, the region' 

of the gas dischtrge creating the noise is limited. The frequency 

range in which the generator operates is determined bys the construc¬ 

tion of the waveguioe. 

In a coaxial noise generator, the gas-discharge tube is placed 

inside a ribbon spiral. The spiral is the inner conductor of the 

coaxial line; the cylindrical sleeve in which the gas-discharge tube 

is placed (Figure 2.43) serves as the outer conductor. The step of 

the spiral, the size cf the gap between adjacent turns and the diam¬ 

eter of the spiral determine the wave impedence of the line and the 
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Figure 2.42. The construction of 
a waveguide noise generator. 

Figure 2.43. The construction 
of a coaxial noise generator. 

attenuation which the ignited tube introduces into the waveguide 
• ! 

channel. i i » I 

The advantages of the noise generator in comparison with other 

noifce sources are the following: t 

. i 1 

T the high stability of the noise parameters; 

- the sufficient npise,power; t 

- the large TWR (0.83 - 0.9) over a broad frequency range; 
f * 

- sample construction. 

t 

' Built-in instruments for mèasurlng the noise factor may be 

subdivided into instruments with an unmodulated noise signal and with 

a modulated noisé signal. t 

In the cjise of an unmodulated noise signal, all the power of the 

noise signal is sent to the radar high-frequency circuit and a compari¬ 

son is made of it with the power of the receiver internal noise. A 

diode poise generator or' a gas-discharge noise generator may be used 

as the signal source.' When a diode noise generator is used, its 

dperatj-ng conditions may be varied by changing the diode current. 

Oas-discharge noise generators are used with two operating conditions: 

the noise generator is switched on aAd the noise generator is switched 

: off. One of the possible arrangements for such a measurement of a 

receiver noise factor is shown in Figure 2.44. A gas-discharge tube 
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Figure 2.4Í». The block diagram for measuring 
fc. receiver noise factor by feeding an unmodu¬ 
lated noise signal to its input. 

serves as the noise generator. An attenuator which enables one to 

vary the noise power is connected to the output of the generator. An 

instrument connected to the circuit of the receiver second detector 

serves as the indicator. Before making the measurement, the automatic 

volume control (A7C) and automatic frequency control (AFC) circuits 

are switched off. When making the measurement, the value of the 

current of the second detector is recorded when the noise generator 

is not operating and the attenuator is fully inserted. Then the noise 

generator is switched on and the attenuator is withdrawn to a position 

for which the microammeter readings increase by a factor of 2 for a 

linear characteristic of the detector and by a factor of 1.^41 with a 

square-law detector. This corresponds to an equivalence of the noise 

signal power supplied by the generator and the receiver noise power. 

The receiver noise factor is determined from the expression 

where P is the power of the noise generator, in dB; 
ng 

aatt *8 the attenuator attenuation, in dB. 

Such a method for measuring a receiver device noise factor has 

been designated the attenuator method. In this Instrument, the 

attenuator must have a small error when making relative measurements 



and a constant output impedance, because a change of the output 

impedance will lead to a change of the readings of the indicator 

instrument. 

The instrument may not have an attenuator. In this case auxiliary 

graphs or tables are used. The quantity equal to the ratio of the 

instrument current, with the noise generator switched on, to the instru¬ 

ment current, with the noise generator switched off, is used as the In¬ 

put data of the table. This measurement method is called the two 

-reading method. 

Measurements with an unmodulated noise signal fed to the receiver 

input are distinguished by their simplicity; however, they do not 

enable one to determine the noise factor while the radar is operating. 

Moreover, since during the measurement process, the antenna is dis¬ 

connected from the receiver channel and the transmitter is switched 

off, the quantity actually measured differs slightly from the true 

value of the receiver sensitivity. Therefore, the measurement error 

of the noise factor may reach 2.5 dB. 

The significant error when measuring large values of the noise 

factor also is a defect of this method. These defects do not occur 

in instruments which operate on the basis of the modulated method for 

measuring the noise factor. With this measurement method, the noise 

signal is fed to the receiver input through a directional coupler. 

In this case, the measuring noise signal is smaller by several orders 

of magnitude than the receiver internal noise and the measurement 

process does not disturb the radar normal functioning. 

In order that the noise signal may be distinguished from the 

receiver background noise, it is modulated according to some law. 

This modulation is achieved by periodically switching the noise 

generator on and off. During the modulation half-cycle when the noise 

generator is not switched on, a noise signal from the antenna, 

• kT0Af, equal to the noise power of the output resistance of the 
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noise source at the absolute temperature TQt is sent to the receiver 

input. During the modulation half-cycle when the noise generator is 

switched on, the noise signal 

input. 
k(T,-T_)Af is fed to the receiver 

Substituting the expressions for N1 and into equation (2.6) 
we obtain 

Fr=z 
T' , 

“5 ’ 

T * T 
where -• is the relative noise temperature of the noise source; 

Ti is the absolute temperature of the electron gas in the gas- 
discharge tube; 

Tq is the absolute temperature of the surroundings. 

Since the values of and TQ are known the noise factor 

measurement is reduced to a measurement of the ratio 

. c_n 
Wï' i e. ^=«-5;. 

where R is the proportionality constant. 

7_qN* 

All the known modulated noise factor meters differ in principle 

only in the method of measuring the ratio S2/N?. 

Let us investigate one of the possible arrangements for a built- 

in modulated noise factor meter (Figure 2.45). A gas-discharge tube 

whose noise signal power is close to the power of the receiver 

internal noise is used as the calibrated power generator in the circui' 

The calibration error of gas-discharge tubes equals approximately 

+0.5 dB. The signal from the gas-discharge tube is modulated by 

rectangular pulses supplied by a pulse generator. The noise signal 

is fed through a directional coupler to the radar receiver. 

The directional coupler coupling attenuation Is selected on the 

basis of the condition for ensuring the normal function o*' the radar 

FTD-HC-23-722-71 116 

liKiiihiiHfriii,nAiiiiJinniinii 1 i.w, , , 



indicator indicator 

Figure 2.45. The block diagram of a modulated 
noise factor meter. 

in which the nolee factor Is built In. The noise signal from the 

gas-discharge tube should not Interfere with the normal observation 

of signals from targets on the Indicator screens. In addition, the 

noise signal should have a power which Is sufficient for the normal 

operation of the Instrument. Usually the power of the noise measuring 

signal is smaller by one to three orders of magnitude than the 

receiver Internal noise power. The modulation of a standard noise 

generator connected to the Input of a receiver device Is common to a 

modulated noise meters. 

During the half cycle of the modulation when the tube is not 

ignited, a noise signal with the power ^ is fed to the receiver. 

During the other half of the cycle, the tube is ignited and a noise 

signal with the power ^ + Sx is sent to the receiver input. 

Figure 2.46 shows the form of the signals in the circuit of a 

modulated meter. AT the output of the intermediate frequency ampli¬ 

fier the signal is the sum of the receiver internal noise and the 

noise measuring signal. 

The noise voltages in the various cycles will respectively equal 

,/iV; and The receiver internal noise superimposed on the 
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Figure 2.46. Diagrams of the 
voltages at the output of the 
main stages of the circuit of 
a modulated noise factor meter: 
a - the signal at the Input of 
the receiver; b - the signal at 
the output of the Intermediate 
frequency amplifier; c - the 
signal at the output of the 
receiver second detector; d - 
the low-frequency component at 
the output of the second detec¬ 
tor; e - the component of the 
intermediate frequency at the 
output of the second detector. 

noise from the noise generator 

decreases the modulation inten¬ 

sity. The noise signal from 

the output of the intermediate 

frequency amplifier is sent to 

the second detector which has 

a linear or a square-law char¬ 

acteristic. With a square-law 

characteristic the intensity of 

the video noise at the output 

of the receiver second detec¬ 

tor will be N2 and S2 + N?. 

In addition to the modu¬ 

lated noise voltage, the voltage 

taken from the output of the 

second detector contains noisy 

signals and therefore it is 

first sent to a decoupling stage. 

The amplified modulated 

video-frequency noise is sent 

through the decoupling stage to 

the detector and from the out¬ 

put of the detector to a corre¬ 

lator. A simplified arrangement 

of the mechanical correlator and 

commutator of the modulator is 

shown in Figure 2.47. The 

correlator is used for separ¬ 

ating out voltages proportional 

to N2 + S2 and N2< Tnese volt¬ 

ages are sent to the noise fac¬ 

tor indicator and the fixed 

level indicator. The modulator 

B*P|P mmmmm 
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• to fixed level indicator and AVC amplifier 

to noise 

factor indicator 

Figure 2.47. The arrangement of the 
mechanical correlator and commutator 
nf the modulator. 

switches the noise generator on and off. 

The mechanical correlator and commutator of the modulator 

consists of two four-section collectors Kx and K2 which are mechan¬ 

ically driven by a common motor. 

The voltage from the detector is fed to the middle brush of 

collector K.. The following are taken from the brushes which slide 

along the rings: a voltage proportional to N2 + S2 which is sent to 

the fixed level indicator and a voltage proportional to the difference 

of N~ + S5 and N? which is sent to the noise factor indicator. A 

voltage from the auxiliary collector K, is supplied for triggering the 

modulator of the noise generator. The voltage going to the fixed 

level indicator also is sent to the amplifier of the receiver automatic 

volume control (AVC) by means of which the N2 + S2 level is maintained 

constant. With an increase of the receiver internal noise, the AVC 

circuit reduces the amplification of the receiver in order to main¬ 

tain the N2 + S2 level unchanged which leads to an increase of the 

role of the noise signal S2 in the composition of the signal N2 + S2. 

With this the S2 indicator (Figure 2.45) shows an increase of the 

receiver noise factor. 
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When measuring a receiving device noise factor,it is necessary 

that the amplitude of the noise generator signal not pass beyond the 

limits of the linear part of the receiver amplitude characteristic. 

Nonobservance of this condition leads to an increase of the measure¬ 

ment error. 

In superheterodyne type receiver devices, the noise signal may 

pass both along the main channel and also along the image channel. 

The noise factor in this case may be determined from the expression 

where Fq is the noise factor obtained when making the measurement; 

d is the image channel selectivity of the receiver device. 

The modulation method for measuring the noise factor has a 

number of significant advantages: 

- a continuous indication of the receiver noise factor is possible 

which enables one to opportunely note a decrease of the receiver 

sensitivity; 

- the noise factor is determined when the radar connected to the 

antenna and the radar transmitter is operating; 

- there is a high measurement accuracy. 

The modulation measurement method also is used In portable noise 

factor meters (NFM) which are designed for measuring the noise factor 

of radar receiver-amplifier devices under laboratory and field condi¬ 

tions. It is necessary to keep in mind that, since the noise generator 

of the noise factor meter generates a broad frequency spectrum,it Is 

impossible tc check the receiver tuning with it. In order to c!v;ck 

the tuning it is necessary to also have an echo chamber (monitoring 

resonator) in the radar. 

TfO 
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Monitoring the Magnetron Current and the Mixer Current 

Besides built-in instruments which enable one to measure the 

transmitter power and the receiver noise factor and consequently to 

determine the power drop in radar stations, radars have, as a rule, 

simple instruments which enable one to monitor the technical state 

of the individual devices of the radar. Among such instruments, 

built-in pointer-type instruments which measure the magnetron current 

and the mixer current ("the crystal current") are very useful. 

The magnetron current to a specific degree characterizes magnetron 

operation. Figure 2.48 presents the performance characteristics of a 

magnetron oscillator which reflect the dependence of the magnetron 

parameters (the power, efficiency and frequency) on the voltage, 

current and magnetic induction with a constant load. From these 

characteristics, with given values of the magnetic induction and 

anode voltage, one is able to uniquely determine the anode current, 

power and efficiency of a magnetron. Therefore with a constant value 

of the induction the anode current characterizes the power supplied 

by the magnetron. Monitoring the magnetron operating conditions may 

also be performed. In principle, on the basis of the voltage. How¬ 

ever, the small slope of the volt-ampere characteristics indicates a 

strong dep ndence of the anode current on the voltage, as a consequence 

of which it is more advisable to monitor the magnetron operating 

conditions on the basis of the current. 

It is also very Important to monitor the values of the mixer 

current, since the receiver maximum sensitivity corresponds to the 

optimum value of this current. This follows from the following 

considerations: 

The conversion losses and the noise temperature are the main 

parameters of a mixer on which the receiver sensitivity depends. 

The conversion losses L are defined as the ratio of the high- 

frequency signal power Phf to the power of the converted 
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Figure 2.^8. The performance 
characteristics of a magnetron 
oscillator. 

From this expression it follows 

that; with a given value of the con¬ 

verted signal power the required 

power of the high-frequency signal 

is smaller, the smaller the conver¬ 

sion losses; consequently the smaller 

the conversion losses,the higher the 

receiver sensitivity will be. 

The conversion losses depend on 

the amount of power supplied to the 

mixer from the heterodyne. With an 

increase of the supplied power, the 

reciprocal of the conversion loss conversion losses decrease. The 

kP~ is called the power transmission coefficient. 

The noise temperature tm characterizes the rnixe-r noise properties 

and is defined as the ratio of the nominal noise power Pm in the diode 

when a current in the frequency interval Af passes through it to the 

nominal power of the thermal noises of an equivalent resistance at 

room temperature Tp in this same frequency interval. A relationship 

exists between the mixer noise factor F„ and the noise temperature t m r m 
which is 

The noise temperature also depends on the heterodyne power which 

is supplied to the mixer. With an increase of the heterodyne power the 



..--.' ,--.., - -. .......... 

noise temperature and consequently also the noise factor of the mixer 

increase. 

Thus, in order for the station mixer to operate normally, it is 

necessary to feed a sufficient power to it from the heterodyne. 

However, this does not mean that the larger this power the 

Figure 2.H9 presents graphs of the 

power transmission coefficient kp 

of a 

higher the receiver sensitivity. 

Figure 2.49. Graphs of the 
power transmission coeffic¬ 
ient and noise temperature 
of a silicon mixer as a 
function of the magnitude 
of the constant component 
of the diode current. 

and the noise temperature tm 

silicon mixer as a function of the 

constant component of the mixer 

current. Since the mixer current 

constant component is determined by 

the heterodyne power, the graphs 

have the same form as if they were 

a function of the heterodyne power. 

As follows from Figure 2.49, optimum 

values of the power transmission 

coefficient and the noise temperature 

occur with a specified value of the 

heterodyne power. These values correspond to the receiver maximum 

sensitivity. The necessity for monitoring a mixer diode current 

follows from this. When this current deviates from the norm, its 

rated value is reestablished by adjusting the coupling between the 

heterodyne and the mixer. The constant component of the mixer 

current ("of the crystal current") usually equals 0.4 - 0.5 mA. 

Monitoring the Attenuation in an Antenna-Waveguide Channel 

Monitoring the attenuation in an antenna-waveguide channel may be 

achieved by comparing the values of the incident power and the reflec¬ 

ted power when the channel is short-circuited by a special waveguide 

switch. For this purpose a built-in power meter must be connected by 

turns to the outputs of a bidirectional coupler. 
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to antenna 

Figure ¿.^0. The circuit for connecting 
the detector heads for monitoring the 
attenuation in a waveguide channel. 

With the connection of two detector heads in the instrument, one 

is able to directly monitor the attenuation in the channel (Figure 

2.50). 

Monitoring of the antenna-waveguide channel's attenuation may also 

be achieved by monitoring the high-frequency power at the beginning 

and the end of the channel by means of power meters with sensors of 

semiconductor thermoelements. In this case one is able to Judge as 

to the constancy of the attenuation value on the basis of the con¬ 

stancy of the power difference at the beginning and end of the wave¬ 

guide channel. An attenuation measurement based on the second method 

is somewhat more precise. 

Monltorlng the Energy Spectrum of the Frequencies 

of Magnetron Oscillator Pulses 

In order to monitor the frequency energy spectrum of magnetron 

oscillator pulses, built-in spectrum analyzers have begun to be used 

in radar equipment [^5]. 

1?H 
PTD-HC-23-722-71 



They are assembled on the basis of the circuit of a superhetero¬ 

dyne tunable receiver with a cathode-ray indicator. In built-in 

spectrum analyzers certain assemblies and units of the radar are used, 

for example, the heterodyne, mixer, cathode-ray tube and power supply. 

In this case one can succeed in considerably reducing the overall 

size and weight of the Instrument. 

Monitoring the Operation of the Automatic 

Frequency Control Circuit 

Receiver devices of modern radar stations would be unthinkable 

without a number of automatic adjustment systems. The most important 

of these systems is the automatic frequency control (AFC) circuit. 

During the station operation, because of changes of the transmitter 

frequency and the receiver adjustment, the frequency difference may 

differ to a considerable degree from the intermediate frequency to 

which the receiver was tuned. This may lead to a reduction of the 

station effective range. 

The necessity for AFC is explained basically by two reasons: 

- the presence of asymmetry in the rotary waveguide Junctions and 

scanning heads and also the presence of variable reflections, for 

example from the ship superstructure and masts with the rotation of 

the antenna, which change the phase of the reflection coefficient and 

the TWR at the input of the antenna-waveguide channel. This leads to 

a change of the magnetron frequency; 

- a change of the dimensions of the oscillatory systems of the 

magnetron and klystron because of mechanical events and changes of the 

temperature and pressure, and also a change of the power supply condi¬ 

tions. All these lead to a detuning of the receiver and transmitter. 

Manual adjustment of the frequency in these cases does not achieve 

a fixed difference of the frequency since, first, its rate is low, and 
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second, with frequency drift it is impossible to notice ‘at once a 

decrease of the receiver sensitivity. Consequently normal operation 

o: the automatic frequency control circuit is of very gre$t importance. 

In pixnciple, frequency tuning, may be achieved by changing the 

frequency of either the transmitter or the heterodyne.. 

Two arrangements are used for connecting the AFC with the 1 * 

transmitter in stations: through a discharger or through a spepial 

attenuator. In modern stations the circuit for connecting fhe AFC with 

the transmitter through a special attenuator is being used. Based on . 

the character of the operation, the AFC circuits are made as scanning 

circuits or nonscanning circuits. Scanning devices with a high 

tuning rate and ensuring a frequency tuning within broad limits have 

found the broadest application. : 

The block diagram of a receiver with automatic frequency control 

of the heterodyne is shown in Figure 2.51. 

The AFC channel includes the following elements: ! 

- a power divider (attenuator); : , . ' 

- an AFC mixer; 

- an intermediate-frequency amplifier; . ' . 

- a discriminator; • 1 

- adjusting devices. 

, i 

As was Indicated above, among the main operations which must be 

systematically conducted for monitoring the constancy of an effec¬ 

tive range of the station, one must list the monitoring of the opération ' 

of the AFC circuit. A tuned and well operating-AFC circuit is 1 

characterized by the following properties: ‘ 

I 

1. The receiver sensitivity in the AFC mode should be no lower 

than when operating in the manual mode for frequency adjustment. 4 In 

order to check this, a distant target is selected and manual, tuning 

of the receiver to a signal maximum is performed, in switching from ' 
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Figure 2.51Í Block diagram of a receiver* with automatic 
' frequency contro^. < , 

1 - discharger; 2 - mixer; 3 ,- i-f. pre-amplifier; Jj -i-f 
amplifier; 5 - detector; 6 -video frequency amplifier, 

. 7,- transmitter; 8 - heterodyne; 9 - powqr divider; 10 - 
Af’C mixer; 11 - AFC amplifier; 12 - discriminator; 13 

I . adjustment device. . ! 

manual adjustment of the frequency, to AFC, tihe value of the signal 

should not decrease below the maximum obtained J.n the. "manual adjust¬ 

ment" situation. When it is impossible to carry out a checking of 

the distant1 target, t,he monitoring of Iphe receiver sensitivity in 

the AFC mode may be performed by means of a monitoring resonator. 
■ ) i 

1 1 , 

2. The search system must operate normally.! This may be checked 

in the following way.: When the AFC circuit is switched on and the 

transmitter Is switched off, the pointer of the Instrument which 

show^ the mixer dio^e current ¡("crystal current") must fluctuate 

("sweep") with the frequency of the adjustment device search. 

3. The .holding band Of the AFC should correspond to the 

technical1 conditions of the radar. 

The holding band is determined by the extreme frequencies at 

which the AFC circuit guarantees a holding of the frequency. In 

order to check the holding*band, the klystron is mechanically detuned 

to both sides of 'the optimum tuning until the AFC passes from a 

following mode to a sparch mode. The klystron frequencies correspon¬ 

ding to the transition of the circuit to the search mode are measured. 

For normal operation of the raàar, it is necessary that the 
frequency difference of the transmitter and heterodyne be maintained 
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Figure ¿.52. BIuck diagram for 
monitoring the relative tuning 
of a receiver. 

equal to the intermediate 

frequency to which the receiver 

was tuned. 

A built-in instrument for 

monitoring the receiver rela¬ 

tive tuning must show with what 

precision the AFC system main¬ 

tains the difference frequency. 

Figure 2.52 shows one of the 

possible block diagrams of such 

an instrument. 

The tuning indicator shows the difference between the nominal 

value of the intermediate frequency and the actual frequency of the 

signal arriving from the i-f amplifier. 

Monitoring Radar Power Drop 

Monitoring the constancy of the radar effective range, as was 

shown above, may oe performed by the separate measurement of certain 

technical parameters. 

In connection with everyday operation, the method of evaluating 

the radar power potential or power drop, ^hich determines its effec¬ 

tive range, also is very promising. 

In order to monitor the station power drop, it is necessary to 

Introduce a monitoring signal into the station circuit. The parameters 

of this monitoring signal must correspond to the parameters of the 

transmitter high-frequency pulse. In the general case, the monitoring 

signal may be introduced Into the station antenna-waveguide cha . .ei, 

into the 1-f amplifier circuit or Into the antenna (Figure 2.53). The 

voltage ratio of the monitoring signal to the noise at the receiver 

output when its amplitude characteristic is known will alsc cnaracter- 

Ize the radar power drop or power potential. 
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The advantages of the method for monitoring the station power drop 

by using an imitation monitoring signal are: 

- the small measurement error not exceeding 3 dB; 

- the wide-hand capacity; 

- the possibility for the continuous measurement and monitoring 

within broad limits of the power drop. 

•Among the defects are the complexity of the instrument and its 

great weight and overall size. 

The second method provides for the direct attenuation of the 

transmitter pulse and the Introduction of it into the station circuit 

as the monitoring signal. 

Monitoring of the station power drop by such a method may be 

perlormed with the help of a monitoring resonator (echo chamber) or 

a short-circuit delay line. 

Let us discuss in more detail the devices and technical 

possibilities of these instruments. 

Mor l toring a Station Technical Performance by Means 

of a Monitoring Resonator 

A monitoring resonator, or an echo chamber, is a high-quality 

cavity resonator which is connected through a coupling element with 

the radar (Figure 2.54). It consists of a metal cylinder in which a 

tuning piston moves. The.retuning mechanism enables one to change the 

position of the piston and to tune the cavity resonator to the frequency 

of the oscillations being supplied to it. The scale of the tuning 

instrument is calibrated in relative units. A detector section is 

connected with the resonator through a second coupling element. The 

detector is loaded by a microammeter which is used as the tuning 

indicator of the resonator. 
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Figure 2.51). Schematic diagram 
of a monitoring resonator (echo 
chamber). 

The Instrument operation is 

based on the following principle: 

high-frequency signals from the radar 

are sent through the coupling element 

to the resonator and excite oscil¬ 

lations in it. The oscillations 

arising in the resonator do not die 

out instantaneously after the trans¬ 

mitter pulse ceases, but they are 

maintained (as a consequence of the 

resonator's high quality) for a 

certain time which considerably 

exceeds the pulse duration. High quality of the resonator la achieved 

by the selection of the type H01 working wave, by the good conductivity 

of tb inner surface, by the correct selection of the resonator dimen- 

sions and by precise manufacturing. 

t 

Selection of the type HQ1 wave is explained by the fact that, for 

oscillations of this mode, the resonator quality is several times 

larger than for other modes. The quality of a loaded resonator for 

waves of the 10-cm range equals approximately 10,000, and for waves 

of the 3-cm range, 20,000. As a consequence of this, upon determina¬ 

tion of the transmitter pulse, the resonator itself becomes the source 

of oscillations. These oscillations are sent through a coupling ele¬ 

ment to the station receiver circuit. An image of the signal re¬ 

emitted by the resonator is displayed on the station screen (Figure 

2.55). 

Figure 2.56 shows tifee diagrams illustrating the principle of 

operation of a monitoring resonator. The transmitter high-frequency 

pulses are shown in Figure 2.56a. Oscillations in the resonator 

increase according to an exponential law during the generating time 

of the high-frequency pulse by the transmitter. After termination of 

the pulse, the oscillations also will die out according to an exponen- 

tial law as is ahown in Figure 2.56b. As a consequence of saturation 
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Figure 2.1)5. Signal of the monitoring resonator 
in various types of Indicators: a - linear 
sweep; b - radial-circular sweep; c - line sweep. 

Figure 2.56. A time diagram illustrating 
the operating principles of a monitoring 
resonator. 

which occurs in a receiver with a relatively high level of the re¬ 

emitted pulse, the signal from the resonator to the indicate” having 

linear sweep will have the form anown in Figure 2.cj6c. 
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The time from the start to the end of the re-emission of 

oscillations is called the "ringing time." The moment when the 

amplitude of the signal from the monitoring resonator becomes equal 

to the noise amplitude on the radar indicator screen (Figure 2.56c) 

is taken as the end of re-emission. 

The relationship between the ringing time and the station param¬ 

eters may be determined from the following considerations. The power 

of the re-emitted pulse equals 

where P is the power of the transmitter; 

KPis a constant which depends on the coupling coefficient of 

the high-frequency channel with the resonator, and on the 

pulse duration and amplitude; 

T is a time constant which depends on the resonator quality 

rinand on the coupling coefficient of the high-frequency channel 

with the resonator. 

Expression (2.^0) provides the relation between the resonator 

ringing time, the transmitter power end the receiver sensitivity. 

If one designates by PpgQ» before, the minimum power necessary 

for the observation of a signal on the indicator, which occurs when 

t' » t . , then from the expression (2.40) we obtain 
rin* 

Consequently the ringing time equals 

, T .„/* *•' <2-U> »•»=/»• Inin -p-^y 

From equation (2.41) It follows that the ringing time is 

proportional to the radar power drop. 

The monitoring resonator signal which is observed on the radar 

indicator is longer than the resonator ringing time by the duration 
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of the main pulse, t = + However, the quantity t also 

characterizes the radar power drop. Thus a monitoring resonator 

enables one to monitor the main quantity characterizing a radar 

station effective range — the power drop. 

It is more convqnient to characterize the signal from the 

monitoring resonator not by the ringing time but by the "persistence" 

of the ringing. Therefore in the future we will use this term. 

The ringing persistence is the main parameter of a monitoring 

resonator and Is determined by it. it has a magnitude of the order 

of h-20 cab. In spite of the simplicity of the device, a monitoring 

resonator, whose scale Is calibrated according to the frequency and 

which has a tuning indicator, enables one to monitor the following in 

addition to determining the radar power drop: 

- the transmitter power; 

- the receiver sensitivity and its tuning; 

- the frequency of the transmitter and of the receiver heterodyne; 

- the frequency energy spectrum of the transmitter pulses; 

- the restoration time of the receiver sensitivity; 

- the frequency pulling of the magnetron. 

Methods oi connecting with a radar. Figure .57 shows the more 

frequently used methods for connecting a monitoring resonator with a 

radar. 

The connectior of t monitoring resonator in the circuit of an 

equivalent antenna has tue advantage that it enables one to check the 

radar and its tuning without radiation into space. A defect of this 

connection arrangement is the Impossibility of determining the 

frequency energy spectrum of the transmitter pulses, since the trans- 

mltter spectrum when operating on the dummy antenna is different 

from the spectrum when operating on the antenna. 
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Connecting the monitoring 

resonator before the dummy 

antenna switch enables one to per¬ 

form the checking and tuning of the 

station both without radiation and 

also with radiation into space. 

Moreover with such a connection 

method, one is able to check the 

frequency pulling of the magnetron 

Among the defects of such a connec¬ 

tion method one must list the fact 

that when the checking of the radar 

is finished, the resonator must be 

detuned in order that a signal from 

it does not interfere with the 

observation of signals from targets. 

Moreover, with such a connection, it 

is impossible to make a Judgment as 

to the change of the attenuation in 

the antenna-waveguide channel. 

Figure 2.57. Methods of 
connecting a monitoring 
resonator (MR) for the pur¬ 
pose of coupling it with a 
radar: a - in the waveguide 
channel of a dummy antenna 
(DA)j b - in the wave 
guide channel before the 
switch of the dummy 
antenna; c - through the’ 
antenna (A); d - either 
through a directional coup¬ 
ler (DC) or through the 
antenna (A). 

directional coupler and also to 

The coupling with the monitoring 

resonator through the antenna elim¬ 

inates the possibility of checking 

and tuning the radar without radi¬ 

ation into space, but has the valu¬ 

able advantage that it enables one 

to also monitor the antenna-waveguide 

channel, that is, essentially to 

monitor the station power potential. 

The possibility of connecting a 

monitoring resonator both to a radar 

ie antenna enables one to use the 

advantages of both methods of connecting a monitoring resonator to the 

radar. 
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The advantages of a monitoring resonator are that is is contantly 

connected to the radar and always ready for use, that it has a small 

overall size and weight, that it is simple to use and that it monitors 

a number of the main radar technical parameters. Among its disadvan¬ 

tages, which sharply decrease the effectiveness of its use, one must 

list the low sensitivity to a change of the radar power drop and the 

variability of its quality factor during operation. 

Therefore our next subject of discussion will not be the absolute 

measurement of the radar power drop, but the monitoring of the change 

of the power drop. Consequently a calibration must precede the moni¬ 

toring, that is, one must determine the radar power drop or effective 

range by precise methods (by the separate measurement of the parameters 

which determine tne station effective range or by direct measurements 

of the effective range). 

Despite the indicated uefects, monitoring resonators are widely 

ucea for tuning radar stations, for an approximate estimate of the 

change of a station power drop, for measurement of the transmitter 

frequency and sometimes for plotting tne frequency energy spectrum of 

a transmitter pulse. 

Monitoring the power drop. In order to use a monitoring resonator , 

it is necessary to calibrate it. First it is necessary to verify the 

fact that the station pararreters correspond to the certified data. 

Measurement of the following parameters of the radar must precede tne 

calibration- the receiver sensitivity, the transmitter frequency and 

power, and the frequency energy spectrum of the transmitter pulses. 

Tnis enables one to determine whether the radar Is optimally tunea, 

that is, to establish the Initial level In respect to which ore is able 

to make a judgment as to a change cf the radar tuning during oper'^idn. 

The calibration process starts with tuning of the monitoring 

resonator to the traitomitier frequency. The optimum tuning value 

corresponds to the maximum reading on the resonator indie3* jr. Then 
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the radar receiver is tuned to the monitoring resonator signals. With 

optimum tuning of the receiver, the signal from the monitoring reso¬ 

nator remains the longest on the radar indicator. The noise on the 

indicators should have the form shown in Figure 2.55. Subsequent 

measurements are performed with the amplifier control knob in this 

same position. The resulting value of the ringing persistence cor¬ 

responds to a tuned radar and is taken as the base when monitoring the 

radar by means of the monitoring resonator. 

It is necessary to remember that a cavity resonator has spurious 

tunings, that is, tuning to resonance with oscillations of non-working 

modes. Unually these false tunings correspond to a ringing persistence 

which is considerably smaller than the normal persistence and a reduced 

reading of the indicator instrument. This enables one to distinguish 

false tuning from fundamental tuning. 

The ringing persistence is proportional to the relative value of 

the station power drop. Consequently, a comparison of the ringing 

persistence obtained during the operation process and the ringing 

persistence with calibration enables one to make a judgment as to the 

change in the power drop, and this means a change of the radar station 

effective range. However, it is necessary to keep in mind that the 

sensitivity of a monitoring resonator is relatively low. 

The ringing time is determined by the empirical equa-ion 

/..- Qlní ■» 
where Q is the quality factor of the cavity resonator; 

f is the frequency.. 

A monitoring resonator sensitivity is characterized by the value 

by which the ringing persistence is changed with a change of the 

station power drop of 1 dB. For good monitoring resonators, this equals 

0.6-0.7 cab/dB (IIO-I3O m/dB). Depending on the quality of the cavity 

resonator and on the possible error in determining the ringing persis¬ 

tence, one is able to observe a change of the station power drop only 
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During operation it is important to know which of the factors is 

the reason for the ^crease oí' the radar power drop. In order to 

know this, It is necessary to monitor the transmitter power. 

111er power. The monitoring resonator must 

be tunea to the transmitter frequency which corresponds to the maximum 

:1'l°n cr the Pointer of trie indicator instrument. Since the 

deflection of the indicator instrument pointer Is proportional to the 

transmitter power, a comparison of the Indicator instrument r: unge 

obtained in the calibration process and during the operation enables 

one to evaluate the change of the transmitter power. 
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Naturally a change of the coupling of the cavity resonator with 

the indicator device and also a replacement of the detector require 

that the calibration of the monitoring resonator be repeated. More¬ 

over it is necessary to take into account the fact that changes of the 

detector parameters in time will lead to significant errors in the 

evaluation of the transmitter power. However, even an approximate 

evaluation of the change of the transmitter power during the opera¬ 

tion process in the period between routine checks of the radar 

technical parameters Is of great Importance. 

Measuring the transmitter frequency. The monitoring resonator 

is tuned to the transmitter frequency on the basis of the maximum 

reflection of the Indicator instrument pointer. A value corresponding 

to the tuning to resonance Is read from the scale and the transmitter 

frequency is determined by means of a calibration curve. The error 

of the relative measurements of the frequency does not exceed £ 2 Me. 

Monitoring the frequency energy spectrum of the magnetron 

oscillator pulses. In order to monitor the energy spectrum of the 

frequencies of the magnetron oscillator, a monitoring resonator Is 

Included in the antenna channel and Is tuned to the oscillator frequency 

on the basis of the maximum reflection of the Indicator pointer. The 

reading of the indicator and the value of the tuning from the scale 

are noted. By changing the tuning of the monitoring resonator first 

to one side of the carrier frequency and then to the other side, 

readings of the Indicator and values of the tuning based on the scale 

which correspond to them are recorded. The readings of the Indicator 

instrument are plotted as a function of the frequency of the monitoring 

resonator tuning. 

It is necessary to keep in mind that, when using a monitoring 

resonator, a spectrogram of low quality is obtained. It is also 

necessary to consider that a cavity resonator has non-working ranges, 

that is frequencies at which (with a given position of the piston) 

the simultaneous resonance of two oscillation modes is observed. When 
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this happens, the resonator quality falls ofl sharply. The distribution 

of the points of the quality drop along the frequency range usually is 

listed in the logbook of the monitoring resonator. If there are non¬ 

working ranges in the limits of the spectrum, then it naturally is , 

impossible to check the spectrum with a monitoring resonator. 

rhcokmg the magnetron frequency pull. In radar stations the 

operating conditions of the magnetron oscillator do not remain con-- 

atant because of the presence of rotary joints, scanning heads, e,tc. 

This leads to a change of the frequency being generated by the , 

magnetron, that is, to a pulling of the frequency. A monitoring 

resonator enables one to detect a frequency pulling'of the magnetron , 

and to approximately determine the amount of the pul-ting.. 

in order to do this one should tune the monitoring resonator to 

the transmitter frequency on the basis of a maximum^reading of the 

indicator instrument pointer ana determine the ringing persistence. . 

Then one should set the antenna into circular rotation and observe 

the signal from the resonator on the radar indicator. the ringing 

persistence does not change or changes insignificantly, then there is _ 

practically ro pulling of the frequency. 
i 

In radars with scanning of the antenna beam, i change of the 
ringing persistence while the scanning head is switched on and off ir 

alsc of interest. This enables one to determine the source of the ’ 

frequency pulling. The amount of the frequency pulling may bé deter-- 

approximately if one stops the antenna in tfhe position ir , 

which the ringing persiitence is reduced, and then retunes the moni¬ 

toring resonator so that.lt again has the maximum ringihg persistency. 

The difference of the tunings in units of the frequency will orrespo 

to the amount of the magnetron frequency pulling. The amount of y 

pulling must not exceed the limits of the AFC retuning, sine 

does, this will lead to a decrease of the station effective range. , 

An increase of the frequency pulling above the norm attests to the, 

malfunctioning of r:tary Joints or of the scanning head oí antenna. 

FTD-HC 7k2-71 1 '4 0 



« 
I 

» 

I 

'Careful utilization of a monitoring resonator enables one to 

¡obtain additional informátion characterizing'radar operation. Thus, 

for example, the appearance of noise on the sweep line undep the sig¬ 

nal of the monitoring resonator (Figure 2.58¡> attests to lapses of the 

poises or to operation of the magnetron in two oscillation modes. 

Figure 2.5$. The form of the monitoring signal 
on an indicator with linear sweep: a - with 
operation at two oscillation modes; b - with 

1 normal operation.’ , , 

i i i . • 

As is seen from Figure 2.55, the monitoring resonator signal on 

an indicatior with1 a linear sweep has a chlaracteristic trough at the 

'beginning. The presence of the trough is a consequence of the finite 

restoration time of the receiver' sensitivity after the radiation of 

thq transmitter pulse: 1 1 

The sensitivity restoration time of ':he receiver designates 

the time fiuring wl^ich deionization of ¿he receiver discharger takes 

place after passage of the transmitter pulse. During this time the 

receiver input is shunted by t^ie small resistance of the discharger, 

as a consequence of which the receiver sensitivity is gradually re¬ 

stored to the mäxlmuiti value. This time determines the deaçi zone of 

the radar*. The restoration time: of a Receiver sensitivity usually 

equals 4-8 microsèc and depends on the quality of the discharger. 

i 
An lincrãase and bijoadening of the trough at the beginning of the 

I 1 » 

signal from the echo charaber attests to slow restoration of the 

receiver sensitivity. , When this happens it is necessary to replace the 

discharger o'r to fine tune the cavity resonator of the receiver antenna 
i » • 

switch. .< 
I * , • • 

I 
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Overall working order of a radar when monitoring Its operation 

with a monitoring resonator is characterized by the following data: 

i 
- the deviation of the ringing persistence to the lower side of 

the value obtained when calibrating the monitoring resonator is no 

more than 2-2,5 cab; 

- the value of the magnetron frequency corresponds to the 

certification; 

- the signal shape satisfies the established requirements; 

- on the indicator screen there is no noise under the image of 

the signal from the monitoring resonator. 

- the trough at the beginning of the signal from the monitoring 

resonator ends at a distance which does not exceed a specified value. 

Thus a monitoring resonator enables one to check a 

number of technical parameters which are responsible for the radar 

station effective range. The effectiveness of using a monitoring 

resonator is higher, the greater its sensitivity. The simplicity of 

use, the possibility of monitoring a large number of radar main 

parameters, and the small overall size and weight make a monitoring 

resonator an irreplaceable instrument for the dally operation of a 

radar. 

Monitoring Radar Technical Performance by Means of 

a Short-Circuit Delay Line (The Method of Self-Calibration) 

The self-calibration method for a radar was developed for 

measuring the effective reflecting surface of targets [51]. In order 

to solve this problem, it is necessary to precisely calibrate the 

receiver output in units of /P . This method may also be used 

for monitoring the power drop of a radar, that is, H ■ Pp/Pref,* 

The essence of the method consists of the fact that the transmitter 

high-frequency pulse is delayed and httenuated and then it is intro¬ 

duced Into the radar receiver channel. The ratio of the signal 



voltage to the noise at the receiver output when its amplitide 

characteristic is known characterizes the power drop or the power 

potential of the radar. 

Figure 2.59 shows a block diagram which illustrates the method 

for monitoring radar operation by means of a short-circuit delay 

line. Part of the main pulse energy is sent through a directional 

coupler to a long delay line which is short circuited on both ends. 

A signal must be shunted to the delay line with such a level that it 

does not affect the radar effective range. The energy entering the 

line is propagated along it and reflected from the short-circuited 

end, reaching the line input. When this happens, part of the pulse 

energy enters the receiver and part is reflected in the opposite 

direction, and then it again is reflected, etc. 

Figure 2.59. The block diagram for turning on 
a short-circuit delay line (SCDL) when monitoring 
a radar power drop. 

Thus a sequence of pulses, delayed in time and decreased in 

amplitude, is sent to the receiver. On the linear sweep indicator 

connected to the receiver output, one is able to observe the trans¬ 

mitter forward pulse and a series of calibration pulses which are 

located on the decreasing part of the oscillogram and which melt into 

the receiver noise spikes (Figure 2.60). The larger the number of 

calibration pulses fitted onto the falling part of the oscillogram, 

the larger the radar power drop. In order to obtain an acceptable 

precision for the measurement of the power drop, the number of pulses 

should be no less than eight. 
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®The time displacement between 

adjacent pulses is determined by the 

delay time of the pulse in the line. 

The minimum length of the line ¿mln 

for the resolution of two adjacent 

pulses must equal 

When this condition is not 

Figure 2.60. The form of the fulfilled, the pulses following each 
signal of a short-circuit 

other along are superimposed on one 

another, and the resulting signal 

depends on the magnitude and relative 

delay line on an Indicator 
with linear sweep. 

position of the pulses. Moreover, the time displacement between 

adjacent pulses must be larger than the restoration time of the 

receiver's sensitivity in order that the character of the change of 

the receiver sensitivity during its restoration time need not be 

taken Into account. 

If one assumes that for the clear fixation of pulses the attenu¬ 

ation in one cycle of delay is a^, then the attenuation per unit 

length of the line must equal 

Since, when making the measurement, the oscillogram on the radar 

indicator screen appears at the start of the sweep, this naturally 

disrupts the radar normal operation. In this case the measurements 

must be performed randomly. For the continuous monitoring of the 

power drop one may use the non-working part of the sweep. In order 

to do this it is required to achieve a delay of the high-frequency 

signal by an amount almost equal to the transmitter pulse repetition 

period. This is connected with great technical difficulties. 

Initially the oscillogram (Figure 2.60) is plotted with an 

optimally tuned radar, that is, the meter is calibrated. ! ¿ving 
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determined the number of calibration pulses and knowing the coupling 

attenuation of the directional coupler and the attenuation of the 

delay line, the nominal value of the radar power drop is determined. 

Using the oscillogram one is able to plot the dependence of the beam 

deflection as a function of the ratio Pp/Prec (Figure 2.61). The 

nominal value of the radar power drop, Hn, will correspond to the 

value of P /P associated with a beam deflection equal to the noise 
»* p' * pec 

amplitude. 

The total error in measuring the radar power drop by means of 

a short-circuit delay line is composed of: 

- the calibration errors of the directional couplers and errors 

connected with the instability of the directional coupler coupling 

attenuation during operation; 

- errors because of the presence of mismatch in the antenna- 

waveguide channel; 

- errors in reading the measurement result. 

The self-calibration method enables one to perform a measurement 

of the radar power drop with a high degree of precision. The measure 

ment error of the relative value of the power drop does not exceed 

0.5-0.9 dB. 

A short-circuit delay line may be used as a built-in instrument. 

Its small measurement error favorably distinguishes it from a monitoring 

resonator. A short-circuit delay line is inferior to a monitoring 

resonator in respect to its overall size and weight. 

Application of the self-calibration method when using a delay 

line in the high-frequency channel of the radar still encounters a 

number of difficulties, the main one of which is the fact that the 

line must have a very long length and It must delay a superhigh fre¬ 

quency pulse up to several microseconds. 
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Figure 2.61. The amount of the 
beam deflection in an indicator 
with linear sweep as a function 
of the radar power drop. 

Figure 2.62. The schematic 
diagram of an ultrasonic delay 
line. 

Monitoring Station Operation by Means of 

an Ultrasonic Delay Line 

This method is based on the direct attenuation and delay of 

the transmitter pulse. It is used as the monitoring signal which is 

introduced into the intermediate frequency channel. An ultrasonic 

line is used and is the most suitable delay line from the point of 

view of the frequency and amplitude characteristics. The schematic 

digram of an ultrasonic delay line with an integrated input and 

output is shown in Figure 2.62. The following main elements go into 

the makeup of the ultrasonic delay line: 

- an electromechanical converter which converts the electromagnetic 

oscillations to ultrasonic oscillations and vice versa; 

- an acoustic line in which propagation of the ultrasonic 

oscillations take place; 

- Integrated input and output devices. 

The electromechanical converter is a plate made from crystalline 

quartz with a cut perpendicular to the x axis (a x-cut). Metal, films 

which are the electrodes of the converter are deposited on the lateral 

surfaces of the plate. The quartz possesses a forward and a reverse 

piezoelectric effect. The forward piezoelectric effect consists of 
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the generation of charges on the surfaces of the quartz plate with 

mechanical excitation of it. The reverse piezoelectric effect con¬ 

sists of a change of the dimensions of the quartz plate under the 

action of a potential difference applied to the lateral surfaces of 

the quartz plate. The forward and reverse piezoelectric effects of 

the quartz enable one to use it as an electromechanical converter. 

The acoustic line is a metal or quartz rod. The integrated input and 

output device is used for feeding and removing the high-frequency sig¬ 

nal. Moreover it is the acoustic load for the acoustic line. 

Several methods for connecting an ultrasonic delay line with a 

radar for the purpose of checking its power potential are possible. 

The ultrasonic delay line may be connected in the following ways: 

- in the circuit of the receiver intermediate frequency amplifier; 

- in the automatic tuning control circuit; 

- in the high-frequency circuit based on the active responder 

principle. 

When the delay line is connected in the intermediate-frequency 

amplifier channel of the receiver, it may be connected either to the 

mixer output or to one of the stages of the i-f amplifier (Figure 

2.63). 

In the first case, the delay and attenuation of the monitoring 

signal is carried out after the mixer, which enables one to conduct 

the measurement with a high level of the input signal. Naturally 

when this is done the parasitic signal effect is lessened, and the 

measurement error is reduced. 

The coupling is achieved in the following way. During the period 

of measuring the radar power potential, the transmitter is connected 

by means of the equivalent antenna switch to the equivalent antenna. 

The signal from the transmitter is sent to the receiver input along 

two channels: along the main channel through the directional coupler 
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and along th. parasitic channel through the antenna switch. 

For normal functioning of the devie« «llf.rs , 
b. provided for the parasitic channel th„\ '^pllng m 

•long this channel It he g nlt'l r , attenUatl 

•long th. main channel. This o n tT ’ ' 5 atten“atlC 
on bh. attenuation which the ^ 

Är; rr- r: :r ~ ::- -- “ 
«. r».rr- r-:.;;;- 
coupler must be selected in such a wav that tn* airectlcnal 

a. y that the magnitude of the 
intermediate-frequency signal would be sufficient for th« 
«cuing the ultrasonic delà» Une The mon,, ! ^ 01 

y une. The monitoring signal convertet 
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to Intermediate-frequency oscillations acts on the exciter giving rise 

to mechanical oscillations of the quartz. 

The pulse of mechanical oscillations of ¿he quartz exciter is 

propagated with specific velocity along the delay line; it is reflec- 

lost'part'of th! °f the Une and 13 retUrned t0 Ita ginning. Having 
t part of the energy in exciting the quartz, the pulse again is 

r lected, etc. Thus the process of exciting the quartz Is periodlc- 

y repeated until the mechanical oscillations in the delay line 

de down to such a level that the quartz ceases to he excited, 

hen pulses of mechanical vibrations act on the quartz exciter, elec¬ 

tric osc nations with the frequency f^ arise on the coatings of 

quartz. These electric oscillations with the frequercy r are 
sent to the receiver i-f amplifier. re<! 

The signals from the ultrasonic delay line form a sequence of 

r T' a deC7Selng indicator with a linear 

bricht 3 ena f0r” a 8e,,Uen0e 0f pul8es ““h decreasing 

oui T °n an lndlcat0r "lth a td«nlar sweep. The number of 
pulses observed on the indicator and their brightness depend on the 

station power drop. An ultrasonic delay line enables one, conse- 

chl Í' ! ”0nUOr tha ,,0rltlng °rder of the transmitter-receiver 
channel and to evaluate the radar power drop. 

The measurement result may be Indicated in several ways: 

1. The determination of the valut» nr f-w*. 
has „esM* K value Of the station power drop may 

! the recerSUrln6 ^ ^1° °f to the noise 
at the receiver output. Such an Indication method is used if vhe 

amplitude characteristic of the receiver is linear. 

2. A reading of the deviation of the radar power 

drop from the threshold value is obtained by means of a special cir¬ 

cuit. such a circuit should automatically signal a reduction of the 
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radar power drop below the acceptable value. 

3. In a radar with automatic range tracking of a 4arget, 

a tolerable monitoring of the power drop may be achieved on the basis 

of the threshold value of the monitoring signal. 

In the latter case, in the circuit for exciting the ultrasonic 

delay line it is advisable to include an attenuator which enables one 

to set the threshold value of the signal entering the receiver and 

then sent to the circuit for range tracking the target. One may 

Judge as to the correspondence of the station power drop to the rated 

value on the basis of the holding of the signal from the ultrasonic 

delay line by the automatic tracking circuit. 

The rated value of the threshold signal is set with the factory 

adjustment of the radar or after conducting preventive maintenance 

tasks. This setting should take into account a certain permissible 

decrease of the value of the threshold signal which may be observed 

during the operation process for a given station. The absence of 

signal holding attests to a reduction of the circuit sensitivity. 

In connection with this the attenuator, having been calibrated, 

enables one to make a quantitative evaluation of the change of the 

station power drop during the operation process. 

The total measurement error with this device is made up of 

errors which are due to the following factors: 

- the Instability of the attenuation Introduced by the high- 

frequency channel; 

- the error introduced by the Indicator part of the meter; 

- the difference of the power drop va]ues when operating on 

the antenna and on the dummy antenna; 

- the instability of the ultrasonic delay line parameters. 

A determination of the absolute value of the station power drop 

leads to unacceptably large measurement errors. Therefore ¿eh a 
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device is suitable for measuring the relative value of a station 

power di’op. The maximum measurement error when this is done does not 

exceed 2.2-2.5 dB. As in the case of a monitoring resonator, a 

calibration must precede the measurements, that is, one must deter¬ 

mine the radax power drop of effective range by precise methods. 

Thus we have investigated the operation principles and we have 

evaluated the technical possibilities of monitoring and measuring 

instruments which are installed in a station. 

It is necessary to point out that the method of individual 

measurement of the technical parameters which determine station effec¬ 

tive range enables one to most objectively and fully determine the 

station technical performance, as a consequence of which it is used 

when conducting preventive measures. When making measurements of the 

technical parameters, besides portable instruments, built-in measur¬ 

ing instruments have begun to find ever-increasing use. 

With the daily operation of a radar, the method of individual 

measurement of the technical parameters by meur.s of built-in moni¬ 

toring and measuring instruments and the procedure of evaluating a 

station power potential which determines the radar effective range In 

a complicated way is the most effective approach. Radar power poten¬ 

tial may be monitored by means of a monitoring resonator or a short- 

circuit delay line. 
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Footnote (1) on page 71*. One cable (1 cab) equals 185.2 m. 



3. MAINTAINING CONSTANT MEASUREMENT PRECISION 

OF TARGET COORDINATES 

3.1. General Statements About the Theory of Errors 

A radar station, as any other measuring Instrument, makes 

measurements with a specific degree of precision — that Is, errors 

accompany the measurements. 

By the error and correction of a measurement we mean 

the following. If a is the precise value of a certain quantity and x 

is the value of the same quantity containing a certain error, then 

x - a ■ Ax is the measurement error and a - x » vx is the correction 

to the quantity x. 

Consequently 

a-x—Ax, 

a—x+Vx 

that is, in order to correct an erroneous result it is necessary to 

algebraically add the correction to It or to algebraically subtract 
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th. error fron, It. The oaueen. character and nature of errora are 

very dlverae. Measurement errora may be classified, on the, basis of 

the sources giving rise to them, as eoulpment errors, personnel erfors ? 
and external errors. 

, i * , 

Errors which arise as a consequence of the presence of noise 

accompanying the measurement and the limited precision of the instru¬ 

ments making the measurements are called equipment errors, m the case 

being investigated by us, these errors are due to the limited precision 

n determining the target coordinates by the radar station. 

Personnel errors arise because of the limited resolution of man's 

sense organs. As applied to a radar station this means the limited 
resolution of man’s eyes. 

i 

External arror; arlaa becauae uf the Influence of the surr, .„dings, 

hese include, for example, angle of elevation measurement errors 

which are connected with refraction of radio waves (errora of approach) 

and the measurement errora of small angles of elevation of a target. 

• * 

Measurement errors may also be classified on the basis of the 

law governing their generatlen - that Is, random errora and systematic 
errors. 

Random errors — these are the unavoidable small errors whiqh 

arise when making any measurement. When measuring target Coordinates, 

the random errors arise as a consequence of the fact that during the 

measurement process - because of a change of the factors character- 

zing the station, the radio wave propagation conditions and the 

object — the results of measurements of the same quantity unavoidably 

differ from one another by small amounts. As a consequence, compen* 

satlon of random errors is impossible. 

Random errors as a rule are subject to the law of normal statls- 

tlcal distribution (Causa law) which la described by the function 
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, i /(Ajf)=7ÿge (3.1) 

i • 
Figure 3.1. Gauss curves. 

i 

where a2‘is the standard deviation; 

ax is the measurement error. 
i 

The equation establishes the 

connection between the standard 

deviation, the amount of the error, 

and the probability of its appear¬ 

ance. The curve of this »relation¬ 

ship for three values of o (o J 1, o 2 änd 0 1 ¡ 
! r 

Figure, 3.1. _ , 

' 1 ‘ : 

Expression (3-1) may be ^ritten in another form: ( 
1 i . 

1 ' * .-*•«»*>’. 
' ! /(Ax)*p—« 

where h1 is .called the mqdulus of accuracy; *-=-^57. 

1 » • 

Systematic errors are caused by factors which act in the same way 

when the same measurements are repeated over and over again. They 

enter into the measurement results, Depending on the source which 

gives ripe to them, their change may be different: they are either 

constant, or reoccur regularly, or vary, according t¿> a specific law. 

The effect of these errors on the measurement results may be taken into 

account by‘introducing a correction, or it may be eliminated by 

adjusting the equipment. t 1 

For the purpose of characterizing measuring instruments, among 

them radars, a number of measurement precisión criteria are used: 

- the mean square error; t 

(’ » the arithmetical mean error; ( 

- thé mean or probable error;, 

- the maximum error. 
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The quantity 

where AXj, Ax2, .... 

mean square error. 

ax* + j«j 4~ 

Axn are the measurement errors, is called the 

If the number of measurements is large, then s tends toward its 

statistical limit. 

3 =-lira Sa« 

This limit also Is essentially the mean square error. However, 

since n is finite, in the measurement process the quantity s is 

determined which will be closer to 0, the larger the number of measure- 

ments. The quantity a enters into the Gauss equation and is called, 

as was already indicated, the standard deviation. 

The mean square error is connected with the accuracy modulus 

by the relationship 

The arithmetical mean error is calculated from the equation 

I *«il + 1^11+ ... IAjt.I 

As can be seen from this expression for rp, the absolute values 
of the errors are summed when determining the arithmetical mean error. 

As in the previous case the true value of the arithmetical Mean 
error equals 

P lira Tq. 



ê 

The arithmetical mean error is connected with the accuracy 

modulus by the relationship 

I 

The value of the error only gives a one-sided characterization 

of the measurement result. In order to complete the picture it is 

also necessary to know the degree of reliability of the results 

obtained. 

If the arithmetical mean value obtained as a result of the 

measurement is x and the measurement error is Ax, then the probability 

that the measurement result differs from the true value by an amount 

larger than Ax equals 

P[(x-*x)<a <(x + Ml = *V 

In this expression, the probability PQ is called the confidence 

coefficient and the interval between x - Ax and x + Ax is called the 

confidence interval. 

Prom the expression it follows that the larger the confidence 

interval, the higher the probability with which one may state that the 

measurement result does not go beyond its limits. 

Thus a random error is characterized by two parameters: the 

magnitude of the error and the value of the confidence coefficient. 

Depending on the required degree of reliability of the results, 

the measurements are given with one or another value of the confidence 

coefficient; usually it is taken as equal to 0.9 or 0.95. 

The mean square error o corresponds to a confidence coefficient 

of 0.68; twice the mean square error, 2a, corresponds to a confidence 

coefficient of 0.95, and three times the mean square error, 3o, 
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corresponds to 0.997. Por other error values the confidence coeffic¬ 
ient may be determined from special tables. 

That error which divides all the random errors of the series of 
measurements into two parts — each nf ^ v, „ series Cu 
errors such h f whlLh has an equal number of 

than this Part C0ntalns 501 0f the “üich are larger 
error and the other part contains 50¾ of the errors which 

are smaller than this error - Is called the mean error 

The mean error Is calculated from the equation 

r - * 0,675 r/'ajci+l«; q.,.. +a,» _ 

i/ i>; 
1-0,675 f -J- 

The connection between r and h may be found from the 
relationship 

r 0.477 

In that case when the errors ax. Ax, Axri remain unknown T > • • • > tJ A. j 

as a consequence of the fact that the precise valueV the quantité 

arithmetic*1^ - PhobabilHy ”^ 
arithmetical mean value calculated from the series of measured values 

aken as the most probable value of the measured quantity In tnl- 

theedevÍ!tldetTlnlng th0 ^ e,-r0r and the ^ error 

arithmetic mean "d fdlVldUal meaaurements from their 
and In tw. a 1 1 ^ d in the n™«hator of the expression- 

reduced^by oZ ^ ^ ^ ^ df ~ - ' 

practica,, probability of exceeding its absolute value 

uLTthl aPPr0a°h<'S 2er0 13 oaUad ^Itd» error. UsuaUy four 
time, the vaiue of the mean error Is taken a, the maximum error l 
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This error corresponds to a confidence coefficient of 0.99, that 

is, the probability of exceeding such an error equals 1.0Ï. 

The connection between the various error criteria is expressed 

by the relationship 

r—0,25// sss 0,477 îFs = 0,477 /Vp. 

or 

r = 0¿¿5p -= 0.689> 0,83p. 

With a sufficient number of measurements one may use the 

arithmetical mean error or the mean square error for evaluating the 

precision with the same success. But with a small number of 

measurements the mean square error reflects a great deal better the 

effect of large errors which are most strongly expressed in the 

measurement result. 

When checking a radar station it is necessary to determine both 

the random errors and also the systematic errors. Random errors 

which characterize the precision in measuring the coordinates of 

objects are recorded in the station logbook. The maximum error is 

taken as the accuracy criterion for stations and systems used for the 

precise determination of target coordinates. 

Among all the errors of a radar station, the systematic errors 

are of special interest since they change while the station is func¬ 

tioning. The systematic errors in measuring the range and angular 

coordinates of radar objects must be comprehensively studied and 

eliminated with the maximum possible degree of accuracy from the 

measurement results. 

Let us investigate the question as to the sources which give rise 

to systematic errors in the measurement of the range and angular coor¬ 

dinates of objects, and the methods of determining, and eliminating them. 
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3.2. The Systematic Error In Measuring the Range 

As is known, the determination of the range by a radar station 

is based on measuring the time required for the passage of electro¬ 

magnetic energy from the radar to the reflecting object and back again. 

Two properties of radio waves form the basis of this principle of 

measurement: the constancy of the wave speed and rectilinear propa¬ 

gation of the wave. The errors when making the range measurement are 

divided into external errors, equipment errors and personnel errors. 

As is indicated above, errors arising as a consequence of the 

instability of the radio wave propagation conditions and errors intro¬ 

duced by the object are referred to as external errors. Since these 

errors, which have both a random component and also a systematic com¬ 

ponent, do not depend on the circuit and structural features of a radar, 

we will not discuss them. 

Equipment errors are caused by noises accompanying the measuring 

process and by instrument errors due to the imperfect nature of the 

station as a measuring instrument. 

The nature of systematic instrument errors is as follows. In 

order to measure the time for the passage of electromagnetic energy 

from the station to the reflecting object and back again,it js neces¬ 

sary to fix two moments of time: the moment of the start of the radi¬ 

ation of the main pulse into space and the moment at which the reflec¬ 

ted pulse reaches the antenna. Actually the determination of the 

range is made by measuring the time delay of tne video pulse from the 

target with reference to.the forward pulse of the transmitter on the 

radar's indicator. The difference between these time Intervals also 

leads to the generation of a systematic error in the range. The 

delay of the signal connected with this is caused by the spreading of 

the fronts, by the delay of the pulses in the stages which contain 

reactive elements, and by the delay associated with the transit of the 

antenna-waveguide channel. The spreading of the pulse fror .s leads to 



a delay in triggering the submodulator trigger circuits. The reactive 

elements cause significant delays in the receiver circuits. 

This error, consequently, is caused by a delay of the pulse 

signals with their passage through the transmitter-receiver and wave¬ 

guide channels of the radar. 

The second component of the systematic error in determining the 

range is connected with the fact that both systematic errors and ran¬ 

dom errors also accompany the measurement of the range to the object. 

First let us discuss the nature of the origination of the 

systematic error because of time delays in the radar station channels. 

Let us trace the path for the passage of pulses along the transmitting 

channel and the receiving channel of the radar. 

Depending on its purpose and circuit, a radar may be synchronized 

in various ways. The type of circuit and the location of the synchro¬ 

nizing voltage source are determined by the requirements imposed on 

the radar in respect to the precision of the range measurement. From 

this point of view, the synchronizing sources for the range may be 

divided into two groups. 

In the first group are synchronizing sources for radars on which 

rigorous requirements in respect to the precision of the range measure¬ 

ment are not imposed. The station power supply generator, the 

transmitter or a special synchronizer is used as the synchronizing 

voltage source in these radars. 

In the second group there are synchronizing sources on which 

rigorous requirements are imposed for the range measurement accuracy. 

Such radars have a special synchronizer which ensures the strict time 

synchronization of the various radar devices. 

A sinusoidal signal oscillator with quartz stabilization of the 

frequency and a frequency divider are the component units of the 
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synchronizer in this case. 

An analysis of the systematic error of a radar station when 

measuring the range naturally is of interest for radars on which 

rigorous requirements for the accuracy of the range measurement are 

imposed. Therefore, let us assume that the radar is synchronized by 

a sinusoidal oscillator with quartz stabilization (a quartz-crystal 

oscillator). In this case, the frequency of the main pulse is deter¬ 

mined by the frequency of the quartz-crystal oscillator and by the 

division factor of the frequency divider, and the moment of triggering 

the transmitter Is rigidly tied to a specific phase of the voltage of 

the quartz-crystal oscillator. 

figure 3.2 shows the main channels for the passage of the main and 

reflected pulses in a radar having two indicators (a coarse range 

indicator [CRI] and a fine range Indicator [FR1]). In this circuit, 

a sinusoidal signal oscillator with quartz stabilization of the 

frequency serves as the synchronizer. 

Quartz- Frequency 

crystal -*• divider 
oscillator 

Circuit forj - 

shaping the Sut,_ 
f Modulator -»• transmitter modulator 

triggering 

pulse _ * J 

A 

Variable 

time 

delay 

device 

CRI 

FRI amplifier 

h-f 
amplifier 

Figure 3.2. Igure 3.2. The main channels for the passage of 
the main pulses and reflected pulsos for synchro¬ 
nization of a radar by a quartz-crystal oscillator. 
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Figure 3.3. A diagram of the 
time delays in the circuits 
of a radar: a - the sweep 
triggering pulsej b - the 
transmitter triggering pulse; 
c - the voltage pulse at the 
submodulator output; d - the 
voltage pulse at the modulator 
output; e - h-f oscillator 
pulse; f - the radiated h-f 
pulse (1) and reflected pulse 
from the target (2) (at the 
antenna); g - the pulse at the 
receiver input; h - the trans¬ 
mitter forward pulse (l)'and 
the video pulse of the target 
(2). 

Figure 3-3 presents the diagram 

of the time delays in a radar station 

circuit for the case when the trig¬ 

gering pulse' for the sweep precedes 

in time the transmitter triggering 

pulse by the time tp. In this case 

the front of the transmitter forward 

pulse, which also is the zero range 

reading, will be observed on the 

linear sweep indicator. The nature 

of the formation of this pulse is as 

follows. The transmitter triggering 

pulses which are synchronized by the 

quartz-crystal oscillator are sent to 

the submodulator input. A pulse from 

one of the stages of the submodulator 

creates an impact excitation in one 

of the circuits of the intermediate- 

frequency amplifier. Then this pulse 

of intermediate frequency is ampli¬ 

fied. It also is the source for the 

formation of che transmitter forward 

pulse on the radar indicator. 

Thus the transmitter forward 

pulse appears on the indicator with 

a time delay t^ with respect to the 

leakage pulse from the submodulator. 

Figure 3.3f b shows the case 

when the impact excitation in the i-f 

amplifier circuit is created by the 

output pulse of the submodulator. 

Besides this the transmitter triggering pulse, having been delayed 

in the submodulator circuits by a time t8m, gives rise to a voltage 
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pulse at the submodulator output. In turn the submodulator pulse gives 

rise to a voltage pulse In the modulator output with a time delay t . 
m 

The voltage pulse of the modulator, acting on the oscillator, 

initiates alter an interval of time t^ a high-frequency pulse at the 

oscillator output (Figure 3.3, b). The radiated high-frequency pulse 

have an additional time delay equal to the delay time of the 

pulse in the station waveguide. The radiated high-frequency pulse and 

the high-lrequency pulse reflected from the object at the reception 

point are shown in Figure 3*3, f. The video pulse from the target 

which is observed on the radar indicator will have a time delay with 

respect to the high-frequency pulse equal to the sum of the transit 

time of the pulse in the waveguide, receiver and indicator of the 

station (t.j . tpec2). 

As follows from Figure 3.2 the time interval between the 

transmitter forward pulse and the video pulse from the target, which 

determines the measured distance, will equal 

t9 — 

where tm is the time of the pulse delay in the circuits of the 

modulator; 

tg is the time interval between the modulator pulse and the 

oscillator pulse; 

are delay times of the forward and reflected pulses 

in the waveguide channel; 

t is the transit time of the high-frequency pulse from tne 

radar antenna to the target and back again; 

trec 2 ls the delay tlme ^ tbe reflected pulse in the receiver 
and indicator circuits; 

tfi Is the delay time of the submodulator leakage pulse 

(forward pulse) In the receiver and Indicator circui*-. 

The range corresponding to this time interval wUl equal 

0,-0.+ 4- |<C+ 'r> + (/„ + f,.) + ('„h - /.„)]. 
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The systematic error in determining the range which arises when 

making the measurement will correspondingly equal 

AD = (tur 2/, -j- /upi fu»i)-J“ ^e. 

where 

fi»r = fi»-Wrî 

Prom expression (3.2) and the diagrams of Figure 3.3 it is seen 

that the systematic error in the measurement of the range is determined 

by the time delays of the signal in the modulator stage, the oscil¬ 

lator stage, the receiver device and the antenna-waveguide channel. 

From an investigation of the diagram it also follows that with a change 

of the time delays t0, tam and tfl, the systematic error is not changed 

because the time tp remains constant. The'delays of the submodulator 

leakage pulse and of the reflected pulse in the video-frequency ampli¬ 

fier stages are equal, as a consequence of which, as follows from 

expression (3.2), they compensate one another. Consequently a change 

of the time delays in the video signal channel also does not show up 

in the size of the radar systematic error. In both cases, a displace¬ 

ment of the range marker line in respect to the front of the transmitter 

forward pulse takes place. This is illustrated by Figure 3.1* from which 

it follows that a change of the time delays tQ, tsm and tfl leads 

(with a fixed range to the object) to a displacement of the video 

pulse from the target in respect to the marker line, and consequently 

to an error in the range measurement. 

The error aDq, as we will show below, may be compensated. It is 

not necessary to determine the systematic error of the range measure¬ 

ment in order to do this. 

Let us discuss in somewhat more detail the components which 

determine the systematic error in a range measurement. 
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Transmit1er 
-Range Marker Line 

•Video Pulse of Target Vide 

Figure 3.¾. The effect of the time delays t0, tgm 

and tfl on the error in the range measurement. 

3.3. The Components of the Systematic Error in 

the Range Measurement 

The systematic error in the range measurement of a radar results 

from two main causes: 

- the presence of time delays in the transmitter-receiver channel 

and the waveguide channel of the station; 

- the emergence of an error when measuring the time delay of the 

pulse from the target with reference to the transmitter forward pulse. 

In connection with this the time delays in the circuits for the shaping 

and reception of the pulse signals are the main source giving rise to 

the systematic error. 

Let us investigate the components of the systematic error in the 

range measurement. 

The Pulse Delay in the Modulator and Oscillator 

The passage of the signal in the transmitter is connected with 

the greatest transformation of its shape (amplitude and duration). 

The total delay is made up of delays in the submodulator, modulator 
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and oscillator. It is legitimate to sum the delays because the pulse 

moves along the channel sequentially from stage to stage. Obtaining 

an analytical relation for the delay of the pulse in the modulator and 

oscillator is a complicated problem. The time' delays basically are 

determined by the conditions of the tubes in the trigger circuits and 

by the delay of the pulse in the artificial delay lines, in the pulse 

transformer and in the magnetron oscillator. 

The finite steepness of the pulse fronts leads to a delay in the 

triggering of the submodulator blocking oscillator’s. 

Thyratrons, performing the role of commutator, create a time 

delay resulting from the ionization time. Thus, for example, the 

time delay of a pulse in a hydrogen thyratron does not exceed 0.1 

microsec, and the fluctuations of the delay time which are caused by 

a change of the anode voltage are no larger than 0.07 microsec. 

The delay in a long artificial line is commensurate with the 

duration of the pulse being shaped. A considerable delay is caused 

by the rise time of the modulating voltage pulse to the critical value 

at which generation of the high-frequency pulse by the magnetron beings. 

The total time delay in the modulator and oscillator usually does 

not exceed 0.3-0.6 microsec. 

The Delay of Radio Pulses in a Radar Waveguide 

The group velocity of a radio pulse with its propagation In a 

waveguide equals 

where is the wavelength in the waveguide; 

c is the speed of light. 
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In turn the wavelength In the waveguide is 

»here a is the dimension of the long side of the waveguide cross 

section. 

Consequently, the delay time of the forward pulse and the 

reflected pulse in the waveguide is 

2/.t= 7%" 
This delay Is different depending on the construction of the1 

radar and the position of Its Instruments. 

The delay time of the radio pulses In the waveguide may vary as 

. consequence of a change In the length of the waveguide or of the 

transmitter frequency. These changes are so Insignificant while, 

radar Is being used that they need not be taken into account. The 

delay of the radio pulses In the radar waveguide may be considere 

practically constant. 

Delay of the Reflected and ForwardJ ajscsjjl 

the Receiver Circuits 
I 

As was indicated above, the delays of the reflected and forward 

pulses in the video-frequency amplifier stages are equal. «»O 

they have no effect on the radar systematic error when measuring the 

range. Therefore let us evaluate the delay of the reflected pulse only 

in the circuits of the Intermediate-frequency amplifier (1-f “P“rte 

As 1. known [191, «ben a resonance frequency voltage jump Is .ed ... 

the input of the resonance amplifier, the middle of the front o, tac 

output voltage bulld-up will correspond to the group delay time irom 

this It follows that the middle of the leading front of the reflec.ed 

pulse at the amplifier output also will correspond to the group delay ^ 
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Mme in the case being investigated. It is convenient to expbess the 

group delay associated with a given pass band of the fecelversf by 

the dlmens'lonleaf quantity AftQ. 1 ., 

f For an 1-f resonance amplifier (Figure 3.5) ® t^valÍr 

large number oftstagès the approximation equation of t 9]_ , • 

¡ tiÍtt^±-V2ñ\ñS^. 

i ' i . 
where t0 is the gro^p delay time1; 

n is¡the number of amplifier stages, 

S is the disparity of the. ampliCier amplification factor. 

L i • 

If the receiver páss bánd is 

related to a disparity of the ampli¬ 

fication factor of Sâ--=VT » whlch 

correpponds to a drop of the fre¬ 

quency characteristic of 3 4B, then 

?iguçe 3.5. The pircuit of ! 
a resonance amplifier stage. A/f.=0.265/«. (3.3) 

This equation shows that with an increase ¿n the number of i-f 

impllflerf stages, the delay 'Increases in proportion to ” 

of the number of Stages, figure 3.6 presents a graph «hlch illustra 

the character of the increase1 of the delay time as a 

number of stages with a given pass band of the receiver. 
i 

•Por a band-pass amplifier «1th two coupled circuits <FlgureJ'’’' 

having a iarge numbeh of stages, the following approtlmation equation 

is valid ' . 1 i 

i ¿ft' (2 In sjw*. 
it' m 

—— 1 
• If one assumes^ as befqre, that S4«|^2e,then 

’ <3.4) 
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Figure 3.6. The delay time as a 
function of the number of stages 
n of a resonance amplifier. 

Figure 3.7. The circuit of a 
band-pass amplifier with two 
coupled circuits. 

ft - 

i— 

5*- 

— 

The graph of Figure 3.8 illus¬ 

trates the character of the increase 

of the delay time with a given pass 

band of the receiver as a function of 

the number of stages for a band-pass 

amplifier with coupled circuits. 

From a comparison of expressions 

(3.3) and (3.4) and also of Figures 

3.ó and 3.8, one may come to the con¬ 

clusion that for a band-pass ampli¬ 

fier the delay time increases with 

an increase in the number of stages 

more rapidly than for a resonance 

amplifier, and for the same number of stages the delay time of a band¬ 

pass amplifier is larger. Thus, for example, when n » Ö for a 

resonance amplifier, Aft^ ■ 0.75, and for a band-pass amplifier, 

Aft0 - 1.95. In this case the delay time for a band-pass amplifier 

exceeds the delay time for a resonance amplifier by a factor of 2.6. 

Figure 3.8. The delay time as 
a function of the number of 
stages n of a band-pass amp¬ 
lifier with coupled circuits. 

The stability of the delay value of the reflected pulse in the 

receiver circuits depends on the stability of the receiver pass band 

As »ras shown sbove, it is high snd consequently the constancy of the 
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delay value of the reflected pulse in the i-f amplifier circuits also 

is great. 

The time delay of a transmitter forward pulse t^ may be deter¬ 

mined from the following considerations. The transmitter forward 

pulse appears on the range indicator screen as a consequence of the 

fact that the submodulator pulse acts on one of the stages of the 

intermediate-frequency amplifier. This action may be investigated as 

a single Jump of constant voltage, under the influence of which natural 

oscillations arise in the circuit of one of the stages of the inter- 

mediate-frequency amplifier. These oscillations are the inputs for 

the next stage. The delay time of the transmitter forward pulse tfl 

will, consequently, equal the group delay time in (m - 1) stages of 

the intermediate-frequency amplifier since the stage in which the 

impact excitation circuit is introduced does not result in a delay. 

The path of the action of the submodulator's pulse in the intermediate- 

frequency amplifier naturally depends on the structural features of 

the submodulator and amplifier and their relative arrangement, and 

therefore it may differ not only in radars for various purposes but 

even in radars of the same type. As a consequence of this, the 

quantity (m - 1) — the number of stages participating in the ampli¬ 

fication process of the transmitter forward pulse — must be deter¬ 

mined experimentally. As in the previous case,there is no basis for 

considering that this time may vary while the radar is being used. 

Let us analyse the components of the systematic error connected 

with the process of measuring the time delay of the pulse from the 

target with reference to the transmitter forward pulse. 

The systematic errors which arise in this case depend on the type 

of device which carries out this measurement. Such devices have 

acquired the name of variable time delay devices. Wide application 

is being found for variable time delay devices which use the method 

of changing the phase of a standard frequency sinusoidal veltage. 

! 
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When reading the distance, the time from the beginning of the 

transmitter forward pulse to the beginning of the pulse from the tar¬ 

get is compared with the number of cycles of this standard frequency 

[39]. These devices are characterized by a small error in measuring 

the time delay, by an extremely smooth variation of the delay, and 

by the possibility of obtaining high rates for the delay change. A 

quartz-crystal oscillator as a rule is used as the standard frequency 

sinusoidal voltage oscillator in such circuits (Figure 3-9). This 

same quartz-crystal oscillator is simultaneously used as the source 

of the synchronizing voltage. The high accuracy of the range measure¬ 

ment is achieved because of the high stability of the quartz-crystal 

oscillator frequency. The sinusoidal voltage is sent to the phase 

splitter, at the output of which voltages are taken with phase shifts 

of 90, ISO, 270 and 36O0 with respect to the input voltage. The 

constant amplitude voltage with a smootnly adjustable phase taken 

from the phase shifter is used for shaping the delayed pulse?. The 

fine range sweeps and the marker line pulses are formed from these 

pulses. 

The functional circuit of a station range measurement channel 

has two indicators: a coarse range indicator (CRI) and a fine range 

indicator (FRI). Such a functional circuit, which also has a variable 

time delay device of this type, is shown in Figure 3-10. This cir¬ 

cuit consists of five main channels which are designed for shaping: 

- the transmitter triggering pulse; 

- the sweep voltage for the "coarse range ; 

- the selector pulse; 

- the sweep voltage for the "fine range"; 

- the marker line pulse. 

In this circuit the moment for triggering tue transmitter 

rigidly tied in time to a specific phase of the sinusoidal voltage 

of the quartz-crystal oscillator. In order to Increase the precision 

of the adjustable delay time, the frequency of the quartz-crystal 

oscillator exceeds the repetition frequency of the main pulses Fp by 
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a factor of n; therefore, frequency division is carried out in the chan¬ 

nel for shaping the transmitter triggering pulse. When this is done, 

the frequency of the main pulses turns out to be n times smaller 

that is, equal to P . When removing the systematic error, it is 

necessary to observe the leading front of the main pulse on the fine 

range indicator, FRI. Consequently the transmitter must be triggered 

with a time delay with respect to the leading front of the frequency 

divider pulse. This delay is achieved by means of a selector (Figure 

3.10). 

¡Sinusoidal 
¡voltage 
oscillator 

Phase 
splitter 

"Z Phase 
^ shifter 

Stage for 
shaping the 
delayed 
pulses_ 

Figure 3.9. The functional circuit of a 
variable time delay device. 

The output pulses of the frequency divider trigger the sweep and 

brightening circuit of the coarse range indicator, CRI. All the 

distances are simultaneously scanned on this indicator, whereas on 

the fine range indicator, a limited part of the distance is scanned 

on a large scale. The selection of the distance on the CRI sweep 

which is to be scanned on the FRI and the brightening of the working 

part of the range sweep of the FRI is achieved by a signal selector 

(Figure 3.10). In order to have the brightening pulse coincide in 

time with the working part of the FRI range sweep, the signal selector 

also is triggered by the standard frequency pulses which are shaped 

from the phase shifter voltage. The repetition frequency of the 

selector pulses equals the repetition frequency of the radar main 

pulse. 

Shaping the sweep voltage for the fine range and the marker line 

pulse is accomplished, as we already showed above, from the constant 

amplitude voltage with the smoothly adjustable phase taken from the 

phase shifter. The phase shifter shifts in time the sweep and range 

marker line of the FRI by the distance being read off from the distance 

data unit (Figure 3.10). 
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Figure 3.10. The functional circuit of a device for 
measuring the range in a station having CRI and FRI 
indicators. 

1 - Quartz-crystal oscillator; 2 - Phase shifter; 3 
Phase shifter; 4 - Range sweep circuit for the FRI; 
5 - Range marker line circuit for the FRI; 6 - 
Sharpener 1; 7 - FRI; 8 - Phase shifting circuit; 9 
Sharpener 3; 10 - Sharpener 2; 11 - Signal selector; 
12 - Wave of the target and brightening signals; 13 
From receiver output; 14 - Selector; 15 ~ Frequency 
divider; 16 - Mechanical device; 17 - Control wheel; 
18 - Distance data unit; 19 - Transmitter triggering 
20 - CRI sweep and brightening circuit; 21 - CRI. 
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The sources which give rise to systematic errors in such 

circuits are: 

- instability of the quartz-crystal oscillator frequency; 

- noncorrespondence between the rotor rotation angle of the 

phase shifter and the phase of the voltage at its output; 

- the error in matching the range marker line with the front of 

the transmitter forward pulse; 

- the error in removing the systematic error because of an 

inaccurate setting of the quantity AD on the range scale; 

- errors in determining the range which arise with automatic 

tracking of a target and the transmission of data along the synchronous 

transmission line. 

Let us analyze these errors in somewhat more detail. 

The instability of the quartz-crystal oscillator frequency,. A 

deviation of the quartz-crystal oscillator frequency from the rated 

value leads to a systematic error in measuring the time delay between 

the transmitter forward pulse and the pulse reflected from the target: 

àürDm. 
Im* 

where Af is the deviation of the quartz-crystal oscillator frequency 
qo 

from the rated value; 

f is the rated value of the quartz-crystal oscillator 
qo 

frequency; 

Ds is the range from the scale. 

The relative instability of the quartz-crystal oscillator 

frequency is characterized by the quantity I—2) 1Ó-* . From this 

it follows that the systematic error of the time delay measurement 

even with maximum range to the target does not exceed several meters. 

Noncorrespondence between the rotor rotation angle of the pha_se 

shifter and the phase of the voltage at its output. In order to change 
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the phase of the sinusoidal voltage, one may use the following types 

of phase shifters: bridge circuits consisting of active and reactive 

resistances (elements) potentiometric inductive or capacitive phase 

shifters. The capacitive and inductive phase shifters are the most 

modern ones. 

The phase of the sinusoidal voltage at the phase shifter output 

during the distance measuring process must vary in strict correspon¬ 

dence with the rotor rotation angle of the phase shifter. However, 

under actual conditions, noncorrespondence occurs between the rotor 

rotation angle of the phase shifter and the phase of the voltage at 

its output. The reasons for this noncorrespondence are the inaccu¬ 

racies in manufacturing the phase shifter and the changes of the phase 

and amplitude of the voltages sent from the phase splitter during 

operation. The measured range to the target is connected with the 

phase shifter rotor rotation angle + by the relationship 

A,*, 

where m is the number of whole cycles of the alternating voltage; 

^qo Peri°d of the voltage from the quartz-crystal 

oscillator. 

The voltage period of the quartz-crystal oscillator is 

where n is the frequency division factor. 

The true distance to. the target corresponds to thç phase shift 

angle ♦p. Consequently 

The systematic error in determining the range which arises 

because of the errors of the phase shifter equals 
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where A* =■ * - $p is the error In the amount of the phase shift. This 

phase shift error may reach values of 0.25 - 0.5°. 

The error ÛD h may be reduced, as follows from the last expression, 

if one increases the frequency of the quartz-crystal oscillator. How¬ 

ever, this is not always possible, since the fine range sweep is 

shaped, as a rule, from the same voltage (Figure 3.10). An Increase 

of the quartz-crystal oscillator frequency leads to a proportional 

decrease of the range being simultaneously observed on the fine indi¬ 

cator, because the latter range is connected with the period of the 

sinusoidal voltage by the relationship 

Let us estimate the error in determining the distance which arises 

because of phase shifter errors. As an example, let us assume that 

d = 3 km, and A*0 = 0.5°, then AD . » + 8.3 m. 

• 

Figure 3.11 shows typical graphs characterizing the errors in 

the phase shift value as a function of the rotor rotation angle of a 

capacitive phase shifter. As follows from the figure, the error has 

a periodic character. The systematic error in determining the dis¬ 

tance because of phase shifter errors consequently may be reduced. 

In order to do this, it is necessary to determine the systematic error 

several times at distances which are within the limits of the range 

corresponding to the same period of the quartz-crystal oscillator. 

Thus, for example, if —When measuring the range to three objects 

which satisfy this condition — systematic errors equal to AD^ AD2 and 

A3 are obtained, the resulting value of the systematic error should be 

taken as equal to the arithmetic mean 

40.+ AO, + AD, 
AO —-J • 
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In this case, the error introduced by the phase shifter is 

averaged. 

Figure 3.11. The error in the 
magnitude of the phase shift 
as a function of the rotor 
rotation angle cf the phase 
shifter. 

is matched with the leading front of 

The error in matching the 

range marker line with the front 

of the transmitter forward pulse. 

When setting the conditional 

zero of the range, about which 

we will have more to say later 

on, in order to eliminate the 

systematic error in determining 

the range from the measurement 

results, the range marker line 

the transmitter pulse. 

Several factors affect the size of the error in matching the 

range marker line with the leading front of the transmitter pulse: 

1. The transmitter forward pulse marking and the electronic 

marker line do not have clearly expressed matching points. 

2. The electron beam which shapes the transmitter forward pulse 

and the marker line have a finite diameter. 

3. The noise voltage at the receiver output changes the point 

at which the marker line is matched with the transmitter forward pulse. 

Thus the following error occurs 

ADe = ±: dp -y-, 

where d is the range corresponding to the length cf the fine range 
P 

sweep; 

is the error in matching the range marker line with the leading 

front of the transmitter forward pulse; 

I is the sweep length of the fine range Indicator. 
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In the absence of noise, the error in matching the range marker 

line with the leading front of the transmitter forward pulse Al is 

determined basically by the rise time of this pulse, and is approxi¬ 

mately 0.1 of the pulse front duration. 

The magnitude of the error depends on the sweep scale of the range 

indicator, and the subjective characteristics of the operator. In 

order to reduce the error, it is advisable to have a large sweep scale 

and to use a fine range indicator with an electronic marker line. It 

is advisable to establish the zero range during preventive inspections 

with a fixed amplification of the receiver. 

The error in removing the systematic error because of inaccurate 

setting of the quantity AD on the range scale. This error lies in 

the limits of a scale division of the fine range scale. All the 

values of this error have the same probability — that is, they are 

subject to the law of uniform distribution. The mathematical expec¬ 

tation of the quantity AD consequently equals half of a scale division 

of the fine range scale. 

The error in transmitting data along the synchronous transmission 

line. This error depends on the direction and speed of the target. 

Consequently, it cannot be eliminated. 

Of all the listed components of the systematic error, the error 

resulting from the noncorrespondence between the phase shifter rotor 

rotation angle and the phase of the voltage at its output is the 

greatest, but even it is not large as was shown above. 

The analysis conducted shows that the main source of systematic 

error in the range measurement of radars making a fine measurement of 

the target coordinates Is the pulse delays in the transmitter- 

receiver channel and the wave-guide channel. The size of the radar 

systematic error usually is within *10 - 80 m. 
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The systematic error in determining the range also depends on the 

length of the waveguide, as a consequence of which it must be deter¬ 

mined and eliminated to the maximum possible accuracy when initially 

installing the radar. 

However, while the equipment is being used a change in the time 

delays occurs, and consequently the systematic error of the range 

measurements change. Slow changes take place because of gradual 

changes of the component parameters, and discrete changes take place 

when parts are replaced. Since it is not possible to continuously 

monitor and remove the systematic error while the station is being 

used, an accumulation of errors occurs. The stability of the system¬ 

atic range error in time and also under various operational conditions 

is a very important parameter. The stability of the systematic range 

error is determined as frequently as necessary. This is done while 

the equipment is being used to monitor the error. When the frequency 

of the preventive inspection is specified, it is necessary to deter¬ 

mine what value this error may reach during the period. It is neces¬ 

sary to consider the fact that, since the systematic error in deter¬ 

mining the range is determined by measuring this quantity with the 

radar station itself, the error will change when the measurements are 

repeated. The systematic errors will have differences which are of a 

random character. 

3.J». Determining and Removing the Systematic Error 

in the Range Measurement 

In order to find the systematic error, it is necessary to know 

the range measured by the radar and to compare this with the range 

to the target determined by another more precise Instrument. This 

value of the range is taken as the true value. 

Let us investigate several possible methods for determining the 

systematic error in the range measurement — the geodesic method, the 

method of two radar stations, and the instrumental method. 

FTD-HC-23-722-71 179 



PHW - --- 

The Geodesic Method 

Determining the systematic error 

by the geodesic method is done by 

comparing the distances to the object 

as measured by the radar and by the 

geodesic method. The distance 

measured by the geodesic method is 

taken as the true distance. 

The geodesic distance may be 

determined, for example, from the 

measurement data of theodolite sta¬ 

tions. In this case, theodolite 

stations which determine the bear¬ 

ing to the radar-equipped ship and an ancillary ship (Figure 3-12) 

are established on the coast. The cross bearings using the theodolite 

stations TSj^ and TS2 must be performed simultaneously with the dis¬ 

tance measurements to the auxiliary ship, using the radar on the ship 

being checked. The systematic error in the range measurements nay be 

determined from the equation 

AD=S—^-. 

where D is the distance between the radar-equipped ship and the 
*1 

auxiliary ship as measured by the radar; 

D is the distance between the ships determined on the basis 
gi 

of the geodesic measurements; 

n is the number of measurements. 

The complexity of organizing the measurements and the dependence 

of the error on meteorological conditions are basic defects of this 

method for determining the systematic error. The systematic error may 

be determined more simply by measuring the range to a stationary local 

object. The following may be used as such an object: 

Figure 3.12. Determining the 
systematic error of a station 
by the geodesic method. 
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- an object which can clearly be seen by the radar station which 

ia practically a point object (a chimney, lighthouse, etc.)i 

- a reflector especially set up on the shore or on a breakwater; 

- a ship. 

The signal from the object whose range is being measured naturally ! 

should not be masked by signals reflected from the vicinity, or some 

other objects. i 

The systematic error in the range measurement may be determined 

with a sufficiently large number of measurements as the distance 

between the arithmetic mean of the range measurements and its actual 

value as found by the geodesic method; . 

where Dr is the distance as measured by the radar; 

Dq1 is the distance determined by the geodesic method. 

Let us use this method for determining the systematic error of 

both shore-based radars and also shipboard radars. The ship with the 

radar being checked must lie near a mole or a sea-wall. The precision 

in determining the systematic error will be larger, the smaller the 

error of the radar distance measurement, and the larger the number of 

measurements. • 

The Method of Two Radar Stations 

I 

We use this method for determining the systematic error of ship¬ 

board radars. Three ships participate in the measurements, one of, 

which carries the radar being checked (C). On another, there is a 

monitoring radar (M). The third ship is an auxiliary ship (A) (-Igure 

3.13). When making the measurements, the possibility of drift and sway 

ing of the ships must be eliminated. The systematic error is measured 

in the following way. Measurements of the distance to the auxiliary 

181 FTD-HC-23-722-71 
I I 





..........«PW«...I.. ..... ip»r 

is found to be within the limits of the range corresponding to one 

voltage cycle of the quartz-crystal oscillator. 

The necessity of making special provisions, the complexity of the 

organization for performing the measurements and the effect of meteo¬ 

rological conditions on the precision of the results constitute the 

main disadvantages of this method for determining the systematic error 

The Instrumental Measurement Method 

For the instrumental method of determining the systematic errors 

of radar stations, a systematic error meter may be used. 

Figure 3.1^ shows the block diagram of the instrument. It 

consists of three main parts: a high-frequency unit, a marker gene¬ 

rator and an oscillograph. It may operate both with radiation into 

space and also without radiation into space. In the first case, it is 

connected with the output of the radar directional coupler, and in 

the second case it is coupled with the radar by means of an antenna. 

The radar high-frequency pulses are sent either through the 

directional coupler or through the horn antenna to the input of the 

instrument high-frequency unit where attenuation and rectification 

take place. The video pulses are sent to an oscillograph for trig¬ 

gering the sweep circuit and to the marker generator. The marker 

generator generates a series of video pulses with a rigidly fixed 

interval between them. These video pulses are sent to a klystron 

oscillator and produce a modulation of its high-frequency oscillations. 

The re-emitted high-frequ.ency pulses are sent through the directional 

coupler (or through the horn antenna) to the receiver input and then 

to the radar indicator (Figure 3.15). The high-frequency pulses in 

addition are rectified and sent to an oscillograph with a fast sweep. 

A special sinusoidal-signal calibration oscillator installed in 

the oscillograph enables one to determine the time delay in the 
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Figure S.li». Block diagram of 
a systematic error meter for 

a radar. 

Figure 3.15. Pulses from the 
meter on a radar indicator 
screen. 

instrument itself tder The time interval between the beginning of 

the transmitter forward pulse and the beginning of the first marker 

pulse is 

<'■ 

where t is the time of the pulse delay when it passes through the 

transmitter-receiver channel and waveguide channel of the radar in 

the forward and reverse directions, which causes systematic errors in 

the range determination. 

Consequently, 

from this the systematic èrror for the range can be determined: 

AO = D'm — D, — 

where D0 is the distance between the radar antenna and the horn 

antenna of the instrument h-f unit; 

D* is the distance measured by the radar to the first marker 
P 
pulse. 
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If the systematic error of the measurement Is performed for the 
K-th marker pulse, then 

In order to eliminate the error Introduced Into the measurement 

results by the radar phase shifter, the systematic error measurement 
!• performed for five markers. 

The advantages of this measurement method are: 

- the possibility of measuring the systematic error both In 

determining the distance and also In determining the angular coordln 
ates; 

- the high accuracy In determining the systematic errors; 

- the possibility Of determining the systematic error without 
radiation Into space; 

- no special provisions are required; such as establishing a 

geodesic link between local promlnances or objects; 

- the possibility of eliminating the errors introduced by the 

p ase shifter unit from the measurement. 

The disadvantages of the measurement method being investigated 

- the necessity of closely linking the instrument to the radar 

e ng checked which, for example, under the conditions aboard ship 

1» not always convenient; 

- the complexity of preparing and tuning the instrument when 
making measurements. 

In order to check redor etetlon. for diet«,« mee.ur.mant., one 

mey eleo uee ultreeonle renge cellbretor. In principle. 

Figure 3.16 show, the echemetlc diagram of an ultra--r.ic range 
cellbretor. It conal.t. of . number of ultreeonle d.ley Une. (DDL), 
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each of which delays the pulse for 

a specific time interval. The signal 

delay time in the acoustic line td 

depends on its length I and on the 

propagation velocity of the ultra¬ 

sonic oscillations in it v, that is, 

,.-4- 

Figure 3.16. Schematic diagram 
of an ultrasonic range cali¬ 

brator. 

The range calibrator is connec¬ 

ted to the intermediate-frequency 

amplifier circuit (Figure 3-17). 

When an impulsive excitation pulse, 

— - ‘ consequence of '“-/^^^r^irerrsrrirs'ofMes" 
the calibrator input, the calibrator intervals. 

:0;::h: —t.r puise. he 

rrcancon pulses, ue can .efennlne 

range determination* ultr are înTn. rom of portable instructs and also Instruments which 
built into the radar. 

The small overall size and weight, the .ImpUclt^of^he^couplthg 

With the radar and the absence of a power supp y aouro 

which recommend the use of such a measuring dev ce. 

The station systematic error in the range measurement must be 

eliminated from the measurement results with th. ^ thl., 

degree of accurac, bran.mllt.r pulse 
it in necessary that when the leading eug«. ^ 
it is necessaxy reading on the range scale 

rr/or:: :: 0^ - 

This reading Is designated the conditional zero, of ra_L 
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Transmitter 
i-f 

preamplifier 

Detector and 
rectifier unit 

-. Indicator' 

i-f amplifier 

UDL 

Figure 3.17. The circuit for connecting an 
ultrasonic range calibrator to a i-f 
amplifier channel. 

As follows from Figure 

Conditional 3 jn three methods for remov- 
Zero of ’ 
Range ing the systematic error from 

the range measurement are pos- 

m slble In principle. 
Transmitter K 

“forward pulse 

1. On the FRI, the leading 

front of the transmitter forwara 

Figure 3.I8. The diagram illus¬ 
trating the elimination of the 
systematic error in a range 
determination. 

pulse Is super-imposed on the 

range marker line. After this, by 

means cf a special mechanical 

device, the distance data unit 

is disconnected from the phase 

shifter. By turning the control wheel, a reading corresponding to the 

conditional zero of the range is established on the range scale. 

2. A reading corresponding to the range conditional zero is set 

on the range scale. By changing the sinusoidal voltage phase of the 

quartz-crystal oscillator by means of a phase-shifting circuit, delay 

of the transmitter triggering pulse is achieved with respect to : ne 

pulse for triggering the fine range indicator sweep. Thus, the leading 

front of the transmitter forward pulse is matched with the range marker 

line. In this case, the peak voltage of the quartz-crystal <scillator 
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must enter the selector, not from the sharpener 2, but through a 

phase-shifting circuit, and the auxiliary sharpener 3, as is shown in 

Figure 3.10 by the dashed line. 

3. The leading edge of the transmitter forward pulse is matched 

with the range marker line on the fine range indicator. By rotating 

the scale of the fine reading selsyn, a reading corresponding to the 

range conditional zero is established. 

It is advisable to measure the systematic error in the range at 

the manufacturing plant and after mounting the radar on the object. 

As was already established, the stability of the systematic error 

in time and under various operational conditions is great. Conse¬ 

quently, it is inadvisable to measure the systematic error of the 

range determination during operation. 

as was shown in I 3.2, a change of the time delays in the stages 

of the synchronization unit, modulator and receiver device, leads to 

a displacement of the range marker line with respect to the front of 

the transmitter forward pulse and to the emergence of an error when 

measuring the range (Figure 3.1»). Therefore, during preventive inspec¬ 

tions, it is necessary to monitor the removal of the systematic error 

regularly, that is, to check that — when the leading front of the 

transmitter forward pulse coincides with the marker line of the fine 

range indicator — the reading on the range scale corresponds to the 

conditional zero of the range. 

3.5. Systematic Errors When Determining 

the Direction to an Object 

On a ship, the radar stations are both interconnected and also 

connected with numerous shipboard systems which use, in one form or 

another, data sent from these radars. In addition, data on the angular 

coordinates of objecta also enter these systems from optical facilities 

FTD-HC-23-722-71 
Iftfi 



of che ship. As a consequence, the ship radar must be matched with the 

optical devices — that is, the electric axes of the radar antennas 

must match the axes of the optical devices. Only in this case will 

the radars and optical devices give the same readings when measuring 

the angular coordinates of objects. A preliminary condition for doing 

this is the matching of the optical-mechanical axes and electric axes 

of antenr.a devices. This is done in the radar manufacturer's plant. 

In order to do this, an auxiliary optical device is used — a cold 

adjustment tube (CAT) which is mounted on the radar antenna. During 

the complete tuning of the equipment at the plant, the axis of this 

device must be aligned with the electrical axis of the antenna. This 

is accomplished by repeatedly directing the radar and the auxiliary 

optical device to a distant object with small angular dimensions, and 

removing the misalignment between the optical axis of the device and 

the antenna electrical axis with the maximum possible accuracy. Alter 

this, the position of the optical device holder is rigidly fixed, and 

the residual systematic error is recorded in the radar logbook. 

Subsequently, when mounting a radar on a ship, the alignment of 

the ship's optical facilities and the auxiliary optical devices mountea 

on the antennas is achieved by ordinary methods. When this is done, 

the residual systematic errors not removed at the plant are taken into 

account. 

Instrumental systematic errors in measuring tne direction are due 

to two main causes, which depend on the parameters of the receiver- 

indicator device, and the mechanical features of the antenna devices 

and the devices for horizontal levelling and orientation of the antennas. 

Thus, for example, the systematic errors which arise when measuring 

the direction by bisecting a signal arise as a consequence of : 

- the asymmetry of the main lobe of the radar antenna directional 

pattern; 

- the nonlinearity of the time sweep within the limits f the 

marking from the object; 
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. the error In the time of shaping the electronic "^er line: 

::=rr:r:‘r:::rr.rr:::.:. ....... 
•“ r, “r ....,»...... 
of the marking from the object. 

When the optical-mechanical axis is aligned w^th electri 

axis of the antenna, part of these errors are eliminate . 

The nature of the Instrumental errors arising let.rmlnlng 

the direction, »hlch depend on the mechanical proper t 

antenna systems and the systems for the orientation and sta 

of them, is extremely diverse and peculiar to each station. 

One of the sources of systematic errors In determining the 

direction la the elastic deflations of ^ 

radar antenna-rotation device due to the erf 3y3tematlc 

inertial loads and weight loads. Por example, the cause of y 

imprecise centering f error anlountln6 to values of 1.5 

“ a degr/.. Which certainly must he considered in a num- 

ber of systems. 

imorecise horizontal levelling of antenna systems also leads to 

1 P wh#n measuring direction. When mounting a radar on 
aystematic errors .hen mea8Uring whlch lnclude8 the following 
a ship, the antenna systems are aligned, whi 

steps ; 

- checking the precision of the horizonte! levelling of the 

ante™\^™ining the systematic error in the bearing angle 

of elevation; 
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- removing the systematic errors In the angles. 

During the radar operation, the alignment must be periodically 

checked. Therefore, the systematic errors In the angles must be 

determined and eliminated with the maximum possible accuracy. 

The following methods are possible for determining the systematic 

error In the bearing angle: 

- the method of measuring a distant object; 

- the instrumental measurement method. 

The Method of Measuring a Distant Object 

The rrdar systematic error in the bearing angle on the basis of 

a distant coastal object Is determined by comparing the bearing angle 

values measured by the radar and an optical sighting device. The 

arithmetic mean of the bearing angle, obtained when making measure¬ 

ments with the optical sighting device, is taken as the actual bearing 

angle. 

A single coastal reference point or a special reflector 

observable on the radar indicator screen and visible to the optical 

sighting device is usually taken as the distant object. The cbject 

must be far enough away from the radar that its angular dimensions 

are such that it can be considered a point target. In that case, when 

the radar antenna end the optical sighting device coincide, the system¬ 

atic error may be determined from the expression 

where Aqh is the deviation of the target from the sighting dc 
D i 

axis when the radar is precisely directed at the object. 
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If che radar antenna and the optical sighting device ar*i offset 

* 

(3.6) 
-rt*. • 

where Qr, is the bearing angle measured by the radar; 

qb is the bearing angle measured by the optical sighting device; 

a 3 is the parallax error. 

In this case, the parallax error connected with the fact that the 

radar antenna and the optical sighting device are offset must be 

eliminated from the measurement errors. 

Instrumental Measurement Method 

Measuring the systematic error by the instrumental method 1-. 

performed in the following way. 

The remote high-frequency part of the instrument is set up In 

such a way that the instrument horn antenna is directed toward the 

radar antenna. In that case when the systematic error of a ship¬ 

board radar is being determined, care must be taken that there are no 

masts, superstructures, or other obstructions between the station 

antenna and the instrument horn antenna, as such obstacles will 

distort the antenna directional pattern. As a consequence of tais, 

they will introduce an error into the measurement. The effect of the 

ship superstructure and masts on the operation of radar stations was 

investigated in [28). 

The remote part of the instrument must be located at a disté.;.ce 

from the radar antenna which will satisfy expression (2.39). For 

synchronizing the instrument, triggering pulses are sent from the 

station along a special cable. The bearing angle to the instrument Is 

measured by means of the radar and the optical sighting device (Figure 

3.19, a). The value of the angle measured by the optical sighting 

device 1» taken as the true value. 
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Figure 3.19. Relative position of the radar antenna,1 
sighting device and instrument when determining the 
systematic error in the bearing angle (a) and in the 
elevation angle (b). 

f 

The systematic error in the bearing angle is determined from 

Equation (3-6). After the systematic error of the bearing angle is 

determined, it must be eliminated with the maximum possible accuracy. ' 

The elimination of the systematic error is done by rotating the stator 

of the bearing angle selsyn-data unit by an amount equal to the value 

of the error. When doing this, one must take into account the sign 

of the error. • 

i 

Determining and Removing the Systematic Error 1 

in the Angle of Elevation 
i 

Two methods are possible when determining the systematic error 1 

in the angle of elevation, the same as when determining the systematic 

error in the bearing angle: on the basis of a remote object, ana by 

the Instrumental method. The remote object may be a reflector sus¬ 

pended from pilot balloons which are in free flight, an airplane, or 

a helicopter. The reflector or aerial target is tracked by the radai* 

and the optical sighting device, and on the basis of this, the radar 

systematic error In the elevation angle is determined. i 

The systematic error in the angle of elevation may also be 1 

determined by the Instrumental method (Figure 3.19, b). , 
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The systematic error in the angle of elevation is determined from 

the ¡equation s 

At: 

¿(•n-'s) 

», • • * 
where is the elevation angle njeasur'ed by the radar; 

is the élévation angle measured by the sighting device; 

B is the parallax error. 

f 
I. • 

,When determining the systematic error in 'the elevation angle, it 

is necessary that: i 
i 

i 
1 - The ship superstructure and masts, as much as possible, have 

'no effect on the measurement process; 

2 - The effect df the Earth's surface has no influence on the 
I • , • 

measuremeht results. 

The first requirement is similar to the requirement imposed when 

measuring the bearing angle. Let us discuss in somewhat more detail 

the second requirement. 

i • * ' i 

The determination of a target elevation angle under conditions 

when the influence of the Earth's surface has practically no effect, 

from the point of view of the measurement errors, in no way differs 

from the determination of the bearing angle. The determination of a 

'target elevation angles, when affected by the Earth's surface, leads to 

additional measurement errors, as shown by special studies [28]. 

' , 1 . ! , ‘ 

The additional errors ¡when the radar is directed on targets which 

are at small angles of elevation arise as a consequence of the distor¬ 

tion by the Earth's surface of the antenná directional pattern in the 

vertical plane. Errors arising with this are called measurement errors 

:• of small elevation angles of the target. 

i 
! Figure 3.2Ó shows a typical dependence of the measurement error 

on the angle when determining the direction to an object on the basis 

i ' • 
• . i 
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of the center of the bundle of 

reflected pulses [28j. As Is 

seen from the Figure, the effect 

of the water surface leads to 

the appearance of errors in the 

measurement of small angles of 

elevation. As follows from 

Figure 3.20, determination of 

target elevation angles less 

than ♦q/2 Is practically Impos¬ 
sible, and when determining 

elevation angles larger than 

♦q/2, the error varies and 
decreases periodically with an 

increase of the elevation angle. 

A similar phenomenon also occurs when determining the elevation 

angle on the basis of the equlslgnal zone method. 

The measurement errors of -’Mali angles of elevation are systematic 

external errors. Naturally, it Is necessary to determine the systematic 

error in the angle of elevation under conditions which eliminate the 

distortion of the measurement results because of the coincidence of 

external systematic errors which are not eliminated in the measurement 

process — that is, with angles for which there is "breaking away" of 

the main lobe of tne radar antenna directional pattern from the water 

or Earth's surface in the vertical plane. 

What has been said above concerning determining small angles of 

elevation refers both to measurement of the systematic error on the 

basis of a distant object, and also to the instrumental method of 

determining the systematic error. In order that the instrument iorn 

antenna is located at the required height, its high-frequency unit is 

mounted on a mast, on a ship superstructure, or on a special tower on 

shore. 

Figure 3.20. The error in the 
measurement of a target eleva¬ 
tion angle as a function of the 
size of this angle. The width 
of the radar directional pat¬ 
tern in the vertical plane as 
measured at the zero level equals 

2*o - 3° • 
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After determining the systematic error in the elevation angle, 

it must be eliminated with the maximum possible accuracy. Methods for 

removing the systematic error in the angle of elevation and in the 

bearing angle are the same. 
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/J. MAINTAINING THE RELIABILITY WHEN FAILURES ARISE 

_ Evaluating the States of Radar Elements 

The reliability depends on the quality of the elements used in 

the equipment, their operating conditions, and the construction of 

the equipment. It is characterized by the absence of sudden and gradual 

failures and failures of the "faltering" type. The division of failures 

into sudden and gradual failures, to a considerable degree, is arbi¬ 

trary. The difference between them is that with a gradual failure 

the parameter of the system or element changes slowly, but with a 

sudden failure the change is practically instantaneous (Figure ^.1). 

The methods for detecting gradual failures basically reduce to 

establishing the tendency of the elements' parameters to change. As 

distinct from a gradual failure, a sudden failure may not be detected 

by these methods, since changes of the parameters when a sudden failure 

occurs take place very rapidly. Second, the moments when the failures 

arise are distributed randomly in time. The reason for a sudden failure 

usually is a hidden defect which is not detected before the beginning 

of the equipment's use. 
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Failures or the "falterins" klnU are caused b, ^ 

reversible changes of an element's parameters as a conseq 

change of the equipment's operating conditions. Fa ur 

kind have practical!, no effect on the operation of radars. 

in actual systems, various laus govern the distribution of the 

time between failures. Consideration °[ 

difficult. Therefore. In order to slmpl ^ „laments are 
lions, one usually assumes that the failures 
s^t to an exponential distribution law. the parameter of 

the constant rate of the failures 

».«XtO** w»st. 

The failure rate is connected with the frequency of the fai , o, 

by the following relationship: 

where f(t) Is the frequency (probability density function) of the 

failures; h(i 
P(t) is the probability of trouble-free operation 

element. 

e-v. .vai-« nf failures X is the main index of th 
In practice, the ,,,0« The failure rate 

'Tull“ from the pilot of view of 

“„'reliability. Independently of the other elements ^ . 

but it does not allow one to determine the ^ * Eluate.' 

element on the state of the entire system <■ 
p, the coefficient (or percent) of the failures, bet us assume 

in a certain system the simplest flow of failures Is rea . -• ^ 

the number of failures U, of the various elements of y 
„titubes in the sum the total number B of system failures.that . 

ffi I-1 
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where n is the number of elements into which the system is arbitrarily 

divided (J »1, 2, ..., n). 

The ratio is called the failure coefficient. In connec¬ 

tion with this 

I* 

The failure coefficients are close in their values to the 

relative probabilities of the system's failures which arise as a con¬ 

sequence of breakdowns of its various elements. This may be written 

in the followinp way: 

P(^/X) = Hra 

From this, it follows that the failure coefficients of a system 

which has the simplest flow of failures converge (in terms of proba¬ 

bility) to the relative probabilities of the failures of the system's 

various elements. When making practical calculations, one may assume 

that 

P(AjlX) mj 

/-i 

In [117] the quantities P(Aj/X) are investigated as components of 

a certain additive probability measure which is distributed over the 

set of the system's elements. It can thus be assumed that the set of 

values of P(A^/Xl is the differential series of the distribution of a 

random point of break in the connection between the system elements. 

Thus, the ordered set of the system elements, the relation 

between which may be represented by an oriented graph, is the region 

of possible locations of this point. 

Knowing the structure of the system ano the probabilities 

P(Aj/X) makes it possible to find the probability that the index of 

the break point dees not exceed a certain specified index that is: 
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a 1 Change of an element's parameter 
Suh a'gradual (a) failure and a sudden (b) 

failure. 
At designates the time in which the parameter 

changes with a gradual failure; and Ats desig- 

t.he same time with a sudden failure. 

P(l)- Bep {/ < {} = £ P(AilX). 
/a 

or the probability that the index of the break point «111 be lese 

than 

UT (I) = 1 ~(t) =* Bep {I </}. 

, a. p/ r \ fop f ach element of the 
Having determined the values of PCC) ror ^acn 

system, we obtain the integral function of an. 

random break point on the aet of eyatem elementa. B 

titles PCO, as -111 b. shown below, enables us to select an 

method for searching out malfunctions. 

4.2. Methods for Evaluating the Test Results 

• of Radar Elements 

In order to determine the .tat. of an element, it 1. necessary 

to agree on what characteristic must be taken for this évaluât 1 . 

U. . of »11 the output parameter of the element (or of a 

syat« «V^; is a characteristic of its state, let u. assu. 
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that there is an abstract element, to whose input connections inputs 

are applied in tne form of supply voltages and signals. 

The element is considered in good working order if its output 

parameters are within the limits of the assigned tolerances. An ele¬ 

ment's output parameters go beyond these tolerance limits in the 

following cases: 

_ with an internal malfunction of the element; 

_ With the absence or deviation from the norm of one (or more) 

of the inputs (the signal or the power supply voltage). 

One may introduce the concept of a composite output parameter 

for any radar element. The composite output parameter means the 

totality of all the output signals of a given element. The following 

is known about the composite output parameter of any element: 

1. Limits always exist for the change in this parameter, within 

which the system remains operational. 

2. The element's state may be evaluated on the basis of the 

degree to which the composite output parameter deviates from the norm. 

It is necessary to distinguish between two cases of the deviation 

of an element's output parameter from the norm: 

— the deviation is caused by an internal malfunction of the 

element (all the inputs are within the limits of the norm); 

— the deviation is caused by a distortion or by the absence 

of one or more of the inputs. 

In the first case monitoring the input parameter leads to a 

definite conclusion as to the necessity for the repair (replacement) 

of the element being monitored. In the second case, the element being 

monitored is in good working order, but is not able to funct on 
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normally as a consequence of external causes. Monitoring of the states 

of the elements preceding the element being checked la required. 

Monitoring the states of elements presupposes the presence of 

certain mutually exclusive results (alternatives). The mutual exclu¬ 

siveness of the results is the property of testing (checking), which 

indicates that it is impossible for two different results to appear 

simultaneously. For example, the output parameter is not able to 

simultaneously be within the tolerance limits and also beyond these 

limits . 

The number of mutually exclusive results d of a certain test 

depends on many factors of a technical character and on the training 

of the servicing personnel. Here it is necessary to point out that, 

with the existence of a failure probability for the element being 

monitored, the test may not have less than two mutually exclusive 

results (d ^ 2). On the other hand, an excessive increase of d leads 

to an unavoidable convergence of the mutually exclusive results, so 

that it is difficult to isolate each one from the others. Several 

kinds of test result sets with various values of d are shown in 

Figure 4.2. 

Let us represent geometrically the tests together with their 

possible results in the form of trees (Figure 4.3). Such a represen¬ 

tation enables one to subsequently construct geometric models for 

searching out malfunctions. 

The majority of failures of elements (systems) are irreversible 

failures of a small number of the simplest parts. Therefore, generally 

speaking, the number of mutually exclusive results of the tests of an 

element may be increased to the number of the simplest parts in it. 

However, such an increase is not always advisable, since when there 

is such an increase the obviousness of the test evaluation decreases. 

A binary evaluation of test results (d ■ 2) is the simplest and most 

commonly used in practice. It reduces to the following: when 
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parameter 

parameter 

parameter 

parameter 

Figure 4.2. Examples of test gradation 
according to the number of results: 

a) d » 2 ("in the norm —» not in the norm"); 
b) d ■ 3 ("in the norm — at the limit — 

below the norm"); 
c) d ■ 3 ("below the norm — in the norm — 

above the norm"); 

d) d * 5 ("below the norm — on the lower 
limit — in the norm — on the upper 
limit — above the norm"). 

monitoring the state of an output parameter, the Question arises 
as to whether the output parameter is within the limits of the esta¬ 

blished tolerances or not. The favorable characteristics of an eval¬ 

uation "in the norm — not in the norm" are its simplicity and univer¬ 

sality. Moreover, all the more complicated evaluations (d > 2) in 

the final analysis may be reduced to a binary evaluation (d ■ 2). 

Figure 4.3. Graphical representation of te^ ! . 

20* 
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A3 an example, let us cite the possibility of reducing the evaluation 

shown in Figure M.U (d - 5) to a binary evaluation. The reduction o 

complicated evaluations (d > 2) of test results to binary evaluations 

(d - 2) makes it necessary to divide one test with a complicated 

evaluation into several tests with binary evaluations. 

It will be shown further on that a binary evaluation has sti.i 

another favorable characteristic: when it is carried out. the -et of 

system elements is divided into two nonintersecting subsets. Such a 

division can be used in everyday operation. Thus, a binary eva.u..’.. m 

of test results ("in the norm — not in the norm") .nay serve as the 

basis for constructing any procedure for searching out a malfunction. 

The transition to mere complicated evaluations leads to the necessity 

of increasing the qualifications of the servicing personnel. An in¬ 

crease of the complexity of a test evaluation also is Inadvisatl ' 

automatic monitoring and malfunction searching, since it considerai ! 

complicates the monitoring equipment. 

Í4.3. The Work Involved in Tests 

Each test (check), depending on its specific contents, entails 

a definite amount of work. 

The work involved In a test may be .«pressed In units of the 

working time required for conducting it. In economic calculations, 

it is customary to measure the work in man hours. 

Let us determine the work as the expenditures of time which 

necessary for one man to make in order to carry out the check. Tne 

time expenditures in conducting tests differ for specialists of 

various qualifications. However, one is always able to find a won* 

value calculated for a specialist of average qualifications. 

The sequence of tasks constituting the test may he planned, 

for example, by making use of a network graph. When this is done, ’• 
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Q.
 ■ test as to whether the parameter 

value corresponds to the norm 

jat the 
lupper limit 

at the 
lower limit 

above the 
upper limit 

below the 
upper limit 

the parameter 
Is found In 
the limits 
of the norm 

d * 

Figure The reduction of a complicated 
evaluation (d • 5) to a binary evaluation 
(d - 2). 
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becomes possible to select the most efficient order for conducting 

the tests. Let us designate by tj the work involved in testing the 

Jth element in a certain system. This work consists of two components: 

P J 
♦ t 1 J 

where t . is the work of the secondary tasks (for example, access 

to the Jtn element or to its monitoring point); 

t^ j is the work of the nain tasks (tests). 

The first component of testing work depends on the relative 

position of the system devices and on the convenience of access tc 

the element. The magnitude of the first component depends on the 

construction of the system and its arrangement on the object. 

The second component includes the operation of readying the mea¬ 

suring equipment for connecting to the circuit, and conducting the 

measurements. The magnitude of this component depends on the construc¬ 

tion of the system, the presence of monitoring-measuring equipment, 

and the quality of the technical documentation. 

The test complexity is determined by the number of results d. 

When d ■ 2 ("in the norm —not in the norm"), the check has a lesser 

complexity than, for example, when d = 3. An increase of d leads to 

the fact that the time expended in determining the test results is 

increased. 

On the other hand, as follows from Figure l».1», the use of only 

a binary evaluation (d ■ 2) causes an increase in the number of t*st . 

Thus, the selection of the number of results d of a test substantia 

affects the work. Tests may be divided into various groups: 

_measurements using portable monitoring-measuring instruments; 

— measurements using measuring Instruments which are built int o 

the system; 
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— a check of the element's operation based ,on built-in sig¬ 

naller« which operate on the princlplei "yes no , 

— a check of the element's operation on the basis of external 

signs; . ( 

_ test replacements of elements. • i t , 

Measurements usina portable monltorlng-measurlng Instruments 

snd test replacements require great expenditures of labor In compari¬ 

son »1th tests of other types. Table ¢.1 presents certain values for 

the expenditures of labor In carrying out various tests ^»hen they are, 

performed by a single man and each test ha. only t«o results. , 
* I 

I 

All the teats lifted in Table *1.1 are not-of equal value. Thus, 

for example, when monitoring the state of an ordinary tube stage, one 

mav use the test replacement of a tube, external Inspection of'the 

stage, or measurement of Its output signal. However, tests of the 

first two types do not always enable one to correctly make a Judgement 

as to the state of the stage, and only a test of the third kind lead* 

to a complete evaluation of Its state. , ( 
• \ 

TABLE U.l. THE LABORIOUSNESS OP CERTAIN TESTS IN MAN HOURS 

External inspection 

Opening of blocks 

Measurement with a built-in 
instrument 

Readying the measuring instrument^ 
(synchroscope, vacuum-tube voltmeter) 

Measuremenv using am ammeter-voltmeter 

Measurement using a synchroscope 
or vacuum-t ibe voltmeter 

Test replacements 

up :to 0.5 

0.16 - 0.25 

0.017 

0.2 - 0.25 

0.017 

0.05 - 0.10 

0.017 : 

i i 

i 

Cases are possible when a laborious test requiring the use of 

portable Instruments Is successfully replaced by a check using a sig¬ 

nal monitoring device. In order to determine-whether a voltage is 
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I 

* 

I ' ., I 

• 1 * 
present at a rectifier's output signal, bülbs are frequently used. 

One, may determine whether the rectifier is operating from the lighting 

up of the signal bulbs. This points to the fact thát, among the va. - 

ous tests of an element, pne may select checks which have minimum work 

with the same value of d. i . 
t I 

I 

A 'reduction of the fl,rst bomponent, tp j is possible only as a 

result of the most efficient arrangement of the! instruments and units 

inside the system. A reduction of the second component, t^ j, is 

achieved by using fast measuring techniques. 

• ! i • ‘ 1 

.One test is insufficient for determining the state of an element, 

particularly for determining the state' of a system. Several tests 

must always be conducted in order to establish the good working order 

or failure of a certain part of the system. The number of such tests 

and the expenditures of labor on conducting them may be very different. 

The selection of thp order In which a test is conducted depends on 

many'factors, among them the work involved in the tests. In particular, 

monitoring a system's state sometimes does not begin with tests havinr 

the greatest work, but a gradual transition is carried out from the 
. i ' 

easiest tests to more laborious tests. A method for considering the 

work 'involved will be discussed below. 

• 1 i 

4.i|. Sequences of Malfunction Searches 

' I 

Sudden failures of electron equipment as a rule are a consequenec- 

of the breakdown of a small number of the simplest, closely inter¬ 

connected parts Cresistors, capacitors, tubes, etc.). Since the flow 

of failures in radar which Is not in a standby condition is assume i 

to be an ordinary flow, the defective parts usually are found in a 

single, sharply limited section of the system and are in one of its 

elements. In connection with this, the pi*oblem of detecting a mal¬ 

function reduces to searching out the element containing the defectiv 

part. Obviously thd accuracy of detecting the defective part (circuí 

depends on the level at which the system is divided Into elements. 

’ t i 
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Th® degree of accuracy is increased when the system is divided into 

a large number of elements of lesser complexity. 

With the appearance of a sudden failure, it is assumed that the 

cause of the failure is found in one of the elements of the system — 

but where, precisely, is unknown. Also at what point of the system 

one should start checking for it is unknown. 

One rarely succeeds in isolating the defective element with one 

test. Usually, several tests at various points of the system are 

required in order to do this. It is necessary to conduct these tests 

in such an order that, after conducting each of them, the system is 

divided into two (or more) subsets of elements, in only one o. which 

Is it necessary to conduct the following tests. 

Let us assume there is a circuit of series-connected stages 

(for example, an amplifier) at the output of which there is no signal 

(Figure 4.5). Let us assume that as the first step a check is made 

for the presence of a signal at the output of the stage x,,. This 

check divides the system into two subsets of elements: I*., .... *«l and 

. .. Xnj. Let the result of this check be negative. Then one must 

assume that the cause of the failure is found in the subset -xj , 

and the following check must be performed in this subset. With a 

positive result of the first test, one must consider the elements 

(xi. ..-xd to be in good working order, and the following check must be 

conducted in the subset lx», - - -, xnj. 

Repeating this procedure for subdividing the set of the system s 

elements into nonintersecting subsets enables one to isolate only the 

one element about which the following is known: 

_ its output parameter deviates from the norm or the prescribed 

tolerances ; 

_ the inputs of the isolated element are within the limits of 

the norm. 
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Figure 4.5. One of the variations of the 
sequence of tests for isolating an element 

with the index J when it J 
negative result, move to the left, with 
oositlve result, move to the right;. 

As an example, one of the possible testing sequences with the 

breakdown of elements x, (Figure t.5. M may be written In the 

following way: 
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The search sequence presented in Figure 4.5 as an example is not 

the only one possible. Other sequences leading to the same results 

may be found. Moreover, one may construct all the possible sequences 

applicable to the case when the cause of the failure is found in any 

of the system elements. The totality of the checking sequences, which 

have as their purpose the isolation of any failing element from the 

set of system elements, is called the malfunction search program. 

The malfunction search program has two characteristics: 

1. The number of checks kj leading from the first check selec¬ 

ted to the check giving the result. In designating the number of 

checks, J is the *ndex of the defective element which is isolated 

when the given search sequence is carried out. 

2. The total time (work involved) of the search sequence is 

HI'- 
where t^ 

k 

When * 

is the work of the test; 

is the serial number of the test in the search 

counting from its beginning. 

t T. kjt, 

sequence 

Above it was indicated that each test may have several mutually 

exclusive results, depending on the state of the system's part being 

monitored. This enables one to construct all the variations of the 

malfunction search sequence which, in totality, form a tree of logical 

possibilities (Figure 4.6 a). Each of the branches of such a tree 

leads to only one of the system elements. In Figure 4.6, the dashed 

line shows the path for isolating the element x9 which was shown in 

Figure 4.5. 

In Figure 4.6 b,c other variations of the logical possibility 

tree are shown. When using the various logical possibility trees. 
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Figure 4.6. Certain variations of the tree 
of logical possibilities for the example 
presented in Figure 4.5» 

the length of the search sequence kj leading to the elements x9 will 

differ. For the variations a, b and c in Figure 4.6, the lengths of 

the sequences equal 6, 7 and 3» respectively. 

An analysis of Figure 4.6 shows that a change in the shape of 

the tree — more precisely, a decrease in the length of one of the 

search sequences — leads to an increase in the lengths of the other 

sequences. One may assume that certain average values of kj exist 

which ensure an approximate or precise equivalence of all the search 

sequences in the logical possibility tree. 

Thus, from the exarap’es which have been cited it follows that a 

malfunction search program has many forks, and may be represented in 

the form of a logical possibility tree. The trees may have different 

shapes, as a result of which the number of tests in the search 
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sequences will vary. Consequently, one ia able to find a tree having 

a minimum number of tests in each of the sequences. 

When constructing a search program, as will be shown below, a 

subdivision of the set of the system elements into nonintersecting 

subsets is performed. The number of elements in each of the subsets 

depends on the structure of the system. Therefore, it is necessary 

to investigate the effect of the system's structure on the compilation 
of the search program. 

^.5« The Effect of a System's Structure on the 

Malfunction Search Program 

The number of malfunction search programs sharply increases with 

an increase in the number of search results which may be found. As 

will be shown below, for a system consisting of four elements (n ■ 4) 

the number of search programs (in order to have two mutually exclusive 

test results) equals 5, and for a system where n ■ 8 the number of 

these programs reaches U29. Therefore, it is necessary to find from 

among all the possible search programs those programs which have mini¬ 

mum average expenditures of labor (or, in a particular case, a minimum 

average number of tests) in arriving at a single result of the search. 

Let us investigate an arbitrary tree in which each test has 

d ■ 2, and let us evaluate the average length of its branches: 

If the times involved in checking the various elements of the 

system being monitored are not the same, then an expression is found 

for the average work involved in the search sequence 

Por a start, let us assume that tj - t (J • 1, 2, ..., n) 
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By changing the shape of a tree by various alterations In the 

tests of the elements, we find that binary trees have three main 

varieties : 

1. Trees representing various variations of a consecutive train 

of tests. The number of these variations with an arbitrary ordering 

of the elements in the system being monitored is 

2. Trees in which each test leads to a subdivision of the sit 

of results into subsets with equal numbers of elements in subsets or 

numbers of elements which differ by one. The number of such trees 

may be determined in the following way: 

where k » [log2n] is the whole part of the quantity log2n. 

Such trees are variations of the subdivision of the test set 

into equally large subsets. 

3. Trees which have various combinations of a consecutive train 

of tests and a subdivision into equally large subsets. They differ 

substantially in form from the trees of the first and second kinds. 

Figure 4.7 shows all the variations of the trees for n - 2, 3, 

4 and 5« 

The total number of trees having d - 2 may not be larger than 

the value 

#<«)=$*(/)#(•-I). 
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Figure M.7. All the binary trees 
for n - 2, 3, ^ and 5. 

where l Is the Index ranging from 

1 to n; 

#(l)-*(2)-l; #(3)-2. 

Some values of R(n) when 

n * 2 - 8 are presented In the 

following table: 

m 2 3 4 6 • 7 S 

mn) « 2 5 1« 42 132 4» 

Trees differ not only in 

their shape, but also in the aver¬ 

age number of tests in the 

sequence. 

Let us designate 

#,(2.11-1). • • 

This sum 

of #* (2. « 

is the variable set in the expression for kay. Calculation 

— I) for trees of various shapes shows that, for a consecutive 

train of tests 

#,(2. H — (V)+2(«-i); 

and for trees reflecting subdivision into equally large subsets 

#, (2. n — (U*.<1 + 2(<» -1) 

and for trees of the third kind 

#,(2. n — \)mm<Kt(2.n—\)<Kti2.H—\Um- 
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Thus, for each finite value of n, there is some finite set M of 

binary (d - 2) trees of logical possibilities. To each tree of M 

there corresponds a symmetric tree in the same set. Certain trees 

have internal symmetry, and they do not have paired trees in M 

(Figure 4.8). 

Let us arrange the trees of set M on a single horizontal axis in 

such a way that they follow after one another in the order of decreas¬ 

ing /(, (2. «- 1) . When this is done, symmetric trees are not repeated. 

In this way trees of the first kind having/(,(2. «-1) max appear at the 

origin of the coordinates, then trees of the second kind for which 

and after thlS treea 0f the thlr? kÍ"d „ „ 
r/C«(2, /t — 1) ]. Such an arrangement for n 3 5 Is shown in Figure .y. 

Let us add to these trees ths trees which are symmetrical with them 

in order of increasing K.(2, n-l) (Figure 4.10). By Joining the graphs 

shown in Figure 4.9 and 4.10, we obtain a step curve of the chain of 

k as a function of the shape and symmetry of the trees of M 

(Figure 4.11). This step curve always has a minimum corresponding to 

trees of a minimum shape. From this it follows that, by making a 

rational selection of the test points, one is able to construct for 

a system a tree having as small as possible 

I )•*»•■ 

A tree of such a kind appears when the tests subdivide a system 

into two nonintersecting subsets. One of the subsets contains the 

elements preceding the element being monitored, and the other subset 

contains all those elements which are not in the first subset. Each 

of the subsets contains approximately an equal number of elements. 

When the structure of a system does not allow one to form a tree 

of minimum shape, the subdivision of the system must be carried out 

in such a way that the numbers of elements in each of the subsets are 

as close as possible to one another. 
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Figure ii.fi. The symmetry of binary trees. 

\ ^ T'^ ^ 
f A 7A jA • A > g 7 

V*." '/ 

1 t S * S 6 7 
Humbor of tree* of various lengths 

Number of trees of various length 

Figure 4.9. The decrease of the total length of the 
branches of a tree with a change of its shape (n ■ 5) 

% 9 9 t$ n a n 

i « t io it u ts m a 
Number of trees of various lengths 

Number of trees of various length 

Figure 4.10. The increase of the total length of the 
branches of a tree with a change of its shape (n « 5) 
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Figure 4.11. A step curve of the 
change of k&v as a function of 

the shape and symmetry of the 
trees. 

Let us present several 

examples of the subdivision of 

various structures in accordance 

with the requirement advanced. 

Figure 4.12 shows a graph contain 

ing a Hamlltonianpath. The sub¬ 

division of this graph leads to 

the formation of a tree of 

minimum shape. 

Figure 4.13 shows a graph 

in which the number of entrances 

is equal (n - D» and it has a 

single exit vertex. In this case, each subdivision separates only 

one vertex from the set of vertexes of the graph, and the possibility 

of shortening the test train does not exist. As a result, a tree of 

maximum shape is formed. Figure 4.14 shows a graph in which there 

is no Hamiltonian path. The subdivision of the graph of Figure 4.14 

leads to the formation of a tree occupying an intermediate position 

between trees of minimum and maximum shapes. This tree is a tree of 

the minimum possible shape for the graph in Figure 4.14. 

Figure 4.12. Subdivision of a graph containing 
a Hamiltonian path. 

Figure 4.13. Subdivision of 
a graph having (n - 1) 
entrance vertexes and one 
exit vertex. 
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Figure k.lU. Subdivision of a graph not 
having a Hamiltonian path. 

^.6. Failures Caused by Breaks and Overloads 

Sudden failures of electronic systems may be divided into two 
kinds : 

1. Breaks of the functional circuits. A characteristic feature 

of failures of this kind is that they do not influence the working 

order of the power supply sources and the protective circuits. 

2. Overloads, which cause an Increase in the power consumption 

by the system and lead to a response of the protective circuits. 

Short circuits are referred to as the limiting case of overloads. 

Let us assume that the sources of failures are the system ele¬ 

ments, and the connections between them are perfect. 

Depending on the character of the element's failure, two mutually 

exclusive results of the search may occur: a break in the element or 

®n overload. But If this Is so, then the malfunction search program 

must be constructed in such a way that failures of the "break" kind 

and of the "overload" kind are always unequivocally distinguished. 
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» break or a functional circuit ahous up In the form of the 

disappearance or aistortlon of the output sígnale of the systen or 

element. 

An oyerload has some-hat different symptoms: besides the dis- 

tortlon or disappearance of the output signals of cer 

a response of the protective circuits takes Pi-*. ^ ^ 

system (or the » ^^^‘“out^thr'dlsconnectlon «ith over- 

supply source. It must p fll.e correctly adjusted. 

"=r .=r== :==- •• 
possible. 

. v,0nT»i»aented in the form of two geometric 

models*1—*oriented graphs - corresponding to the 

of the system for the cases of break and ^ - 

Interrelationship of the ^elements for elroult( 

circuit is shown In F g ^ ncea of the elements with breaks, 

taking into account th mutual inf^ ^ con,lder the effect 

is shown in ^ construct an oriented graph for the 
of overloads. It Is nece y dlrecti„nf which the elements 

case of overloads. In this cas ,- directions (Figure 4.17) 

are connected must be changed to the oppos able fpom the point 

However, the s*Parate Is^etter to Join them Into 
of view of shaping a tree. Therefo , procede the pro- 

one graph (Figure *.18, In “^^"^^^ rotcTuve circuit 

bcctive circuit for^th. p^ce circuit. 

the power".upply is disconnected, as a consequence of which it is not 

repeated twice In the unified graph. 

- p~hTr r »nurnrrdr “ 
rneTiíiT^r:. —-- -rr • 
Therefor., It makes sense to discuss the guest,on of the failure 

probabilities. 
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Ó” > > > 

Figure ^.16. A graph of the In¬ 
terrelationship of the system 
elements in Figure ^.1^ in terms 
of breaks. 

*u *u l— fî" **• -*• . »O <90 »o 

Figure 4.17. A graph of the in¬ 
terrelationship of the system 
elements in Figure 4.15 with 
respect to overloads. 

Figure 4.18. A unified graph for the system 
of Figure 4.15. 

In Table 4.2 statistical data characterizing the rates of 

breaks Ab and of short circuits As in various parts of electronic 

circuits are presented. • • 

f 

The total rate of failures is A * ♦ Ag. Consequently, we cap 

approximately assume that in an element of1 any complexity it is . 

possible to determine Ab and \8, that is 

. . '' • ' , . 

1 £ aj — *.j+5! +*»• 
/-.i /-i /»i 

4 

where r is the number of the simplest parts in the element. 
i 

Knowing Ab and Xa enables one to calculate the fraction of 

probabilities P(Aj/X) for each element as applied to short clrcufits 

and breaks by using the following simple relationships: i 

» * . 
' i 
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fuse 

power transformer 

primary 

winding 

I 

-A-- 
pulse I 

osclll-itur* 

secondary]! 
wlñdlnp I L^_, 

filter 
fît?! 

rOi 

tlfying 

element 

Figure 4.15. A simple circuit 
illustrating the interrelation¬ 
ship of elements with respect 
to breaks and overloads. 
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' TABLE 4J2. DISTRIBUTION OF THE FAILURES OF ELECTRONIC 
I 

I 

I 1 I 

i > 

CIRCUIT PARTS CAUSED BY BREAKS AND OVERLOADS IN * 

farts 'of a circuit 

Tubes 

I • Resistors 

Capacitors ' 

Inductance coils 

Semicor uctor devices 1 

!Transfçrme^s: 
i 

Power f 

Pulse i 

High-voltage 

Kind of failure 

Break • 

‘80 

<14 

23 

82 

32 

31, 

75 

:P(A/Xt. = ^PiAitX). 

i 
in connection with which 

i t 

Pi.V.YL-f Pt-V-Vi, i-PiAj'X). 

Thus the relationship 

Overload 

20 

36 

77 

18 

68 

69 

25 

100 

•V P(Ai.X}^ I 
P 

may be 'written in the form 

The possibility of dividing the relative failure probabilities 

into P(A./X)^ and P(A4/X). enables one to compare these probabilities 
• J D . J, » . 
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with the two mutually exclusive states of the element: a break and 

a short circuit. 

Let there be a set with a definite form of ordered elements of 

a certain system Xn. The system contains y protective circuits against 

overloading. The power supply for the system's elements located In 

the subsets , ..., Is provided through each of the correspond¬ 

ing protective circuits. 

Each i^' protective circuit will agree with its subsets (i * 

■ 1, 2, ..., y)* These subsets are connected by the following 

relationship.: : 
» 

<— Xn* and y]*i=**. 
lal 

For each subset E,, let us construct a graph of the short cir- 
A. t_ 

cults of the elements of in the i protective circuit, and let us 

combine these graphs with the graph of the set X . constructed for 
nb 

the breaks. 

As a result of this operation, a new finite set M is formed 

whose elements will be all the various states corresponding to the 

short circuits and breaks in the elements of set Xt . The number of 

elements in set M depends on n an! the number of protective circuits >. 

Let us eliminate from each the single element of the set which 

corresponds to the protective circuit. Then we may write 

'«a 

and the number of elements of this set equals 

i 
* -f- V («i ~ l)=*2/i — Y- 

Si 

The set M is shown in Figure 4.19. Knowing the structure of set M 

and the failure probabilities of its elements, wo can cr ruct the 
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probability additive measure or failures probability distribution in 

set M. 

Let us discuss in somewhat more detail the symptoms accompanying 

the appearance of a break or a short circuit. In order to do this, 

let us investigate an arbitrary set E. in which the elements are 

ordered in relation to their effect in the i protective circuit. 

Let us select from the set a certain element t=£i. such that one 

part of the elements of E^ precede it, and the other part of the 

elements follow it. 

Lei us assume that the element is the cause of the overload. 

Then, when searching for this element in the set E^ disconnecting all 

the elements preceding does not lead to the disappearance of the 

overload. The overload disappears when the element is disconnec¬ 

ted from all the elements following it. This is equivalent to a sub¬ 

division of the set EjL into a subset of elements preceding x^ and a 

subset of elements which do not precede x^. The phenomenon de¬ 

scribed, in this sense, is different from the symptoms of a break in 

the element (Table 4.3). 

TABLE 4.3. SYMPTOMS OF A BREAK AND AN OVERT.OAD 

IN AN ELEMENT 

Break Overload 

n e input signals are normal An increased power consumption 
which turns off the protective 
circuit 

The output signals are 
distorted or absent 

The output signals disappear 

From this it follows that in both cases it is necessary to 

carry out two tests in order to be certain of an element's failure. 

These tests have a different character for breaks and short circuits 

(Table 4.4). 
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TABLE 4. i». METHODS FOR ISOLAmINa A BREAK AND 

AN OVERLOAD 

Kind of failure 

Break 

Monitor the inputs 

Connect an external 
measuring instrument 
or monitor the read¬ 
ings of the built-in 
instruments 

Monitor the output 

Connect an external 
measuring instrument 
or check the readings 
of the built-in 
instruments 

Overload Disconnect the 
element being moni¬ 
tored from all th- 
power circuits and 
monitor the response 
of the protective 
circuit 

Disconnect the 
element being moni¬ 
tored from all the 
elements following 
it and monitor the 
response of the pro¬ 
tective circuit 

Figure 4.19. An overall view of 
set M. 

The subsets are designated E^, E0, 

•••» Ey» and the number of elements 

in them equals, respectively, n^ , 

n2 * • • • » n.y • 

However, these differences 

are unimportant, since any test 

may be reduced to a formal cal¬ 

culation of the number of its 

mutually exclusive results. 

Thus, in order to construct 

a search program which considers 

the possibility of breaks and 

overloads, it is necessary first 

of all to construct an oriented 

graph of sel M. In addition, it 

is necessary to calculate the 

probatilities of the search 

results and the work involv« i Jn 

the tests of the elements in M 

when they are monitored in the 

presence of a break or a short 

circuit. 



A3 a more complicated example of the construction of 3et M for 

an actual system, let us investigate the antenna rotation drive of 

the marine navigation radar "Donets-2" (Figure 4.20). For simplicity, 

we will assume that the drive is a completely independent system. 

The functional circuit of this drive, made at the level of the elements 

of unit 1-9 which are independent in the sense of failures, is shown 

in Figure 4.21. All the contact plates and plug Joints which frequently 

are the causes of breaks and short circuits are included as elements 

in this circuit. When this is done n - 20, in connection with which 

two of them (xi5 and x^) are protective circuits (y “ 2) (the fuse 

Pr-6 and the automatic protective device AP-50, respectively). The 

elements preceding x15 and x^ form the sets Ex and E2 in which the 

elements are interconnected with respect to overloads. 

Figure 4.20. The functiona] circuit of the 
antenna rotation drive of the radar Donets-2 . 

By finding the graphs of sets Ej^ and E2 and combining them with 

the drive's functional circuit, we obtain a diagram which corresponds 

to set M. The oriented graph of the set with the number of elements 

2n - y - 38 is shown in Figure 4.21. On the same figure the prece¬ 

dence indexes are indicated near each vertex of the graph. 
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Figure Expanded functional circuit and oriented graph 
or the antenna rotation drive of the radar "Doneta-?". 

I ~ cZ1!} iZ^’c2 " S"h“S l1* (Plug 8, contact 1**); 3 - D-2 1-9; 
10~ qh’8 îfi 5 "rSh_^ 19; b - I“6 B-7i 7 - Sh-5 18; 8 - Sh-8 
oc tator of antenna motor; 10 - plate P-l/A; 11 - Sh-8 

1/^ 1nl^teeftî/ï‘?nI"?r(reStlfier)i 13 * Tr~1 1-9 (transformer) 
t iñ Píite “ ^use Pr-6 (instrument 3); 16 - P-7 
3T10î<;»17t.‘-.nr"îiI"9ii Xo -^3^8 10; 19 - Sh-5 16; 20 - N-6 B-7 
~l ■ p1^-19» II ■ Sh_8 l6; 23 - recti D-2/I-9; 2U - Sh-8 14; 
74 ~ã~JPQ r^tl D’l/l-9; 27 - Sh-8 3; 28 - antenna P-1, 
Í1L ? 11 " st?tor uf antenna motor; 30 - intenna reduction 
gear, 31 - armature of antenna motor; 20 - switch B-l/A* 

~ J-10 P-5, 7, 8; 31» - protective circuit AP-50; 35 - 1-10 
t\7, 36 " 3wi^Gh 3-1/A; 37 - armature of antenna motor; 

38 - antenna reduction gear. 

--_construction of a Search Program for 

a Specific System 

Let us investigate the construction of a search program as 

appllcatle to the antenna rotation drivf* of 1 he radar "Donetsk" 
(Figure 4.21). 

Let us assume that the failure probability distribution is uni¬ 

form and the work of monitoring the various elements of this drive 

ie the same. Let us suppose it is discovered that the radat’a antenna 

is not rotating, and ’he other elements of the raiar arv operating 

normally. It is necessary to construct a search program such that 
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the average length of a branch of the tree would be a minimum. In 

order to do this, let us find the elements whose precedence index 

equals Then the set of the drive elements will be divided 

by the tests into two subsets with equal numbers of elements. Either 

contact 16 of plug Sh-5 or contact 3 of plug Sh-8 may be such an 

element. Let us select contact 16 for monitoring. As a result of 

checking for the presence of an alternating voltage between this con¬ 

tact and the casing, the set M is divided into two subsets and 

set corresponds to a negative result for the check an^ se^ 

Mp — to a positive result (Figure 4.22, a and b). Let us number the 

elements in each of these sets separately. In order to subdivide 

these subsets, it is necessary to find the indexes equal to or as 

close as possible to I.M,l/2»9 and |.M3|/2«9 . For , index 8 is closest 

to 9« Index 8 corresponds to contact 10 of plug Sh-8. For Mp, the 

automatic protective device AP-50 (Zp2 = satisfies this require¬ 

ment. Repeating the subdivision procedure, let us find in M^ and Mp 

such subsets as will contain approximately equal numbers of elements. 

Figure 4.22. The subdivision of 
the oriented graph into two 
subgraphs for the antenna rota¬ 
tion drive of the radar "Donets- 
2'' with the first testing. 

Continuing the subdividing leads finally to the isolation of 

each element and to the completion of the search. The tree reflecting 

the subdivision sequence is shown in Figure 4.23- The number of tests 

in it, based on arriving at a single result, equals 

*f» ^ “ 3? ** 5>31* 

which corresponds to the quantity 
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Figure ^.23. The search tree for the antenna 
rotation drive of the radar "Donets-2" with 
the condition that P(A./X) and t. are 
equivalent. J J 

/Ct (2,2/1 y — I)«»». 

where 

« — 20; 7 = 2, 

that Is 

Kt (2.37)W1U| = (logi i] -}- 74 = 202. 
/-i 

Tills means that the tree which has been constructed is one of 

the variaticns of the subdivision into equally large subsets. Each 

decrease of the length, even if by only one sequence of tests, gives 

rise to an increase of k in comparison with k * t>.31, 
avmin 

Let us compare the resulting variation of the search program 

with tne variation of a consecutive train of tests which Is recom¬ 

mended in the majority of handbooks for repairing equipment. In this 

case 

Kt (2.37^ = + 74 « 740. 

The advantage of the search precedure selected by us in compari¬ 

son with the train of tests is 
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Figure 4.24 

Y‘ 
The increase of the values 

of M2, n - and K]¡:(2, n - 1) min* 

Kt (2.37),,^ ore 
'=Ki(i.s7£r~3,66- 

increase of n feed, to an increase of n. since the difference 

K o n - a is an increasing function 

etween ^(2, n - 1)^ a I ’hicaiiv^liustrates the operation of 
Figure 4.24). This example graphically illustrates tne v 

T?itnire 4 25 for constructing a malfunction 
he algorithm shown in Figur • «d/a/yï and t 

rnn «-ha rase when the distributions of P(A,/X) and earch program for the case wnen vue j « 

ire uniform. 

4.8. 
rcn.t-.THfition or a Malfunction Search ProRrasi with 

rcn.ld.ratlon of the Fall'.ne Probabilities 

Prom the preceding section, it folio«, that it is poss ble to 

inimize the arithmetic mean of the number of tests in a ma une 

earch seQuence. Ho».ver, the method investigated above ma, not he 

efficiently effective «hen the element, of the 

.,. different fallu« Into 

nerating radar stations, that it is aimcuiv 

i laments «hlch are eoually reliable «id independent in the sense 

•allures. Therefore, a malfunction search program constructed on 

,ith consideration of the system's structural characteristics 
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Select the level for dividing the system into elements 

-1 ____ 
I Construct an oriented graph corresponding to the system 1 
(being monitored with consideration of the possibility of» 
(breaks and overloads (short circuits) 

iAssociate with each vertex of the graph a precedence 
iindex J corresponding to it 

_ !...... . ■■ i 

Locate in the set of indexes J the index l which 
satisfies the reaulrement l * (L » 1) 

2 

it is missing there is such an index 

I 
1 Select as the index l the 
value of (L * 1) which is 

2 
¡closest to it 

_, 

Carry out the subdivision of set Xn into noninter¬ 

secting subsets on the basis of the index 1 
--- 

Check the number of elements in the resulting subsets 

one more than one 

i > _ i_ - - 

End of search sequence Proceed to a subdivision 
of the resulting subsets 

Figure 4.25. The block diagram of the algorithm for 
constructing a malfunction search program based on 
a structural criterion. 
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I 
turn out to be ineffective. Actually, when there are failures, the 

test sequences leading to the least reliable elements will be repeated 

more frequently, and the sequences leading to the more reliable ele¬ 

ments will be repeated less frequently, but the number of tests in 

them will be equal. A better search program will be a program in 

which the sequence length is shorter, the more frequently the element 

to which this sequence leads breaks down. Let us designate such a 

length by kj(F). Let us write in a general form its dependence on 

P(A,/X): 

w-tiwlm} i.-'-t-*- 

Let us find the total probability that a failure would occur as a 

consequence of a breakdown of an element whose precedence index does 

not exceed J, that is 

tap {«/}“£ 

This distribution may be constructed for the set of elements 

of system Xn. 

It is possible to find the values of kj(P) as a function of 

P(A./X) on the basis of coding theory. In particular, when construct¬ 

ing optimum code sequences, the following relationship is valid [64]: 

ktWrt—tobPMX). 

The mathematical expectation of the length of the coded sequence 

will be a minimum: 

MO A, (/>) = ¿ P (AJX)JtftP) = *. (PW 
/-i 

The logical possibility trees of a complete code system and a 

malfunction search program match} therefore, the last expression is 

also valid for a malfunction search program. 
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In order to achieve the values of MO kj(P), it is necessary to 

carry out subdivisions of the set of the system's elements into sub¬ 

sets having equal total failure probabilities or total failure proba¬ 

bilities, which are as close as possible to one another. This means 

that one should take the index of the median of the distribution of 

P(Aj/X) as the subdivision index lt that is, one must satisfy the 

condition 

Kl >o. 

where l is the index of the median of the distribution of P(A^/X). 

When the index of the median l is selected as the monitoring 

point, the test being conducted gives the maximum information concern¬ 

ing the system's state. 

When there is no Hamiltonian path in the system being monitored, 

it may turn out that the integral function of the distribution gives 

several Indexes whose total probabilities are close to 0.5. Then one 

selects from among these values the value closest to 0.5, or the 

various subdivisions are sorted for the purpose of selecting the tree 

having the least value of kg(P). 

Thus the shape of the distribution of P(A./X) plays an Important 
V 

role when forming the malfunction search program and may be considered 

together with the system's structure. 

The block diagram of an algorithm for the construction of a 

malfunction search program considering the failure probabilities is 

presented in Figure U.26. 

With a uniform distribution of P(Aj/X) only the system's n*:uc- 

ture will be considered, and the block diagram of Figure <<.26 leads 

to the formation of a tree of minimum shape or to a shape which is 

as close as possible to the minimum. When this is done, t c 
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íonstruct"an oriented graph corresponding to the system 
jbeing monitored ___t 

-- i 
'Associate with each verte« of the graph a precedence index 
;j corresponding to It H 

I 
Calculate the probabilities P(Aj/X) for each element of 
'the system at the assumed division level_--- 

Add up the values for each precedence chain EPÍA^/X) 

1 £ J__ 

Locate the element for which EP(A^/X"1 ^ 0• 5 

It Is missing there Is one 

EPUj/X) select as the 1 £ I 

sum the value of which is closest 
to 0.5 _ 

Carry out a subdivision of the set of the system's 
elements into nonlntersccting subsets based on the 
Index l___i — 

Check the number of elements in each of the resulting 
subsets __-— - 

one 

X 
more than one 

fend of search sequence | I Pr^eed to a subdivision of|_ 
[each resulting subset 

Figure 4.26. 
structlng a 
criterion. 

The block diagram of the al80*,lth"1. for ,. 
malfunction search program usa.ng the probability 
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I 

matheratical expectation of the search sequence length degenerates to 

the arithmetical mean number of tests. For example. In a system whose 

oriented graph contains a Hamiltonian path and the number of elements 

multiplied by two, when PUj/X) - 1/n holds, we obtain 

mo*)OT=|| lot.-L)«*,.,. 

' * I 

From this expression It follows that the number of tests which 

must be conducted In order to detect the defective elements with the 

selected level of division equals the log to the base two of the i 

number of elements of the system. Consequently, with a uniform dis¬ 

tribution of PCAj/X), tne construction of the program may be carried 

out on the basis of the structural criterion. 

il1 

ÍLiiL_Construction of a Malfunction Search Program with ' 

ConslieratIon of the Work Involved In Tests of the Elements 
! 

• 

When searching for malfunctions In a number of cases which are: 

important for practical purposes, a reduction of the total work In¬ 

volved In the test sequence is required. With tjhls requirement, the 

search program may differ from the search programs constructed on the 

basis of structure and probability criteria. , , 

i ' 

Let us investigate the possible methods for reducing the duration 

(work) of the malfunction search procedure, first for the case when 

the distribution of PlA./X) is uniform. 
J , • I 

• 

An experienced specialist In the repair of electronic systems, 

when searching for malfunctions, usually selects as the first tests ' 

the tests having the minimum work In order to isolate in the least , 

possible time, to the extent possible, a more limited section of the 

system. The malfunction search sequence Is such that the woi*k f i 

each succeeding test is greater than or equal to the work of the 

preceding test. When this is done, a situation Is created in which 

the greater the work of the tests, the smaller the section of: the 
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syëtem ip which it is carried out. Figurp *».27 shows the general 

order ifor the subdivision of a system using tests with minimum work. 
i ’ ». 

select min {t.} fron X 
j n 

end conduct tests 

negative 

results 

positive 

results 

'select Bin (t.) from E, 
1 I J 1 

select min {t^} fron E2 

■ST 
Figure *».27. The. order of subdividing a system 

by checks having minimum laboriousness. 

In practice, one may meet a situation where the monitoring point 

having the minimum work is found ait the input or output of the system. 

Then the search program' leads to a sequential testing series. More¬ 

over, the case is possible where the distribution of the work of the 

teats over the set of the system's elements is uniform, and the selec¬ 

tion of min it.} loses Its meaning. 1 
, ; j Í ! 

Therefore, It Is necessary' to develop a general method for 

approaching the construction of a malfunction search program with 

consideration of the work Involved in the tests. 

For this purpose, let us note that the likelihood of selecting 

a test from a certain number df tests will be larger, the smaller its 

work. Thus there is an Inverse relationship between this likelihood 

and the work involved ir tests of these elements, 

this "likelihood" by the symbol1 Tj: (J ■ 1, ...» 

>Let us designate 

n). 

If the distribution of the failure probabilities of the system's 

elements is unifong, then the likelihood of selecting depends only 

on the distribution of the work tj. The simplest relationship which 

shows the connection between tj and tj is the expression 

» » 
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,i=* Tp 

where a la a normalizing coefficient. 

The coefficient a in this expression is determined on the basis 

of the fact that, with the selection of one test from the set con¬ 

taining n possible tests, one result of n is realized. But if this 

la so, then the likelihoods Tj must satisfy the requirement 

/-1 

Hence the coefficient 

and the expression for tj may be written in the following form 

"S* 
Thus, the likelihoods of the preferred selection of the Jth 

test from the set Xn are distributed over this set. The shape of the 

distribution of Is such that the work maximum corresponds to the 

minimum of the likelihood rj, and vice versa. The distribution of x ,, 

based on its quantitative characteristics, is no different from the ‘ 

distribution of P(A1/X), and it may be used for forming the search 

program. Let us turn our attention to the fact that, when the set X 

contains several elements having the same work equal to min {t.}, the 

«election of one of them is difficult, if one does not take into 

acocunt the locations of these minimums on the graph of the system. 

But consideration of the locations of the minimums of t. leads to the 

necessity of taking into account the system's structure. 
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Sorting out the various distributions of tj and comparing all 

the permissible logical possibility trees with them enables one to 

draw the conclusion that, when there Is a nonuniform distribution of 

Tj, the set Xn should be divided Into subsets at the point having the 

distribution median Index of tj. When this is done, the lengths of 

the search sequence are 

The mathematical expectation of the total duration or work of 

the search sequence may be calculated on the basis of the criterion 

of T j : 

J . . *!<»> 
mo r, (t)-r. (t) -, V tj t, (t)=£ t, £ /,. 

iMt jal tal 

The method of constructing a program having a laboriousness 

Tn(i) is presented in the form of a block diagram in Figure H.28. 
B 

When using this method, one should keep In mind that: 

1. The points cf dividing the system by tests are grouped in 

the regions of minimum work. 

2. The individual peaks on the distribution of tj (the work 

maximums) do not affect the location of the division points. 

3. When there are several minimums in the distribution, the 

division point is located between the indexes of the minimums, approx¬ 

imating the least work. 

The use of this method is most effective when there is a consid¬ 

erable difference in the work of the tests. With a uniform distribu¬ 

tion of the work, the distribution of x1 also is uniform, and the 

average work of the malfunction search procedure equals 
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Figure 4.28. Block diagram of the algorithm for constructing 
a malfunction search program using the composite criterion. 
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where tk - tj - t and kj 1 [log2n]. 

This is legitimate for the case when the distribution of r<yx> 

is uniform, and the system's structure allows It to be dlvl e 

equally large subsets of elements. 

Consequently, with a uniform dlstrlbtulon of Tj the 

search program should be constructed only with consideration of 

system's structure (see Section i».?). 

ii.io. Construction of a Malfunction Search_Picgram with 

Cnn.lderation - "rohahllltles end the Wort. Involved 

in Tests of the Elements 

ut us proceed to a more general case, when uniform distributions 

of P(* /X) and T, occur simultaneously In the system. When designing JZ.C distinctive operational features of the circuit are usua 1, 

Known beforehand, »t the same time, new models of stations ha. 

feront circuit solutions from the old models, and sometimes also 

different parts. Therefore, the designer, based on his «perlene., 

to a considerable extent arbitrarily selects the monitoring points, 

in connection with this, the question as to whether the se eotlon 

the monitoring Jacks and the built-in monitoring Instruments wa, 

correctly made and whether there It a sufficient number °f th.» «d“»« 

a more precise definition. The selection may be made so that the el - 

mente which rarely break down will be most completely » 

the monitoring facilities, and the least reliable elements In gen 

will not be monitored. Prom this It follows that the dependence 

between the distributions of PUjA) and ,, Is fairly weak, and when 

constructing the malfunction search programs these distributions n 

be considered independent. 

In this case, the criterion for selecting the test point may be 

the conditional probability of the selection 
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V^x.PiAilX), 

whose distribution over the totality of the system's elements simul¬ 

taneously takes into account the laboriousness of the tests and the 

failure probabilities of the elements. If one normalizes the distri¬ 

bution of W., considering that the events comprising the selection of 

one test from n possible tests are a complete system, then we obtain 

the normalized distribution 

where 

The normalized distribution Uj depends on the values of P(Aj/X) 

and X,, so that an increase of P(Aj/X) leads to an increase of the 

value‘of U., and an Increase of tj leads to a decrease of Uy A con¬ 

nection is revealed in the distribution of Uj with the selection 

criterion proposed in Section 4.8. 

The order of constructing a search program using the distribution 

U is no different from the method discussed in the previous sections 

The sequence of the calculations is presented in the block diagram of 

the algorithm in Figure 4.28. 

The malfunction search program constructed with consideration of 

the distribution of Uj has the following value of the weighted mean 

work of the malfunction search: 

T.(U)~ MO 1//,(1/). 

where 
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Vo > 
V"’ 

•>(!/> 
tk. a kiM^-logtUfi 

_ is the total work of the test sequence leading to the Jth 

element ; 

— Is the number of teats in the branch of the tree leading to 

the Jth element. 

In the general case, with distributions of P(Aj/X) and tj which 

are nonuniform and differ in shape, the following inequality Is valid 

for Tb(U): 

In practice, several particular cases which depend on the 

relationship of the shapes of the distribution of Tj and P(Aj/X) may 

occur: 

1. The distribution of tj is uniform. Thus 

T,(U) = T,{P)^tT P(AjlX)Aj(P) =*t9m(P% 
/-i 

The design of the search program is carried out with consideration 

of the structural criterion and probability criterion (see Section A.8). 

2. The distribution of P(Aj/X) is uniform. Thus 

/-i 

and the design of the search program is carried out on the basis of 

the criteria of structure and work (see Section M.9). 

3. The distributionc of P(Aj/X) and Xj are uniform. Then 
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and when designing the program one takes into account only the struc¬ 

tural criterion (see Section U.j ). 

*». The shapes of the distributions of PU./X) and t 

In this case, one proceeds as if there were an increase of 

of Uj , but 

coincide, 

the maximum*' 

as in the previous case. 

Thus, the method discussed in this section for constructing a 

malfunction search program enables one to average the effect of the 

distributions of ij arid ?(A¿/X) and the structure factor on the work 

involved in the search. When this is done, the maximum values of U. 

correspond to the test sequences which are very close to the minimum 

in respect to length. Tne total work of these sequences is minimized, 

first in terms of magnitude due to taking into account the distribution 

of Tj, and secondly in terms of frequency (in the case of repeated 

cases of failures) due to taking into account P(A /X). 
J 

The work involved in checks when the productivity of the servic¬ 

ing personnel is a constant is directly related to the cost of per¬ 

forming r,he work. Therefore, one may consider that the method which 

takes inte account the work Involved in the tests will also be valid 

when, instead of work, the test costs are used. 

ÜJLL^—Cpm£llatlon of instructions for Malfunction Search 

The malfunction search programs may be used for developing 

instructions for malfunction search. 

The compilation of instructions for malfunction search begins 

with dividing the system into elements. 
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Above it was pointed out that the levels for dividing a system 

into elements may be different. However, it is customary to divide 

a system into elements at the following levels: 

1. The ina'.ruments. 

2. The blocks of instruments. 

3. The units and modules in the blocks. 

ll. The stages. 

5. The elementary circuits and devices. 

6. The simplest parts. 

By assigning definite levels for the division of the system, 

one is able to determine beforehand the intensity of the malfunction 

search procedure. Thus, if the modules consisting of several stages 

are selected as the elements of a system, then it would not be possible 

to construct a search program in which one could succeed in isolating 

an individual defective stage. 

Henceforth, in order to simplify the discussion, we will limit 

ourselves to divisions approaching the level of a tube stage in the 

most detailed case. 

After division of the system into elements, it is necessary to 

construct the oriented graph of a system which must take into account 

the connections of the elements with one another (in the order in 

which they are followed) from all the inputs to the outputs. 

The number of the radar inputs and outputs depends on its purpose. 

The order in which a search program is determined is by the number of 

the system outputs. When one output element Is present in the radar, 

monitoring of its operating efficiency constitutes the testing of 

this element. A deviation of the output signal of this element from 

the norm is the reason for starting the malfunction search. 

For each element of the radar, there is a vertex of the graph. 

It is necessary to compute the precedence index of these vertices 

(see Section 1.4). 
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Furthermore, it is necessary to resolve the question as to the 

methods of monitoring each element. The following requirements are 

imposed on the monitoring method: 

1. A minimum amount of labor involved in the monitoring. 

2. The possibility of monitoring an element without removing 

it from the system. 

3. Tt.e most complete representation of the element state. 

Then the selection criteria for the order of the tests should 

be calculated: 

1. Calculate the failure probabilities P(Aj/X). 

2. Calculate the quantities tj based on the known work involved 

in the selected monitoring methods tj. 

3. Calculate the conditional probabilities of selecting U^. 

The resulting values of üj are summed in respect to the precedence 

chains of the elements and a search tree is constructed in accordance 

with the block diagram of Section H.10. The tree which is constructed 

serves as the formal circuit or skeleton of the program (instruction) 

for the malfunction search. The internal vertices of the tree are the 

places for locating instructive materiais concerning the kinds of 

V tests and the places for conducting them. Instructive materials are 

distributed along the sequences which have been determined by the 

shape of the tree. Each sequence is completed by descriptions of the 

reasons for the failures and recommendations for eliminating them. 

As a result of such an arrangement of the checks, an inatjuction 

designed for servicing personnel is formulated for searching out 



When several Independent output elements are present In the 

radar, during the monitoring of the operating efficiency It Is neces¬ 

sary to check in turn the output signals of all the elements. Hera 

the order of monitoring the operating efficiency Is connected with 

the malfunction search program. By testing the output elemanta. In 
certain cases, on. can succeed In dividing the system Into subsetsof 

element, which are not Interconnected and which have a single output 

element. After this Is done, search programs can he constructed for 

each of the subsets In the same way as was done for a system hav ng 

a single output element. 
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5. OPTIMUM PROGRAMS POR DIAGNOSING 

THE STATE OP A SYSTEM 

In the preceding Chapter certain situations which are encoun¬ 

tered when searching out system malfunctions were investigated. An 

oriented graph was used as a possible model which would enable one 

to study these situations and to organize the malfunction search 

process . 

In practice, one is frequently obliged to deal with considerably 

more complicated situations which are a result of a set of factors 

acting on the equipment and its elements. In certain cases, these 

factors give rise to the slow aging of elements which leads to a 

change of their parameters. In other cases, breaks or short circuits 

in a number of circuits or the simultaneous failure of a group of 

elements appear. In such cases it is customary to talk , not about 

a search for the defective elements of the system, but about 

diagnosing its state. 

Diagnosing a system states is a more general problem than 

searching out malfunctions and the solution of this problem using 

the methods of the theory of graphs la less effective, and sometimes 

it is impossible in principle. 

The problem of constructing optimum diagnostic programs is a 

problem of mathematical programming and in order to solve it special 
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methods are used. In [^8] one of the possible methods for solving 

this problem is described. This method is based on the application 

of the concepts of dynamic programming. 

In this Chapter we plan to use the method of branches and 

boundaries for the solution of this same problem [67]. The appli¬ 

cation of this method in a number of cases enables one to reduce 

the size of the calculations without reducing the solution precision. 

5.1. A Model for the State of a System 

As was already indicated, when solving diagnostic problems it 

is convenient to deal not with actual systems, but with abstract 

models of these systems. When constructing such models, one must 

Isolate the most significant characteristics of the actual system 

and discard the secondary characteristics. 

One such model when the system is represented by an oriented 

graph was descx’lbed in Chapter 4. 

Here let us investigate one of the most general models which 

enables one to describe the various states of an extensive class 

of actual systems, the so-called table of states [15]- This model 

gives not only a complete description of the set of the system 

states, but also indicates the relations between this set and the 

set of possible checks (tests) with a given number of results of 

each check. 

When constructing the state table, the following assumptions 

are made. One may divide the system into a certain number of elements 

which are functionally interconnected. Each such element which 

represents part of the system may be found In one of two mutually 

exclusive states: in g£>od working order or out of order. The 

required input designated by ♦ is fed to each input of the system. 

In a good working state, the element Xj responds with the required 



f 
I I 

reaction ♦j to the assigned totality of inputs and reactions of 

other elements. The reaction of an element in good working .order 

is called acceptaole. If the element is defective, then its reaction 

is called unacceptable. In exactly the same way^ the input whlcfi is 

applied to an element in good working order In order to obtain an 

acceptable reaction is called an acceptable action. It is also 

assumed that an acceptable reaction of any element is obtained only , 

when all the inputs which are applied to this element are acceptable 

inputs. Moreover, the reaction of a defective element should not ; I 

depend on the acceptable inputs applied to it. An element's failure 

is noted in the table of states by a zero, and its good working ( 

order is denoted by a one. ; • * I . 
! i 

Earlier (Chapter *0 the problem was investigated in which each ! , 

state corresponded to the failure of one and only one element. The 

number of such states, which equals the number of the' system eleme t$, 

was designated by n. When solving more general diagnostic problems, 

the number of one system states will not correspond to the number . : 

of its elements. The number of the system elements will be designated 

by N, and then the number of all the logically possible states of , 

the system is n » 2**. 

* I 

In the general case, each possible state of a system consisting- 

of N elements may be represented by an N-dimensional vector of the 

states s. The vth (1 < v < N) component of each of cheae vectors 

equals 1 if the vth element of the system is it? good working order, 

and it equals 0 if the vU‘ element is defective. Thus, for example, ■ 

for the system shown in Figure Ç.1 the state vector s ■ (00111) 

corresponds to the simultaneous failure of elements and x?. The 

vector s ■ (11111) represents the system state in good working order. . ( 
! i i 

* i 

The representation of each state of the system by an N-dlr*n- , 

sional vector is very convenient when making a diagnosis. It. , 

enables one, after determining the system state, to establish which 
i • i 

of its elements is defective. 
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The set of all possible states 

of the system will be designated 
i 

by 

2, >. •• a). 

Figure 5.1. Functional model 
• of a system. 1 

,For the diagnosis of a system, 

it Is insufficient to know only the 

vectors of the states. It Is also 

i necessary to describe all the 

possible checks which will be performed In order to determine one 

or another state of the system. In the ¿iven model, in order to 

monitor the reaction of the state of one or another of the system 

elements, a check is prescribed, which' we will designate by w. Each 

check mpy have two results: 'positive, which Is designated by a one 

If the reaction of the elements being monitored is acceptable, and 

negative — designatfed by a zero if the reaction of this element is 

unacceptable. : 
i 

i * V 

In the case when each .check has more than twô results, other 

numbers of the series 0, 1, «?, 3* ...» n-1 are also used for their 

designations.. This question was investigated in more detail in 

Chapter <1. 

In order to diagnose an áctual system, a set of checks n ■ 

(Hj/i ■ 1, 2, ..-., m} is prescribed in e ch specific case. Each 

check *«gll enables one to establish to which result of this check 

(negative or positive) the subset of states consisting of k(l k £ n) 

elements-pertains. When this is done, the regaining n - k states 

are still unverified. Saying itianother way, each check sub- 

divides the set of states into two non-empty subsets. Since from 

the elements of set S it- is possible to form 2n - 1 different 

non-empty subsets,. then the number from all possible checks for the 

system equals' 2n - 1.' In many practical cases the number of checks 

assigned is significantly smaller). This is explained by the fact 

I 
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lb!ut h VarlOUS “"'«“O"» T. Imposed mhlch come 

.,Mm b!«' T' Inad"1”lbllU» of "tructur.! change. the 

in ri!. : th* ab“*nCe °f n*CeS'ary ■onltorlng-mee.url„g 
in th k' er °n' °ther reas0na leadln8 to 8 reduction 

th. number of cheek, being „.,d .Xs0 »m b, lndl0>ted. Let 

tlZ7tV.IT. ln,"tlgatl0n °f th‘ "a‘h0da con.truct.„g a 

ing ZtlZllTl "ay lndlCate tha fOU°“ln« construct« ing a state table for any specific system: 

1« The method of logical an.1,.1, of th. functional 
a system. model of 

2. Th. method of artifician, Introducing malfunction. Into 
tne system« 

the .L.rrth°d baSad °n UtllUln« extrapolated data concerning 
the states of a system and Its elements. 

Let us Investigate In more detail each of these 

constructing a table of states. 
methods for 

The Method of Logical Analysis nr 

Functional Model of a Ry«r~m 

The foundation of this method Is based on the following [Ql 

An assumption 1. made that the system Is In a certain state s. By 

mean, of . logical an.ly.l, of th. circuit, It. no..lbl, behavior 1. 

’y't“at'd ”d ‘he r^on,f reaction, .re determined for each element 
th. .».tern for the given .täte, Thl. analy.i. i, .»„led out 

for each .tat. ..«ï . and on th. of th. reaper,., reaction, the 

results of each check a.m are established. The re.ult. of t .c 

check are ent.red In a table In vnlch th. rov. corre.pond to the 

states, and the columns correspond to the checks. 
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As an example, let us construct the state table for the system 

whose functional circuit is shown in Figure 5*1* Let us assume 

for simplicity that in the system the failure of any one and only 

one of the system elements is possible, and each check monitoring 

the reaction of one of the elements has two results: negative and 

positive. The negative result occurs when the element's reaction is 

unacceptable, and the positive result occurs in the opposite case, 

under the condition that acceptable external actions and ^ are 

fed to the system Inputs. 

Since each check monitors the response reaction of only one 

of the elements, the set n will be composed of five checks — that 

is, *»• *». *«• . 

Let us assume that the system is in the state • (01111) 

which corresponds to the failure of element x^. Consequently, its 

reaction will be unacceptable, and therefore the element listed at 

the intersection of the first row and the first column of the table 

will equal zero (Table 5.1). Moreover, the element precedes 

elements x^ and Xjj, and this means that the reactions of these 

elements also will be unacceptable. At the intersection of the 

first row of the table with the third and fourth columns, zeros 

will appear. The remaining elements of the first row will be filled 

with ones. 

TABLE 5.1. TABLE OP STATES FOR THE SYSTEM 

•• •• . «• •• 

•l 0 1 0 0 1 

•• 1 
1 0 0 0 0 

h 1 1 0 0 1 

». 1 1 0 0 1 

*• 1 1 1 1 0 

.it— 1 1 1 1 • 
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An analysis of the system circuit is performed in a similar 

way for the remaining states. For the case when the system state 

is in efficient working order — that is, Sg - (11111) — the 

results of all the checks are positive. The state table obtained 

as a result of the system analysis is the starting material for 

constructing diagnostic programs. 

The state tables obtained as a result of the analysis of a 

functional model of a system have a number of properties which we 

should discuss: 

1. With the presence of feedbacks in the system, identical 

rows and columns appear in the table. Thus, for example, in Table 

5.1 the rows corresponding to the states s^ and Sjj, and the columns 

which represent the checks and ’'li* are such rows and columns. 

Henceforth, the states which are represented in the table 

by identical rows will be called indltlngulshable states. 

The checks and are called equivalent checks. The question 

of equivalent checks is investigated in more detail ln S 5.4 where 

a precise definition of this concept will be given. The check, 

which in the table of states is represented by the same ones or 

the same zeros, will be called an Indistinguishable check. Indis¬ 

tinguishable checks do not contain any information concerning the 

system states, and should be eliminated from the table of states. 

In order to eliminate Indistinguishable states, it is necessary 

to Introduce into the table additional checks or to change the 

system structure. One way to change the system structure, for 

example, is to break the system feedbacks. In particular, in the 

example being investigated, a break of the feedback leading from 

the element x^ to the element x^ and a feeding of an external action 

equivalent to the action of x^ to the input of element x^ enables 

one to eliminate the Indistinguishable states in Table 5.1. The 
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prescribed set of checks with the absence of feedbacks enables one 

to determine any state of the system. 

2 If the failure of one and only one of the system elements 

is assumed to exist in the system, then the system may be represented 

in the form of an oriented graph, as was shown in Chapter *1. In 

this case, the set of possible system states will be equivalent to 

the set of its elements. 

The Method of Artificially Introducing 

Malfunction« into the System 

This method is based on simulating the states of an actual 

system by artificially introducing malfunctions into it. The metho 

may be used both in designing systems, and also in their operation. 

The construction of the table of states may be performed in 

the following order. 

A list of the possible states of a system Is compiled. When 

compiling this list, one must consider: the degree of detail of 

the states, the possibilities of simultaneous failure of severa 

elements, the presence In the system of failures of various types 

(breaks, short circuits, failures of the -faltering" type, stray 

couolings, pickups, etc.). 

First, the output parameters of the system and Its element, 

which will be monitored when the experiment Is being performed are 

selected. Subsequently, the list of selected parameter. Is refined 

on the basis of data fro- the experiment. The list may be expanded 

or shortened. Each of the selected parameters or a combination of 

them will correspond to a certain check In the state table. 

The system Is switched on and readied for the experiment to 

be carried out. The preparation for the experiment Includes the 
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following. The Inputs being fed to the system are checked; they 

must be acceptable Inputs. Deviations of the Inputs from the 

acceptable values must not exceed the amounts indicated in the 

technical specifications for the system. The outputs (reactions) 

of the system elements are checked; they also must be acceptable. 

If this Is not the case, adjustment of the system or replacement of 

the defective elements is carried out. 

The experiment with the system Includes the artificial intro¬ 

duction of malfunctions into the system according to the earlier 

compiled list of states, and measurement of the parameters selected 

fo:* monitoring. The measured values of the parameters for the given 

state are listed in the table of states in accordance with the 

principle: with a deviation of the parameter from the accepted 

values a 0 is listed in the table; in the other case, a 1 is listed. 

The essence of this method lies in the fact that, when conduct¬ 

ing the experiment, it is necessary to know the tolerances for 

each parameter being monitored, since the subsequent precision and 

reliability of diagnosing the system states depends on this. In 

the majority of cases, the tolerances for the parameters are given 

by the technical specifications for the system. However, with the 

development of a new system the tolerances of many parameters are 

unknown, and the problem of determining them is raised. This problem 

may be solved either by calculation or by experiment. The question 

of calculating the acceptable values of the parameters is an 

Independent problem [17]• Deterermlnlng the tolerances by experi¬ 

mental means may be performed by boundary tests, which are investi¬ 

gated in Chapter 6. 

In order to Increase the reliability of the experiment and to 

reveal the parameters which are most sensitive to changes in the 

states of the system elements, one may use factor analysis [531. 
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The described method for constuctlng a state table entails a 
number of difficulties. The main difficult. Is that the number of^ 

all possible states of the system may reach a huge value. . 
example, for a system consisting of 20 elements the number of all 
possible states equals 220 - 1.0*8,576. In order to avoid these 
difficulties, simplified models of the system usually are Inves - 
gated, in particular, when constructing such models It Is assumed 

that only an ordinary flow of failures may exist In the 
Moreover, the degree of detail of the system states Is =°n3^er 
reduced by combining several elements Into a single unit. The 
experiment for compiling the table of states 1» carried out. not 
Tor the entire system at once, but only for Its Indlv dual units 
Por example. If In the system consisting of 20 ciernen s there are 

five different stages, each of which consists of, on * “ ’ 
four elements, then for each stage altogether only 2 - 16 ■‘»t« 
must be investigated. Then considering each stage to be a 
element of the system having an ordinary flow of failures, altogeth.r 

5 X 16 - 80 states will be Investigated, Instead of 1,0 ,57 

It is necessary to point out that this method may be widely 

used when designing systems consisting of unified units. 

During the prolonged use of various systems, abundant data on 

failures are accumulated. Por a certain state of a system In 
cL of a failure, these data usually contain all the necessary 
Characteristics: the reasons for the failure, the signs or symptoms 

of the failure, and the rate of failures. By us ng thes data 
one is able to compile the system's table of states. One should 
Weep in mind that the completeness of the Information concerning 

all possible state, of the system, and consequently the 
details on the states, depends on the length of time t e ays 

been operated [58]. 
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Let us Investigate the application of this method with an 

example. Let us construct a state table for a tube amplifier using 

resistors (Figure 5.2). 

The state table for this 

circuit will be compiled on 

the basis of the following 

assumptions. A normal input 

(input signal) is fed to the 

circuit input from the preced¬ 

ing state; the voltages of the 

anode power supply and of the 

tube heater are within acceptable 

Figure 5.2. A rheostat amplifier. limits. There is no signal at 

the circuit output. Let us 

assume that the circuit may be found In the following states: 

s^ - a break of the tube cathode L; 

s? - a short circuit in the circuit of the leakage resistance R^; 

s^ - a short circuit in the automatic bias circuit; 

Sj, - a break in the circuit of resistor R^; 

- a breakdown of the capacitor or a short of its leads; 

Sg - a break in the circuit of resistor R^; 

Sy - a break in the circuit of the capacitor Cj. 

The possible monitoring points A, B, C, D and E at which one 

may check the circuit parameters are shown on the circuit (Figure 

5.2). For these monitoring points, let us assign the following 

set of checks: 

- monitor the voltage of the input signal (the points A and E) 

- monitor the automatic bias voltage (the points B and E); 

*2 “ monitor the anode voltage (the points C and E); 

iijj - monitor the screen grid voltage (the points D and E); 
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monitor the tube parameters using a tube tester; 
*5 " 

itg - measure the value of the resistance R^; 

ity - measure the value of the resistance R^J 

ttq - monitor the screen grid voltage with capacitor sealed 

off. 

Using the data concerning malfunctions of a similar type of 

circuit [571, one may construct a table of states (Table 5.2). 

TABLE 5.2. TABLE OP STATES POR A RHEOSTAT AMPLIFIER 

■« *1 «4 «• «4 «» «4 

•• 1 0 0 0 0 1 1 1 

*• 0 1 1 1 1 0 1 1 

*• 1 0 0 1 1 1 0 1 

*4 1 0 0 0 1 1 1 0 

«. 1 0 0 0 1 1 1 1 

1 0 0 1 1 1 1 '1 

». 0 1 1 1 1 1 1 1 

Subsequently Table 5*2 may be used for formulating various 

diagnostic programs. 

The process of constructing diagnostic programs is an independent 

problem which will be investigated in the following sections. 

5.2. Formulating a Diagnostic Program fcr the 

Case of an Arbitrary Set of Checks 

Before studying the method for constructing optimum diagnostic 

programs for the state of systems, let us formulate the problem 

which we have chosen to solve. 
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In the preceding section, a model of the system states was 

Investigated. This model enabled one to describe the various states 

of the system. An arbitrary set of checks was assigned for determin¬ 

ing these states. When using this model for the diagnostic procedure 

certain quantitative characteristics must be specified. One such 

characteristic is the probability that the system will be found In 

a given state. In connection with this, the probabilities of the 

simultaneous failures of several elements are calculated on the 

basis of the general theorems of reliability theory. Another 

quantitative characteristic reflecting the expenditures of labor 

and time, and taking into account the value of the measuring 

equipment, Is the cost of performing the check. 

For diagnosing a system state, checks are preformed which must 

be carried out In a certain sequence. The prescribed sequence of 

checks Is called the diagnostic program. Depending on the system 

structure, the construction of the automatic monitoring device and 

other conditions, the system diagnosis may be performed with a 

program cf one of two types — conditional or sequential. 

A diagnostic program in which each successive check is based on 

the result of the previous check Is called a conditional program. 

Thus, for example, a conditional program for a certain system is 

shown in Figure 5-3, a. The program starts with the check w.. The 

checks and which follow this are selected on the basis of the 

results of check i»^. 

The program for diagnosing a state in which the checks are 

performed In a definite, previously assigned order Independent of 

their results is called a sequential program. 

A sequential diagnostic program Is presented in Figure 5.¾. 

This program was constructed for the same data as the conditional 

program Investigated earlier (Figure 5.3, a). 
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Figure 5*3* A sample diagnostic program: 

a - a conditional program; b - tree of a 
conditional program after changes have 
been made in It. 

Figure 5.1*. Types of sequential programs: 

a - a program without repetitions; b - a program 
with repetitions; c - the tree of a sequential 
program without repetitions after changes have 
been made in it. 

One should note that a sequential program is a particular case 

of a conditional program. Sometimes it Is very difficult to clearly 

differentiate between the kinds of programs. Thus, for example, 

In Figure 5»^»b a sequential program is represented whose shape 

rosembles a conditional program. However, this is not a conditional 

program since for this program, the same as for the program in 

Figure 5«a, the sequence of checks is fixed and does not depend on 

their results. The difference between these two sequential program 

Is that In the first program (Figure 5.^,a) there are no repeated 

checks, but in the second program there are. Therefore, programs of 

the kind shown In Figure 5.k,à will be called sequential programs 
without repetitions, anc programs of the kind shown In Figure 5.^,b 

will be called sequential programs with repetitions. 
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Sequential programs have found broad applications in connection 

with automatic searches and also for the diagnosis of systems in 

which only elementary checks are possible. A program of any kind 

is characterized by the average cost for diagnosing a state. If, 

with specified costs of the checks and given probabilities of the 

states, a program is constructed for which the average cost of the 

diagnosis is the least, then such a program is called an optimum 

program. 

r-or convenience in solving the problem, we will calculate the 

average cost for diagnosing a state in the following way. Each 

check a, which goes into the program corresponds to the beginning of 

a certain part of the program (subprogram) for diagnosing the states 

wnich make up the subset S,CS. Por example, the check n,, shown In 

Figure 5.3 of the program is the beginning of the subprogram for 

the set S«« (*». *4. *4). The check i2 is the beginning of the subprogram 

for the set Sr etc. In the program, let us replace each 

check with its cost c, and the state being diagnosed — with the 

crobability p (Figures 5.3.b and S-^.c). For each subprogram, the 

number of which each equals the number of all the checks of the 

program, the sum is found of the probabilities of those states which 

are diagnosed by the given subprogram. The resulting sum is 

multiplied by the cost of the check which began the given subprogram. 

Finally, the sum of all the products obtained in this way gives the 

desired result — the average cost for diagnosing the states. 

Thus, for example, the average cost of diagnosing the states 

for the program shown in Figure 5.3,a will equal 

(/vh pH-P»+/»«-}“ p*)+*»(*+*)+ 
+r, (/», + F.)-I-(A+/»« + P J- 

The average diagnostic cost for the sequential program (Flrure 

5.4,a) is calculated in a similar way, that is 

>. (Pi + * + * + + fJ + 
+v, (p, • f p. • H p,+P4)++p, 4* p«) Kf « (p* 4 p«>- 
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In order to diagnose the states of a system, an arbitrary set 

of checks usually is assigned. The number of these checks may be 

larger than the number of states. When forming the diagnostic program, 

from the entire set of checks a certain subset of checks which make 

up the program must be selected in such a way that the average 

diagnostic cost would be a minimum. 

Thus, we arrive at the more general problem of constructing 

optimum diagnostic programs. 

There is a system consisting of N arbitrarily connected elements 

each of which may be found in one of two mutually exclusive states: 

in good working order or out of order. The set of possible states 

of the system *I, 2.n; («<?*)) is given. In this set, each state 

is represented by an N-dlmensional vector, the vth component of 

which equals 1 if the vth element of the system is in good working 

order, and equals 0 if the vth element of the system is defective. 

The system may be in the state st with the probability 

Pt < l* 1 j • 

For the given system, a finite set of possible checks 

H {«<// —1,2.m; (m<2* —2)} is assigned. Kach check has two results: 

positive or negative. The set of checks is assigned by a table of 

states in which for each check its result for each state s,£S 

is indicated. The cost of performing the check v^ equals f«(c«>0) . 

Diagnosing a system consists of determining its state by per¬ 

forming a certain sequence of checks. It Is assumed that during the 

diagnosis the system does not change from the given state to another 

state, and by carrying out at the very most all the checks of n one 

is able to determine any state of the system (that is, the states of 

the system are distinguishable). The cost c^ does not depend on the 

order of performing the checks. Moreover, it is assumed that the 

binary tree Hdl^US, V) is made to correspond with the diagnostic 

program. Here S is the set of suspended vertexes in the tree which 
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I i 

correspond to the final results of the checks. nh Is t^e set1 of 

vertexes, each of which Is not a suspended vertex, and we will call ’ 

these vertexes Internal vertexes; V Is the set of arcs qf the tree. 

The Internal vertexes correspond to the checks being conducted, and 

the semi-degree of emergence of each internal vertex equals two. 

The number of Internal vertexes of the tree always is one less than 

the number of suspended vertexes — that Is, It equals h - n - 1. 

• I 
I 

The average diagnostic cost for any state of the system may 

be designated either by C (H) or byC(v .V S). with equal 

validity when it Is necessary to Indicate the order of performing 1 

the checks. In connection with this, the accepted line form of the 

notation for a given sequence of checks corresponds to the following 

order of examining the internal vertexes of the tree H. The exami* 

nation begins with the root vertex, and then each time one descends 

one level and the Internal vertexes of this level are examined from 

left to right. Thus, for example, for the programs of Figures 5.3,a 
and 5.4,8, respectively, the sequences of performing the checks will 

be written in the form 1 

i 

*1. «». *«. *1 and *t. «*. V 

For the given program H, the average diagnostic cost of a 

state is determined from the expression 

« 

(5.1) 

i 
where 5tCS is the set of states, whose diagnosis is achieved by the 

subprogram represented by the treewlth the initial vertex v . 

i 

The problem consists of constructing the- optimum diagnostic 

program which will minimize the average cost of determining ary state 

of the system. • 
• ' 

The mathematical formulation of this problem and its solution 

by the methods of dynamic programming are attributed to u. S. Tlmonen. 
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In the following sections of this Chapter, another possible method 

for solving this problem Is Investigated, which Is based on the 

method of branches and boundaries. 

‘ 1 ; 1 . i 
• ' , 

513^ The Method of Branches and Boundaries 

In order to develop algorithms for constructing optimum dlag- 

nostic programs or diagnostic programs which are close to the optimum 

i program, one may yse the method of branches and boundaries. 

' i . 

The method of branches and boundaries [67], ps dynamic program- 
. i 

mlng, is the Judicious structure of a search In the set of 

oermlssiple solutions. Por this purpose, the region of all per¬ 

missible solutions is successively subdivided intd ever smaller 

and smaller subsets. Vfherl this is done, the lower bound of the 

function be^ng minimized is determined for each subset in the sub- 

I division proc' js. , The subsets whose lower bound exceeds the per¬ 

missible solution are eliminated from subsequent investigations. 

The subdivision prbeess is continued until a permissible solution 

: is found whose value does not exceed the value of the lower bound 

for any of the subsets. i 

, \ • . ‘ 
• • 

For constructing'diagnostic programs, the solution search 

process may be represented in the following way. The state table ; j 
specified for the system contains m checks. Any sequence of checks 

• from atnong the m checks may be included In the diagnostic program. 

At least one si^ch sequence will edrrespond to the optimum program. 

Nothing is known beforehand, however, abdut this sequence, and 

therefore it is reasonable to assumeithat the program may begin 

with any of the checks ir (e * 1, 2, ...» m). This makes it possible 
' ' i •* I , i 
to define the location of the first check in the program; it will 

correspond to the robt vertex of the tree H. The subsequent check, 

whose location is precisely determined at a certain internal vertex 

of the tree H,iwe will call a fixed check. 

i i 
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It Is not difficult to determine, on the basis of the table of 

states, that the check ne subdivides the entire set of states S into 

"°n"empty sub®ets s2 and se which correspond to the following: 
.e . rst subset Se — to a negative result, and the second subset 

to a positive result of the check. 

Since the order of perfomlng the remaining checks for dlagnos- 

W the states Included In the subsets S° and sj la not determined. 

“"“UntS °r th* a,*ra«' Cíh“) and C(Hj) are unknown. Let 
us replace the desired solution» for th. subaeta S° and S1 by their 

lower bounds CK(S°, and reapectlvely. Then th. lo'.er bound o 

the average cost of the diagnostic program which began with a certain 

d check ae may be expressed by the following relationship: 

Ci»|(v S)«=r, ^ ^^ 

where ce is the cost of performing the fixed check. 

Thus, in the first step of the algorithm, the lower bound of 

the average cost CM(V S) of each possible diagnostic program, 

starting with the fixed check we (e - 1, 2, .... m). l8 determlned. 

om all the m possible diagnostic programs of the first step of 

the algorithm, that program is selected which has the least lower 
bound. 

In the second step, for each of th. sets S° and S1, which were 

separated by the program selected in the first step, the lower 

bound also is determined for the set of the various pairs of fixed 

checks which we postulate by wf for sj. and by % for S1. that is 

CAH'fijfyr-.c, £ ^rJ-CM(S^Vj-CM(S®1), 

V pt \-CM (Sj*) CM (S"), 
•#?**. * 

(5.3) 

(5-¾) 
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where the indexes 00, 01, 10 and 11 designate respectively the 

subdivisions 5*=S"US*' and S'~S"US". 

Then the lower bound of the average cost of the diagnostic 

program CAI n,. a,; S) for the set of distinct fixed checks selected in 

the first and second steps of the algorithm is determined from (5.2), 

(5.3) and (5.1*) as 

CAf(*„ V, S)- cr £ /»i + (*/; .^)+CM (V (5.5 ) 
*i?s 

This process is carried out in a similar way in the third, fourth 

and remaining steps of the algorithm until all the subsets in S con¬ 

taining more than two states are separated, and a permissible sequence 

of checks is found. This sequence of checks corresponds to one oi 

the possible diagnostic programs. 

If the average cost of the resulting diagnostic program exceeds 

the lower bound of the average cost of any of the possible programs 

of the first and all other steps of the algorithm, then the process 

is repeated until the optimum solution is obtained. 

When solving various problems of optimization by the mechou of 

branches and boundaries, the solution process customarily is repre¬ 

sented in the form of a so-called solution tree. Thus, for example, 

the solution tree for a certain problem for which m ■ ^ and n ■ 5* 

which is shown in Figure 5-5, enables one to graphically represent 

this method. 

Each vertex of this tree is associated with a certain permissible 

solution and its lower bound. The resulting solution is recorded 

Inside, and the value of its lower bound is recorded near the vertex. 

The vertexes of the same series correspond to a given step. The 

vertexes in each series are arranged in order of decreasing values of 

the lower bound from left to right. In Figure 5.5 the four vertexes 

of the upper series correspond to the first step of the algorithm, 

and the vertex with solution *3 has the least lower bound CAI 
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The root vertex of the solution tree corresponds to the set of 

ill permissible solutions which generally may be obtained with the 

given state probabilities and the assigned costs of the checks. The 

lower bound of this vertex is CM (S). A calculation of the value of 

CM (S) for the solution of the problem is of no vital importance. 

The branches leading from one vertex to another show the direc¬ 

tion of motion toward that permissible solution which follows from 

the previous solution. Thus, for example, in the solution tree of 

Figure 5.5 the solutions n^, itg} 1^» and ir^, tt ^ follow from the 

¿-.elution Prom the solution tr^, the solutions ir^, ir^, Xj* 

n^, ti,( hiti obtained, and the complete solution of the problem x^, x^, 

x^, t , follows. The value of the lower bound of the permissible 

solution for a given vertex nowhere exceeds the values of the lower 

bounds of those vertexes which follow it. In particular, fox* the 

solution tree being investigated (Figure 5.5), we have 

CM («,; S) < CM (T,, r.; S) < CM («,. S) < 

<C(t1, «„ rt, K,; 5). 

.5) 

Figure 5.5. A solution tree 

In the solution tree, besides the vertexes with branches, there 
0 

are suspended vertexes — that Is, vertexes from which not a single 

FTD-HC-13-722-71 267 



where the Indexes 00, 01, 10 and 11 designate respectively the 

subdivisions S» = S«USM and S'^'US". 

Then the lower bound of the average cost of the diagnostic 

program CAI U. n/( nf; S) for the set of distinct fixed checks selected in 

the first and second steps of the algorithm is determined from (5*2), 

(5.3) and (5.1*) as 

CM(*„ V. V S)- er V />i -4* CAI (r.,\ .^) -\~ CM («<; S|). ^ 

•Í6* . 

This process is carried out in a similar way in the third, fourth 

and remaining steps of the algorithm until all the subsets in S con¬ 

taining more than two states are separated, and a permissible sequence 

of checks is found. This sequence of checks corresponds to one oi 

the possible diagnostic programs. 

If the average cost of the resulting diagnostic program exceeds 

the lower bound of the average cost of any of the possible programs 

of the first and all other steps of the algorithm, then the process 

is repeated until the optimum solution is obtained. 

When solving various problems of optimization by the method of 

branches and boundaries, the solution process customarily is repre¬ 

sented in the form of a so-called solution tree. Thus, for example, 

the solution tree for a certain problem for which m » ^ and n ■ 5, 

which is shown in Figure 5.5, enables one to graphically represent 

this method. 

Each vertex of this tree is associated with a certain permissible 

solution and its lower bound. The resulting solution is recorded 

inside, and the value of its lower bound is recorded near the vertex. 

The vertexes of the same series correspond to a given step. The 

vertexes in each series are arranged in order of decreasing values of 

the lower bound from left to right. In Figure 5-5 the four vertexes 

of the upper series correspond to the first step of the algorithm, 

and the vertex with solution *3 has the least lower bound CAI (.1,; S). 
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branch emerges. Among such vertexes are the following: vertexes 

giving a complete (not necessarily optimum) solution and vertexes 

whose subsequent branchings certainly do not lead to an optimum solu¬ 

tion. If the value of the solution which has been found does not 

exceed the value of any permissible solution which is represented by 

a suspended vertex, then this solution is the optimum solution. This 

also means that the solution tree has finally been constructed. 

The investigated method for constructing optimum diagnostic 

programs may also be used for a number of other diagnostic problems. 

However, when determining the solution, each time the problem is 

raised anew as to the construction of the lower bound. Therefore, in 

the following two sections, we will investigate the procedures for 

constructing lower bounds for various types of programs. 

ft.4. The Lower Bound of the Average Cost of a 

Conditional Diagnostic Program 

The essential feature of the method of branches and boundaries 

is that a specific requirement is imposed on the lower bound. This 

requirement is reduced to the fact that the value of the lower bound 

must not exceed the average cost of any permissible solution. 

Let us investigate a certain intermediate step of an algorithm 

in which it is necessary to determine the lower bound of the average 

cost of a conditional diagnostic program. 

Let Sk (SkCS) designate the set containing * states which 

was separated in the preceding step of the algorithm by a certain 

check. Let us designate by H,(nrCll) the subset of checks such that 

any check from n, which subdivides Sk into two nonempty subsets, is 

Included in Ilr. In the general case, nr contains r(O^rsi^i) checks. 

Let us note that when k =* n Sn « S, Hr - nm and when k *= inr~ll<,* 0. 

Let the conditional diagnostic program begin with a fixed check 

ir (e ■ 1, 2, ..., r). The check ire subdivides Sk into two nonempty 
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subsets s£ and , such that ls£ I " 1 1,1,1 lSk I “ k " I* Moreover, 

by means of the check » two such subsets n° and IlJ, are separated 
e e e 

from n ., such that in each of them only those checks from Ilr are 

included which subdivide S? and SjJ , respectively, into two nonempty 
Ke e 

subsets. 

The calculation of the lower bound for the sets and nr begins 

with calculations of the lower bounds CM (s£ ) and CM respec¬ 

tively, for the subsets and theS the value CAI (n,; S») i-1 

determined from Equation (5-2). Since this procedure is the same for 

any of the subsets, it is sufficient to investigate the process for 

calculating the lower bound for any one of them — for example, 

for 3? . 
*e 

Let us investigate the process of calculating the lower bound on 

the assumption that the costs of all the checks of nr are the same, 

and equal c. 

In this case, the procedure for determining the lower bound is 

equivalent to the procedure for constructing optimum codes, which was 

proposed by D. A. Kaufman [54]. This procedure proposes that the 

following operations be performed: 

Io. Construct a collection of probabilities of those states 

which are included in sj . This collection should be ordered in the 
Ke 

order of increasing probabilities. 

2°. Find the probability p, equal to the sum of he two smallest 

probabilities of the constructed collection. 

3°. Repeat 1 and 2 successively, constructing each time a iew 

collection of probabilities. However, as distinct from the procedure 

indicated in 1, in this collection one must include the probability 
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1) and those probabilities from the preceding collection 

which were not included in the sum 

Jl. The process is terminated when a collection consisting of 

a single component is formed. 

Por the given probabilities of the set of states this pro¬ 

cess leads to the construction of a tree of a certain shape. As a 

result of performing Io, 2° 3° and 4°on each suspended vertex of the 

tree, a certain state *i Ç is possible, and on each internal vertex 

the binary probability p^ is possible. The procedure being investi¬ 

gated is graphically illustrated in Figure 5-6. Let us write the 

resulting binary probabilities in increasing order, that is 

Figure 5.6. An example of 
forming a tree when calculating 
binary probabilities. 

for S? 
e 

tion by the cost of the check c 

(5.6) 

Henceforth, the collection 

consisting of p^ and ordered in 

accordance with (5*6) will be 

called the binary collection of 

probabilities. The number of com¬ 

ponents in this collection always 

equals the number of internal ver¬ 

texes in the tree which may be 

compared to the diagnostic program 

of the co^lec- Consequently, by multiplying each component 

we obtain 

CAf(S^) (5.7) 

The quantity CM (s£ ) for the subset is determined in a 

similar way, that is 

CM (S^) rr-.C 
■ =*l 

(5.8) 
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It is necessary to point out that if * then CM(^ ) 

CM(S'V')? - 0, and if |Sjj ,|5',(|-2 then C(//°J and CM (S'j -C(//‘tt). 

Finally, in accordance with (5«2), (5*7) and (5»8), the lower1 

bound of the average cost of the conditional diagnostic program, star 

ing with the fixed check when the costs of the checks are equal, 

is determined from the relationship 

CAf(•,;$*)«:*[ V M-V/Yf ¿ P.\ (5.9) 

As was already Indicated, the lower bound of the average cost 

of the conditional diagnostic program starting with the fixed check 

ti must not exceed the average cost, of any permissible solution ob- 

tained in the following steps of the algorithm. In other words, the 

following inequality must be fulfilled 

CAI (S»K.CAf (//*). (5.10) 

The proof of this Inequality results from the following 

considerations . 

Kaufman's method always leads to an optimum set of code words, 

in the sense that no other set has a smaller average number of symbols 

in a message. If one carries out an analogy between the concepts of 

a ''code” and a "program" [9l, then the correctness of this method 

becomes clear. Then the proof for inequality (5.10) follows from the 

proof that Kaufman's code is the optimum code [52]. Inequality (5-10) 

changes into an equality when, and only when, the fixed locations of 

the checKS in the tree Hk coincide with their unfixed locations in 

the tree which determine the quantity CM (S^). 

Now let us investigate the process of calculating the lowe. 

bound when the costs of the checks are not equal. As before, let us 

take Sk as the separated subset. 
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The process of calculating the lower bound In this case is per¬ 

formed in two independent stages. In the first stage, the probabili¬ 

ties included in the binary collection (5.6) are calculated. In the 

second stage, the checks are selected, and the value CM (S^ ) is 

calculated. 

The average cost of the lower bound, when the costs of the 

checks are not equal, depends essentially on the costs of the selected 

checks and in which order are they selected. Let us discuss certain 

specific features of conditional diagnostic programs. 

The first distinctive feature is that an equivalence relation 

exists in the set between certain checks, that is, if 
*. 

or ^ S\t, (5.11) 

holds, then the checks and ïïj are called equivalent checks. The 

equivalence relation leads to the fact that the set will be par— 
e 

tltioned into equivalence classes. In each class, there may be either 

one or several checks. Therefore, if the checks and ir^ are equi¬ 

valent, when c^ < Cj the check itj is not included in the program, 

and when Cj ■ Cj the check always may be replaced by i»j . 

Another distinctive feature is that, in order to distinguish 

the states of the system, it is sufficient to have a minimum of 1 + 

+ [log2 (n - 1)] checks, where [a] is the smallest whole part of the 

number a. Since the number of internal vertexes in the tree equals 

n - 1, certain of the checks which are included in the program will 

be repeated. Thus, Figure 5.7 shows a program which enables one to 

determine seven states of a certain system with three checks. It 

should be emphasized that this feature does not occur when, as the 

object being diagnosed, a system is selected which consists of n 

series connected elements, and only one element may be defective in 

the system. Then all the checks in the conditional diagnostic 

program are different. 
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Figure ï>.7. A sequential program 
for st-ven states and three 
checks. 

Based on the features of 

conditional diagnostic programs, 

let us formulate the following 

laws for the selection of checks, 

whose costs are included In the 

lower bound: 

l0« Select one check of the 

least cost from each equivalence 

class In n^, and form from them the set of working checks. The set 

of workini’' checks Is used in the following step of the algorithm for 

calculating the lower bound CAf(r.t;S^) . One should note that IIr alto 

Is a set of working checks, which was formed in the preceding step of 

the algorithm. 

t°. From the set of working checks, depending on the structure 

of the object being diagnosed, select: 

a) the (Î - 1) checks of least cost if the system consists of 

n series connected elements, and only the failure of ore 

element Is possible; 

b) the l ♦ [log2 (I - 1)] checks of least cost if the elements 

of the system are connected in an arbitrary way, or the 

simultaneous failure of several elements in the system is 

possible. 

After selecting the checks, the procedure for calculating the 

lower bound is reduced to tne following. 

Let us form from the costs of the selected checks a collection 

of costs ordered according to increasing costs, in which <!</—I) 

designates the kth component, that is 
I 

ci C4.,. (5.12) 
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The rules for selecting the checks provide for two variations of 

the system structure. If the system consists of series connected 

elements, then in accordance with 2°, a,(Z - 1) checks will be selected. 

The cost of each selected check Is Included exactly one time in collec¬ 

tion (5.12). If the elements of the system are connected in an arbi¬ 

trary way (see 2°, b), then the number of selected checks is smaller 

than the length of collection (5.12). In this case, let us proceed 

in the following way. Let the numbering of the costs of the selected 

checks be made so that 

r,<...<ii<...<c.; I)]- 

Let us insert the cost Cj as the first component of collection (5.12). 

Let us introduce the cost c2 as the second and third components, the 

cost c3 as the fourth, fifth, sixth and seventh components of 

collection (5*12), etc. 

In the general case, each Cj is included in collection (5.1-) 

2^-1 times except for ct. The number of repetitions of costs cz will 

be smaller in that case when the length of the collection is/—. 

Then multiplying term by term the components of collection (5*6) by 

the components of collection (5.12), arranged in the opposite erder, 

and summing the resulting products, we calculate the lower bound: 



The lower bound determined by Expression (5.15) also satisfies 

condition (5.10). This follows from the fact that collections of the 

kind (5.6) and (5.12) are formed Independently, and the methods of 

obtaining the components of these collections ensure a minimum possible 

value for each of them. Therefore, in accordance with [55 (theorem 

368)] statement (5.10) also remains valid. 

5.5« The Lower Pound of the Average Cost of a 

Sequential Diagnostic Program 

The procedure for calculating the lower bound for sequential 

diagnostic programs without repetitions is somewhat different from 

the procedure investigated for calculating the bounds of conditional 

programs. The structure of the tree H which corresponds to the 

sequential program without repetitions determines this difference. 

"’he procedure for forming the binary collection of probabilities will 

be somewhat different In this case. Moreover, any check Included in 

a permissible sequence always separates two subsets corresponding to 

its results, such that one of them contains only one state (the final 

result of the check) and the other contains all the remaining 

unveriflel states. 

ùet us assume that the set is such a subset, which 

is separated by the fixed check ir< and which contains all the remain- 
*k 

mg unverified states. st is the state separated by the check n. 
i * i 

and the index 0\J \ means that the subset Sk_n may be separated by 

either a negative or positive result of the check it . Then the lower 

bound of the average cost of the sequential diagnostic program without 

repstltions, which we will designate by CL, may be written in the 

form 

(5.16) 

where 3, is the set of states whose diagnosis is achieved, by the 

subprogram representei by the tree with the initia' vertex flj 
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I 

! 
w I 

U, u. lnvestl*ate «h. procaur. for 

CMS*,.,,>. This procedure must take In o a°0 the oonstPuotlon 

sequential program “e seleetlon of checks, 
of the collection of probabilities ana cn . 

ut u. form a binar, collection of ^ 

are Included In the set ..¾ 
to carry out the following operations. , 

,.. „.,™. V"“ 
according to Increasing probability 

ded in , that is , 

2°. Find the probability ?i —Pi.+Pi, * t ' 

3. Eliminate from the collection l»th. probabilities included 

in tM aul;,(l<l<—*-*> ^ th> prob^lllt,Pu-«+^ . 

0 hinarv collection of probablli- 
40 successively repeat 3° until a binary tl 
H d.«-«»» nf n - k - 1 components, that j.s 

ties is constructed consisting 0 

(5.17) 

The checks which are 5.4 for 1° 

r?rrr:.l..tl.n .f th. cheek.. The coat, of the selected 

checks are included in the collection 

(5.18) 

B, multiplying the cognent, of collections (5.17) and (5.18) 

ana sling the products. « calculate th, lower bound 
I * I 
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I 

CMO-f (5.19) 

• In the case of equal costs of all the checks, no selection of 

them is carried out and relationship-(5.19,) acquires the form 

' CL(?w\)^c ¿ Pt 
i-i 

The essential feature of the application of the methoO for con¬ 

structing sequential programa Without repetitions la that In each 

»tap of the algorithm the louer bound la not determined for all the 

fixed chocks. It la determined only for those fixed checks which 

separate pne state and the' set ’from the set of states being 

investigated in this step of the algorithm. 

. i ' . 

When;constructing sequential programs with repetitions, the 

procedure for calculating the* lower bound in no way differs from the 

procedure tInvestigated in Section fo^ conditional programs. The 

selection of the checks for the lower hound*when this is done is per¬ 

formed in accordance with selection rules Io and,2°, b. However, ‘ e 

solution tree includes only those checks and their -sequences whicn 

will either separate a single state -(as in the ?ase of sequential 

prograins without'repetitions) or subdivide the set Sk into two 

equally large subsets — that is,l^»,l • ( t 

When this U done, the condition must be satisfied that fcr 

S° and SÍ .there are checks which will subdivide each of these twc 

subsets agiin into equally large subsets, etc. Only sets consisting 

of 2Z or'3 • 2Z ,(z - 0, 1, 2, ...) elements make such subdivisions 

possible. The number of checks which are 'included in^the program for 

must equal z if |Skl * 2Z, and z ♦ 2 if !Sk! * 3 2 . 



to find these states for the assigned subset nr, It Is necessary to 

delete from the table of states the columns corresponding to the 

checks which are not Included fn nr. Then those states are written 

out which correspond to the rows of the resulting table which are not 

encountered twice. Thus, for esample, if In Sk there are el. states 

which are represented by the table: 

«• «» «• •• 

*1 0 i 0 0 1 

h i 0 0 1 0 

*» i 0 0 1 1 

*. . i 1 1 1 1 

*» i i 1 1 0 0 

.. ? i 1 1 0 1 

then in order to form a sequential program without repetitions It Is 

sufficient to seloct the checks since after deleting 

columns of and it2 all six rows of the table will be different. 

5.6 Examples of Constructi,-ig Programs for 

Diagnoslnr States 

Example 1. 

Lot us investigate the process of constructing a program for 

diagnosing the states in a tub. amplifier, whose circuit was presented 

in Figure 5.3. »a was established, the table of states of this 

amplifier has the form 

FTD-HC-23-722-7I 
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1 1 «. 1 «. N -1- 1 -. 

It 1 0 0 0 0 1 1 1 

«» 0 
1 1 1 1 0 1 1 

1 0 0 1 1 1 0 1 

I» 1 0 0 0 1 1 1 0 

It 1 0 0 0 1 1 1 1 

It 1 0 0 1 1 1 1 a 

It 0 1 1 1 1 1 1 1 

LiH Uw as june that, on the basis of the extrapolated data for 

the auipllfier circuit, che following state probabilities are assigned 

P1 “ °'2]* p¿ * P3 * 0*16» P(, * 0.Û9, p5 - 0.1, p6 - 0.18 and 
Py ■ 0.1m. ihe cost of each check from the set ll-h./i-l, ...ft» includes 

the work involved in the monitoring and the cost of the monitoring 

equipment, and equals Cj * c2 » ... - cg * c * 1»0. 

Let us use the method investigated earlier for constructing an 

optimum conditional diagnostic diagram for the case of equal costs. 

Pirat of all, let us tum our attention to the fact that in the 

table of states (5.20) each of the checks it,, subdivides the 
set of states into the subsets 

*i ■ -{»!. *,) and 5« «{*,. *i); 

: Sj (i„ *„ tt, *4i an<] ^ ^ g|j; 

*•* ^5-8nd sj • *(,,. i,). 

In accordance with the definition (5.11), the checks t^, n2 and 

*2 are equivalent, and, since their costs are equal, any of them may 

be Included In the diagnostic program. Let us select, for exam’le, 

the check Consequently, In the first step of the algorithm, it 

is necessary to calculate the lower bound only for the checks it,,, 

ïï5» *6» nj> ïïg* ^ur these checks, the lower bounds are Indicated 

near the corresponding vertexes of the solution tree wh'^h is shown 
In Figure 5.8. 
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lo the lower bo-nd for the check 
Let us calculate, for example, th s0 B {3 , Sll, s.) and 

rhe check subdivides set S into two subsets <V V 5 

sj - is2, s3, s7). ^ 

, whlch correspond to the states of Sj,, let 
Prom the probabilitle increasing proba- 

us form a collection which is ordered in order 

bility —that is, (0.09, 0.1, 0.21). 

., ... »... »..» 
„f .»..SUltlfi. .. ¡ slo„ (5.JI, « .... 
0.19 and 0.40. In accordance with txp 

01(5®)» 40(0.)9 + 0.40) .33.6. 

, *. lower bound for the subset 
In a similar way let us calcula e i<i8 of the binary 

s,. It is convenient to determine the probabilities 

collection on the basis of the scheme 

1 '■ Li_l 
I 
7 
3 

0.26 

0,34 

O.iO 

0,12^ v0.)4 

3.16^ 
0.16 

'xO.lS 
j 0.26/ 

0.18 
0.26 

s0.34 

ln which the ioopihS Une connecte the P—ies incXunen In the 

By using (5.8), we obtain V 
sum p 

, the lower bound of the average cost of the coniii:r ^.uh .e...- 

Expression (5.9) 

CM(n<; 5)-401^23.04 48 'HI.« 

from Figure 5.8, the diagnostic program beginning 
As is seen from Figure p. , Therefore, in the 

t. i, « vms the least lower bound. Therero , 
with the check i»j| has tne 
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second step of the algorithm. It is necessary to calculate the lower 

bounds for all possible programs which begin with the check and 

all the possible pairs of fixed checks following the check itj,. 

By rearrangement of the columns and rows, let us represent the 

table of states (5.20) in the form 

”1 '• 1 ■* 1 «I J 
"• 1 -1 rt 

«1 0 1 0 1 1 1 

0 1 1 1 1 0 

«» 0 1 i 1 1 1__ 

*1 1 0 1 0 1 1 

<• 1 1 1 1 0 1 

*. 1 1 1 1 1 1 

1 0 1. 
1 1 1 

«5 

«i 

(5.21) 

After reorganizing the state table, it is not difficult to see 

that the checks n^, for the set , and the checks and Xg 

si are indistinguishable. Therefore, the lower bounds need to be 
*4 Q 

calculated only for the checks and xg of the set and for the 

checks w., n, and x? of the set 3^. Thus, for example, the lower 

bound for the sequence x, will equal 

» 

CM (r,. S) « f J] ^ H C,U ^ + CM {r,'‘ ^ ' 
“i 

» 40-1 f 10(0.40 + 0,10) + 40(0.0 + 0.20 + 0.31) »>111.0. 

In the third step, we obtain the final solution of the prohelm 

C (%, x5, xlf x3, x¿, x7; S) - 111.6 for which the conditional diag¬ 

nostic program is represented in Figure 5*9. 

Example 2. 

Let us investigate the construction of a conditional diagnostic 

program for the system whose model is an oriented graph (Figure 5.10). 
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Pleure 5.9. The optimum condi¬ 
tional diagnostic program for 
the rheostat amplifier shown 
in Flgu.-e 5.2. 

Figure 5.10. The oriented graph 
of the system. 

¿ach state of the system corresponds to the failure of one and only 

one element of the model from the set X *■ Xg* x^, Xjj, x^, x^}, 

and each cneck assumes the monitoring of the response reaction of this 

element. Then the state table of the system will have the form 

«. ■» «• «4 •* 

*. 0 0 1 0 0 

** 1 0 1 0 0 

•( 1 1 0 0 1 

«4 1 1 1 0 I 

«• 1 1 1 1 0 

1 1 1 1 1 ' 
(5.22) 

The costs uf the checks and the state probabilities are presented 

in the following tab1e: 

• '1 !■ 
* 

1 
3 

3 

i 
s 
6 

4/ 

II 
•» 
34 

3? 

0.2 

0.(6 

0.34 
0,15 

0.0b 
0.3 
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The entire process of searching for the optimum solution is 

shown in the form of a solution tree in Figure 5.11. In the first 

step of the algorithm, the lower bounds for all the checks which are 

included in II .Mare determined, since there are no equivalent 

checks. 

The procedure for calculating the lower bound in this example is 

somewhat different from the preceding example, since the checks have 

unequal costs, and the elements in the system are not connected in 

series. 

Let us calculate, for example, the lower bound for the^fixed ^ 

check Tfjj. The check itjj subdivides set S into two subsets and 

in accordance with the structure of the state table (5.22), that is 

(5.23) 

From table (5.23) it follows that the checks n2 and in Sjj 

are equivalent. Since c2 > c^, in order to form the lower bound, one 

should select the check ir^. In the set sj only the single check 

may be included in the lower bound, since the remaining checks are 

indistinguishable. Thus, in accordance with the rules for selecting 

checks, one should take the checks irn5 for si| ^5 ^or S4‘ 

When this is done, two ordered collections of costs will be obtained: 

for sj 32, 47, 47 and for sj 32. 

In the collection of costs for , the cost of check is 

included twice, since sj contains four states and consequently there 
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must be three internal vertexes in the subprogram tree. The binary 

collection of probabilities for S° and sj is formed in the same way 

as in the previous example. As a result we find, from (5-15), the 

lower bound for the fixed check 

c 
CM (V. S) ** f. £ /*, + C.U 1^) I- CM (Sj) • 

I «I 

-. 31-1 -J. (O.20- «7 J- 0.10 17 I- 0.01;32) | 0,.)6-32 * W.2. 

In a similar way, the lower bounds are found for any sequence of 

checks which are indicated in the solution tree in Figure 5.11* The 

optimum solution corresponds tc the sequence it^, which is 

represented in Figure 5*12 by the tree of a conditional diagnostic 

program. The average cost of locating any defective element of the 

system for thir solution equals C (n^, itjj, ^ “ 110.82. 

le 3. 

Let. us investigate the 

process of constructing sequential 

diagnostic programs for the same 

initial data which were used in 

Example 2. 

Let us construct a sequential 

program without repetitions. 

In the first step, we may 

select only the two checks and 

it^ as the checks for which the lower bound must be calculated, since 

only these checks separate a single state. The lower bounds for these 

checks are indicated In the solution tree in Figure i>. 13- 

In order to determine which of the checks should be selected in 

the following step, it is necessary to delete from the table of states 

those rows which correspond to the states which hive been separated 

out by the preceding checks. 

Ex amp 

Figure 5.12. The optimum condi¬ 
tional diagnostic program for 
the system whose model in shown 
in Figure 5.10. 
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Figure 5.13« The solution tree for Example 3* 

Th,„ if we hopo tc calculate In the third atep the loaer bounds, 

then it Ù neceasen to deiete Pro, the state 
« When this is done, the table takes tne 

for the states s1 and s3< When tnis xo u » 

form 

«« - ! *» •« «» 

h 1 0 1 0 0 

*. 1 1 1 0 1 

*1 1 • 1 « 0 

*. 5 1 « 1 1 
(5.24) 

In table (5.21) onl, the check .j separatee out a single state, 

'therefore in the third step a single sequente of checks *3. 2 

^ ™—---13 ”zn:\¿ 
uheckt. The chock s, subdivides the set (s2, s,,, Sj, s6 

subsets und ^ívl “ *s) • 

Let us ueternlne for the set sT collections of probabilities 

(0.21, 0.51) and costa (32.34). 

ut US calculate in accordance »1th (5.19) the value of the 

lower bound. 

FTo-HC-. ’.-722-71 
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CL (S3VI) « 0.21 31 I- 0.51 32 » 23. «6, 

I i 

Let us determine from Expression (5.1b) the lower bound for the 

sequence of checks n^, n^, iij: i 

CL("•• “ 47.1+95.0,80 + 71 Ü.5C+ 23.4C» 180.22. 
1 

After performing all the calculations we obtain the final 
solution: 

«i. *».««. *,:S) ** 188,31. , 

The sequential program without repetitions for the resulting 

solution is shown in Figure 5.1¾. 

Figure 5.1¾. The optimum 
sequential program without 
repetitions for the system 
whose model is shown in 
Figure 5.10. 

If it is necessary to con¬ 

struct a sequential program with 

repetitions, the process of calcu¬ 

lating the lower bound and con¬ 

structing the solution tree would 

be different, and it would 1 

correspond to the procedure for 

constructing conditional programs. 

In the solution tree for the 

conditional program in Figure 5.1Í 
• • 

additional vertexes are shown by 

the dashed lines which correspond 
to the search for the optimum sequential program with repetitions. 

The sequential programs with repetitions for the given case are 

presented in Figure 5.15. The cost of locating the defective element 
for any of these programs is 

C («I. ■». *•«. 

-0(8,.11,.11,.11,. *•» "»î S) 
S>; . IDii.M».1 

i 
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1 • 

Figure 5.15. 1 Two optlhum sequential programs 
with repetitions for the system investigated 
in Example 2. 

This vaiuè is considerably smaller than the cost of the search 

based on the sequential program without repetitions. 

' i 

^s* the examples wiilch have been presented show, the method of 

branches and ooundarier is occasional^ connected for practical pur- 
I 

poses with a large number of calculations, which increase considerably 

with'an increase of m and n. Therefore, execution of the investigated 

algorithm Is possible only when an electronic computer performs all 

the calculations. 1 , 1 
i ' . 

I 

‘Ope of the important features of the practical use of the method 

of branches and boundaries is the possibility of obtaining a subopti- 

mum (approximate) solution which differs from the optimum solution by 

no mope than a specified amount.! 
i ' 1 

Let us assume that It is necessary to obtain a permissible 

solution which differs from the optimum solution by no more than 10Í. 

Thus., for example, if in Fxanpld 2 the permissible solution CM (n^, 

n5» ’V,» S) with tihe coat ljl^.8 is found in the second step (Figure 

5.11),- then one may net Investigate vertexes with a lower bound of 

105 or more (i.l X 105 - l‘l5.5 > 11'». 8). 
. ' 1 i 1 

! I I 
Then the solution •which .corresponds to the program shown in 

Figure.5.16 will be a cuboptimum prógram, since its value 

PT’H-Hc'- -71P-U 
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Figure 5.16. A suboptimum 
conditional diagnostic program 
for the system Investigated in 
Example 2. 

C ^2* ^ * 11**»8 
is larger than the optimum solu¬ 

tion found in Example 2. The 

resulting suhoptimum solution 

differs from the optimum solution 

by only and the number of cal¬ 

culations is reduced by approxi¬ 

mately a factor of 2.2, since the 

solution tree associated with the 

searcli of this suboptimum solution 

will consist of nine vertexes 

Instead of twenty. 

If, when solving the problem, the time for its solution is 

limited, then in order to find the best solution after a specific 

interval of time one may use various "adaptive" computational srhomes. 

One such scheme for searching out the best solution during an inter¬ 

val of time t is the following: 

1) attempt to find the optimum solution of the problem during 

the time t/2. If the optimum solution is not found, then 

2) attempt to find the suboptimum solution which differs from 

the optimum solution by no more than ; if such a solution is not 

found after a time equal to t/*l, then 

3) attempt to find the suboptimum solution which differs from 

the optimum solution by no more than lûi during the interval of time 

t/8, etc. 

Using the principles of suboptimization when solving problems of 

large dimensionality enables one to significantly shorten the number 

of calculations and to reduce the requirements for the storage 

capacity of the computer. 
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6. MONITORING RADAR EQUIPMENT 

Monitoring may be performed at three stages: when designing the 

equiprv : t, when manufacturing it, and when operating it. When oper¬ 

ating tr. equipment, the monitoring is carried out to evaluate the 

operational state or tc determine the future behavior of tne system. 

Monitoring the current state of a system — that is, its oper¬ 

ating ei'flciency — consists of checking the correspondence of the 

nain p tm-.-ters with tne requirements of the technical specifications. 

A in cessary prerequisite for this is: 

tne selection of the minimum number of parameters to be 

monlto '"d; 

the construction of a program for monitoring the operating 

efficiency , 

— hotermining trie time interval between monitoring checks; 

— selecting the necesssry set of instruments for performing 

the monitoring. 
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Monitoring complicated equipment during ”^u 

regarded as one of the effective means for maintaining 

bility. 

siMe "T tor^^^arrMrr t^rr 

n:::rra::; :: 
Of a system state enables one to predict It- 

Forecasting a change of a rp^llXl^onl- 

called a «10^. ‘ durlnB the period preceding the 

toring the change of a system 

prediction. 

- .»*•*“ :-,: ;r,r»rrr r: rr,“ 
rr»;r- 
state when designing the equlpmen l t ensure maximum 
operating conditions of the equipmeht elements which 

reliability. 

Monitoring technical systems Is one of the most Important and 

at the same time least solved problem 

6 ! Selection_of__the_Mlnimum_JiH!l!b£i!— 

Z^n. a System_^0Eejatlng_Emçlençx 

, effective system for monitoring an equipment’s 
When creating an ^ rationally selecting the 

operating efficiency, tepro^ parameters must fully 

parameters to be moni or • fulfill Its tasks, 
characterize the ability of the equipment to fulfill 

Monitoring the operating effdeleney^f^lP-t callsJor_ 

cheeking the state of the equ pm uorl lng 
that la. when monitoring equipment, whether It Is g 
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ordei or out of order is recorded. In connection with this, the 

number of parameters selected for monitoring should be at a minimum. 

The selection of the parameters to be monitored includes the simul- 

taneous selection of the circuit points to be monitored. Since the 

concept, of a "monitoring point" characterizes the specific place in 

the equipment where a certain parameter is checked, we will hence- 

. ortii not make too great a distinction between these concepts. 

The problem of selecting the minimum number of points for 

monitoring a system's operating efficiency may be formulated in the 
following way. 

nhere is a system consisting of functionally interconnected 

units (elements). Let us assume that one monitoring point for the 

external output exists in the system for checking the state of each 

unit (element). Let us designate the set of all external outputs 

of the system by A’= {.v,/i » J, 2.nj. 

In those cases when we talk about the set of elements of the 

system, in order to simplify the designations we will also designate 

tt by X. i;bviousiy this does not lead to any ambiguity, since — 

according to the formulation of the problem — each unit (element) 

hcis one and only one output. 

Th-re is a set of external inputs ^ «= {f,/v=-1,2.*•} in the system. 

»surned that each external input of the system is monitored. 

H is a-; essary to find a certain set of external outputs KfsX which 

it is necessary to monitor in order to evaluate the system operating 

efficiency. Naturally, when this is done it is necessary that the 

number of elements in set K be a minimum, and the elements of this 

set mu.il be selected in such a way that, when the monitoring is 

carried out, complete Information as to the system's state is 

obtained. 

Let us use the method discussed in 1.59] for solving the problem. 

This metn.jj Is based on finding the least externally sMMe set in 

the gr.iph of the system's outputs. 
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Let us represent each external output of the system x.EX b, 

. vertex of a certain orienten „raph 0 - (*, b). This graph .111 be 

called the graph of outputs. In order to construct this gr.p . 
us connect each pair of vertexes x, and Xj b, an arc (x,. Xjl. 

the external output Xj Is the Input of the unit having the external 

output Xj. or If x1 is the Input of some series of units »1th the 

external output x.^ 

bet us investigate, as an example, the block diagram 

consisting of eight units (elements) each of which has an 
output (Figure 6.1). Consenuently. the output graph must 

of a system 
external 
have eight 

vertexes which may be arranged In an arbitrary way (Figure 6^a) 
Let us find the set of arcs of this graph. In order to do this 
let us proceed In the following way. Take, for '«ampie, untl 
with output xi. The output of this unit Is connected directly 

input, of unit, 2 and 5. Consenuently, In the output graph, from the^ 

vertex x, one must run arcs (Xj.Xj and xl,x5) to the ver exes 2 

(Figure 6.26). Moreover, vertex Xj must be connected by an arc 

(X , x., with the vertex V since the output of unit 1 Is connected 

to the input of the scries of units consisting of units 5 and 6. 
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Figure 6.2. Construction of the output graph for 
the system shown in Figure 6.1 

The method of connecting the remaining vertexes of the graph by 

arcs follows directly from Figure 6.2b. 

Ut u8 discuss for a moment one of the distinctive features of 

an output graph. In any real system, there are functional circuits 

such that the output of a certain unit is connected to the input 

of this same unit (feedback). Therefore, in the graph for such 

outputs loops appear — that is, arcs of th* form (x, x). In the 

given example, outputs x^ x3 and x? are such outputs. It is not 

difficult to see that all loops may be eliminated without damaging 

the solution of the problem, since the state of the elements with 

feedback is taken into account when monitoring the output of the 

unit encompassed by the feedback. 

Lei u. use the output graph for solving the problem which his 

been formulsted — namely, for finding a certain least set of out¬ 

puts by means of which all the remaining outputs are monitored. 

This problem reduces to finding the least externally stable set In 

the output graph. 

An externally stable set Is a certain ret of vertexes of the 

graph In which arco approach from ail the rest of the vertexes which 

do not belong to K. Por the given problem. It Is necesse-y to find 

FTD-H0 23-722-71 
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that externally stable set of the graph which contains the least 

number of elements. 

Let us investigate the output graph Q * (X, U) which is shown 

in Figure 6.2b. Let us define for it the mapping A of the set 

2.8} into a new set X»<S</i-l. 2.8)ln accordance with 

the following rule: 

1. Each vertex x^ is mapped into the vertex x^ (for example, 

x^ 1nto *2 *2, etc.). 

2. If in graph 0 there is an arc (x^ Xj ) then for it the arc 

(Xj, X.) must be formed. 

In this way, a so-called simple graph G=(X, X, A) will be con¬ 

structed (Figure 6.3a). 

b) a) 

Figure 6.3. A simple »raph before simplification 
(a) and after simplification (b) 

The subsequent solution of the problem includes determining, 

in the output graph, the minimum number of vertexes corresponding 

to the parameters subject to monitoring. In order to do this, it is 

necessary to use the algorithm for finding the least externally 

stable set [6]. As applied to the given problem, this algorithm 

consists of the following: 
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1. Remove from the simple graph each such vertex as may oe 

completely replaced by the vertex xj , such that Aa'iCtAx; and . 

In our example, let us remove from the graph 5 the vertexes x. 
*■ i 

x^ and Xj. 

c. If in graph G there is suspended arc (x^, x ^ ), then .r* Ç/( . 

Therefore, vertexes x2 and x^ certainly belong to set K. 

3. Eliminate from the simple graph the vertexes x^ and x^ 

which are included in K and the sets xj, S3), Ax*=»{jr',, S$, f*. xi) . 

We obtain the graph shown in Figure 6.3b) 

Repeat operations 1 and 2. If it is Impossible to simplify 

the simple graph (as in the given example), then we call it an 

irreducible graph. 

5. Furthermore, let us assign to set K that vertex x^ which is 

mapped into the largest number of vertexes of the set J)z:X • In the 

given example, both vertexes x^ and Xg are equivalent in this sense, 

and either of them may be put into K (Figure 6.3b). 

As a result of the algorithm, we obtain two solutions which 

satisfy the formulated problem: 

and 

X, = {x,» xt, .r,}. 

Thus nonitoring the operating efficiency of the system shown 

in Figure 6.1 may be accomplished with equal success by checking 

the outputs of either x^, Xjj and Xg, or x2, Xg and Xg. 
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In a number of cases, when 

constructing an output graph, 

one may make certain simplifi¬ 

cations. For example, it is 

satisfactory to represent a 

system consisting of series 

connected units (elements) 

(Figure 6.¾) by a single ver¬ 

tex xn which corresponds to the 

output of unit n. 

-QHZHZI—EH** 
• X. 

Figure 6.¾. The functional model 
of a system consisting of series 
connected elements and its output 
graph represented by the vertex 

For a system spanned by feedback (Figure 6.5a) the graph will 

be symmetric — that is, in this graph two adjacent vertexes xi and 

Xj must always be connected by two oppositely oriented arcs (Figure 

6.5b). Therefore, one may select any of the outputs when monitoring 

such a system. 

Figure 6.5. The effect of feedbacks in the system 
on forming the output graph 

The method which has been discussed enables one to select the 

minimum number of outputs (parameters) in a system, the monitoring 

of which furnishes information on the state of the system and its 

elements. 

Determining the minimum number of parameters for monitoring a 

system's operating efficiency is one part of the problem. The other 

part of the problem is constructing the monitoring program. 
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6.2. Cons truc tl nt>: an Optimum Program for Monitoring 

a System13 Operating Efficiency 

In order to effectively monitor a system's operating efficiency, 

it Is very Important to select an optimum sequence of checks of Its 

external outputs. 

Any ordered sequence of checks of a system's external outputs 

Is -.tiled a program for monitoring the operating efficiency. By the 

the optimum program for monitoring the operating efficiency, we 

understand that program for which the time for carrying out the 

monitoring will he the least. 

Selecting tne optimum monitoring sequence is a rather compli¬ 

cated mathematical problem, for whose solution methods of dynamic 

programming may be used [^9]. 

Here we will investigate an algorithm which enables one to 

construct, for specified criteria, an optimum monitoring program. 

This algorithm Is based on the method of branches and boundaries [671. 

First, let us Investigate certain concepts connected with the 

general principle of constructing programs for monitoring the 

operating efficiency. Let us assume that, in order to monitor a 

system's operating efficiency as a whole. It is sufficient to check 

the total number of external outputs as was shown in §6.1. Monitor¬ 

ing eacn output of this group consists of measuring the value of a 

certain parameter. In a specific piece of equipment, such parameters 

may be: the shape or amplitude of a pulse, the power being generated, 

the current or voltage In a circuit, etc. 

Henceforth, If in a given output Xj the parameter is moni¬ 

tored. we will say that tne check of this parameter ^ is performed. 
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Any check has two and only two results: negative when the value 

of the parameter being monitored lies outside the field of tolerance, 

and positive when the value of the parameter being monitored Is found 

to be within the tolerance field. When a certain check Wj has a 

negative result which corresponds to an Inoperable state of the 

system. It separates out a certain set of the system's elements, 

among which there Is one or several defective elements. On the other 

hand, tne defectiveness of any element x£Xt always leads to a nega¬ 

tive result of the check Wj . 

Thus, the elements which belong to the set Xj are combined 

into the set on the basis of their common properties the proper¬ 

ties which give rise to a negative result of the check Wj when there 

is a failure of any of them. In the theory of sets, this property 

Is called the relation of equivalence. The given equivalence rela¬ 

tion leads to the subdivision of set X Into nonintersecting and non¬ 

empty subsets (see Chapter I). For example, for the system which 

was Investigated earlier (Figure 6.1) If the checks are performed 

in the sequence *2, w6, *g, then set X will be subsivided by these 

checks into the subsets: 

X% — {x„ jf„ Jf,}. X, —~ {"*■,, Jr,, Jf,}, X, tr= {jr„ x,} 

(Figure 6.6). Let us note that any other sequence consisting of 

these same three checks and applied to the given system leads to a 

subdivision of set X into three other subsets which are distinct 

from Xj^ X2, and X,. If all the checks which are performed have a 

positive result, then the system is considered to be operating effi¬ 

ciently, and this monitoring result is designated by Y. 

It Is convenient to represent the sequence of checks being per¬ 

formed — that is, the program for monitoring the operating effi¬ 

ciency — in the form of a treeU In tree H, we 
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designate: !!„ la the set of internal vertexes of the tree which 

corresponds to the checks Seing conducted; h is the number of in- 
» h\ Is the set of sus — 

ternal vertexes in the tree; U ."J 

pended vertexes which correspond to the monitoring results, and V 

is the set of ares in the tree. 

Prom each internal vertex of the tree two arcs emerge, one of 

which corresponds to the negative result of the check, and the other 

to the positive result. In particular, for the previousl. Investi¬ 

gated sequence of checks, the tree is shown in Figure 6.6b. In this 

tree the internal vertexes designate the sequence of checks *j. -6. 

and the monitoring results are designated b, the suspended ver- 
o 

texes X., Xp, X,, and Y. 

Pi ware 6 6. The process of constructing a program 
rUj monitoring the operating efflclenc: 

a - subdividing the system into ^sets; t - the 
gram for monitoring the operating elficlency 

for 

pro- 

Let us assume that in order to solve the problem we have ' v 

following initial data on the time characteristics of the monitoring 

and the probabilities of the system's states: 

— is the time required for performing the che.:V ly. 
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P (i - 1. 2, .... n) — is the probability,of the defective 

state of the system associated with the failure of the element *i ÇX . 

p (t) is the probability that the system is operating effi¬ 

ciently . 

In order to determine these quantities, one may use the funda¬ 

mental relationships from the theory of reliability which, as applied 

to the case being investigated, may be written in the form ( ( 

P(0)«JW*1)(*T-*(')). ' (6.1) 

V* ' ’ 1 

PM+ (6,2) 
•Z* , 

i 

Let us designate by 7*(V V....Vz> the avera8e tlne for monltör‘ 

ing the system's operating efficiency with the given sequence o' 

checks .Por notational brevity, we will also designate 

the ,v >rage monitoring time by 7(IIfc;Z). The average tine for moni-^ 

toring the operating efficiency is determined from the following 

relationship: 

7* (H*; 7) V hr [^(0+£ W)]* ( 6.3 ) 
»-i L J • 

«her. PiX,)= V P„ an<* ‘O' 1‘ taken over a11 *1 “hlCh b'l0nS t0 

the set Xj which was isolated with a negative result of check 

The problem is to construct the optimum monitoring program which 

minimizes the average time for monitoring the system operating 
i . 

efficiency. 
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Let us investigate the process of constructing such a program 

which, a? was indicated above, is based on ¡the general doncepta of 

the method of branches and boundaries. 
1 ! I 

I } 

The entire processes divided into a series of steps. Since 
' 1 • _i 
the program may begin with any of the checks which may be used for 

the ihonitoring, in the first step, the lower bounds are determined 

for the average monitoring timé of ¡each such program.' The number of 

these prdgrams equals the number of checks. Prom all the possible 

programs of the first step, that program is selected for which the 

lower boufid of the average'monitoring time is the least. Since the 

check In the first step Is determined, ih the second step the lower 

bouhds are found for programs with two ¡checks; As the second check, 
i 

any of the checks selected for the monitoring are taken, except for 
• i 1 

the olpeek which was already included in the program selected in the 
I . ; 

first step. ! Again from alii the programs of the second sitep, that 

program is selected with the least lower bound. •In the third step, 

the process is repeated, but of the three checks two have already 

been determined in the two preceding steps. The lower bounds of all 

possible programs are fòund in respect to the third'check, and the 

program with the least.lower bound is selected. 
i 

i 
, The process is continued until, in the h t *ep, one of the pos- 

1 sible programs is completely constructed, If the lower bound obtained 

ih step h of the program is smaller than the lower biunds of all 

possible programs of the preceding stieps, then it corresponds to the 

desired solution anu is th,e optimum solution. If the lower bound of 

the progran: obtained is larger than the lewer bound of even cne of 

the programs of tpe first step, then the process is repeated in the 

same order as was described but for the other oossible program of 
i i . 

the first step. I 

! ' ' ' • Thus, the process cf searching for the optimum solution is a 

branching process, and it is1 conveniently represented in the form of 

a tree. This tree will be called the solution tree for constructing 
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the program for monitoring the operating efficiency. The solution 

tree for the example presented at the end of the section is shown in 

Figure 6.7. 

i.Sili 

Figure 6.7. The solution tree when searching for 
the optimum program for monitoring the operating 

efficiency 

in order to construct an optimum program by the method of 

branches and boundaries, it is necessary to derive a relationship 

for the lower bound of the average time for monitoring the operating 

efficiency. The lower bound of the average time for monitoring the 

operating efficiency for a certain monitoring program will be de¬ 

signated by TR(IK; Z) . Let us assume that, in a certain step of the 

branching algorithm, a sequence of k checks (O^k^h—2) has already 

been found which begins with the check — that is, the following 

sequence occurs*j.**j, *v The check n0 is called a fictitious 

check. This check has no physical meaning, but it is convenient to 

Introduce it for solving the problem. 

Let us designate by n,-s * the set of those checks which are 

Included in the sequence which has been found. In precisely the same 
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way, Z»*-=y X, designates the set of the system elements which are 
Vi.» 

monitored by this sequence. Por the check we will assume 

0 . Moreover, Zj » Xr 

Let 7'(H*; Z») be the average time for monitoring the elements of 

set by means of the checks from Then for the ilxed check 

( U\ 11*(OCthe lower bound may be written in the form of the 

following relationship; 

77?(11».«.; 7.) ,7(11.. V. Z*+l)+r/?(ll\lI»4,; Z\2,41) (6.4 ) 

In this relationship, the first tex-m is the average monitoring 

time for the program constructed in accordance with the method after 

the first k steps. The second term is the lower bound for that part 

of the monitoring program which is constructed during the remaining 

h - k steps. 

Let us represent this relationship in a form which is more con¬ 

venient for making calculations. From Expression (6.3), we have 

7(11.^.4.)-^,1^(0+ S P<X,)] 
r.a I f-ril J 

• • • 

or considering that 

^(o+S^x,)-1 
fz in 

we obtain the following relations for *=^0 and *>|. 

When 4---0 ; 

T (H*. «,; 2» .i) 

for any ¢(1 <«<m) ; 

PfD-HC-23-722-71 
?C5 



when fes* 1 : 

»-i 

/»♦,)= 
r^=0 

H* 

(6.5) 

The lower bound TR(ü\lh4l\Z\Zk^) may be determined from the 

following considerations. Since inequality TR(\l, Z)*ZT(ïl\ Z) always 

must hold, we formally assume that after the fixed check a check 

follows which makes it possible to monitor the remaining set of 

elements 2\Z»+» . 

Assuming that the time for performing the check which follows 

check it equals min , we find the expression for the lower 

bound: , ,, w 
r/?(n\n*+,;z\2,+l)«i mm 

xfl-VP(Jf,)l + />(0 So- (6.6) 

Let us illustrate the proposed method of constructing an optimum 

program for monitoring a system's operating efficiency with an example. 

Example. Let us investigate the system whose functional circuit 

was presented in Figure 6.1. Let the following failure rates of its 

elements be assigned for this system 

X,->,»2.10-«, X,«l<M0-\ 

*,-7.IO-4, X, «i,-5-IO-\ X, »-«7-I0-*. 

Let us assume that the system operates efficiently with a 

probability equal to 0.8. The system's external outputs which are 
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r*(v, *)”*• + lm,n ('»• '«M1' ~ + p* + p* + + 
+ Pit)!*** 1,5 -f 3(1 -0.095) + 0.8-2,5 -^5.31. 

Por the remaining checks, the lower bounds are indicated in 

Figure 6.7 near the corresponding vertexes of the solution tree. 

Since the lower bounds were calculated for the monitoring programs 

using the two sets of parameters^«.,-«» and h., «.-«.), it is necessary 

to investigate only the permissible sequences of checks. Any sequence 

of checks is called permissible if all the checks cf this sequence 

belong to one and only one of the sets of checks which are selected 

for monitoring. Por example, the sequence «♦. 1» Inadmissible, 

since in this sequence checks «j, and it^ are included in one set of 

checks, and check ng is included in another set. 

Prom Figure 6.7 it is seen that the monitoring program beginning 

with check -6 has the least lower bound; therefore, it is selected 

for the subsequent construction. 

Step 2. In the given case this step enables one to construct 

only a single monitoring program from all the possible programs In 

order to do this, let us calculate the lower bounds for the various 

permissible pairs of checks which begin with check itg - that is. 

The lower bounds for the permissible pairs of checks 

are indicated in Figure 6.7. Let us determine, for example, the 

lower bounds for the sequences of checks *. and «. *. • The first 

check *6 in the sequence *. * separates out the set *• *«• ^ ’ 

the check tu which follows it separates the set x,.(x^,). Since 

only the check *2 may follow the check we obtain from Expressions 

(6.5) and (6.6) the lower bound for the sequence of checks: 
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Wí«..*«:*) "f, +/«fi — {P, +pt + pt + /»,)) 

+ M* — íp» + Pt + P, + P, + Pt -f- />,)] — 

— *.5+15.5(1 -0.005) + 8(1 —0.14)^5.4825. 

In precisely the same way, we determine the lower bound for the se¬ 

quence of checks wg, in which the check it^ separates out the set 

*2 ■ {*2» x3^* Moreover, it is necessary to take into account the 

fact that either check or check Ttg may follow check i^. There¬ 

fore, we have 

TR(Kt, /)”/, + /, (I —(/*, +/*,+ /*,+ P,)l + 

+ Imin (/,. /,)1 X1* - (P, + P, + P, + P, + P, + P,)| - 

- 1.5 + 2(1 -0.09.-) + 2.5(1-0.155) ^5.4225. 

Among the various sequences of checks beginning with check irg, 

the sequence tt^, it^ has the least lower bound, but at the same time 

the lower bound TR (ng, i^î 2) is larger than the lower bound 

*2» "Jp r2* w6* 1,2* n8’ Ti)®**efore, in keeping with the concept of 

this method, it is necessary to determine the lower bounds of all 

the permissible sequences of checks beginning with the check 

The calculated lower bounds for the sequences w-,, i»^; wg} 

*2* d are ^n<*^cate<* *n Figure 6.7. However, as follows from 

Figure 6.7, the selection of any of the monitoring programs which 

begin with check i»^ is no improvement over the results obtained for 

sequence jig, n^» »j,. 

Thus, we obtain the solution 

T{nt, H». f.ti t\-5,4225, 

which is the optimum solution. 

The optimum program for monitoring the operating efficiency 

of the system investigated in the example is shown in Figure 6.8. 
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The optimum program for 

monitoring the operating effi¬ 

ciency of the system investigated 

in the example is shown in Figure 

6.8. The method which has been 

discussed enables one to con¬ 

struct the optimum program for 

monitoring the system operating 

efficiency. However, this method 

Figure 6.8. The optimum pro¬ 
gram for monitoring the operat¬ 
ing efficiency of the system 

shown in Figure 6.1 

has the shortcoming that, when 

there is a large number of parameters which determine the system 

operating efficiency, a large number of calculations must be made. 

A reduction in the extent of calculations when solving engineer¬ 

ing problems is very desirable. Therefore, in the following section 

a method will be investigated which enables one to find the approxi¬ 

mate solution with a relatively small number of calculations. 

6.3. Construction of a Program for Monitoring the 

Operating Kfflciency Based on th^ Method of 

Preference 

The construction of a program for monitoring tiie operating 

efficiency using tne method of preference is based on the following. 

The order of performing the checks is selected in such c way that 

each preceding check gives information on the state of the greatest 

number of elements in the system. In order to determine the sequence 

of checks, a certain preference function and preference rules are 
used. 

The preference function F makes the Jth parameter of 

the system agree with a certain number Fj, which In the general case 

depends on the system's structure. It also depends on which para¬ 

meters are included in the monitoring program. The preference rule 
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determines the system's parameter which must be introduced into the 

progran after performing the earlier specified checks. 

Depending on the specific problem, the initial data on which 

the program is constructed, and the system's structure, various 

preference functions may be introduced. 

For many practical purposes, it is convenient to use as the 

preference function the function Fp (J^) which takes into account 

the relation of precedence of the system's elements. 

When the system has a number of outputs, each of which must be 

monitored, one is alle to formulate and solve the problem by the 

preference method in the following way. 

Let there be a system of n elements containing m > 1 outputs 

which are not interrelated by a precedence relation. Let us assume 

that there is no feedback in the system. The probability of a de¬ 

fective state of the system associated with the failure of element 

equals/»(dJX)«-j- . The same time t is required for checking any 

of the m outputs of the system. A certain precedence Index J is 

made to agree with each element of the system according to the rule 

indicated in Chapter I. It Is clear that the precedence indexes of 

the output elements are always smaller in magnitude than the total 

number of e.lements of the system — that is, the inequality holds 

4<*. 

where .m) — Is the precedence index of the system’s output 

element with the order number £. 

Since checking the state of an output element with an art trary 

index Jç enables one to obtain information about the state of the 

subset of only those elements which precede this output, the prefer¬ 

ence function may be represented In the form of the relation 
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(6.7) 

Obviously the closer Fp (Jç) is to one, the larger the number 

of the system's elements that are monitored by a single check and, 

consequently, the larger the "share" this check has when monitoring 

the operating efficiency. 

Let us number the system outputs in decreasing order of the 

quantities Fp (J^): 

F»Ut)> (6.8) 

and we will perform the checks when monitoring the operating effi¬ 

ciency in order of increasing index Ç. Tnus Relation (6.8) indicates 

the rule for constructing tne program for monitoring the operating 

efficiency. However, this rule io valid only for systems whose 

structure is such that there are no intersections between the sub¬ 

sets of the elements being monitored. 

In any actual system, the most diverse intersections exist be¬ 

tween the subsets of elements, each of wh^rh is monitored at Its own 

output element. This leads to the fact that the Initial numbering 

of the system's output elements whicn was assumed in (6.8) subse¬ 

quently gives an incorrect result when constructing the program for 

monitoring the operating efficiency. Let us illustrate what wc 

have said with an example. For this, let us investigate the system 

represented in Figure 6.9 in the form of a graph. The system han 

three output elements which are designated in the îigure by x^, x^, 

and x«• Each element of the system agrees with a precedence index, 
o 

as Is shown in Figure 6.9» If Rule (6.8) is followed, then th? 

system's operating efficiency must be checked in the following order. 

In accordance with the accepted numbering output, Xg which 

monitors the largest number of elements is checked first, then output 

FTD-HC-23-722-71 312 



Figure 6.9. An oriented graph which Is a model 
of a system 

fj. », «j.»..-'«} 

System is 
!n good 
working 
order 

System 1¾ 
In good 
working 
order 

Figure 6.10. An example of con¬ 
structing a monitoring program 
by the method of preference 

Figure 6.11. An example illus 
trating the reduction of the 
monitoring time with a change 
in the sequence order of the 

checks 

x^, and finally output Xo. The program for this case is shown in 

Figure C.10. Near each suspended vertex of tne tree which Is shown 

in this figure the subsets are shown which ar* separated out by each 

of the checks in the given sequence. 

In the figure it is seen that check *7, which precedes check 

separates the single element x7> and the check Wg separates two 

elements Xg. Therefore, it is necessary to rearrange cnecks 

and if#,. Then the program for monitoring the operating efficiency 
7 « 

of the given system will appear as shewn in Figure 6.11. 

Comparing both these programs, one may conclude that the 

monitoring time for the system Ir. the first program (Figure 6.10) 

will be somewhat longer than in the second program (Figure 6.11). 
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When constructing the program for monitoring the operating efficiency 

for a system with a small number of elements, this defect is unim¬ 

portant. However, such errors for large systems lead to a consider¬ 

able increase in the monitoring time. 

Taking into account these features of the method, we arrive at 

the following rule. In each step of constructing the program, in 

order to determine the order number of the following check, it is 

necessary to: 

— calculate now precedence indexes for the elements belonging 

to that part of the system which was not checked by the preceding 

checks; 

— determine the number *(<)<*<«) equal to the number of elements 

in the unverified part of the system; 

— calculate the preference function for each output element 

whose check has still not been included in the program using the 

equation 

(6.9) 

— acting according to the rule indicated earlier (6.8), deter 

mine the order number of the following check. 

If a certain check divides a system Into disjoint subsets, 

each of which is monitored at its output, there is no need to make 

further calculations of the function Fp. 

Let us Investigate this method of constructing a program for 

monitoring the operating efficiency with a specific example. Let 

us assume that, for a system consisting of 16 elements (Figure 

6.12), a program must be constructed for monitoring the operating 

efficiency using the method discussed above. The initial data for 

constructing the program are as follows: 

31^ 
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— the probability that the system is operating efficiently 

is P (t) ■ 0.8; 

— the probability of a defective state of the system because 

of the failure of the i^ element equals 

— in order to check any output of the system, the time t ■ 2 
min is required. 

The system operating efficiency is monitored by checking the 

outputs of the elements 8, 12, and 16. It is assumed that when 

this is done the Inputs of elements 1, 5, and 13 also are monitored. 

For convenience in solving the problem, this system is repre¬ 

sented in the form of a graph in Figure 6.13a. Each vertex of the 

graph is marked with the precedence index corresponding to it. The 

set of output vertexes of the graph (**,*•. ** corresponds to the 

system outputs being monitored. 

In accordance with Expression (6.7)» let us determine the 

preference function for each output of the system: 
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F, (4) *0.25; f. (8) «0.43; 

F,(I2)*0.3I; Fb(I6)=*0.37. 

i 
I 

Since 
F. (8) > F. ( 16) > F. ( 12) > F, (4). 

then the Chech of output x8 nuet he perfc^oU »-t in the -ouence 

of cheche - that le. Chech <8 le flret (Figure 6.1«).. Chech ,8 

separatee out the subset X.-Ue - u » - ->■ '= 

h, thl. Chech from the entire set of the extern elemente. 

/ 
-+- 

s 

* / 

7 

b) 

• • 

o« e,« ¿ n An oriented ^raph of the system shown 
ï^rgureliu U) and Its subdivision Into non- 

Intersecting subsets (b) 

„a a it The orogram of monitoring the operating 
,l,efTloiinoy “r E^eyetem shown in FUu- 6.12 
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!• • 
i I 

I ! I 

. 1 ' « 

I • I . ' I » I 
The subset of elements monitored by chçck Is indicated In 

I 
Figure 6.13a by the dashed line. The remaining part of the system 

elements which is hot monitored by this check is shown in Figure 

6‘.13b. New precedence indexes for, the remaining part of the system 

are shown in the same figure. 1 Sine?, in the' remaining part of the 

system, the subsets of elements whose states arç monitored at the 

outputs y , an^ are disjoin^, further calculations, of the 

preference function are,not‘per formed. For the outputs x^, x12, and 

x^g, we have 1 , » 

As à result* w*» obtain the program for monitoring thè operating 

efficiency of this system which is shown in Figure^ 6.1^1. The aver¬ 

age tU¿e for'monitoring the operating efficiency on the basis of 

this program is determined from Expression (6.3). t For the given 
! ■ * t 

program, this time equals , 
• i • 

T(«,. «*.««. *n)**--i|4P(/) 
I • • 

»7,2 min. 

The elements included in .the set 2, 3, 4), are indicated in 

Figure 6.14. 

( This method may also be used when constructing programs for 

monitoring the operating efficiency when the failure probabilities 

of the system elements and the times ¿or performing each check are 

different. 1 i 
I ! 

’ As the preference function lu this case. It is convenient 
■ * ■ 

use the ratio of tne total prooability V PiAJX) to the time 
©i 

19—1.2.....m) , which' is mecessary for monitoring the output £» 
* ' ' i 
that is 
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(6.10) Em'*) 

-• 

0,4means that the proba- 
In Expression (6.10). the sum V P[AJX) mean 

illlties P (Aj/X) of those elements which are monitored 

?ut C are summed. 

m view of n. elmpllclty. ^ "'notruoted on the 

considerably fron the opt.nua pro.raa. 

a it Periodic^Y of Honltorlj^A-SmeSl 

nrerating Efficiency 

When operating radar eqUl^*"^ ^^^^018117 important rr*r.;:r», ti« - -.hen 

!h, time required for performing Its tasKs Is Ion*- 

........... :r;r. 
MÏ ■««■ oe us'a “hU* * * Z“ receiver noise factor by means cf 
Por example, when monitor ng voltage to the radar station 

a„ ordinary noise generator ^1 " t00 rrequent monltor- ;:r"r::r«:cnr:î-thr:;: dur,ng .0.... „stem, 

ready for action. 

i h«ml if the system ia rarely monitored, there 
On the othei hand. If ^ efficiently In the future. 

.111 b. no assurance that It ^ an lncre03e of the operational 

Horeover. frequent monitor, g th, ^.„torlng equipment and 

expenditures connected with the wta 

With an increase of Us failure rate. 

31R 
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Consequently there are a number of factors which are at vari¬ 

ance with the factors affecting the reliability and other operational 

characteristics of the system. These factors also determine to a 

considerable degree the effectiveness of the selected monitoring 

prodedure. The problem of selecting an effective monitoring proce¬ 

dure is investigated in the literature on reliability [*•()]. 

When solving this problem, it is assumed that the time for per¬ 

forming the monltorinc procedure is constant. Here we will investi¬ 

gate one of the characteristic cases of planning the monitoring pro¬ 

cedure , when the cost of performing it is a variable quantity and 

depends on the monitoring periodicity. It is assumed that, when the 

monitoring is carried cut, absolute reliability of each check is 

achieved and failures of the monitoring equipment may be disregarded. 

With a constant monitoring period Tpm> the system is checked 

during the time Tg « Tpm. The probability that the system is 

operating efficiently decreases exponentially. After the system 

has been monitored and It Is established that it is in good working 

order (or it has been repaired if a malfunction were detected), the 

probability that the system is efficiently operating again Increases 

tc one(Figure 6.15). The 

time Tg is the time for moni¬ 

toring and restoring the sys¬ 

tem, and has the following 

components : 

Ta-Tu+Ti+Tf. (6.11) 

where f^ „ p(||; — is the average 

time for 

monitoring 

the system 

with the as¬ 

signed moni¬ 

toring program; 

Figure 6.15. The probability 
of trouble-free operation as a 
function of the periodicity of 
monitoring a system's operating 

efficier.ry 
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T _ is the average time for searching out a malfunction in 

the system with the given search program; 

T — is the average time for eliminating the malfunction. 
y 

Let us assume that, when the monitoring procedure is performed, 

monitoring instruments and outfits are used whose operating costs 

per unit of time can be takes as ^ rubles. In the case of monitor¬ 

ing and restoring a system on the basis of the assigned program, 

the average cost of each monitoring and restoration procedure 

will equal 

(6.12) 

Let us Illustrate how the average monitoring time of a system 

changes with a change of the monitoring periodicity. In order to 

do this, let ua use Fxpresalon (6.2) which was presented in !6.2. 

In accordance with the description of the monitoring process which 

was investigated earlier (see Figure 6.15), the probability that 

system la operating efficiently at the moment when the monitoring 

—XT 
a eat «i p i- ¿a P”1 Let us substitute 

procedure is performed will equal P (t) e 

the value of P (t) Into Expression (6.3) taking the fact Into 

account that the sequence of performing the checks Is determined, 

and after this they are numbered In the order they are performed, 

that is 

7-.=1-(.,,.,.Z) « V (W*> X 
J*=l 

X(i_e-W».)l. 
(6.13) 

where 

P{X,IX). V P(A,!X). 
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It is convenient to write Expression (6.13) In the following way: 

r.=Y] (XJX)+«r‘r« I ¿ it - ¿ up )] • 
(6.1¾) 

One may determine the limits in which the quantity TK changes 

from Expression (6.1¾). Actually, if the system in continuously 

monitored out, then T pm 
0 and 

(6.15) 

that is, the monitoring time is a maximum, and does not depend on 

the sequer e of performing the checks, since the probability of the 

system's failure is Q (t) - 0, and it is necessary to conduct all 

h checks. When the system is monitored after too long an interval 

of tlirj; the limiting case T * ®, then pm 

(6.16) 

Thus considering (6.15) and (6.16), we arrive at the foll.w^n, 

form of writing expression (6.1¾): 

(6,17) 

Let us designate by C2 the cost of the losses from an undetected 

malfunction which arises between two consecutive monitoring pro¬ 

cedures . 

Let us investigate how the monitoring periodicity affects the 

cost C2. This may be understood from the following considerations. 

The tile of the defective state in the interval between two consecu¬ 

tive monitoring procedures depends on the moment of the system’s 

failure. When the system fails at the moment of time t(0 < t < T^). 

the time during which the system is out of order equals ("pm - t). 
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The probability of the appearance of a malfunction at the moment of 

time t equals f (t) dt and, consequently, the average time of the 

defective state may be determined from the expression 

- o / (/) di (<)di. ( 6 ‘18} 

Assuming that the probability density function of the system 

failures is subject to an exponential law — that is Q (O = 1 - e 

— we have from (6.18) 

(6.19) 

Considering that, if a system is in a defective state for one 

hour its cost to us is c2 rubles, we find 

Ct^CiTuc. 
(6.20) 

Figure 6.16 presents the 

quantities and C2 as a 

function of the monitoring 

period T_. In this figure, 
pm 

the value of the monitoring 

period Tpm eff corresponds to 

a balance of the cost of the 

monitoring and restoration 

procedure (C^) and the cost of 

the losses (C2)- It is clear 

that the value of the quantity 

T corresponds , for the 
pm eff * 

given conditions, to the most 

efficient monitoring periodicity. 

Figure 6.16. The costs and C2 

as a function of the monitoring 
periodicity 

As an example, let us determine the effective monitoring perio 

dicity of the system investigated in §6.1. Let us assume that a 
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system remaining in a defective state leads to a loss of c2 * 6,000 

rubles/hour. The failure rate of the system is A “ EA^ * 4 • 10-^ 

hour”'*'. In order to monitor the system, the program constructed in 

§6.2 is used. With this program, the average time for locating and 

eliminating system malfunctions, which are detected when it is 

monitored, equals 0.5 — that is T + T * 0.5* 
s y 

From Relationships (6.15) and (6.16), we obtain 

T„ , = 3 min (0.05 hour) and T,. * 6 min ( 0.1 hour). ft min K max 

By assigning various values to Tpm, let us graphically solve the 

equations for C. and Ct When this is done, we obtain T = 
i ¿ pm err 

1 hour. Thus the system's monitoring should be carried out periodi¬ 

cally after every hour of its operation. 

6.5. Monitoring the Change of the Equipment's State 

Reliability, as was already indicated before, is characterized 

by the absence of sudden or gradual failures. The problem of main¬ 

taining the reliability of radar systems with sudden failures was 

investigated in the preceding chapters. Let us discuss the problem 

of maintaining the reliability with gradual failures. 

Gradual failures are caused by relatively slow change of the 

physical-chemical structure of elements as a consequence of their 

wear and aging, and tne change of their properties from the effects 

of heat, cold, humidity, and other factors. As a result of these 

conditions, the system may cease to function or its parameters may 

exceed the limits of the norm. 

Under actual conditions, both sudden and gradual failures of 

a system occur. 
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The probability of trouble-free operation of a system under the 

assumption that these failures are independent is determined by the 

expression 

where P (t) — is the probability of trouble-free operation of the 
s u 

equipment in respect to sudden failures; 

p (t) — lg the probability of trouble-free operation of the 

equipment in respect to gradual failures. 

The failure rate is the main parameter determining reliability 

in respect to sudden failures. 

The probability of trouble-free operation in respect to gradual 

failures is defined as the piobabillty of finding its output para¬ 

meters within the given limits: 

p* (o=n (v< mhs < V, (o < V, Mlt), 
Imi 

where m — is the number of output parameters which characterize 

the equipment operation; 

V . . V. - are the lower and upper limits of the 1th 
i min* i max 

parameter. 

The relationship between the probability of the appearance of 

gradual and sudden failures for certain elements is presented in 

Table 6.1. As follows from the table, for a number of eleuents 

gradual failures are a considerable part of all ‘■.he failures. More¬ 

over, it is necessary to keep in mind that failures which occur be¬ 

cause of the absence of information concerning gradual changes in 

the state of the system elements very frequently are referred to as 

sudden failures. One should expect that the fraction specified as 

gradual failures will increase in proportion to the increase of 

warning information concerning the state of the system. When de¬ 

signing and operating equipment, one must take measures for increasing 

32U 
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TABLE 6.1. PROBABILITIES OF THE APPEARANCE OF GRADUAL AND 
SUDDEN FAILURES 

Elements Failures, in l 

Gradual Sudden 

Electric vacuum devices 

Semiconductor instruments 

Tx’ansformers, relay 

Selenium rectifiers 

Resistors 

Capacir ors 

70 - 80 

70 - 80 

50 - 60 

70 - 80 

¿0 - 30 

7-10 

20 - 30 

20 - 30 

H0 - 50 

20 - 30 

70 - 80 

90 - 93 

the probability of trouble-free operation by reducing both sudden 

and gradual failures. 

One of the effective methods for increasing the reliability is 

predicting the equipment failures, and — on the basis of the result¬ 

ing information — carrying out preventive maintenance measures for 

replacing arid restoring elements which have deteriorated parameters. 

In principle, two methods of prediction d-e possible: the 

instrumental method and the statistical method. The instrumental 

prediction method may be applied in those cases when the gradual 

changes of the physical-chemical structure of elements may in some 

way te monitored. When this is impossible, statistical prediction 

methods are used. The instrumental method of predicting failures is 

based on the assumption that a period of gradual change in the para¬ 

meters of the system or element precedes the emergence of failures, 

and that by recognizing the signs of an approaching failure '■»'ç may 

predict the moment when it will occur. As a consequence of tnls, 

the instrumental prediction method may be used only for gradual 

failures, when the parameter used for the prediction is known. By 

PTD-H 23-722-71 325 



a failure in this case, we mean that a system ceases to function or 

its parameters exceed the limits of the norm. 

However, gradual failures of elements for which no predicting 

parameter is known and sudden failures in a number of cases also 

may be prevented if the statistical law for the distribution of the 

malfunction appearance time is known. Instrumental predicting may 

be accomplished when the equipment is operated, and also during its 

design. In the first case, the prediction reveals the projected 

failures and makes it possible to replace the elements with deteri¬ 

orating parameters in time. The prediction is done in this case to 

reduce the number of equipment failures and, consequently, to in¬ 

crease the probability of its trouble-free operation during a given 

interval of time. In the second case, the prediction is made to 

select equipment operating conditions which will ensure a specific 

reliability margin. 

Forecasting a change in the equipment's state in the future — 

predictions •— is based on the theory of extrapolation — that is, 

extending conclusions obtained from observations of one part of the 

phenomenon to a future time. When this is done, naturally, it is 

assumed that the future state of the equipment depends on its state 

in the preceding operational period. 

In the majority of cases, this aesumution Is valid, since — 

despite all the varied laws governing the change of an eltmert's 

parameters with time — a characteristic feature of them is the mono¬ 

tonie nature of the change and the absence, in the overwhelming 

majority of cases, of bending points in the prediction region (Fig¬ 

ures 6.17 and 6.18). 

Obviously the prediction will be more precise, the more complete 

is the information on the equipment's preceding operational period. 

Either statistical data accumulated during the equipment's preceding 

operational period or data obtained as a result of specially con¬ 

ducted measurements may be used as such information. 
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Kiifure 6.17. Graphs of the aging of type VS-0.5 resist¬ 
ors wn<?n stored in a warehouse (curves 1 and 2) and when 
operated under field conditions (curves 3-7): 

Curve number 
bated resistance 
megohm_ 

i * * « 1 ‘ 

I- 

1 

•.» 

Curves 6 and 7 characterize the aging of resistors with 
a load which is 0.1 and 2.5 of the rated load and a tem¬ 

perature of 150 and 70° C, respectively 

The prediction problem 

may be formulated in the fol¬ 

lowing way. Let the parameter 

being monitored be a function 

of time V (t). Figure 6.19 

shows the change It. the moni¬ 

tored pa.¿meter with time. 

It is known that the function 

^ (t) during a certain length 

of time takes the values 

♦ (t0), ♦ (t1), .... * ^n-i) 

Figure 6.18. Change of the capa¬ 
citance of ceramic capacitors as 

a function of time 

at the moments of time tg, tj,, ..., tn# It is necessary, on he 

bhsis of the values of 1(1 (tn>, * •••* for the function 

ÿ (t), to forecast the values i> (tn4.[n) with m > 0 for the times 

tn+l* tn*2* •••» tn4.m whlch belong to the length of tlm» T2. 
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Various methods may be 

used for solving the prediction 

problem, which differ in the 

mathematical procedure used. 

The methods for predicting a 

change in the state of com¬ 

plicated systems may ^e divided 

into two groups. Th-- first 

group uses the mathematical 

device of numerical analysis, 

and the second uses the device 

of the theory of random func¬ 

tions [31]* 

The essence of predicting failures consists of the following. 

Let us assume that for an element or system the failure level is 

known, as well as the dependence of the parameter change on time. 

The parameter change as a function of the operating time may 

be obtained, for example, from the results of equipment tests during 

its service life, from the results of observing the parameter changes 

during a specified time period, or from the rerults of extrapolating, 

by one or another method, the results obtained to the following 

period. The parameter value at which tie device, when this value 

is reached, is not able to perform its function Is taken as the 

failure level. For an element (tube, resistor, etc.), the failure 

level may be the tolerance limit based o.i the technical specifica¬ 

tions, for the limiting value of the parameter which causes the 

device containing this elerrent to stop functioning. 

Por a system, the failure level should be the allowance for 

output parameter changes. Figure 6.20 shows the parameter v as a 

function of time and also the failure level vfall which corresoonds 

to the time of failure tfall. The problem Is to determine the maxi¬ 

mum period of preventive maintenance checks. This period must be 

Figure 6.19. Curve showing the 
change of the parameter being 
monitored as a function of time 
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selected on the condition th.it 

the system, which is in good 

working order at the time of 

the preventive check, will not, 

with a specified probability, 

break down before the time of 

the next check . 

This period is designated 

the forecast period Tfor, and 

Figure 6.20. Change of the 
output parameter as a func¬ 

tion of time 

tne value of the par-nmeter corre¬ 

sponding to thU moment of time 

is called the forecast level vfor. Thus the prediction problem Is 

to determine - on the basis of tne information obtained concerning 

the change of the system's parameter — the maximum period of pre¬ 

ventive checks which will guarantee the specified forecast reliability 

One of the main problems which arises from a prediction is the 

optimum selection of the parameters on the bafls of which it Is ad¬ 

visable to perform the monitoring. Modern electronic systems are so 

complicated that predicting the state of individual elements (re¬ 

sistors, capacitors, etc.) is inadvisable, and sometimes impossible, 

because when this is done the complexity of the monitoring system 

increases considerably. It Is advisable, for forecasting failures, 

to select the minimum number of parameters which will enable one to 

obtain maximum information on the state of the entire system or even 

of an individual stage or unit. It Is desirable tnat these para¬ 

meters most completely reflect the changes taking place in these 

systems . 

Instrumental prediction of failures may be done on the basis of 

changes in the output parameter, the controlling parameter, oi a 

specially selected auxiliary (forecasting) parameter. Let us discuss 

in somewhat more detail this classification of parameters. 
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An output parameter most comprehensively characterizes the 

state of a circuit or stage from the point of view of performing its 

assigned functions, and it conveys the maximum information on its ^ 

state. The voltage at the circuit output is such a parameter, for 

example. . . ¡ 

A controlling parameter most completely characterizes thè state 

of an element which is mounted in a specific circuit. Thus, for ( 

example, either the characteristic curve or the value of the anode 

current of an electronic tube may be the controlling parameter of 

an electronic tube, depending on the circuit in which it U mounted. 
I 

An auxiiluT»!. parameter indirectly characterizes the qualitative 

state of an element. The functional relations between an auxiliary 

parameter and the controlling parameter enable one to use the former 

for predicting an element's state. Thus, for example, an increase ^ 

in the internal noise of certain types of electronic tubes precedes 

a change in their characteristic curve. The tube internal noise 

in this case is an auxiliary (predicting) parameter. 

i • 

Two methods for predicting the moment when a failure will 

arise have found the broadest application: 

* 1 i • 

1) based on a change of the controlling (predicting, output) 

parameter with periodic measurement of its value during operation; 

2) by changing the system operating conditions. 

> t • 
Since the largest number of gradual equipment failures occur 

as a result of failures of electric vacuum devices, prediction 

methods are developed most frequently for them. ( 
i « 

Let us Investigate the methods for predicting the ipoment when 

a failure will arise. , 
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Predicting Failures fron a Change in the Controlling 

Parameter 

! Predicting failures fro« a change in the controlling para«etcr 

la used mainly for checking electric .acuu« de.lcea. A 

condition for makln'g predictions In this u.y L Kneeing the ailur 

levels for all stages of the egulpment. and the 1... governing 

change of thé electron tube parameters. The forceas, o - 

selected from the^condltlon that the tube - ehlch is 1h good .or Ing 

JZTI the am. of, the preventive check - .«» "o« »«.k deep be- 

fort# the next ohtek. * * 

u> 
c 

«> 
--4 

^ a o e u « 
t- 

Forecast leve1. 

Failure level j_ 

. ! 

- tT »« 
Pperatlng tine, hours 

Figure 6.21. Predicting fail¬ 
ures on the fcaslc of the con- 

. trolling parameter 

i Figure 6.21 shows the fail¬ 

ure level and the forecast ieyel 

and also the dependence; of the 

controlling ;arámeter on the 

operation time. 

. i ' 

, In order to decrease the 

number of checks, It Is advis¬ 

able to Increase the forebast, 

period,| but when thl^ Is done 1 ( 

the tube service life 1c short- 
en-cd. Usually the pcrlodlclt» of preventive checks ha. been spec - 

fled, and It determines the forecast level. _ 

A,high forecast reliability .Itpout slghlficant shortening of 

the service lift Is the «sin advantage of this method. The delects 

pf the method include the difficulties of determining the failure 

level, of-tubes, and tne laws governing .the change of the parameter. 

This is because In orde¿ to «asure the controlling parameters, 

in the majority of fases, the tutes oust be removed from the -tulr- 

' ment. Hoh.ov.r, the failure leve; for tubes of on. type a 

u different .hen the tfbe, are mountgd In different circuits 
Therefore, teste wist u. made for each circuit, ehlch naturally is 

complleaped. Therefor«.'this prediction smthed up,..1., -mounts 
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periodically checking the extent to which the tubes comply with 

the norms of the particular technical specifications, using for 

this tube testers. However, such a checking method has a number of 

significant disadvantages, namely: 

_ the meusurement of the electron tube parameters is made 

under conditions which differ from the actual conditions, since the 

tubes are removed from the circuit; 

_ In circuits there are stages which are more critical, and 

others which are less critical, to a change in the tube parameters. 

Checking tubes on tube testers does not allow one to take this into 

account. As a result, tubes are removed from stages which are not 

critical to a change in the parameters, and these tubes may still 

be used in the equipment, and vice versa. Operational experience 

has proven that from HO to 80* of the electron tubes — which 

checking indicated did not satisfy the particular technical speci¬ 

fications — actually provide normal functioning of the equipment, 

_ removing tubes from the equipment and then again re-install¬ 

ing them leads to mechanical damage of the tubes and circuit boards, 

and as a consequence to equipment failures; 

— removing tubes from the equipment fcr the purpose of moni¬ 

toring reduces the operational ability of the equipment; 

— mass replacement of tubes may lead to the opposite result 

— a reduction of the equipment reliability because the probability 

of sudden tube failures, which take a specified time, Is lower than 

for the tubes which have been re-installed. 

As follows from operational experience, such a method of pre¬ 

ventive maintenance is advisable for monitoring electron tubes 

which have been stored in warehouses and are Included in the 

reserve stock. 
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Predicting ¿»'allures on the Baals of Output 

Farameter Changea 

The monitoring Is conducted, not with respect to the controlling 

parameter of the element (tube, transistor, etc.)* but on the basis 

of the output parameter of the stage, assembly, or equipment. A 

necessary condition for making a prediction in this case Is knowing 

the correlation between the equipment output parameter and the 

quality index of the elements. The prediction technique Is similar 

to the procedure discussed above. 

An advantage of such a prediction method is the possibility of 

cnecking the equipment as a whole. It opens up broad possibilities 

for automating the monitoring operations by using systems for auto¬ 

matically monitoring the parameters. 

A defect of this method Is the complexity and great amout of 

work required in obtaining the dependencies of the output parameter 

changes on time and in determinglrg the failure levels. It Is also 

necessary to know the dependence of the output parameter on the 

controlling parameters. It is advisable to use this method for mak¬ 

ing predictions only for relatively uncomplicated equipment. 

Predicting Failures on the Basis of Auxiliary 

Parameter Changes 

For each element, in particular for an electron tube, there is 

an auxiliary parameter, in which a noticeable change indicates a 

change in the basic parameters. 

In a number of cases, making a prediction on the basis of ,n 

auxiliary parameter may turn out to be more convenient than on tne 

basis ot a basic parameter. Thus, for example, the qualitative 

state of electron tub*s may be determined from ineir no'/.e para¬ 

meters. From theory, it Is known that current fluctue '.ns increase 
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of the emission current. As follows from experi- 

increase of the tube noise usually precedes the 

the characteristic curve and the 

Therefore, unavoidable deterioration of the tube 

properties may be determined approximately 100 

with a decrease 

mental data, an 

deterioration of parameters such as 

anode current, 

cathode emission 

hours in advance. 

Figure 6.22 shows the change 

of the controlling parameter and 

auxiliary parameter as a function 

of the operating time which illus¬ 

trates this prediction method. 

If, at the time t^ an abrupt 

change of the auxiliary parameter 

is detected, this indicates that 

the controlling parameter will 

pass beyond the acceptable limits 

at the time t~. 

Operating time, hours 

Figure 6.22. Predicting fail¬ 
ures on the basis of an auxi¬ 

liary parameter 

Predicting Failures by Changing the Element 

Operating Conditions 

This method consists of creating overloaded or eased operating 

conditions of elements in order to simulate their aging or wearing 

out. This enables one to approximate the element failure. 

Such operating conditions may be most simply created by changing 

the voltage on the electrodes of tubes and semiconductor devices. 

In general, the operating conditions are changed in such a way that 

the rate of change of the element parameter is increased, and it 

reaches the failure level earlier than would occur under normal 

operating conditions (Figure 6.23). 

Predicting failures by such a method gives acceptable results 

for electric vacuum devices. When this method is used, changes of 
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the voltages on the electrodes 

must reproduce the physical 

phenomena occurring when the 

electron tubes age. 

For receiver-amplifier 

tubes, a reauction of the fila¬ 

ment voltage most nearly satis¬ 

fies th-^se requirements. This 

is explained by the following 

reasons . 

1. The nature cf the 

cnange m filament character¬ 

istics of electron tubes as a 

consequence of aging is tne same as with underheating. It is con¬ 

nected with deterioration of the cathode emission properties The 

filament characteristics of tunes when they are operated for a long 

time are shifted in the direction of smaller values of the anode 

current (Figure ó.Zh). From this it follows that, with a reduction 

of the filament voltage, the change of the anode current of new 

tubes takes place considerably more slowly than for old tubes, '.’hus 

for example, the function I * f(Uu) for old and new tubes cf the 
a n 

6Zh*J type has tne form shown in Figure 6.25. Thus a decrease of 

the filament voltage <nab les one to evaluate the cathode emission 

properties wnich have an influence on the electron tube reliability 

and to distinguish, with a sufficient degree cf precision for prac¬ 

tical pui'poses, an old tube from a new tube. 

2. A change of the filament voltage leads to a sharp change 

of the anode current and characteristic curve, and therefore the 

filament voltage is the most convenient predicting parameter. 

3. The filament voltage may be reduced by very simple 

technical means. 

155 

u 

Figure 6.23. Predicting fail¬ 
ures by changing the operating 
conditions of elements. Curve 
1 characterizes the ope. tion 
of an element at nominal voltage; 
curve 2 is with changed voltage 
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Figure 6.24. Change of a tu^e 
filament characteristics during 

operation 

l&KKi 
.ŒLI 

Figure 6.25. The anode current 
as a function of the filament 
voltage for old (dashed lines) 
and new (continuous lines) tubes 

of the 6Zh4 type The prediction is accom¬ 

plished in the following way. A 

reouca ma"ent VOltTtir.na the anode current or character- 
to the tube or group of tubes, ana 

istlc curve of the tubes Is measured. 

Measurement of the anode current ta the preferred method ^ 

since its rate of change with a change of the fi amen ^ 

.na 
character of the circuit th<; rat.d value of the 

found to e in the ° be »elected In such a -a, 

tube filament voltage. The condlti ' level l3 reached 

that when the system Is undorheated, the fallur 

—- «‘nir:::::;:: - 
„amtenanc. cnec^CFlgure ^ hlgh„ lhar. the failure 

level^then one ma, as.um. that the system »111 not treat do»n during 

" :::=:: := muât ne taten 

i . and eliminate the elements having limiting parameters, 
to detect and eliminate *n „„l, usually is selected 
The period of the preventive maintenance checks usu 

as equal to 100 - 150 hours. 
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The possibility of predicting tube failures by changing the 

filament voltage must be provided for in the equipment design stage. 

3ince the individual stages, groups of stages, and units for which 

the prediction is being made may have different limiting levels, 

they must be combined on the basis of the limits of the filament 

voltage change (which are necessary for making a reliability predic¬ 

tion) which they have in common. In this case if the predicting was 

not provided when the equipment was being designed, it may be per¬ 

formed (as a consequence of the simplicity of the method) In the 

cperating tquijment. Redacting of the filament voltage may be 

achieved by inserting a resistance in the primary or secondary cir¬ 

cuit of the filament transformer (Figure 6.26). Including a resist¬ 

ance in the primary "ircuit of the filament transformer naturally 

Figure 6.2b. Circuits for supplying the filament 
voltage when predicting failures by changing the 
operating conditions of electric vacuum devices 

may be used in the case when the filament transformer and the anode 

transformer are not structurally combined. The circuit shown In 

Figure 6.26,a may be used if in* prediction is specified when the 

equipment is designed, and the circuit of Figure 6.26,t is convenient 

for achieving the prediction In operating equipment. 

The prediction for pulsed circuits has certain distinctive rea- 

tures which are caused by the fact that, in the majority of auch 

circuits, the amplitude and shape of the output pulses as a rule 

does not depend on the input signait. The purpose of a preventive 

71 
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maintenance check ln auch circuita is not to determine the tube with 

the worst parameter, but to recognize the tube which, with a reduc¬ 

tion of the filament voltage, does not ensure the operation of the 

following stage. 

It is impossible to use this prediction method for checking 

kenetrons, since the dependence of the rectified voltage on the fila¬ 

ment voltage change is very weakly expressed for both old and new 

kenetrons. 

The advantage of the method for predicting failures by changing 

the element operating conditions is its simplicity. The defects of 

this method are that it does not allow one to conduct preventive 

maintenance with normal operation of the equipment a id, moreover, it 

creates the danger of irreversible changes in the structure of ele¬ 

ments because of the deviation of their operating conditions from the 

rated conditions during the test process. 

It is necessary to point out that predicting failures enables 

one, in a number of cases, to obtain information on the state of a 

system or element. On the basis of this information, one may deter¬ 

mine the period of preventive maintenance tasks for which the system 

should have the maximum possibility of being in an operating state 

at any arbitrarily selected moment of time. However, the extent, 

periodicity, and order of conducting the preventive maintenance 

tasks depend on many factors which are not monitored. It is not 

often that one is able to completely take into account these unmoni¬ 

tored factors. An increase in the extent of the preventive mainten¬ 

ance tasks leads to an Increase In the time expended in performing 

them which is economically extremely unprofitable. Moreover, the 

performance of the preventive maintenance task itself frequently 

causes the appearance of failures in the equipment, and may not only 

not Increase the equipment reliability, but on the contrary may 

decrease it. 
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Taus, with an increase in che extent of the preventive main¬ 

tenance tasks, the number of induced fallurec Increases, but with a 

reduction of the extent of checks and a decrease of their number, 

tne number of gradual failures Increases. Consequently, when re. olv- 

ing the problem of the extent and periodicity of preventive mainten¬ 

ance tasks, a reasonable compromise is necessary which enables one 

to ensure a sufficiently high reliability of equipment with a mini¬ 

mum of standby time. 

6.6. Hpj; 1Lcat_iun_of the boundary Test Method for 

MonitorInf Equipment 

Increasing the reliability of electronic equipment is an im¬ 

portant engineering problem. It encompasses a broad range of prob¬ 

lems connected with the design, manufacture and operation of equip¬ 

ment. Among them, increasing tne equipment reliability in the 

design stage is of very great importance. 

Hellability is a unique reserve of durability which must be 

provided for when designing the equipment. 

In the equipment design process, the designer must deal with 

elements which are mass-produced by industry and nave definite para¬ 

meters, a guaranteed lifetime, anct a precision class. The parameters 

of all elements, specially electron tubes, change with time, the 

aging of other elements also occurs (sec Figure 5.17 and 6.18). 

Since -— wnen a station Is nass-produo-d the elements from which 

it is assembled have variour deviations of their parameters from the 

rated value within the limits of the precision class, the circuit 

must be developed in such a way that the element parameter scatter 

in the radar does not disturb its operation. Aging of the 

Is a slowly-changing Irreversible process which occurs In th ■ mate¬ 

rial of element? as u consequence cf complex pny.ical-chemical 

phenomena. The farómeters of elements and their rellabl.i y also 

change when they operate under conditions which dlffe’ '•cm normal. 
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A3 a consequence of this, a large scatter in the failure rates is 

3 rve* even for elements of the sa.e type (Table 6.2). 

TABLE 6.2. FAILURE RATES OF CERTAIN ELEMENTS 

i Kind of element 
Failure rate, 

• 10^ hours 

Electric vacuum devices 

Resistors 

Capacitors 

Transformers 

Relays 

Selenium rectifiers 

Electric motors 

5.9 - 20.2 

0.25 - 2.2 

0.11 - 0.41 

0.83 - 5-6 

2.0 - 8.3 

3.8 - 27.8 

4.2 - 12.5 

The reason for significant deviations in the failure rates 

i i -he difference in the thermal and electrical operating 
mainly is the difference clrcuit must be designed 
conditions of the equipment elements. The circuit 

frh*t airing of the elements and changes of their parameter 
so that selng or t ,urroimiil„g., doe. not d.sturb no 
osos, or th. effect, o ^ „ atahle to.ard changes of 

:rerr:nrPr;et.;a oocUr d;;;lnC 

Efficiently the rcqulrs^nta Inposed 

tion. «hlch are a l[iei technical parameter, of the equlp- 

on it. operating conditions of th. dr- 

:::7.1.:.- * «ff—t «»«nity -- - - —nt 
correapond. to each of thee, operating conditio.... 

in th. design proceas one must find a reasonable compromise 

between th. requirement. Imposed on the equipment technical para¬ 

meter. and those Imposed on Its reliability. 
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It is necessary to point out that very frequently, before the 

problem of reliability is brought up, the equipment specified techni¬ 

cal parameters are arrived at when making the design without con¬ 

sideration of its reliability, and sometimes even to the detriment 

of the reliability. The complex interrelationship of phenomena which 

occurs even in simple equipment does not allow one to demand of the 

designer that optimum operating conditions be achieved In the equip¬ 

ment in terms of reliability. Therefore, the equipment reliability 

may be increased if it is monitored in the design stage. 

The use of analytical methods for studying the equipment relia¬ 

bility causes considerable difficulties. The statistical methods 

for monitoring the reliability which are being widely used enable 

ont to determino only whether the reliability corresponds or does net 

correspond to the Imposed requirements. When these methods are used, 

the factors determining the equipment reliability are not discovered, 

and consequently the possibility Is eliminated of making purposeful 

efforts to increase the reliability. 

The use of simulation methods for studying reliability has 

considerably greater possibilities: these simulation methods include 

statistical, boundary and matrix tests [13]. However, the complexity 

of tne equipment and the difficulty of processing the results when 

conducting statistical tests, and the extremely time consuming nature 

of matrix tests even for relatively simple circuits, make it impos¬ 

sible to use theat methods when the equipment is operating, and they 

hinder their use during the equipment design process. Therefore, 

let us discuss only the method of boundary tests. 

Boundary Tests of Equipment 

The method of boundary tests is based on imitating a chan,.*: in 

the element parameters and other input parameters for the purpose of 

determining the changes of the parameters at the circuit o-jtnut. 
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In principle, analytical, experimental, and graphical-analytical 

solution of this problem is possible. 

The analytical method requires knowing the dependence of the 

system output parameters on the input parameters. Let us assume that 

the system output parameters are a monotonie func ion of many vari¬ 

ables (input parameters). 

In the general case, we have 

= / ffi* s’«* •••• ?>. •••• ?«^ 

where Vl — is an output parameter of the equipment.; 

♦j is an input parameter (the parameter of an element in 

the equipment; an input signal; a factor affecting the 

operation of an element). 

Thus, for example, for a blocking generator (Figure 6.27) the 

output parameters are the amplitude, duration, and repetition fre¬ 

quency of the pulses, and the input parameters are the resistance in 

the anode circuit R , the capa- 

citance of capacitor (^, the 

resistance of and Rk, the 

voltage of the power supply 

source E^, the ambient tempera¬ 

ture, etc. Let us assume that 

the device operates trouble-free 

if the output parameter Vj is 

within acceptable limits — that 

is, the following inequality 

is fulfilled 
Figure 6.27. Circuit of a 

blocking generator 
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The change of the output parameter may be determined if 

one expands the quantity ^ into a Taylor aeries in powers of 4^: 

(6.21) 

¿ — i3 the number of terms in the series 

— is the remainder term of the series. 

where 

.•‘or the case when the changes of the input parameters are small 

and one may limit oneself to the first term of the expansion. Ex¬ 

pression (6.21) nas the form 

(6.22) 

One may find, c.i the basis of Equation (6.22), the change of 

the system output paremeters with a change of the input parameters, 

and consequently one may determine the acceptable values of the 

input parameters. 

For complex electronic systems, it is impossible ii practice to 

obtain Relationship (6.22). As a consequent' of this, tne analytical 

method of boundary tests has very limited applications. 

The essence of the experimental method of performing boundary 

tests Is to simulate failures on a mock-up of the equipment by arti¬ 

ficially changing to specified limits the parameters of the elements, 

the power nupply voltages,the currents, the temperature, etc. As 

with the analytical method, it is assumed that the system output 

parameters are a monotonie function of the input parameters. The 

acceptable change of the input parameter is determined as a f’ tlon 

of one of the parameters of the device. This parameter is called 

the boundary test parameter. The voltage of the power supply source 

is most frequently taken as the boundary tent parameter. 
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Such an Investigation enables one to establish the region ulthln 

the limits of which the circuit operates trouble-free. . 
t 

The technique of performing boundary tests may be Illustrated 

„1th the following example. Let as establish the,rated values 

In 

Figure 6.28. Construe-ion of 
the trouble-free operating 

region (TFOR) 

of the input parameter ♦. and of the boundary best parameter U,,. 

the graph of Figure 6.28 the 

point corresponding to the rated 

values of the parameter is di - 

signated H. It is assumed that 

the values of the remaining in¬ 

put parameters also are within 

the norm. Let us decrease the 

boundary test parameter. Fail¬ 

ure of the circuit begins with 

a certain value of this para¬ 

meter (point 1). Failure of the 

circuit means either a breakdown 

of the circuit elements or that * . . 
state of the circuit when the output parameter goes beyond accep 

limits e 

For example, for a submodulator this may be a distortion of the 

pulse shape greater than the acceptable value. For a trigger, th s 

may be the situation in which the tirgger pulse is not able to 

trigger the circuit into a new state; for a holding diode this s 

the condition when it ceases to hold, etc. Now let us reduce the 

input parameter and again change the boundary test parameter until 

we get a new circuit failure. When this is done, we obtain point 2. 

Then let us increase the value of the input parameter and, by chang¬ 

ing the value o! the boundary test parameter, we obtain point 3- 

Continuing th. test, in this -ay. on. Is ah,, to f.nd h. boundary , 

dividing th. region of trouble-free operation of the circuit fro¬ 

th. region of failure.. The circuit trouble-free operating region 

may be a oloaed or an open curve, depending on the limito „Khln 
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I 
I * !.. 

I , 

I 
which the element parameter change at which failure occurr.. The 

i 
operating point P because of manufacturing tolerances and possible 

deviations of the Input parameter from the rated value will not 
t 

correspond to point H representing the Input parameter rated value. 
' * ' ; ' 

1 The location of the Working point inside the circuit! trouble- 

free operating region characterizes the ¡device reliability. 
i 

I r 

, 1 Actually, If‘the operating p¿int Is at the center of the trouble- 

free operating region, then the device will respond In a like manner 

to. any change uf the element parametèr. 
i ' . • I 

1 •' i. 
Con-eouently, the location of the operating point In respect to 

the trouble-free operating region characterizes the reaction of the 
• • i i 

fcircuit to a change in the, parameter of the elements being studied. 

Strictly speaking. It Is necessary to investigate not the circuit 
i i . 

! operating point for the parameter being studied, but the operating 

region. • , , 
• i 

Ltlt us introduce the concept of an operating region. The 

operating region designated the probable location of the circuit 

operating, points in respect to the input parameters. Thl<• may be, 

for example, the region'formed by devlatlbn of the input parameters 

due to manufacturing errors of the elei ents tnd a change* of the 
. ’ i 

power supply voltage, or it may be a region formed by »deviation of 

the triggering pulse voltage ard the powér supply voltage, 'tc. 
I 

• I 
• Figure 6r2h shows the trouble-free operating region of a circuit 

in the coordinate system *,, U an^J it a^so shows the operating region. 

In order to determine the operating region, it is necessary *o know 

the laws governing the dlstributior of the element production error- 

fpr the' parameter being studied: 1 ( 

i 
' . » 

» Usually it is assumed that, when manufacturéng a batch of 

elements, the following conditionsigiving rise to prodyc^l n errors 

occur: 

i » 
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1. The production error is 

the sum of components, each of 

which is the result of the action 

of a large number of random fact¬ 

ors and a certain number of sys¬ 

tematic factors. 
3 
Ú. 
c 

2. All the random factors 

are mutually independent and 

-1 

Boundary test parameter 

have approximately the same ef¬ 

fect on the total error — that 

is, they are quantities of the 

same order of smallness. 

Figure 6.29. Failure region 
(FR), trouble-free operating 
region (TFOR), and operating 

region (OH) 

3. All the components of the total error are not correlated. 

This may occur with an automatically operating plant. 

If these conditions are fulfilled, then the distribution of 

the manufacturing errors is subject to the normal distribution law 

— that is, to the Qauss law (Figure 3.1). The distribution accord¬ 

ing to the Qauss law is described by Expression (3.1). In the case 

when there are systematic dominating factors which cause a fixed 

displacement of the deviations, the distribution also Is subject 

to the Qauss law, but the center of the clustering is shifted. If 

the rated value of the part parameter is taken as the origin of the 

coordinates, and the coordinate of the center of the deviation 

clustering is designated by rn, then the distribution curve will be 

described by the following expression: 
(*« 

where rn is the mean value of the parameter; a Is the root-mean 

square deviation. 

Under actual conditions, the production errors may be caused by 

dominating factors which have a variable character. Cases occur 
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when the dlatribution in general is not subject to the normal distri¬ 

bution law. However, because of the fact that manufacturing of ele¬ 

ments Is a specialized and mass-produced operation, the effect of 

subjective factors and dominating factors is smoothed out. Therefore, 

the distribution of production errors of element (electron tubes, 

resistors, capacitors) in the majority of cases may be considered, 

with a sufficient degree of precision, to be subject to a normal 

law (Figures 6.30 and 6.31). 

•A 

JO 

tt 

picofarad 

C picofara I Jin a«r j ¿U* ui 
W an ttu 

Tolerance — 
Held according to IS 

W Rat^d according to 
technical specifications TS 

»X 
««• 

Rated 
according to Tö 

3,W m>u jujti jn hi Mim [* „„ 
mttt ÍUH1 iUW »¡fi'T 

'olerance 
field according 
To' TS 

Figure 6.3O. Histogram anu 
distribution polygon of the 
production errors of type KTK 

capacitors 

Figure 6.31. Histogram and dis¬ 
tribution polygon of the produc¬ 
tion errors of resistors ULV-0.12 
with a resistance of 330 kilohm 

Elements of electron equipment, are characterized by two para¬ 

meters: the rated value and the tolerance field. The tolerance 

determines the maximum acceptable deviation of the given parameter 

value trom the rated value, it must always be larger than the field 

of scatter of the production errors. The cross section of the operat¬ 

ing region that is, its width (in respect to the parameter t 'rg 

studied — will cjual, consequently, the element tolerance field. 

During the equipment operation, a drift of the operating region 

occurs as a consequence of aging of the elements and a entnge of their 
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parameters because of the effect of temperature, on the one hand, 

and a change of the power supply voltages, on the other. Figure 

6.32 shows the drift of the operating region with a change of the 
parameters 4>j and U. 

Approach of the operating 

region to the boundary separat¬ 

ing the circuit trouble-free 

operating region from the fail¬ 

ure region is undesirable, since 

this may be accompanied by a 

reduction of the equipment re¬ 

liability. Passage of the 

operating region beyond the 

limits of the trouble-free 

0. 
c 

Boundary test parameter 

Figure 6.32. Drift of the 
operating region when input 

parameters change 

operating region leads to fail¬ 

ure of the equipment. With an 

equally probable drift direction of the parameters ¢. and U, the 
«) 

operating region must be located in the center of Uu trouble-free 

operating region. If the drift of the parameters has a dominant 

direction, then the operating region must be shifted away from the 

and U. The amount of this shift may be determined if the change of 

the parameters in time is known. The main problem consequently is 

to select, when the equipment is being designed, those operating 

conditions at which the equipment is not critical to possible changes 

of the input parameters. 

The location of the average point of the operating region in 

respect to the trouble-free operating region must be selected on the 

basis of reliability conditions and is determined as the sum of three 

tolerances: the production tolerance, the temperature tolerance, and 

tolerance toward aging. Since all these quantities have a random 

character, the summing must be performed in accordance with the 
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summation rules for random quantities. The total tolerance — that 

is, the operational tolerance — may be determined from the ex¬ 

pression 

& 

wnere 4 is half the operational tolerance field of 

parameter 4^; 

— is half the production tolerance field of 

parameter 4 ; 
J 

is half the temperature tolerance field of 

parameter 4*.; 
J 

is half the tolerance field of parameter 4» 

toward aglnR. 
J 

When making the calculation, the time interval during whicn the 

circuit element parameter changes by an amount equal to half the 

tolerance field toward aging, is assumed approximately to be the 

equipment operating period from the moment of its production up to 

the tirst average overhaul, or the time between average overhauls. 

configuration of the trouble-free operating region depends 

on the device circuit. When the parameters of the circuit elements 

may vary within broad limits and a change of their operating condi¬ 

tions does not cause damage to these elements, the contour of the 

circuit trouble-free operating region is a closed curve. The area 

encompassed by this curve characterizes the circuit operating 

reliability. Other conditions being equal, that circuit 1? more 

reliable for whicn the area occupied by the trouble-free operating 

region is larger. 
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Figuro 6.33. 'í.1':;1''', a 
operating region UPOB) or e 
blocking generator fen Input 
parameters Ra 'ind ba change 

As follows from what has 

been said, the boundary test 

method enables one to effec¬ 

tively and clearly examine the 

reliability of circuits. 

As an example, let us in¬ 

vestigate the boundary test 

graph of a blocking generator 

circuit (Figure 6.27). The 

power supply voltage is taken 

as the boundary test parameter, 

as is usually the case. Fig¬ 

ure 6.33 shows the trouble-free 

operating region of the blocking , t nce R and the 
generator connected with a change of the anode i ^ a 

voltage of the peer supply source Ea- The circuí, output para- 

meters are the amplitude of the output pulse - .0 V, and Its 

ahape. The boundary of the circuit trouble-free operating region 

corresponds to a change of the ^J^t/^^l^clflo 

This value was selected due to the necessity of 

amplitude of the output pulse. F.gure ¢.33 show -he ^ 

tlon of the operating point P which corresponds to .u ^ 

Input parameters Rap ■ 1*2 ap 

R of the second precision class has a tolerance 

deviation of the power supply voltage fr°" ^ ^ £ ti|. 

exceed t 3». The . and . -.1 In respect 
limits ♦ 10Í in respect to the ano 

to the power supply voltage. 

It follows from Figure 6.33 that the select, d r*;l'‘‘,ta^eJ*1 

of the resistor from the point of view of -iaM.uy^ - 

optimum one. It is advisable to increase th’ ; , n for the 

resistor R, by 20 - 30*. The trouble-free opérât In 
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same circuit with a change In the amplitude of the triggering (Input') 

pulse and the voltage of the power supply source Ea is shown In 

Figure 6.3¾. The boundary of 

the circuit trouble-free 

operating region also is ob¬ 

tained from the acceptable 

limits of the change in the 

output, pulse amplitude of 

♦ 20*. 

The operating peint P 

corresponds to an input pulse 

amplitude ujn p “ 80 V and a 

power supply voltage source 

E * 250 V. The operating 
a o 

region is hounded by the limits 

5* in respect to the input voltage and ♦ 3* in respect to the 

power supply voltage. As is seen frorr. Figure 6.3¾. in order to in¬ 

crease the reliability it is necessary to shift the circuit operating 

point F upward in respect to the parameter being studied that is, 

it Is necessary to.increase the amplitude of the trigger pulse to 

90 - 100 V. 

Change of amplitude 
of more than 20* 

Qrg 
•e 

^77/,77/77/77///77^. 
Failure In respect "'//, 

¡g / to shape and .amplitude 

M VO tOO tlO TrO tOO ttO 300 (a,\ 

Figure 6.3¾. Trouble-free operat¬ 

ing region (TFOR) of a blocking 
generator when input parameters 
C, and change 
in « 

Figur; 6.35 snows the circuit trouble-free operating region 

with a cnange of tht capacitor capacitance and the voltage of the 

power supply source E0. Capacitor Cj is of S0M-1 type with a capa¬ 

citan •*.• of 400 picofarad and of precision Class 1. The operating 

region is bounded by the limits ♦ 2* in respect to the capacitance 

and ♦ ií in respect to the power supply voltage. The cross section 

of the troublt—free operating region In respect to the parameter ^ 

Is snail, ani a change of the capacitor value with time can lead to 

failure. 



C^picofârad 
Failure in respect 

^ Failure ////yyyyyyyyfr, 
%i0 respect IQ^mp^oCf'0 

no amplituae pailure respect 

HO 

•to too m no nom too soo ft.v 

Figure 6.35- Trouble-free 
operatlru: region (TFOR) of 
a blocking generator with a 
change (<f the input para¬ 
meters — capacitance of 
capacitor Cj and voltage of 

the power supply source Eg 

Based on the boundary test results, in this ease one may deter¬ 

mine the boundaries of acceptable changes and the optimum values of 

the quantities Ra, Uln, and of the power supply voltage of the 

tube anode circuit Ea» 

Above, a technique was investigated for conducting boundary 

tests on the assumption that the output parameters depend on a 

single input parameter. In actual cases, the output, parameter de¬ 

pends on several input parameters. The trouble-free operating region 

in this case may be obtained in the following way. One mu.t deter¬ 

mine the circuit trouble-free operating roglon associated with all 

the values of the Input parameters. Then these regions are plotted 

in the relative coordinates and I'/U,, and, by superimposing 

them, one finds the combined trouble-free operating region (CTPOR). 

This region also will be the trouble-free operating region In respect 

to the 1th output parameter with allowance for th< influence of all 

the input parameters. Figure 6.36 shows the boundary «.,.1,1 toring 

graph of the 1th output parameter for n inpu« parameters. The 
combined trouble-free operating region In Figure 0. ,b In cross hatched. 

The boundaries of the operating regions may n. note 1-mined from 

the expressions: 
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TJ. 

Jí"—a» 
?í. 

1- 
lü*. 
*t/7* 

y." 
I L At;" • 1--(/7-• 

where ^nu Av-! aie 

;levlnt.\ons ir»'! posl- 

tive deviations of tUe input 

para:»« i er¿ froir. tiiC rat ed 

value . 

It is we«*n froni Figure 6.36 

that the Crcult .0 lesa critical 

toward a cnange of certain ^nput 

pararii«.»ters , and none critical toward 

Figure 6.36. Construction 
of the comMncd trouble- 
free operating region (CTFOh) 

a change of others. 

In boundary t.'sts, it is necessary to simulate a -’hange of the 

pare:»“’era of various elements: resistors, capacitors, inductance 

toll,, semiconductor devices, electron tubes, etc. A change of the 

parameter." of resistors, capacitors, and inductance coils may oe 

simulated by a series or parallel connection of appropriate elements. 

A Change in 1 he parameters of resistors may also be simulated bv 

changim t .e voltar« being supplied to the separate parte of the 

circuit. 

A ch.tr.ge in the parameters of a-ml conductor diodes also may be 

produced by aerie* or parallel connection of resistances. It is con¬ 

siderably more complicated to simulate a change of the parameters 

electric vacuum devices and trannlstora, since their characterise 

depend on many parameters. In these cases, a tube or transis*, 

selected all Of whose parameters r. , the same as In the test e;emcnt , 

except for the parameter being simulated and the boundary tests are 

conducted with it. A number of artificial simulation met'.us ar- 

also used. 
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Let us proceed to the graphical-analytical method of performing 

boundary tests. The essence of this method is that the phenomena 

occurring in actual circuits may be reproduced graphically when making 

the boundary tests by using the characteristics of electron tubes. 

We do not use such a method on all circuits, but In a number of cases 

it may be very convenient. As an example for illustrating 

graphical-analytical method for calculating boundary test graphs, 

let us investigate a rheostat amplifier (Figure 6.17). Figure 6.38 

Figure 6.37. Circuit of a 
video pulse amplifier 

shows the experimental graph (1) 

and the calculated g^aph (2) of 

the amplifier boundary tests in 

the R and E coordinate system, 
a a 

The output pulse amplitude 

U • ¿«5 V is taken as the output 
out 

Figure 6.38. 1'ouniary teat graphe 
of a /ideo pulse amplifier 

parameter. 

The boundary of the trouble-free operating region rorreaponds 

to a change of the pulse output parameter of 10X. The . ,crating 

point P for the values of the input, parameters R& f, - ^ b kohm, and 

E » 200 V is shown In the same figure, 
a p 

3*)^ 
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Fleure 6.39 shjpws similar graphs, but in the R^, E& coordinate 

system. The operating point corresponds to the input parameters 

R. ■ 260 ohm and E * 200 V. The error in the calculation for 

both cases does not exceed 10%. 

Figure 6.39. Boundary- 
test graphs of a video 
pulse amplifier in the 
fe, L coordinate system 

(i — experimental curve¿ 
2 — calculated curve) 

Boundary Monltorlne of Equipment 

Boundary tests also provide useful information during the 

equipment operation. In this case, it la more correct to talk about 

boundary monitoring of the equipment. 

During the operating process, boundary monitoring reveals the 

elementa whose- parameters are approaching the limiting value — that 

is, it determines tue equipment reliability reserve. In order to do 

this, It Is necfecaary tc have graphs of the equipment boundary tests 

which w«-re plotted before begim Ing Its operation. 

Boundary monitoring, may be performed during preventive main¬ 

tenance cnecks. This reduces to a minimum the equipment standby tir.*-. 

In a number of caseu, the boundary monitoring may be automated 

[31]. The solution of this problem Is simplified if the power supply 

voltage Is nh>. bouniary monitoring parameter. In thin care, In the 



radar It must be possible to change the power suppjy voltage. It is 

simplest to change the voltage of the common power supply source. 

However, such a monitoring technique has one substantial drawback, 

which is that a change of the voltage necessary for checking one 

device may turn out to be unsatisfactory for checking another device 

or, what is even worse, it may cause its failure. As a conse¬ 

quence, it is advisable to divide the radar circuit into groups of 

stages and to feed the power supply to them along separate lines 

— boundary monitoring lines. 

Groups of circuits or stages must be combined based on the power 

supply voltages and the limits of their change (which are necessary 

for predicting the reliability reserve) which they have in common. 

Naturally, during the monitoring one must not cause the equipment 

to fail. Th ' minimum acceptable reliability reserve must be estab¬ 

lished, and the limiting power supply voltage corresponding to this 

state must be determined. Such monitoring is very helpful, but it 

has limited possibilities, since a change of all the input parameters 

which affect the equipment reliability is not simulated. 

The experimental boundary monitoring method may also be used 

when tuning and adjusting equipment. Tuning and adjusting electronic 

equipment at present is done by the method of successive approxima¬ 

tions. The complicated interrelationship of the phenomena occurring 

in circuits, in a number of cases, makes it Impossible to establish 

that the circuit optimum tuning conditions havt been selected with 

respect to reliability. The boundary monitoring method makes it 

possible to solve this problem. Let us demonstrate this with an 

example. 

Let us assume that a device has two adjustment units, whose 

element parameters are and Let us also assume that the pur¬ 

pose of the adjustment is to achieve optimum, operating conditions 

for the device, and that these conditions are <haracicrixcd by two 

output parameters whose values must equal v and v . m one plots 

the boundary monitoring graphs for both outp.it paran" tens In the 
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and «f'K oordinate system und superinposes these graphs as ia 

shown In Figure 6.36, we obtain the combined trouble-free operating 
region — that is, the region which ia common for both output para- 

nieters. This region is cross hatched in Figure 6.36. Having ob¬ 

tained tne combined trouble-free operating region, we are able to 

soundly select the operating point corresponding to the circuit's 

optimum tuning conditions. With equally probable drift directions 

of tne parameters and ¢^, the operating point must be selecteu in 

the center of the combined zone, but with unequally probable drift 

directions the operating peint must be shifted away from the center, 

i opposite to tne drift of the parameters and ¢^. 

Bcrniufu'y monitoring graphe also Indicate which adjustments must 

to made in the runin. process and equipment operation, and within 

what li.vltr. When designing equipment, the question usually arises 

as to the advisable number of adjustment units. Adjustments and 

tunings tak' place both In the factory and during operation. Factory 

adjustner* ,nd tuning Is performed by using all the units which are 

prov'ded ! • r this purpose. Operational adjustment and tuning as a rule 

la accomplished using those units which have been especially brought 

out to the front panels of the instruments. This adjustment has the 

purpose o' maintaining constant operating corJltions and constar*- 

equipment parametere with changing operational conditions. 

/. small number of adjustment and tuning unit: doer not always 

guarantee the possibility of selecting the equipment optimum operat¬ 

ing con i; : m.;. A large number of adjustment units leads to ar. in- 

. loor, both in the manufacturing process and also during 

operation, iiactlce allows that approximately 3ü - 501 of the labor 

n led in monitoring and adjusting electronic equipment durlnr 

the manufacturing process. Moreover, i large number of adjustment 

units c-mpllcateo the adjusting process, especially when there is 

coupling between the circuits In which these processes are nei. 

carried out. The presence of adjustment elementa in equipment also 

reduces It’ roll obi ilty. This ic explained by the fact that the 

rellub111* ul-menta with variable parameters, which ar” used for 
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tuning and adjusting equipment, is lower than the reliability of 

elements with constant parameters. Moreover, during operation dis-, 

turbance of the setting for the adjustment units takes place, which 

has an adverse effect on the equipment operation. If this is supple¬ 

mented by the fact that servicing equipment with specially developed 

adjustment units requires technical persomitrl of high, qualifications 

frequently, complicated built-in or portable monitoring-measur¬ 

ing equipment, it is not difficult to come to the conclusion that it 

is advisable to reduce in any way possible the number of adjustment 

and tuning units in equipment. 

The configuration of the combined trouble-free operating region 

indicates the parameters on the basis of which the adjustment must 

be accomplished. If the cross section of the trouble-free operating 

region in respect to the input parameter is smaller than the limiting 

value of the parameter drift, it is necessary to have an adjustment 

unit for this parameter. On the other hand, If the croes section of 

the trouble-free operating region is large, and as a consequence of 

this the possibility of the operating region passing beyond the 

limits of the trouble-free operating region Is eliminated, there Is ' 

no necessity of having an adjustment. 

coordinate system (TPOR) and the operating region (OR). The limits of 

the drift In the parameters ¢. and ¢. 
cl 

are shown in this same figure by 

dashed lines. It follows from 

the figure that the equipment 

must have an adjustment unit for 

the paramoter , and it does not 

require adjustment for the para¬ 

meter ♦jj. The drift rate of 

parameter ♦j will characterize 

how frequently it is necessary 

Pi gun* b.*lO. Di »placement 
of the opera' Ing region 
with drift of the parameters 

.4, »nd 
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, to perform such ar> adjuatment when servicing the equipment. Knowing 

the limits of the parameter drift and the cross section of the 
I I 

trouble-free operating region, we may also^determine the advisable 

adjustment limits' In respect tOithls parameter, 
i 1 

i 

ai* example, let ua Investigate the boundary monltorl-ng graph 

of a (superhlgn frequency transmitter (Figure 6.^1). The transmitter 

g^nerateiii u series of pulses which are amplitude modulated. 

i , • 
Yhe lAitput parameters1 of tne oscillator are-: 

n.ágnltudí. cf tne peak voltage on the anode 9f the super- 

Mgh frequ.Miey •oscillator tubeç 
j 

• t . ; 

.-adiated power In a pulse; 
t i 

I 

• * I 
î • ! 

— v,he pt rcentlle ipodulatlon of the radiated pulses. 
i • 

. i»2 shows boundary monitoring graphs in the a, 1 coor¬ 

dinate ., ten*, whefce a Is tne rotor rotation angle if the trimmer 

capacitor which changes ¡the feedbadk capacitance; l la the posJ - 
2 

tlon of t.ie clearance wnlch changes the coupling of a superhlgli 

frequency oscillator with the antenna. The combined trouble-free 

opehatliif' i+glon Is cr^ss hatched it; Figure 6*^2. If one assumes 

tnat tne drift directions of the parameters a and l are equally 

probable\ *nei. the operating point must be selected In the center of 

the cron. Hatched region at a 
r 

5° and ■ ¿5 mm. 

I 
Pass.r.f beyond the limits of the cross hatched region, which 

for the g'. .*n ic if cult Is the cor.tlned trout le-free opera* Ing region, 

reduces tne radiated power <^r leads to an at rupt increase of the p,. *k 

voltage on the anode of the euperhlgh frequency oscillator tui , 

which n.iy lead'to transmitter failure. , 

, . ’ 1 ‘ . 

Boundary fsta arc One of the wayc of predicting gra . 4al fail¬ 

ures. The i nable i’ic* to õolvc the following problems: 
• i 1 

i i . 
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Figure 6.^1. Circuit of a 
superhlgh frequency trans¬ 

mitter 

*, Jegree 
•h 

Figure 6.^2. Determining the 
optimum parameters of the adjust¬ 
able elements of the superhlgh 

frequency transmitter: 

1 — change of the peak voltage 
on the tube anode; 2 — radiated 
power per pulse; 3 — percentile 
modulation of the radiated pulse 

— to make a selection of the rated values of the Input para¬ 

meters which ensure maximum reliability of the device when the para¬ 

meters change during operation; 

— to determine the reglen of acceptable deviations of the 

parameters of the elements In the circuit — that Is, to determine 

the necessary precision class of the elements; 

— to select the most reliable circuit from a number of possible 

circuits ; 

— to determine whether in a certain state a circuit performs 

its function with the most unfavorable operating conditions, when 

several factors leading to failures act olmultaneously and have 

maximum values; 

— to determine the circuit reliability reserve In respect to 

gradual failures; 



— to determine the number of adjustment and tuning units for 

the equipment and the feasible limits of their use. 

Inherent in the method of boundary tests are a number of 

delect . Among them, we must list: 

— the considerable amount of labor in conducting the tests; 

- the necessity of having measuring equipment of a high 

precision class; 

' complicated nature of simulating a change in the para¬ 

meters of electric vacuum devices and transistors; 

Lne complexity of conducting tests, due to the necessity 

of taking into account the effect of all the destabilizing factors. 

However, unification of the separate circuits enables one to 

carry out compound boundary tests, and subsequently to use the cir¬ 

cuits whose reliability has been verified. 

6.7._Acceptance of the Solution When Monitoring 

furirg operation, monitoring is accomplished to check the 

syster operating efficiency and to predict and search out failures. 

The content and extent of the monitoring depends on the scope of 

problem., oelng determined by the system, its complexity and state. 

Therefore, the monitoring problems may be solved slightly differently 

for each specific system. However, tnere Is a certain common ap¬ 

proach for the most efficient monitoring method. This common 

approach was developed from practical experience in operating 

systems, and Is confirmed by theory. 

The modela oreateo recently in the theory of reliability and 

technical diagnosis for servicing complicated technical Systems 
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enable one, in a number of cases, to optimize the operational process. 

In operational practice, In addition to the scientific approach to 

solving various problems, "volitional" solutions still are frequently 

used. When this is done, incorrect solutions Inevitably are taken 

and, as a consequence of this, normal operational conditions of 

systems are disrupted. Therefore, it is neceaba.y to establish, 

even if only in the first approximation, those connections which 

exist between the various kinds of monitoring and the other opera¬ 

tional processes. 

Monitoring of a system is not an end in itself. Acceptance of 

a solution directed toward achieving normal use of a system should 

be the result of monitoring. 

In operational practice, monitoring of the operating efficiency 

usually dominates the other kinds of monitoring. This is due to the 

following. When preparing complicated system:, for use, it is neces¬ 

sary first of all to know in what state they are found. Then moni¬ 

toring the operating efficiency enables one to take the proper solu¬ 

tion, depending on the system state. If the system is defective, 

then the decision is reached to repair it or replace it with a 

standby. If the system is in good working order, then the decision 

is taken as to its subsequent utilization. 

Monitoring the operating efficiency clearly Is connected with 

another kind of monitoring — predicting the system state. This con¬ 

nection appears both in the common nature of their purpose, and also 

in the selection of common monitoring means. Actually, when moni¬ 

toring operating efficiency, the current state of a system is deter¬ 

mined, and when making a prediction its possible states in the future 

are forecast. Therefore, the monitoring device used for monitoring 

the operating efficiency may simultaneously serve the function of a 

predicting device. Such combined monitoring devices at. present find 

broad use in equipment being designed and operated. The development, 

operational principle, and operation of devices for monitoring and 

searching out malfunctions are very special problems, and we will 
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not investlcate tien here. Special literature [^, 31] Is devoted 

to these questions. 

With the Investigation in S6.2 of the procedure for monitoring 

a system operating efficiency. It was considered that the monitoring 

conditions are ideal — that is, the errors of the measuring devices 

are s-mall, and the monitoring-measuring equipment has a high reli¬ 

ability. However, for actual conditions these assumptions are not 

warranted. Therefore, the process of accepting a solution must be 

regarded as a random process. This process may be evaluated quanti¬ 

tatively. V.’ien this is done, in order to describe the solution 

acceptance process, various mathematical models are used. One such 

model, which characterizes the solution acceptance process associated 

witn monitoring a system operating efficiency, was proposed by 

B. S. Abramenko. This model enables one to evaluate the degree of 

confidence in the fact that the system, which is authorized for use 

after its monitoring, actually is in good working order. We will 

take as the measure of such confidence the probability that a posi¬ 

tive monitoring result obtained as a result of checking the system 

corresponds to actuality. 

When constructing the model. It Is assumed that the system is 

monitored before use. In the case of positive results of all the 

monitoring checks, the system is accepted for use. In the case of 

failure of tno monitoring device, the use of the system is delayed 

until tne monitoring device is restored. The possibilities of fail¬ 

ure of the system or Its monitoring device, and the aooearance of 

errors In the monitoring process and in tha solution acceptance 

process, are evaluated by introducing the fcllowinp probabilities: 

P^ the probability thtft the system is in good working order 

before the monitor!ng (P, •=* 

Pp — the probability that the monitoring device is in good 

working vrder before tue monitoring; 
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p — the probability of the appearance of malfunctions in the 

system during the monitoring process; 

— the probability that the system, which prior to the check 

was in good working order, refuses to begin to operate; 

Pj. — the probability that the monitoring device Is in good 

working order during the monitoring process; 

P — the probability of acceptance of a system in good working 
6 

order as a defective system; 

P^ — the probability of acceptance of a defective system as 

a system in good working order; 

P — the probability of repairing a defective monitoring system, 
o 

It is assumed that the events whose probabilities are presented 

above are independent. 

The solution acceptance process is an alternative process, and 

it is convenient to represent it in the form of a graph. The graph 

for the events taken in this solution acceptance model Is presented 

in Figure 6.M3. From each 

vertex of the graph, except 

for vertexes Xg, x^^, and 

Xj^, two arcs emerge which 

correspond to the two alter¬ 

natives. For example, arc 

(x^, x2) emerging from ver¬ 

tex Xj^ corresponds to the 

event which occurs before 

the beginning of the moni¬ 

toring — "the monitoring 

Figure 6.43. Graph of acceptance 
of & solution 
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device id in gocd working order". The other arc (x^ x3) shows the 

event "the monitoring device is defective". The remaining arcs of 

the graph correspond to other assumed events. Each arc of the graph 

is marked with the probability characterizing the possible appearance 

of this event. 

Thus vertexes {x^, x^} show the acceptance of a final 

solution : 

— the monitoring device is in good working order; 

Xg — the monitoring device is defective; 

the system Is not authorized for use; 

x^c lhe system Is authorized for use. 

Let us use this model for calculating the probabilities of 

the acceptable solutions. One may do this in a general form in 

the following way. Starting from vertex and moving along a cer¬ 

tain path y to vertex x,, let us find the product of the probabilities 

which are marked on the arcs belonging to this path. Thus, for ex¬ 

ample, if from vertex xx to vertex one follows along the path 

W [Xj, X2» x^, Xy], then we obtain the product 

/»sd-/».)/»* 

Several arcs approach each vertex which shows a final solution. 

Therefore, it is necessary to proceed along all paths which lead 

to this vertex, to find all the products, and to sum them. Let us 

find, for example, the probability that the monitoring device is in 

good working order, having designated it by P d. In order to find 

this probability, it is necessary to proceed from vertex x^ to 

vertex Xy along four paths: 
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p [Xi. jr.. Jf,]; P !*• ^ X»V. 
P \x„ x„ x%. Jf.l; p l*..x” x»*x- x»' 

As a result, we obtain 

P «PA+P.O " p«)p»p,+ 
+(l-PJp.(l-pJp- 

or after reorganl tat loa _=^+() _ 

The remaining probabilities are n.termlnedjuat a. simply. In 

particular, the probabilities that the system -11 be author^ 

use P ,, or that It -111 not be authorized for use sr,, 
3Q 

respectively 

P -POP,U/\+0--«* -p*)X 
XIP.O- 

p lP, + (i - Pn)P.\ lP.+ (‘ “ P.) P*l «l - Pi) X 
Xl(l —P,)(l — i>.)+/>*p*l+p»^1 “P*H' 

The model being Investigated clearly represents monitoring the 

rstini efficiency as concerns the solution acceptance process, 

d I ml blused for obtaining certain objective monitoring in¬ 

dexes. The monitoring advisability coefficient *3J is such an 

index, for example. The monitoring advisability 

acterises ho» many times one’s confidence is increased the. 
Tystem is in good -orbing order -hen the system is -n red, 

comparison -1th the case -hen the system is not moni to,ed. 

The coefficient Kad may be determined by using the follo-ing 

, non* Let us assume that the monitoring device has abso- 

r=;, rdpanson -h the s at -eing monitored _ 

that is, P2 - P5 * 1- Then the probabllity thtt 
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monitoring will be authorized im- use equals 

-P.)IP,H-PJ+O-P,)P,i:+PSr 

lhe most dangerous disturbances in the monitoring process are: 

fne appearance of malfunctions in the system being monitored owing to 

t.'ie monitoring devices and monitoring errors of the type •'accepting 

a system in good working order as a defective system'.'. The proba- 

tiiity of the combined nonappearance of these events equals 

j.ien the iionitoring advisability coefficient may be represented as 

the ratio of the quantity F to P' , that is n sd ’ 

V ___ _ (I -A>t)(!-/>,)_ 
“ * (i -p.m/'.V' --PjTO^.)M+PA 

The decision as to the advisability of monitoring should be 

affirmative only when the quantity Kad > 1. 

If, when monitoring the operating efficiency, the decision is 

reached that the system is not authorized for use, then the next 

decision must be to change over to a restoration procedure. The 

restoration process is an alternative process, and it also is con¬ 

veniently represented in the form of an oriented graph. The main 

features and characteristics of the process for restoring a system 

were investigated by us earlier [see Chapters U and 5). 

Let us discuss the problem as to how a solution is reached 

concerning the restoration of a system. 

When monitoring the operating efficiency (see 16.2) on the 

basis of a prescribed program. If there is a negative result rom 

any check, subsequent monitoring ceases, and the following assump¬ 

tion is made. One or several cr those elements in the subset of 

the system elements causing a negative result of the check are 

defective. In accordance with the accepted technique of constructing 
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a program for monitoring the operating efficiency, this subset of 

elements is known beforehand. Consequently, by using the technique 

for constructing a malfunction search program, one may construct 

beforehand a malfunction search program for each such subset. 

By combining the malfunction search programs constructed for 

each such subset with the program for monitoring the operating effi¬ 

ciency, we obtain a single diagnostic program for the given system. 

Let us find, for example, the single diagnostic program for the 

example investigated in S6.2. 

Let us assume that the time for checking the state of each 

element is the same, and equals t ■ 2 min. The data for the proba¬ 

bilities of the defective states of the elements are taken from the 

table of §6.2 (p. 3^0 ). 

Let us investigate the program for monitoring the system operat¬ 

ing efficiency which was presented in Figure 6.8. In the case of 

a negative result of check ifg, the subset * tx^, x^, Xg, Xy) is 

separated out. The malfunction search program for this subset is 

represented in Figure 6.a. The average time for searching out a 

malfunction according to this program, with the condition that the 

Figure 6.44 . Malfunction search programs for the 
system shown in Figure 6.1 
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sun of the probabilities of the elemente Included In Xx Is normal, 
^•-ed tc one, equals ^ 

+ /*,~+ £, ' 

+^.+^)+(^+^.+^+^)1=,4 mln. 

Por »ub.etS X, . U2, ,3) an0 x3 . (Xjii Xe)_ the proeram, 

= -rrer,onUlri; to them aro shown In Figuras 6.4«b and c. The average 

: i; :r irt:ng a ^ program or z:: k 
-qua.. .. minutes, and for the program of Figure 6.44c It Is 

j :nl ñutes . 

Let 

struct ed 

elements 

note that the program for subset X3 « {x^ Xq} was con 

with the condition that the feedback between these two 

may te broken when the check is being made. 

The single diagnostic program is shown in Figure 6.H5. 

Cure ^ap-nostic program for the system 
shown in Figure 6.1 

V.q WD-¡id-^3-7.12-71 



7. ADJUSTMENT AND REPAIR PROCESSES 

Just as in diagnostics, repair and adjustment are component 

parts of a single process for restoring the operating efficiency of 

a system and its elements. Despite the fact that rapair and adjust¬ 

ment as a rule are less time consuming and considerably simpler than 

the diagnosis, the struggle for economy in the overall time for 

restoring the operating efficiency of complicated systems requires a 

comprehensive study of these processes and an increase in their 

efficiency. 

7.1. Methods of Carrying Out Adjustment Tasks 

The necessity for adjustment operations is reused by the unavoid¬ 

able excursions of the parameters of individual elements, units and 

assemblies of a system beyond the acceptable limits. When making 

an adjustment, the excursions of parameters beyond the acceptable 

limits are compensated by using adjustable and tuneable elements. 

Among the adjustable and tuneable elements are: variable resistors 

and trimmer capacitors (trimmers), inductance coils with adjustable 

cores, resonance systems of tne elements of a radar high-frequency 

circuit, etc. 

On the average, in radar stations there is one adjustable element 

for each 8-12 elements. The main criterion for the correctness of 

FTD-HC-23-722-71 370 



~ —r- technical apeclflcatiorv, system and the 

valu, »rJïu ZZ ‘ ° M* Check eIther ‘O* PT«»«ter 
been p«rf,^ ‘«k» which hcvc 

parameter-, i„ êhlch chancir’í "h‘eh U a functl°" °r 
A ch. -,r? t" UP a3 a ^-001 rMult or these tasla 
•adjustment t w ** con,^sltp parameter is characteristic for repair. 

cordent]y to^horten th ^ elementar* anu 
tunln, t>, hill? m0nlt0rlng tlme‘ T^. for example, whm 

raramet, rs ar rh. tuna"' ' ^1011 ^ st8tIon, tho Inhlvldue, 

Parameter r,)t. them - "entS ^ ^ "’ea3Urea’ but th8 

the no>,e cactor. t„o'tra^ntlr^er,!'*CeI,lng 

one Cn tW teM3 °r th3 Parameter, 

M-rcrt mnueñcl, tMCe0Unt t0 ""i3h 3aCh ^-tabie 
the adju-tment d h " r'arSlmeter* £ince the Quality and order cf 

the d~~re~ of this^lnfl" ^ OFeratl0nal experience has shown, 

’ —, Therefore, ^Hen^aLnTaTadjtZt ZU ITn^uT^ 

r:::::::::::.-—- —- r 
aual,r- the h0'”''051»« parameter for checkins the adjuatmene 

«a« tr* n0tr1’"lï3 U'ad t0 th3 results. In a number o, :::: :::::::::::: ru“to * ~— :: - *— otemen;:::::: :::::::::::::::: 
simple example. Let us assum* s,. . lth d 

e. ume that It Is necessary to adiuo-*- tv-,/- 
wlue or an equivalent resistance w s„ ^ , V adJUSt th‘ 
onthec’rcuU -howr i m P n the electric circuit based 
if t,,e an ; k,8ura t-1- “ is not difficult to see that 

» .no :: : :ia ** »««sun„g th. ^0 

the value ,,f :::: 0!"",0nent3 <RJ * V f2 * »„>. then 

of resistor ; 0^ ^ *- 

the res It, tor-, »Ml /, **' P°uer “»«'''Pated In 
n’ *e tv,e same, and consequently *• , «’allure 

probat Hi 1 es of tn^ Individual elements Increase. 
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figure 7.1. Circuit for adjust¬ 
ment and measurement of an 
equivalent resistance. 

When carrying out adjustment 

tasks, it is always necessary to 

maintain the necessary precision 

in obtaining the given values( 

of the Individual equipment 

parameters. The adjustment 

precision depends on the adjust¬ 

ment methods being used and the 

precision of the monitpring- 

measuring equipment. In opera¬ 

tional practice, two adjustment methods have found use: 

- the adjustment method based on measuring instruments; 

- the comparison method. 
i 1 

«dju.tm.nt based on measuring Instruments reduces f tb. 

following. The required Inputs are fed to the Inpu s o 

(assembly) being adjusted, and measuring Instruments 

to the external outputs. By mean, of the adjustment element., th« 

output, of the adjustable units are made to correspond to accept. , 

values. The essence of this method Is Illustrated In the block 

in Plmire 7 2 With this method, absolute values ( 
diagram shown in Figure 7. ^ > &n nMective evaluation 
the input and output quantities are measured. An " 

of the adjustment quality Is made on the basis of ‘»ese quantltlea. 

Therefore, very rigid requirements must be Imposed on the preclsl 

of the measuring Instruments which are used for "°nit" "g * f 

parameters when mcklng the adjustment. Adjus ment on the bast 

measuring Instruments finds wide use In “Rational practice^ ^ 

particular, -hen tuning a radar to ^ of ^ net„oary 

method should be considered basic. The q carrving out 

precision of the measuring instruments being use ( . 

tuning was investigated in Chapter 2. 

The essence of the comparison method is that the values of ths 

tnut ouantities of the unit being adjusted are compared with the 

:::::: ,«.*1«.. <>,..„10., of ^ 
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Figure 7.2. Arrangement for connecting measuring 
instruments when adjusting a unit of equipment. 

ns the unit being adjusted.1 When this is done it is not necessary 

:to know UK pre’elôe value of the output parameter of the unit being 

adjusted, tut it it sufficient to determine whether.this parameter 
I 

is within tyie tolerance limits. • 

i 
Th'e cojnparlson method finds wit^e use in mass' production and 

reraír of equipment. Under operational conditions, the use of this 

method is limited, because of the absence of a sufficient number of 

units of tt-OjSame type, however, this method is not'neglected when 

1 there are no precise data on the values of the output quantities of 

the unit» being adjusted, or when the precision of the measuring 

• instruments is low. . , 

The question'of the precision of these methods is investigated 

in more délai ^ in r3?T* 
* I 

The rypalr-adjustment process consists of individual elementar ' 

operation;-, oi 'tasks. An elementary operatiòn when making repairs 

and adjustments means an operation which is performed without changing 

the measuring equipment or the placeq of its connection, and at the 

same time the very same set.of instruments is used. Examples of 

elementary operations are: replacement of a tube, mechanica-! tuning 

of a klystron (changing the cavity of the,klystron’s resonator), 

replacement of the transformer In a pc-wer supply unit, Installing a 

. i 
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selsyn stator when matching synchronous transmission lines, etc. 

In turn, each ele.nentary operation may be a combination of such 

universal operations as: disassembly, assembly, mounting, dismantl¬ 

ing, soldering, fine tuning, lubricating, cleaning, etc. 

When performing repair-adjustment tasks, elementary operations 

must be performed In a specific order. The sequence of performing 

the elementary operations Is called the program of the repair-adjust¬ 

ment tasks. 

Let us assume that the repair and adjustment processes being 

Investigated are determinative processes (see Chapter 1). The 

defective elements which are detected In the diagnostic process are 

replaced by elements which are knowingly In grod working order, 

and each elementary operation and Its check have only one result. 

It Is also assumed that the Interval of time between the end of the 

preceding operation and the beginning of the following operation 

equals zero. Definite relations exist between elementary operations. 

These relations determine the sequence of performing the Individual 

operations. The multiple character of these relations leads to a 

large number of variations In the repair and adjustment sequences 

for eauipment. Among the different variations of the sequences for 

performing the operation, one may select that sequence which ensures 

the most efficient program of action when making repairs and adjust¬ 

ments . 

7.2. Formulation of Programs for 

Repair-Adjustment Task:-. 

Let us designate by y an elementary operation associated with 

the adjustment and repair of equipment and lei us Investigate, for 

example, the set .8}. consisting of eight such elementary 

operations. Let the following relations between the elementary 

operations of this set be specified: 
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1. Operation la performed before operation y2. This 

necessary condition may be designated by < y2. 

2. The sequence of performing operations y^ and y^ has no 

importance — that Is, one may first perform operational y^ and then 

operation y^, or conversely first y^ and then y^. This condition 

should bo written in the form yj < and y^ < yj, or more concisely 

>< y 
* 

Operation y^ must, be performed Immediately after performing 

operation . This relation determines that y^ directly precedes 

y^, and it is leslgnated by y^^y^. 

Let us assume that the relations between the elements of set 

Y are assigned In the following way: 

y,<yt. y,, y,: Vi<v.; 

y* >< v>. y¿ y,<yt; y»<y* y,. y.: 

y« I < y.: y. <y., y.: y.>< y.- 
(7.1) 

There relations may be represented by means of an oriented 

graph, which for care (7.1) is shown in Figure 7.3. The vertexes of 

this graph correspond to the elementary operations, and the arcs 

characterize the relations between these operations. 

"’he process of directly constructing the g^aph from the given 

system of relations (7.1) presents certain difficulties. It is mor*-» 

convenient to oroceed at once to (0.1)-matrices. 

"uoh an n X n-dimensional matrix consisting of zero's and one's 

may be understood as the distribution of n elements over n sets: the 

one's In the lt^‘ row indicate the elements included in the set, 

and the one's in the column indicate the sets containing 
4 U 

J element. For a given graph G, such a matrix Is called the 

adjacency matrix (see Chapter i). 
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Figure 7-3- Oriented graph of the 
relations of elementary operations. 

Let us designate the adjacency matrix of graph G = (Y, U) by 

A * ^aij^* Element a^j of the adjacency matrix which is at the 

intersection of the ith row with the Jth column equals 1 or 0, under 

the following conditions: 

an 
1, if yt\<VitoT yi<vfi 

0. if not, one of tha following conditions occuis (7.2) 

ih<yj. yt\<Vi> ViXvi- 

For the given system of relations (7.1) of the elements of set 

Y, the adjacency matrix has the form 

/=1 234567 8 
'01 I 10000' 
0000 l]000 
I 10 0 0 0 0 0 
I 0 0 0 0 I 0 0 

“ 00000001 
0 I 0 0 0 0 0 I 
1 0 1 0 0 0 10 
o o o o To o o 

2 
3 
4 
5 (7.3) 
6 
7 
8 

Let us check whether conditions (7.2) were fulfilled when 

constructing matrix (7.3). het us investigate, for example, the 

relations yj < y2 and yj >< y^, y^. Relation yj < y^ indicates that 
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in the ^rtiph (Figure 7*3) between vertexes and y? there should be 

in are running frtm vertex to the vertex y^, and in the metrix 

^7.3) r i^.nert ^ust take the value 1. In matrix (7*3) this condi¬ 

tion in fulfilled. For the relation y^ y^, y^ condition (7-2) 

also is fulfilled since we have 3 1» ^ ^ and = L. 

In prrci <* L,y the same ^ay, the fulfillment of conditions (7.2) is 

checked for the remaining relations (7.1) of the example being 

i nvest Igat--1. 

-.. n .,:. problem is to determine whether some certain patn 

exist - r 1 '-; ■ -raph (Figure 7.3) between a certain vertex which is 

an T t.r- . • (.:tart nf the tasks) and any vertex which is an exit 

(end of trv? ta^Ks). Ac- is known, this path —which contains all 

the ope-»' ion.: between which relations are specified by system (?.l) 

-- lo us 11 -a a Hamiltonian path in the graph. 

In order to find the Hamiltonian path in the graph, one may 

use th.3 method which was indicated in [26]. According to this methed, 

in order t find the Hamiltonian path in graph G its transitivo 
'n m 

closure G * (Y, V) is constructed. As is known, the graph 0‘ has 

the following property: for each pair of arcs (a, b) and (b, c), 

tuero is a closing arc (a, c). fly using this property of graph G , 

let. us transform tne matrix A to an adjacency matrix B of the transi¬ 

tive closure graph. This may be dene by using the following 

algorithm [65]i 

!. Lit-t b, be a row vector of dimensionality n. Let us assume 

that tne initial vulue of equals — tnat is, the ltn row 

of matrix A. The rov. vector Aj corresponds to a certain vertex y^ 

of graph G. 

2°. Let us investígate the elements of the row vector ^(*{*\ 

.... . Let b.. whl( h ic different from rero be an element of bl“-* 
'* lk (0) 1 

which was not check"-! earlier. Let us transform B: ' by combining 
th * 

it with th* k row of matrix A uaing elomentary logic — vhat its, 

Aj'». 

rr7 prr»-. M /22-71 



The operation of logical summation is defined as follows 

IUI3**. ouo=°- 

3°. Let us repeat the operation of logical summation as was 

done in 2 for all blk + 0 until the vector stops changing. 

As a result of applying rules Io, ^ and 3°to all the rows of 

matrix A, we obtain matrix B of the transitive closure graph. 

Let us apply rules Io, 2°and 3°to our example. Let us investigate 

the row vector ^^,-=(01110000) of matrix (7.3). In this row vector, 

the elements b.,, b and blJ4 are different from *ero. Consequently, 

row vector Ax must be logically combined successively with row 

vectors A^* an<* % that is, 

fl!'W" U >», = (01110000) U (00001000)=(01111000), 

fl***=/î|M (J y», = (01111000) (J 01000000) = (11 ! 1100°). 

ßj» g ^ — 111°0°) y (10000100)=(1111 UOO). 

After the operations have been performed on row vector B1, new 

elements which are distinct from zero appear; b^, bir> and »>l6. 

Therefore, b[3) must be logically combined with Aj, and Ag. The 

final value of will have the form 

0,-(11111101). 

After applying rules Io, 2° and 3° to all the remaining rows of 

matrix A, we obtain 

0 

/»1 2 3 4 5 6 7 8 
ri i i i i i o r 
o 0 0 0 I 0 0 I 
1 I 1 1 I 1 o I 
I I 1 1 1 1 o 1 
0 0 0 0 1 0 0 1 
0 0 0 0 1 0 0 1 
1 1 1 I I I o 1 
o 0 0 0 .1 o 0 I 

2 
3 
4 
5 
6 
7 

(7.»0 
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In matrix (7.^) let us replace the elements along the main 

22' b66 and b77 
dlrV;of!;!l which equciis zero with one's. Elements b 

are su:h elements. Alter this Is done, let us rearrange the rows 

ind columns of matrix (7-^) In such a way that the zero's would be 

located below the main diagonal, and the one's above It: 

», », », », », », », »■ 

1 1 1 1 1 i 1 1 », 

0 1 1 1 1 1 1 1 »• 

”71 
1 ! 

1 1 1 1 1 »• 

-.-rr 1 1 1 1 1 »« 

o 0 0 0 i 1 1 1 », 

0 Ù 0 0 « 1 1 1 »• 

0 

1 1 »
 0 0 0 0 1 1 »• 

0 » 
i'" 

0 

_ 

1 0 0 1 1 »• 

(7.5) 

•‘rt< (7.5), let us separate out the square matrices which 

insist entirely of one’s and which rest on the main diagonal. 

These squire matrice- form equivalence classes with reference tc 

the principle: vertexes y^ and yj are Interconnected In both 

directions. Therefore, one may simplify the Initial graph (Figure 

•’.3) b,y dividing It *ntc equivalence classes. In the given example, 

we have a division of the graph into five ordered subgraphs Qj, 3^, 

¡: 1 (Figure 7.¾). In particular, the set of vertexes 

:-V form8 an equivaler.'« class generating subgraph 3^,, and 

' . Vg) generate.! the subgraph 0_. 

Dividing the initial graph G Into equivalence classes also 

enable:, us to considerably simplify It by eliminating from it all 

the transitive closure arcs (Figure 7.5). Now determining the 

Hamiltonian path becomes a simple problem. This path, start n with 

vertex y_ and termlratlng at yg, successively passes through the 

vertexes v7, y,, y , y4, y6, y?, ye, yg. Cor.^equently, this path 

also del ¡m th< only possible (In the given example) order of 

performlnr the elementary tuning operations. 
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Figure 7.¾. Division of the initial graph into 
equivalence classes. 

Figure 7.5. Selection of the Hamiltonian path 
in the graph. 

Certain similar problems may lead to several solutions: thus, 

if in the example which was presented, there the relation >< 

occurred, then the additional solution y7, y3t y^» yfi» y?» >'5» *8 

would exist. 

Let us investigate the application of this method for constructing 

a program of repair-adjustment tasks with a specific example. Let 

us assume thac tuning of a radar high-frequency section is performed 

with the simultaneous replacement of the magnetron and klystron. 

The tuning is done with the help of a monitoring resonator. The 

magnetron is not tunable. When performing the tuning, the AFC 

circuit is switched off. In this case, the elementary operations 

will be: 
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- replacement of the magnetron; 

y2 - replacement of the klystron; 

y^ - switching on the station (without the high voltage); 

- switching on the high voltage; 

y,. - setting the voltage on the repeller electrode of the 

klystron; 

y^ - tuning the monitoring resonator (echo chamber); 

y^ - tuning the klystron's cavity resonator; 

yr, - adjurting the mixer. 

Based on operational experience, one may assign the following 

relations between the elements of the set: 

r, Xr«; »•<»•'• !»•<*»: »>»<»•• f» M 
ttXr* t><*i ». I < tù »><«•• 

The graph of these relations is shown in Figure 7.6. 

Figure 7.6. An oriented graph of the relations of the 
elementary operations when tuning a radar high- 
frequency section. 

Using the algorithm for finding the Hamiltonian path in 

given graph, we fina that four Hamiltonian paths exist in r 

the 

These 

í»TD-HC-íl-7?2-Tl ?fll 
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Hamiltonian paths correspond to the following four tuning programs: 

»I. ft -Vh ft- ft. ft. f*. 

ft ft. ft. f.. ft. ft. fi* ft! 

fi. ft. ft« ft* ft* ft* ft* ftî 

ft. fi. ft* ft. ft. ft. ft. ft* 

Any of these programs may be used for tuning the radar high- 

frequency section. 

Naturally, in operational practice more complicated situations 

with a larger number of elementary operations may be encountered. 

Similar programs may also be constructed for them by using this 

method. 

Selection of any other arbitrary sequence which is different 

from a program leads to a considerable loss of time when performing 

the tuning. For example, if one first tunes the klystron's cavity 

resonator and then sets the voltage on its repoller, the klystron 

frequency and the power being generated by it change. It would be 

necessary to repeat the tuning. 

Thus, the method which has been discussed enables one to select 

the roost efficient sequence of performing the operations and to 

shorten the overall time for repair and adjustment. 

The repair and adjustment of each type of radar and its 

individual units and assemblies have their own peculiarities. These 

peculiarities result from the physical principles of their operation, 

the construction, the arrangement of the equipment, the monitoring- 

measuring instruments being used, the instruments being used when 

performing the tuning, etc. Therefore, in the next chapter the 

fundamental principles and techniques of tuning certain radar devices 

will be investigated. 
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3. TUNING A RADAh TO MAXIMUM EFFECTIVE RANGE 

A radar effective range is its most important tactical param¬ 

eter, frequently determining tt(e effectiveness and use of a radar 

system. In Chapter 2 the effect of various factors on a radar 

effective range was investigated in some detail, and it was shown 

that — with preassigned conditions for the propagation of radio 

waves and the target parameters — a station's effective rangí. Is 

determined by its power potential. 

In a vague way a station's power potential may be regarded 

as a function of the parameters of the superhigh frequency instruments 

which are used in the station for generating, switching, amplifying 

and transforming the electromagnetic oscillations. The superhigh 

frequency instruments are structurally combined in the radar high- 

frequency section. The composition and construction of the high- 

frequency section arc determined by the purpose of the station, and 

the range at which it operates. Therefore, the high-frequency 

sections of radars which have different purposes and different 

ranges differ substantially. A¿ an example, the block diagram of 

the high-frequency spectrum of the "Don** radar i? snown in Figure 

8.1. 

A radar high-frequency section !.b the self-contained fur,-.ional 

unit combining the high-frequency elements of the station's trans¬ 

mitter, receiver, and antenna-wave guide devices. The operational 
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....:- r- 
1 

to assembly 
P-4 (AFC) 

i i 

Figure 8.1. The block diagram of the high-frequency ' 
section of the radar "Don". 

1 - magnetron oscillator; 2 - wave guide-coaxial • 
Junction; 3 - AFC balanced n^xer; ^ - attenuator A-3, 
5 - antenna switch; 6 - TR tube; 7 - balanced mixer; 
8 - heterodyne; 9 - attenuator A-2. 

1 i # f 

quality of this unit to a considerable degree determines the station 

power potential, and consequently also its effective range. 

Under the influence of various destabilizing factors, the param¬ 

eters of superhigh frequency Instruments which 'are included in the 

high-frequency section change their values in respect to the rated 

values. Thin reduces the radar power potential. ]In the technical 

servicing process, the operator by tuning, adjusting and replacing 

the elements and Instruments of the station high-frequency section 

compensates for a change in the parameters of the superhigh frequency 

instruments, and achieves in this way the maximum possible.effective 

range of the radar. ' ' , 

The superhigh frequency Instruments ln themselve«? are 'rather 

complicated devices. Their tuning and operation have a number of 

characteristic features. The tuning and adjustment of a set of super- 

high frequency instruments and elements is further complicated by the 

fact that they operate in a close interrelationship: a change in 

the parameters of one of the elements causes a disturbance In the 

operation, and in certain cases it also causes failure of other super 

high frequency elements. 
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jThereíòr*, prior to Investigating the öomposite change in radar 

high-frequency section as a whole, let us discuss the tuning and 

operation ol* Its individual instruments and elements. The nuiln 

attention will be devoted to the dependence of their output parameters 

on the cpenting conditions, and to the: methods of monitoring their 

functioning, as well as. thé requirement for combining the parameters 

of the superhlgh frequency instruments in connection with thelr 

combined'operation In tne radar high-frequency section. 

i 

8. l. ..uperhlgh Frequency Oscillators 
I * * 

• * I 

Tn the traneAlttlng devices of centimeter-wave range radar, 

•magnetron type instruments are widely used as superhlgh frequency 

oscillators. t 

' * ■ . : 

Magnetron type instruments, which are sometimes called instrument, 

with croesed fields, are an'extenslve class of electric vacuum devices 

wrtich uáe the principle of synchronous interaction of electrons with 

electromagnetic waves in a phase velocity decelerating system. 

i • * » 

By now a considerable number of various kinds of magnetron type 

instruments have been developed. Mu^ticavlty itagnetrons, platinotrons, 

fravelIng-wave tubes and backward-wave tubes of the magnetron type 

(BWT bt type M) have found the most practical use. 
I I 

• » 

i • i 

Tfhe superhlgh frequency oscillator Is the main electric vacuum 

device of a 'radar. 'One of the main requirements Imposed on it Is 

operating stability. By operating stability In this case, we under¬ 

stand Invariable values of the frequency and power ‘of the osciHâtions 

being generated. Operating stability cf these devices may be achieved 

only wnen definite conditions for their use are fulfilled. 
I • 

- • I » 

Assuming that the reader Is familiar with the operating principle 

of magnetron type Instruments, Içt u* investigate in more detail the 

questiona connected with the operation of certain Instrum«:, ts of tnls 
« ’ ' . 1 ' class. 

' ' 
• i 

i 
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Parameters and Characteristics of a Multlc-avlty Magnetron 

Multicavity magnetrons continue to remain the most widely used 

generating instruments for the transmitting devices of centimeter- 

wavelength range radars. This is explained by the fact that magnetrons 

enable one to generate high power oscillations in a pulsed mode, 

they have a compact construction, they operate with a comparatively 

low power supply voltage, and they combine in themselves an electron 

tube and an oscillatory system. However, there are defects which are 

inherent in a multicavity magnetron. Among them one should first of 

all mention the criticality of the frequency and power of the oscil¬ 

lations being generated to changes of the power supply voltage and 

load, and also the narrow range of electronic frequency retuning 

(5 - 10 Me). 

The main parameters by which the operational properties of a 

magnetron are evaluated are the following: 

- the amount of the useful power P delivered to the load; 

- the efficiency n; 

- the frequency of the oscillations being generated f; 

- the pulse duration and pulse repetition frequency Pp; 

- the electron frequency drift (EPD) Afe; 

- the frequency pulling 6. 

The magnetron parameters which have been listed depend on Its 

operating conditions which are determined by the values of the con¬ 

stant magnetic field H, the anode voltage U0, the anode current la0, 

the filament voltage UH, and the load Impedance Z^. 

The relationships between these quantities are determined experi¬ 

mentally for each type of magnetron and are clearly reflected by itr 

operating characteristics and load characteristics. Typical operating 

characteristics of a pulsed magnetron are shown in Figure £.2. Each 
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Picure 3.2. The operating chai- 
acterlmici, of a magnetron. The 
line: of constant value of the 
magnetic field (continuous lines), 
constant power (dashed-dot lines) 
and constant overall efficiency 
(darhed lines) are plotted on 
the coorc.lnn.te plane Uq, Ia0. 

uniquely ohtracteri7e the magnetron 

point of the plane Uq, I 0 

shows the amount of power 

supplied to the magnetron P(1 = 

Ugla0» and the slope of the 

characteristic is its static 

resistance * U0/Iar¡. The 

operating characteristics are 

plotted with a fixid matched 

external load and the rated 

value of the filament voltage. 

They have great practical impor¬ 

tance, since they enable one to 

select those magnetron operating 

conditions at which greatest 

stability of operation is 

ensured under operational 

conditions. By investigating 

the characteristics, one may 

come tc the conclusion that the 

selected operating conditions 

parameters. Thus, for example, 

if the magnetron operates with a magnetic field Intensity of 1700 

oersted and a voltage of 17 kV, then the current equals 20 A, the 

output power — 150 kW, and the efficiency — «I?*. 

Consequently, the stability of its parameters may be determined 

on the bar id of the results derived from monitoring the magnetron 

performance. Continuous monitoring of a magnetron established 

operating conditions Is possible in principle, as was already 

inaicat-d above, both on the basis of the current and also on the 

basis ci the voltage. However, as follows from the operating char¬ 

acteristics, a deviation of the magnetron operating conditions f~om 

the established conditions gives rise to a considerably larger 

change of the anode current in comparison with the anode voltage. 

Thus, for example, «Ith a magnetic field intensity of H - 1 '00 oersted, 

- -722-71 m-h : 3'37 



an Increase of the anode voltage Uq from 17 to 18 kV — that Is, by 

less than St — gives rise to an increase of the current Ia0 from 

20 to 28 A, that is by l\0t. For this reason, monitoring a magnetron 

operating conditions in a radar is not achieved on the basis of the 

anode voltage, but on the basis of the anode current (Figure 8.3). 

In certain cases, constant 

frequency lines are plotted in 

addition to the operating charac¬ 

teristics. However, in order to 

evaluate the dependence of the 

frequency of the oscillations 

generated by the magnetron on 

its operating conditions, it is 

more convenient to use curves of 

the electron frequency drift (EFD) 

(Figure 8.¾). Electron frequency 

drift is characterized by the amount of the frequency deviation 

associated with a change of the anode current by 1 A. Depending on 

the type of magnetron, the amount of the EFD is 0.5 - 2 Mc/A in the 

region of low currents, and 0.1 - O.*! Mc/A*at the rated conditions. 

The EFD value is an important parameter of a magnetron. This 

parameter imposes rigid requirements on the voltage stability of the 

modulating pulse flat section. 

With pulsed modulation, changes of the anode voltage during the 

generation of the main part of the pulse cause parasitic frequency 

modulation, and consequently a broadening and distortion of the shape 

of the magnetron high-frequency pulse spectrum. 

The dashed line in Figure 8.5 shows the shape of the spectrum of 

a high-frequency pulse with a duration of 1 microsecond when there 

is no parasitic frequency modulation. The continuous line shows the 

spectrum shape associated with a linear change of the frequency within 

the limits of the pulse of + 3 Me. As is seen from Figure 8.5, with 

a distortion of the spectrum the energy is distributed in a considerably 

Co modulaCor 

Figure 8.3. The circuit for 
turning on the instrument when 
measuring the average magnetron 
current. 
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Figure í.1). "urve of magnetron 
election frequency irift. 

Figure 8.5. Broadening of a 
magnetron high-frequency pulse 
spectruir; due to parasitic 
frequency modulation. 

larger hand of frequencies in comparison with a rectangular pulse. 

Since the receiver pass band is designed for operating with a normal 

chape of the spectrum, with distortion of the spectrum, part of the 

energy does not fall within the receiver pass band. This causes a 

reduction of the radar effective range. Moreover, the presence in 

the spectrum of several maxima of considerable si?e may cause unstable 

operation of the receiver AFC circuit. 

Consequently, in the case of an unsatisfactory shape of the 

magnetron hlgu-frequency pulse spectrum, one should cneck the shape 

of the modulating pulse. The technique for this check Is discussed 
below. 

A magnetron operating characteristics describe the behavior of 

a magnetron oscillator when operating on a fixea matched load. Under 

actual conditions, as was shown in Chapter 2, the load constantly 

chengea. The effect of the load on the output cower and frequency 

of the oscillations being generated ty the magnetron is evaluate jy 

means of the load characteristics. As Is seen from Figure Ö.6. the 

load characteristics express the dependence of the power and frequency 

of the generated oscillations on the modulus |p| and phase i of the 
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reflection coefficient by which 

IM»' 

the load is characterized. It is 

seen from the load characteristics 

that, with the same TWR value (on 

the characteristic curve, points 

A and B), the magnetron operation 

will be less stable in the region 

of larger powers. In this region, 

the power and frequency of the 

generated oscillations change 

sharply with insignificant changes 

of the load's phase. The change 

Figure 8.6. Load characteristics 
of a magnetron. 

of the magnetron frequency, which 

is due to a change of the load, 

as was mentioned before, is called 

the frequency pulling. It is characterized by the pulling coefficient. 

The pulling coefficient is the maximum change of the frequency 

of the generated oscillations when p * 0.2 (TWR * 0.67)» 

In crder to determine the frequency pulling with any TWR value, 

we use the following expression: 

(8.1) 1/=1.24/.(1-1). 

where Is the amount of frequency .ailing with the actual TWR value; 

6f0 Is the magnetron frequency p'Hing coefficient. 

Obviously the effect of the load on the stability of the frequency 

and power of the oscillations generated by the magnetron may be 

reduced by increasing the antenna-wave guide channel TWR. However, 

in practice it is impossible to completely match the magnetron with 

the antenna-wave guide channel. Matching, when a tuneable magnetron 

is ’»ssd in the radar, presents special complications. The insertion 
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of » f.rrlt<. rectifier In the reve Kul<le channel la a radical „eene 

ol ellralnatluK the effect of the load on the .«natron operation. 

The operation of the ferrite rectifier la explained ln S8.5. since 

the ferrite rectifier prevenía the passage of the reflected »ave 

toward the magnetron and eliminate* multiple reflections which occur ' 

between the oscillator and an unmatched load, the TWR of the antenna- 

wave guide channel In front of the ferrite rectifier la noticeably 

encreasel. 1he graphs' presented in Kiirur»» fl , 7 i llust-^c tfc- 7Vr, 

associated with the presence, between the ^gñ^troñ and the 
antenna, of a ferrite rectifier with attenuation in the reverse 

direction equal to 5, 10 and 15 dB. 

The next important charac- 

teristic of a magnetron is the 

filament character!«t-.i^ wr,ich 

expresses the relationship of 

the filament v Itage Uu to the 

value of the f » ?ra>i^ power P 
■ . ,. av 
being supplied to tiie magnetron 

(Figure 8.8). 

Staoie and lasting operation 

figure j.?. draph for determining 
f* r\ a rPU U * a > . _ 

Mi.iK.iiri r un ip ensured when 

the TWR at the input Sj of a 

ferrite rectifier b-xsed on the 
TWR value at its output 3 

out 
with various vaiu-*s of the 
rectifier attenuation in the 
reverse direction. 

the temperature of its cathode 

is constant and equals the value 

indicated in the certificate. A 

temperature increase of an oxide- 

coated cathode of only US shortens 

the magnetron lifetime by a factor 

, fcU of three* Moreover, an increase 
Id the cathode current density due tc an increase uf the cathode 

temperature leads to nrolng in the magnetron. Nut only la over . at'rg 

of the cathode unacceptable, but also underheating of the cathode Is 

unacceptable, with a low cathode température, as a conseouence of 

insufficient emission, the electric field strength near the cathode 

« Increased, which also leads to arcing In the msgnetr: and to 

destruction cl Jtu cathod®. 
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During the operation of a 

magnetron, its cathode is addi¬ 

tionally heated as a result of 

intense reverse bombardment by 

electrons. Heating of the cathode 

as a result of this is considerable, 

and increases with an increase of 

the average power supplied to the 

magnetron. For certain types of 

magnetrons, the amount of power consumed in additional heating is 

commensurate with the power consumed by the filament circuit. With 

such a power, the cathode may overheat and break down. 

Having Investigated the effect of the cathode temperature on the 

stability of the magnetron operation and its lifetime, one may draw 

the following conclusions: 

- a high anode voltage must be supplied to the magnetron over 

the period of time required for heating the cathode to the rated 

temperature value; 

- in the dynamic mode, the filament voltage must be reduced to 

the value indicated by the magnetron filament characteristic. 

Checking a Magnetron Operating Conditions 

In a radar, the optimum operating conditions of a magnetron are 

specified when it is designed, and they are ensured by the selected 

electric conditions and the operational conditions. 

Trouble-free operation of a magnetron and the invariability of its 

parameters will occur when the electric conditions do not deviate 

from the rated values. However, in the operational process, under 

the influence of various destabilizing factors, the magnetron electric 

conditions change. Therefore, the necessity arises of monitoring the 

magnetron conditions and, on the basis of the monitoring data, of 

performing the appropriate tunings and adjustments. 

Figure 8.8. A typical filament 
characteristic of a multicavity 
magnetron. 

FTD-HC-23-722-71 392 



When chucking the operating conditions of a pulsed magnetron, it 

is necessary to measure: 

- the magnetron average current; 

- the filament voltage; 

- the pulse repetition frequency; 

_ «-h- »jppHt.ud* and *hape of the voltage of the modulating pulse; 

- the amplitude and duration of the magnetron anode current pulse. 

Measurlr.T the rr.ernetr.m ivcrage current. In radar, the magnetron 

average current 1^ Is monitored by means of a built—In milllammeter. 

With stable magnetron iteration, the instrument readings should be 

steady arid correspond to the rated value of the magnetron current 

under the operating condition? selected for it. In a radar where 

there is no ferrite rectifier, insignificant fluctuations of the 

instrument pointer relative to the position which corresponds to the 

rated value of the magnetron current are acceptable. These fluctua¬ 

tions may he caused by a periodic change of the load phase when the 

antenna rotates. Abrupt deflections of the instrument pointer from 

the position corresponding to the current rated value Indicate un¬ 

stable magnetron operation, wnich is produced by arcing in the magne¬ 

tron or breakdowns in the modulator and load. 

Arcing, as was indicated before, arises mainly as a consequence 

of overheating ox- underheating of the cathode. Moreover, arcing occurs 

in a magnetron when the pulse current exceeds the maximum acceptable 

value. This Is possible when there is a noticeable reduction of the 

modulating pulec repetition frequency Hp, since lav * ^oV'p* *‘,ert 

I „ is the magnetron pulse current. 
aO 

A reduction of troduces an increase of the current Ia, » 

the magnetron average current Iav* fixed by the Instrument, it 

maintained at. th** rat d value. 
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Let us assume that the'established magnetron conditions corres¬ 

pond to point A on the operating characteristic (Figure 8.2) and the 

pulse repetition frequency has been reduced by a factor of 1.5. In 

order that the readings of the instrument monitoring the magnetron 

average current correspond to the rated value, the operator must set 

a value of the anode voltage U0 such that the current increases 

by a faator of 1.5, in comparison with the initial value. As is 

seen from the operating characteristics, this causes the magnetron 

to operate in a region of large currents where arcing may arise. 

Consequently, when instability of the magnetron current occurs, 

it lu necessary first of all to check the magnetron in respect to the 

filament and the pulse repetition frequency. 

Measurement of the filament voltage. The filament voltage is 

measured in the static (wi^h the high voltage switched off) and in 

the dynamic (with the high voltage switched on) modes of the magnetron. 

In order to measure the filament voltage, one should use a voltmeter 

of precision class no lower than I. 

When measuring the filament voltage in the static mode, the 

voltmeter should be connected directly to the magnetron filament 

terminals (Figure 8.9). 

In the dynamic mode, the filament voltage is reduced in accordance 

with the filament characteristic. In the majority of radars, the 

filament voltage is reduced by automatically switching on an additional 

resistance in the primary winding of the filament transformer, when 

a specified value of the magnetron average current is reached. Since 

the magnetron heater has a high voltage applied to it in the dynami'. 

mode, it is not advisable to measure the filament voltage directly at 

the magnetron terminals. 

In this case, the filament voltage is measured in the following 

way. 

39<4 
FTD-HC-23-722-71 



First the transformer ratio of 

the filament transformer is deter¬ 

mined. After determining the trans¬ 

former ratio, the voltage on the 

transformer primary winding is 

measured with the high vjltage 

switching on and wl^h the magnetron's 

average current at the rated value 

(Figure 8.10). 

figure 8.9. The arrangement 
for connecting a voltmeter 
when measuring the filament 
voltage of a magnetron in 
the static mode. 

The filament voltage la calcu¬ 

lated from the equation 

where U'^ is the filament voltage on the filament transformer primary 

winding with the high voltage switched on; 

k is the transformer ratio. 

Measurement of the pulse repetition frequency. The pulse 

repetition frequency in the majority of radars Is determined either 

by the frequency of the power supply voltage, or by the frequency of 

a quartz-crystal oscillator and its frequency division factor. Since 

the frequency of the power supply voltage — to say nothing of tne 

frequency of the quartz-crystal oscillator — is quite stable, signifi¬ 

cant changes of the pulse repetition frequency may be produced by 

altering the operation of the frequency divider. The pulse repetition 

frequency may be checked, with sufficient precision, at the modulator 

output by means of an oscillograph. 

The pulse repetition period Tp ■ 1/Fp is determined from the 

number of calibration markers on the oscillograph between two 

adjacent pulses. 

A more precise measurement of the pulse repetition frequency is 

made by means of an oscillograph and an audio-frequency of^iiiator 
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line supply on the basis of Llssajou Figures. 

Measurement of the amplitude 

and shape of the modulating volttge 

pulse. The modulating voltage 

pulse (Figure 8.11) Is characterized 

by the amplitude, duration and share. 

voltage pulse Is determined by: 

The shape of the modulating 

Figure 8.10. Arrangement for 
connecting the voltmeter 
when measuring the filament 
voltage of a magnetron In 
the dynamic mode. 

- the average rise time of the 

front of the modulating pulne, 

^ • 
r av* 

- the amount of the ripple on 

the flat part of the pulse, AU ; 
a2 

- the slope of the pulse flat part, AU ; 
al 

- the decay time of the pulse, 

- the amount of the positive overshoot after the main pulse has 

ended, AUa . 
o 

The voltage amplitude of the modulating pulse is measured with a 

pulse voltmeter which is connected according to the arrangeme.it shown 

in Figure 6.12 or by means of a high-voltage oscillograph. When 

these instruments are not available, one may use a static voltmeter 

which is connected to the magnetron's cathode by means of a special 

adaptation (Figure 8.13). It is impossible to directly connect the 

Instrument in view of the fact that the static voltmeter registers 

the average effective value of the voltage which is smaller by a 

factor of ITT than the pulse voltage, where q is the off-duty factor. 

Translator's Note: When a point undergoes two periodic motions, 
which are at right angles to each other, the resultant movement of 
the point traces a curve which is called a Llssajou Figure. 
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Figure 8.11. Modulating voltage rulse. 

Figure 8.12. Arrangement for turning on a 
pulse voltmeter for measuring the amplitud« 
o* a modulating voltage pulse. 

rigure 8.13. Arrangement for turning on 
static voltmeter with an attachment for 

“üwnpuSSl.a”rl,t‘,:1* or 8 no<lulating 
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When a kenotron is used for the attachment It must be of such a 
! 

type that the value of the allowable reverse voltage in it e>cee,ds 

the amplitude of the voltage being measured by no less than a factor( 

of 1.5. ' » 

i 
i 

Measuring the duration and monitoring the shape of the modulating 

pulse must be performed by means of an oscillograph when the magnet fon 

anode current is at the rated value. In order to eliminate distor¬ 

tions in the oscillograph amplifier circuits, the pulse being monitored i 

must be fed directly to the plates of the oscillograph cathode-ra/ 
! 1 I 

tube. The tube plates and the magnetron cathode are connected by 

a capacitive scaling circuit (Figure 8.14) which may bfe. formed ^roir. 

the interelectrode capacitance of a high-voltage kenotron 6f type ( | 

Vl-01/30 and the capacitance of the tube plates. In order to r-duce 

the voltage on the tube plates, a capacitor is conneçted in parnllejl 

to them. The capacitance of this capacitor is selected on the basis 

of a calculation of the value which is needed in order to obtain the 

necessary pulse amplitude and it lies in the limits of 100 - 300 

picofarad. In order to observe the front of the modulating,pulse 

on the oscillograph screen, it is necessary to use an external , 

synchronisation mode for the oscillograph. The synchronizing pulse 1 

must lead the modulating pulse by an Interval of timé equal to t he i 

duration of its leading front. In order to evaluate the Quality of , 

the pulse, the image obtained on the screen should be photographoa^ 

or copied on tracing paper and the oscillograph calibration markers 

plotted. The calibration markers enable ohc to determine the *,ulae ' , 

duration which is measured at the level of O.RÇ'of the amplitude 

value of the pulse. i • 

i 
The average slope of the pulse 

equation 

front is determined from the 

Ç 

where t Is the length of the pulse front measured in the yol tag.' 
r av 

Interval from 0.1 to 0.9 of the amplitude value. , #• 

i : 

PTD-HC-23-722-71 398 # 
i 

i 

i 
i i i 



! 

to plates oi 

oscillograph 

figure 8.11». Arrangement for measuring the 
shape of:the modulating voltage pulse. 

It *ac experimentally established that in order to excite 

ostillatluns of the opposite phase, the average slope of the pulse 
i 

front mpst be 100 - 150 kv/microsec. 

, Wtth a small slope of the modulating pulse front, significant 

• changes of the magnetron frequency occur and also oscillations of 

low-v¿ltage modeb ma$ be excited. This produces broadening and a 

distortion of the frequency spectrum. 

» 

When the slope of the front’is larger than the indicated value 
T * » 

:an unstable condition arises in the magnetron. This condition shows 

up as a fluctuation in thç front of the pulses being generated and In 

mlsflrlngs. Th¿ sloplng-off of the pulse flat part Is characterised 

by the ratio -fff* IW)'/* 
i 

i 

1 The pulsation of the flat.part of the pulse is also characterized 
Af/, 

by a similar ratio-g—i 100•/«. 
' i "î4- • 

The values of the sloplng-off and pulsation of the flat part of 

the pulso must not exceed a specified value.. The acceptable deviation 

of tha voltage on tht pulse pekk Is determined'by the magnetron 

electron frequency drift which causes an undesirable broadening of the 

spectrum of the radiated pulse. Since the broadening of the main part 

of, the ¡spectrum approximately equals the maximum frequency change 
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Af and the width of the main part of the high-frequency spectrum 

0fmaa pulse having a rectangular shaped envelope has a value equal to 

2/t , the broadening of the spectrum will not turn out to have .1 

significant influence on the radar effective range when the following 

condition is fulfilled 

In practice it is considered acceptable when the amount of the 

sloping-off and the pulsations of the flat part of the pul.'.e do not 

exceed 3* of the amplitude value of the voltage. 

The decay time of the modulating pulse Is measured in the voltage 

Interval from 0.2 to 0.85 of the amplitude value and must be no more 

than 20 - 30Í of the pulse duration. In modulators with partial 

discharge of the reservoir capacitor, a considerable increase of tne 

modulating pulse decay time (up to 10 or more microseconds) may be 

caused by a malfunction of the choke circuit shunting the magnetron. 

In connection with this, the magnetron in the pulse decay section 

will generate noise and parasitic oscillations of low-voltage modes, 

which interfere with the reception and display of the ref’ected 

pulses from targets. Moreover a substantial tralling-oi- 01 th« 

pulse decay Increases the radar minimum effective range. 

Measurement of the amplitude and duration o_f _a magnetron_^noiç_ 

current pulse. Since significant changes of the anode current 

correspond to small changes of the anode volcage, one Is able to 

judge more reliably as to the shape of the modulating pulse peak on 

the basis of the shape of the current pulse. The monitoring is 

achieved by means Of an oscillograph. A voltage pulse taken from a 

noninductlve resistor ^ connected between the magnetron anode ana 

the chassis (Figure 8.15) is fed to the vertical deflection plates 0 

the oscillograph. The shape of the voltage pulse in this resistance 

duplicates the shape of the magnetron anode current pulse. The alte 

of resistance «1 is selected in such a way that a voltage pulse with 

U00 
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A 
to plates of 
oscillograph 

Figure 8.15. Arrangement for measuring 
the shape of the magnetron current pulse. 

an amplitude of 50 - 150 V is obtained at the oscillograph input. 

In order to eliminate distortions of the pulse being monitored 

it Is necessar> to match the cable with the load. This may be done 

by connecting a resistance equal to the cable wave Impedance to the 

vertical deflection plates of the oscillograph in parallel. It may 

also be dene by connecting a resistance R * pj. - in series with 

the cable, where is the cable wave impedance. 

The duration cf the magnetron anode current pulse is measured 

at the level of 0.5 of the amplitude value. 

The pulse amplitude is determined from the expression 

where d is the sensitivity of the oscillograph cathode-ray tube in 

V/mm; 

l is the height of the pulse on the oscillograph screen in mm. 

Figure 8.16 shows current pulses of a magnetron. With normal 

operation of the magnetron, the current pulse has a sharp outline 

(Figure 8.It,a). The slope of the flat part of the pulse and t* 

pulsations doer not exceed 10* of the amplitude value. Splitting 

of the pulse peak (Figure 8.l6,b) or the presence of steps on it 

(Figure 8.l0,c) attest to a change of the oscillation mode f>om pulse 

to pulse and during the duration of a single pulse. Moi •■ver such a 
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external inspection is to make sure thtre are no mechanical delecte. 

When doing this, the main attention should be paid to the condition 

of the window for extracting the energy and to the smoothness with 

which the device for retuning the frequency operates. A magnetron 

having mechanical defects or cracks and scratches on the energy 

extraction window is unsuitable for operation. 

The simplified checks enable one to establish such malfunctions 

as a breakdown of the vacuum, the presence of a short circuit in the 

hea er, shorting of the cathode to the anode, and a break in the 

heater c.rcui1 without switching the magnetron Into the generating 

mode. 

Checking the vacuum may be done on the basis of the filament 

current of the heater. An increase of the filament current when the 

filament voltage is at the rated value of more than 1ÇX with respect 

to the value indicated in the certificate attests to a breakdown of 

the vacuum and to the unsuitability of the magnetron for operation. 

The increase of the filament current associated with the breakdowr 

of the vacuum io explained by the intensification of the cathode 

cooling as a result of the gas liberated by the metal of the assembly. 

This leads to a reduction of the heater resistance. 

A break or a short circuit in the heater is detected rather simply 

by a change in the value of its resistance. 

After the indicated checks, a magnetron not having defects may 

be mounted in the station. When mounting it, all the magnetron 

fastening operations must be done with an Instrument made of non¬ 

magnetic materials in order to avoid demagnetising the magnetic system. 

The magnetron mounting must avoid mechanical stresses in tne glass 

and ceramic parts of the magnetron and also prevent its shlf':r, 

during operation. Special attention must be paid to the mechanical 

connection for the extraction of the magnetron energy with the flange 

of the wave guile channel. The connection must be reliable ..nd ensure 

precise matching of the wave guide openings. Ml sa lignin •.■tu between the 
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wave guide openings causes a sharp decrease of the channel TWR which 

leads to melting of the dielectric in the coupling window and to 

failure of the magnetron. 

When the conductor carrying the filament voltage is connected 

to the heater leads, one should make certain that the wire running 

from the terminal of the filament transformer connected with the 

modulator output is connected to the lead marked with a dot or with 

the letter "K" (Figure 8.17,a). In case of incorrect connection 

(Figure 8.17,b) the entire anode current passes through the heater 

which may cause failure of the magnetron. 

Figure 8.17. The arrangement for connecting 
the filament circuit to a magnetron: 

a - the correct connection; b - an incorrect 
connection. 

If the magnetron has been stored for a long time and during 

storage it did not undergo conditioning, then before it is switched 

on to the rated conditions it should pass through a preliminary pro¬ 

cessing. The necessity for the preliminary processing is due to the 

fact that during the storage, as a result of liberation of gas by the 

internal parts of the magnetron, the vacuum deteriorates. When anode 

voltage is applied to it, a gas discharge begins as a result of 

ionization. This gas discharge causes arcing in the magnetron and may 

in the final result lead co its failure. The arcing shows up In the 

form of unsteady readings of the "magnetron current" Instrument. 
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The essence of the preliminary magnetron processing is tnat, when 

It is warmed up, a reverse process takes place — the process of 

absorption of gas by the magnetron internal parts. The absorption 

will be more intense when an electric field is present between the 

magnetron cathode and anode. The strength of the electric field mu:t 

not cause a gas discharge. The preliminary processing consists of 

increasing the anode voltage not at once but gradually, passing 

through a series of discreet values. The discreet values of the anode 

voltaje which are selected should correspond to the anode current value 

at which unstable operation of the magnetron arises. Por each value 

of the anode voltage, the selected condition is maintained until the 

magnetron operation becomes stable. After the magnetron operates 

stably for iü - lr_' minutes at the rated anode voltage, the preliminary 

processing may bo terminated. 

9.2. A High-Frequency Amplifier Using a 

Traveling Wave Tube 

H-f amplifiers using traveling wave tubes (TWT) have found wide 

use in receiver devices of modern radars. 

The main advantages of amplifiers using TWTs are: 

- a low noise factor (3-10 dB); 

- large power amplification of a high-frequency signal (up to 

15 - 35 dB) which practically eliminates the effect of noise from 

the mixer. Klystron and i-f amplifier on the receiver sensitivity; 

- the broad range of frequencies Is uniformly amplified (the 

frequency range of low-noise TWTs In which an amplification of more 

than 20 dB is maintained is hundreds and thousands of megacycles); 

- the ability to attenuate high-power signals due to the disMur- 

tlve features of the amplitude characteristic of a TWT. As a conse¬ 

quence of this, reliable protection is ensured for semiconductors 

against the action of the main pulses and pulses of high-frequency 

oscillations from radars located nearby. 
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The amplification of high-frequency oscillations in a TWT (Figure 

8.18) is based on the interaction of an electromagnetic wave with an 

electron flux moving in the same direction as the wave, but with a 

ve'ocity somewhat larger than the wave phase velocity. 

Figure 8.18. The schematic diagram of a 
TWT device. 

Fundamentally a TWT is a glass cylinder with a length 1 of around 

30 cm and a diameter of 1.5 - 2 cm. A pressure of 10 ' - 10 mm of 

Hg is created inside the cylinder. A decelerating system 2 made in 

the form of a spiral is positioned in the central part of the cylinder. 

This decelerating system is used for reducing the phase velocity of 

the electromagnetic wave. Miniature rod antennas 3 are attached to 

both ends of the spiral. The miniature antennas fulfill the role of 

elements for coupling the input and output of the decelerating system 

with the high-frequency transmission line. An electron gun is 

mounted at one end of the cylinder which forms the base. This electron 

gun consists of a cathode 7* a control electrode 8, a first anode 6 

and a second anode 5. The electron gun is used for creating the 

electron flux of the necessary density, velocity and ahape. There is 

a collector 14 at the other end of the cylinder. The purpose of the 

collector is to catch the electrons after they emerge from the spiral. 

The tube is placed inside a reinforcing framework which structur 

ally is a cylindrical pipe 16. The pipe together with the tube 
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spiral form a coaxial line. In order to connect this line with the 

high-frequency transmission line, an input wave guide section 10 and 

an output wave guide section 12 with tuning elements H are connected 

to the pipp at the places where the coupling elements are located. 

A focusing '-.ystem is installed around the pipe. The focusing system 

either a solenoid 11 in tubes with electromagnetic focu.’lnc or a 

series of magnetic rings in tubes with periodic magnetic focusing. 

In order that the axis of the electron flux coincides with the spiral 

axis, which is necessary in order to prevent electrons from hitting 

the solral, a centering device 13 is provided for :'.n the reinforcing 

framework . 

The Ma In Parameters of a TWT and Their 

Oeper/lence on the Power Supply Conditions 

A traveling wave tube is characterized by a large number of 

parameters. Many of them are of interest only for particular cases 

of TWT use. Therefore, we will limit ourselves to an investigation 

of only those parameters which are the controlling parameters when a 

TWT operates as a high-frequency amplifier. 

The following is «a list of these parameie-s: 

- the amplification factor; 

- the noise factor; 

- the operating range of frequencies. 

The amplification factor K& is th* quantity characterizing the 

capacity of a TWT to transform energy and it numerically equals the 

ratio of the power at the tube output Pout to the power which is fed 

to its input P. : 

The amplification factor usually is expressed in deMbels: 
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The amplification factor of a TWT changes within broad limits. 

This is explained by its dependence on many factors, the main ones 

of which are: the amount of the input power, the tube electric 

parameters and the signal frequency. 

Let us investigate the degree of influence of the listed factors 

on this most important parameter of the tube,and let us determine the 

possibility of influencing them during operation. 

The dependence of the output power and consequently also of the 

amplification factor on the power of the input signal is graphically 

illustrated by the amplitude characteristic of a TWT. As is seen 

from Figure 8.19 three characteristic regions corresponding to 

various operating conditions may be distinguished on the amplitude 

characteristic. 

Figure 8.19. The amplitude 
characteristic of a TWT: 

I - region of linear conditions; 
II - region of non-linear 
conditions; HI - region of 
suppression. 

region. The amplification factor 

than in the linear region and it 

Operation in the first 

region is characterized by a 

linear dependence between the 

power at the output and input of 

the TWT. The amplification 

factor in the linear region is 

constant and does not depend on 

the input signal power, which 

ensures amplification of the 

signal without distortion. When 

the input signal reaches a 

power level Pj^, the amplifier 

operates in a nonlinearity 

in this nonlinear region is smaller 

reduced to a greater extent, the 

there is distortion of the 

of this region corresponds 

Is 

larger the input power. Consequently, 

signal being amplified. Th* upper limit 
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to that level of the Input power at which the amplification factor 

equals one. A further Increase of the input signal power causes the 

TWT to operate in a suppression mode for which a negative value of 

the amplification factor is characteristic. The tube attenuates an 

input signal, and the attenuation is more intens*1 the greater the 

input signal power. Starting with the value of the input signal 

power the tube enters a mode in which it acts as a passive trans¬ 

mission line with an attenuation of 30 - 60 dB. 

One ahould point out that the capacity of a TWT to attenuate 

signal ? with a nower of more than 10” watts hay a favorable effect 

on the operation of radars. In receiver devices without TWTs, when 

high-power input signals act on it, the noises and conversion losses 

of the semiconductor mixer increase significantly. This leads to a 

reduction of the receiver sensitivity. 

The amplification factor of a TWT depends to a considerable 

degree on the tube electric parameters. As follows from the 

principle of operation of a TWT, in order to obtain a given amplifi¬ 

cation factor it is necessary to select electric conditions such 

that : 

- the electron flux entering the decelerating system input 

completely falls on the collector, not branching off in the spiral. 

Also it must Interact with the braking superhlgh frequency field a!c>rt- 

its entire path, since only in this case will it deliver maximum 

energy to the electromagnetic wave; 

- the losses are minimal when a signal is introduced at the TWT 

Input and the output signal is removed. 

The first condition ir fulfilled with the precise centering of 

the tube and the correct focusing oi the electron flux. In a T .'ï with 

electromagnetic focusing, the degree of a focusing of the beam is 

determined by the value of the solensid current. The dependence of 

the output power and consequently also of the tube ampli fiction 
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factor on the solenoid current is shown in Figure 8.20. It attests 

to the fact that there is an optimum value of the solenoid current 

at which the amplification factor has a maximum value even if there 

is no critical value. 

A reduction of the solenoid 

current by 15 - 20% of the 

rated vlaue leads to substantial 

defocusing of the beam. When 

this occurs» a considerable part 

of the electrons hit the spiral 

and the Interaction of the 

electron flux with the electro¬ 

magnetic wave deteriorates. As 

a consequence of this, the output power and also the tube amplification 

factor drop. 

An Increase of the solenoid current above the rated value also 

reduces the TW7 amplification factor. This is explained by the fact 

that, with excessive compression of the electron flux, it moves away 

from the spiral surface and interacts with the wave in a .'egion where 

the high-frequency electromagnetic field is weaker. 

The focusing quality also depends on the voltage on the first 

anode and control electrode of the TWT. Moreover the voltage on the 

electrodes determines the magnitude of the beam current. As was 

shown in [21], the change of the amplification factor (in decibels) 

is proportional to the cube root of the beam current. Consequently, 

a deviation of the voltage on the first anode and control electrode 

from the established values will be especially pronounced for tubes 

with a high amplification factor. Let us investigate this wl^h an 

example. 

Let us assume that the beam current Increases by a factor of 3 

because of a voltage change on the gun electrodes. When this occurs. 
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the amplification factor increases by a factor of l.iiV and for tubes 

with an initial amplification factor of 15 dB and 35 dB, respectively, 

it will equal 21.6 and 50 dB. For the first tube the change is 

6.6 dB or <1.5 times, and for the second tube it is 15 dB, that is 
31.5 times. 

Since low-noise TWTs which have a rather high amplification 

factor ate used in radars as the high-frequency amplifier, the setting 

of the optimum electric tube parameters must be performed with great 

care. 

Tne values of the voltages on the TWT electroder. which correspono 

to the optimum conditions are indicated in the certificate affixed 

to each tube. The effectiveness of the interaction of the electron 

flux with the electromagnetic wave depends mainly on the voltage 

applied between the decelerating system (spiral) and the cathode. 

As is seen from the graph of Figure 8.21 there is a specific value of 

the voltage on the decelerating system, which is called the optimum 

interaction voltage, at which the TWT amplification is a maximum. 

The amplification factor strongly depends on the voltage on the spiral. 

A deviation of the voltage from the optimum value by only 5Ï reduces 

the amplification by 8 dB, that is by a factor of 6.3. 

One should note that the optimum voltage of the decelerating 

system (spiral) depends on the value of the input powe^ and frequency 

A larger input power and a lower frequency correspondo to a higher 

optimum voltage. The difference of the optimum voltage from the 

spiral voltage value indicated on the certificate may be explained by 

this dependence. As will be shown below, the voltage setting on 

the decelerating system is made on the basis of maximum anpliflcation 

when tuning is performed. 

The amplification factor as a function of the Input sign? 

frequency Is shown graphically by the TWT frequency characteristic 

(Figure 8.22). The tube amplification factor in the operating range 

of frequencies doe: not remain constant. This is explained by the 
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Figure 8.21. A TWT amplification 
factor as a function of the 
change of the voltage applied 
to the decelerating system. 

Figure 8.22. The frequency i 
characteristic of a TWT. 

fact that with a change of the frequency, the phase velocity of the 

wave changes, even if only slowly. As a result of this, whll^ the 

voltage of the decelerating system (spiral) remains constant, the 

optimum relationship between the velocity of the electron flux and 

the phase velocity of the wave is disturbed. Moreover, it is 

impossible to achieve complete matching of the TWT input and output 

with the station high-frequency channel over a broad range of 

frequencies. This also has an influence on the chKnge of the TWT , 

amplification factor. t , • s 

V f 

The change of the amplification in the operating range of 

frequencies is evaluated on the basis,of the nonuniformity of the 

amplification, by which we mean‘the ratio of-the maximum amplification 

to the minimum amplification. For low-noise TWTs, the nonuniformity 

of the amplification is 6 - 8 dB. 1 f 

As a consequence of the nonuniformity of the TWT amplification 

in radars having a tuneable magnetron, the frequency tuning of the 

high-frequency amplifier must be done at the mean frequency of the 

retunlhg range. 

The noise factor P is the controlling parameter óf.low-noise 

TWTs. 
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1 • By the noise factor of a TWT, we understand the number which 

indicates hpw many times the slgnal-to-nolse ratio of the power at 

the tube output is smaller than at its input. The noise factor of 

modern lOjW-nolse TWTs is 3 ~ 10 dB. The Ipwer the noise factor, the 

better the TWT pperates as a h-f amplifier. 

i • 
Let us investigate which factors ^ffect the noise factor and 

'what measures may be taken in order to reduce it during radar 

operation. The ma^n source producing noise is the chaotic change of 

the electron flux which 1«)caused by the nonuniform output of electrons 

from the cathode, t.y their rearrangement in the beam and by the capture 

of part of Ue electrons by the tub* electrodes. 'Consequently, a 

reduction of the noise level may be achieved by reducing to a minimum 

.the causes giving rise to a change of the electron flux parameters 

(density, velocity, shape). • 

■ 

i 

I 

» 

A reduction of the noise caused by fluctuations of the electron 

flux density and velocity in the cathode-decelerating system (spiral) 

space is provided by tAe construction of the electron gun and hy the 

selection of the voltages on its electrodes. The netting of the power 

supply voltages corresponding to the minimum noise factor is perform'»! 

experimentally at the manufacturing plant fcr »ach Individual TWT. 

Trie optimum values of* the ppwer supply voltages ere recorded in the 

tube certificate. During operation these voltages must be monitored 

since a deviation from the, conditions' indicated in the certificate 

leads 'to an Increase of the TWT1noise factor (Figure 8.23). 
I 

' ! : 
As id seen from Figure 8.?3,e, with a simultaneous change of the 

voltages on all the electrodes of less thin 51 from the optimum value 

the noise factor Increases by'more than a factor of two. The noise 

factor depends most strongly ,on the voltage on the decelerating system 

(spiral). It was shown above that this voltage also has a sutr-antial 

affect,on the amplification factor. One should note that agreement 

between the decelerating system voltage values corresponding to 

the .minimum nclse factor and the maximum amplification fae*:>r is 
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Figure 8.23. The dependence of TWT noise factor in 
connection with deviations of the voltages on its 
electrodes from the optimum values: 

a - filament voltage; b - control electrode voltage; 
c - first anode voltage; d - decelerating system 
(spiral) voltage; e - simultaneous change of all the 
voltages. 

characteristic for low-noise TWTs (Figure 8.2¾). This simplifies 

the tuning of a TifT. 

An increase of the noise level also is connected with defocusing 

of the electron flux .since in this case forces arise which cause 

thermal motion of the electrons and in addition part of them begin 

to be captured by the decelerating system spiral. Consequently, a 

decrease of the solenoid current has an unfavorable affect on the noise 

mu FTD-HC-23-722-71 



factor. This solenoid current 

decrease may be caused by an 

Increase of the resistance of 

the windings as a consequence of 

their heating. Therefore in a 

majority of cases, forced cooling 

of the TWT Is used. 

The noise factor Indirectly 

depends on the matching of the 

TOT Input with the high-frequency 

transmission line, since reflec¬ 

tions of the useful signal because 

of a nonunlforrelty in the iine lend to a decrease of the algnal/nolse 

ra.io at the TOT Input. This Is equivalent to an increase of the 
noise factor. 

The operating range of frequencies of a TWT. A characteristic 

feature of a TWT is the broad range of uniformly amplified frequencies. 

In order to evaluate this property of a TOT, tne concept of an 

"operating range of frequencies of a TWT" Is Introduced. The operating 

range of frequencies Is the region of frequencies within the limits 

of which a specified amplification factor Is maintained. Its value 

la established at the manufacturing plant and depends on the type of 

tube. Since the concept of "operating range of frequencies of a TWT" 

18 equivalent to the concept of a "pass band" for ordinary amplifiers, 

the operating range of a TWT very frequently Is not determined on the 

basis of a specified amplification factor, but at a certain level _ 
3 dB (for the power). 

A given change of the amplification factor associated with a 

change of the Input signal frequency is connected with the fact ‘nat 

with a given voltage of the decelerating system (spiral), the most 

effective exchange of energy between the electromagnetic wave and the 

electron flux occurs for a definite phase velocity of the wave. This 

depends on the frequency. Since the phase velocity on1> slightly 

changes with a change in the frequency, a TWT with a fixed voltage on 

*\r) 

Figure 8.2¾. The amplification 
factor knd noise factor of a 
TWT as a funclion of the voltage 
cn the accelerating system. 

PTD-HC-21-7P2-71 



' ... 

■ I 
the spiral has a uniform amplification over a broad range of frequen¬ 

cies. This quality of a TWT is especially valuable for radars in 

which shifting of the transmitter operating frequency is possible. 

With a TWT it is not necessary to retune the high-frequency amplifier 

when shifting from one operating frequency to another. 

Checking the Electric Conditions of a TWT 

When investigating the main parameters of a TWT, it was shown 

that the effective use of a tube is oetermined to a considerable 

degree by the electric conditions which are characterized by: 

- the voltages on the tube electrodes; 

- the current distribution between the tube electrodes; 

- the solenoid magnetic field intensity and its distribution 

along the tube axis. 

Both a DC voltage and an AC voltage are required for the TWT 

power supply: 

- an adjustable stabilized DC voltage for feeding the control 

electrode; 

- an adjustable stabilized DC voltage for the first anode power 

supply; 

- an adjustable stabilized DC voltage for the second anode 

(spiral) power supply; 

- an unregulated stabilized DC voltage for the collector power 

supply; 

- an adjustable AC voltage for the filament power supply; 

- an unstabilized DC voltage for the solenoid power supply. 

The necessity for the adjustment of certain of the power supply 

voltages is caused by the fact that each individual TWT has electric 

parameters which are peculiar only to it and distinct from other 

types of TWT. 
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Figure gy^Cal P°wer 8“pply circuit for a low-noise TWT is shown in 

how the TOT narlmT ‘ " CirCUlt aS an exo'"P^. let ud investigate 

setting Zt *r;are eÖtabli8hSd and hOW °ne — that their 
v correct. The power supply of the tube itself is a 

ier Wlth ele^ronic stabilization of the voltage Tf EOl . 
Power supply Is provtded from a s arat non,t7blll^' 

;rfrabtain—different volta. in 
Zo a ™leaga dlVlder "a<le °f the resistor* Bl - r, l8 

The voltage from the divider Is f#»-} n 
.. 18 iea to the collector. Usual iv 

*°ne b, „eons of potentîoJte^ TV"^ T 15 

rr 3Tstment umits - --- --b::;nrr.,-:r ^ 
relationship ^ ^ SUPPlï «>““«•» Spends on tbe 

atlonship o. the currents of the divider and load The 

current must exceed hy no less than a factor of lo the tot ^ 
of all the electrodes of the tube. In "h ! 

voltage will have practically no effect on the oth^rs^The^ilal r t 

and^VregiLted^r^r früm 0 Wlndlne of *"* transfer 
gulated by potentiometer R The voltage drop across th« 

r: ;;r vzTzrr’^1 »—~ ~r ryj Lr This eliminate, the effect of a voltage chan«- of th» 

ra ar power suppi, source on the value of the furent voltage ano 
consequently also on the tube nols» factor. 

on 'Tr'? J‘°k3 0l * °6 ,rp pnylM for "'sasuring the voltages 

cono Mon' 6 :'Ctr0dCS “Uh th' ••«*"« monitoring of the TWT ' 

precis i measurements be made with a DC voltmeter 0f 
P cis.on class no lower than 1.0 with an internal resistance of not 

less than 0.5 Megehr. In some t-tatlons there is a bull- in i 
for monitoring i Kr. 18 H P011-“1” instrument 
to the ! r ! V SUPPly V0Ui6e3- Thl» instrument t, connected 
to the various TWT circuit, ty nesnc of a switch. connected 
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Earlier it was shown that the electron beam current (collector 

current) has a considerable influence on the amplification lactor and 

noise factor of a T»VT. The size of this beam current depends on the 

voltages on the tube electrodes (Figure 8.26). A deviation of the 

beam current from the rated value attests to a disturbance of the TWT 

electric parameters. Consequently one may, with sufficient efficiency 

and speed, monitor a TWT operating efficiency by measuring the 

collector current. It is also very Important to measure the second 

anode (s; irai) current. 

An increase of th* second anode current arises with poor center- 

inf- of the tube cr a disturbance of its focusing which may be caused 

by a change of the power supply voltage and a reduction of the 

intensity of tne longitudinal magnetic field. The magnetic field 

intensity and ita distribution along the axis of the magnetic 

system are selected when the solenoid is designed and are not adjusted 

during operation. 

Figure 8.26. The TWT collector current as a function 
of the voltage of the focusing electrode (a), of the 
first anode (b) and of the decelerating system (c). 

For low-noise TWT'3. the magnetic flux along the tuce must be 

uniform. The deviation of the magnetic field intensity at the places 

where the input wave guide and output wave guide adjoin the reinforcing 

framework must not be larger than 20% of the Intensity at 

in the middle part of the magnetic system. During operation it may 

be necessa’-y to dismantle and repair the magnetic system, ns a result 
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Uf which disturbances of the field structure are possible. These 

disturbances n,a, be detected only b, magnetic ”ea^rC“"tS: 

typical form of the magnetic field distribution along the 

axis is shown in Figure 8.27. 

Figure 8.27. The distribution of the magnetic 
field along the solenoid axis. 

8.3. Semiconductor Mixers, 

The receiver devices of the majority of radars are based on 

superheterodyne circuits, the standard elem'nt ^ ^“^“^xer 
frequency mixer. The overall design and selection of 

nonlinear element are determined by the range In which the rad 

wide application as mixers In receiver devices. 

The number of diodes used for converting the frequency serves 

as the basis for classifying mixers. Hlx.ru are distinguished as 

half-wave mixers and balanced mixers. 

The construction of a half-.«, coaxial mlx.-Peratlng In the 

.a 0 *nn - 1 500 Me is shown in Figure 8.28. The signai ir 

- - :: Td r r. : ::nr1 
dLrr'^'dièr. Input impedance must be the 

is^i:.r:; :rr :1 r :::rr 
coaxial line Inner the main line 

::::::11:- 1/¾° from the coupling loop. The heterodyne signal 
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Figur«? 8.2B. The construction 
of a coaxial diode mixer. 

i 

is fed to the diode through this 

T-Joint. The coupling of the 

heterodyne with the mixer is 

capacitive and may be adjusted 

by displacing pin 6 by means of 

screw <1. In order to reduce the 

effect of a change in the coupling 

value on the operation of the 

heterodyne, a disk resistor 3 is 

included In the heterodyne lint. 

The resistance of this disk 

resistor approximately equals the 

wave Irapedenca of the heterodyne line. 

Figure 3.?9 shows the construction of a half-wave wave guide 

mixer. The coupling of the mixer with the discharger Is achieved 

through a coupling window 1, the dimensions of which are selected on 

the basis of matching conditions. The heterodyne energy is fed to the 

wave guide section by means of probe 2 of klystron 3- The amount of 

powe- fed to diode * from the heterodyne may be adjusted by changing 

the Immersion depth of the probe into the wave guide. The distance 

from the probe to the coupling window must equal an odd multiple of 

A/8 In order to prevent the passage of the heterodyne signal tc the 

antenna. The diode Input Impedance is matched with the wave guide by 

means of a plunger 5. 

Figure 6.29. 
guide mixer. 

Construction of a half-wave wave 
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The circuit of a half-wave ™»er In which a ^«Uonal J’1« 

a .. the coupline element between the klyatron and the mix 

‘ “rather elmple circuit (Plgure 8.30). In order to reducethe 

renewed aunai loaaea In the heterodyne clrcun the cou f 

attenuation of the coupler must be no leas than 13 dB AJ 

the amount of the power Pa sent to the mixer la made by 

attenuator A. 

4 have very serious shortcomings, among 
Half-wave diode mixers nave vex y 

which one should first of all list: 

. the transmission of heterodyne noise 

amplifier which increases the overall no 

amplifier sensitivity; 

- the shunting of part of the reflected signal energy to the 

heterodyne circuit; 

* Mon of oart of the heterodyne energy to the antenna, 
- the penetration of pa interference 

a. a result of which the heterodyne become, a source of interfe 

for other radars operating in this same range; 

the absence of decoupling between the klystron and the discharger 

whlch'may be the cause of unstable operation of the klystron. 

^rvuiit is free of these defects to a considerable- 

! (Figure 8.11» Is me basis of a 

extent. A e ranve. The energy of the 

balanced mix" of the heterodyne are sent through :::::::: r:: -h. connection m. 

i-h» discharger and the klystron, coupling between the discharger a* 

«-.xo the receiver sensitivity as a 
Use of a balanced mixer Increases th' "cel „plained by 

resulb of auppresalon of me heterodyne no!.- ^ ^ 

the fact that, in a balanced mixer o rc tM dl0(,„ , are found 

intermediate-frequency signal whic 
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figure 8.30. Circuit of a diode Figure 8.31* Balanced mixer with 
mixer with a directional a double wave guide T-Joint. 
coupler. 

to be In r'ppo5»ite phase, but the corresponding noise components are 

in phase. The mixer output is connected to the balanced input of the 

i-f amplifier, as a consequence of which the signals sent from both 

diodes are summed, but the noises of the heterodyne components cancel. 

In order to adjust the power being fed from the heterodyne to 

the mixer, a variable attenuator la mounted in the wave guide branch 

of the heterodyne. 

Balanced mixers which are based on a slot bridge (Figure 8.32) 

have found wide use. Because of the properties of a slot bridge tc 

divide the signal power into equal parts in the branches which are 

opposite the input Branch and to change the phase of the oscillations 

when passing through the slot by 90°, a mixer of such construction 

ensures suppression of the klystron noise. Since adjacent branches 

of a slot bridge are net coupled (tie amount of the decoupling is 

around 20 dB), such a mixer construction is free from the other 

defects which are inherent in half-wave mixers. There is practically 

no coupling between the klystron and the receiver channel in such a 

mixer. 

Besides the indicated advantages, the use of a balanced nlreult 

improves the protection of the semiconductor diodes, since toe 

energy leaking through che discharger is reduced by a factor of two 

for each diode in comoarison with a half-wave circuit. One should 

also mention tha*. when ->ne of the diodes of the balanced < irculc 
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fails, the mixer operating effi¬ 

ciency is maintained with only an 

increase of the receiver noise 

factor by 5 - 6 dB. 

Figure 8.32. A balanced mixer 
with a slot bridge. 

As was shown in Chapter 2, the 

quality of the mixer operation has 

a strong influence on the receiver 

device sensitivity, and it should 

be evaluated first of all on tne 

basis of the transmission factor of the normal power kp and on the 

basis of the internal noise level. For the majority of modern diode 

mixers, kp ■ 0.1 - 0.3. The quantity which is the reciprocal of kp 

is called the conversion loss. The signal energy loases in the mixer 

are the sum of losses connected with the signal reflection, with the 

shunting of the signal energy through the heterodyne channel, ana with 

losses in the structure of the crystal holder and during conversion in 

the mixer. In order to reduce the losses caused by reflection, one 

may increase the mixer TWR from the signal input direction by tm 

proper selection of the diodes . In order to reduce the losses in 

the heterodyne circuits, one should, when tuning the klystron, select 

the generating zone corresponding to the greatest power, since in 

this case the coupling of the mixer with the heterodyne will be weaker. 

The noise level of the diode mixer is higher than the thermal 

fluctuations of its equivalent resistance. The noise properties of 

a mixer are evaluated by the relative noise temperature tc, which is 

the factor which indicates how many times it is necessary to Increase 

the temperature of the equivalent resistance in comparison with room 

temperature (15° C) in order that the rated power of its thermal 

noise be equal to the rated output noise power of the mixer. For 

diode mixers, the value of tc lies in the limits of 1.2 - 3»i>* 

If k„ and t are known, one may determine the mixer noise factor. 
P c 
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The relative noise temperature, the power transmission factor, 

and consequently also the noise factor of a diode mixer depend or the 

amount of power delivered from the heterodyne to the mixer. The 

indicated relationships are presented in Figure 8.33. From the 

figure it is seen that there is a certain value of the delivered 

power at which the mixer noise factor is a minimum. 

The conditions of the diode 

mixer at which its noise is a 

minimum are called the optimum 

conditions. These conditions 

prevail when the receiver is tur.erl 

by selecting the value of the 

coupling between the heterodyne 

and the mixer. The conditions 

are monitored by means of a 

microammeter connected to the 

constant component circuit of 

the mixer current. The value of the mixer current constant component 

corresponding to the minimum value of Pc usually is indicated on its 

certificate, and for the majority of diodes it equals 0.4 - 0.5 mA, 

as indicated above. 

Semiconductor diodes have a relatively low electric strength. 

Under the action of *lgnals whose power exceeds acceptable values, 

partial or total "burnout" of the diode occurs, as a result of 

which the diode conversion properties deteriorate or are completely 

lost. 

Figure 8.33. The noise temper¬ 
ature, conversion loss and noise 
factor of a mixer as a function 
of the heterodyne power. 

The main sources of such overly powerful signals are: 

- transmitter pulses leaking through the ATR tube; 

- pulses of high-frequency oscillations from the antennas of 

radars located nearhy; 

- high-power parasitic oscillations arising during nr table 

operation of the mag. etron and leaking to the receiver input; 

/TD-..C- 1-722-71 



I 

- static charges and Induced emf arising In the Icyi-ffrequency 

circuits when they are poorly shielded. 
I 

a , • I 
One may approximately evaluate the conversion properties of a 

diode mixer by comparing Its forward and reverse resistance. The • 

ratio of the forward resistance to the reverse resistance character- , 

Izes the slope of the diode volt-ampere characteristic, and conse¬ 

quently also the transmission factor (Figure 8.3*0. The action of 

signals of considerable power on the detector produces a change of 

the volt-ampere characteristic, whlcri shows up as a;sharp Increase 

of the diode reverse current. ■ 
i 

Consequently, a reduction of 

the ratio of the mixer diode 
• I « 

reverse resistance to the forward 

resistance Indicates deterioration 

of Its conversion properties. For 

diodes in goed working order, this 

ratio equals 6 10, and the value 

of the forward resistance should lie 

in the limits of *100 - 800 ohm. 

However such a check still does not 

guarantee that the diode parameters 

are satisfactory. ,A complete check 

of diodes Is carried out only by 

nr sneclal instruments. 

Figure 8.'j*». The volt-ampere 
characteristic of a mixer 
semiconductor diode. 

Since the mixer is a very sensitive element of the receiver and 

the state of Its parameters determines to a considerable degree the 

quality of the radar operation, when working with it i't la necessary 

to take precautionary measures and to make sure that the diode 

electric conditions do not exceed the maximum acceptable -alues. 

Operational experience with semiconductor diodes shows that, with an 

ATR tube in good working order and stable operation of thq magnetron, 

burnout of diodes practically never occurs. A rather frequent cause 

of diode burnout Is Improper handling. Let uo briefly investigaba ( 
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*mat preoautlonairy raeasuves should bq taken when working with a 

1 diode mixer. 

When Installing a diode, it may'be damaged by the charge of 

static electricity Which has been accumulated on the operator body. 

Therefore, before Inserting the diode In the holder, the operator 

muiit take hoid of the mixer compartment frame with his free hand. 

¡in this way, the (Induced charge la drained from his body. This same 

rule should also be adhered td when removing a diode. In order to 

protect the diode from the action of high-frequency fields. It Is 

stored in a special wrapper. After removing the diode from this 

wrapper. It should Immediately be ,put In a place where there are no 

operating devices with high-power radiation. Diode circuits must 

be well shielded. i 
: • * 

i i i • 

1 8. »>. Hettrod«ü_ 
« * ' i 

i ’ 1 • 1 
A heterodyne Is an Integral element of a superheterodyne receiver. 

The heterodyne, together) with the .nonlinear element which is used 

for frequency¡conversion, forma a frequency.converter or mixer, bet 

‘us Investigate what requirements must be imposed on this element 

of the receiver. ' , 

' ‘ ' 
Frequency stability is the most Important requirement. In 

radars of the centimeter range, even a very small relative change cf 

the heterodyne frequency (by several hundredths of a percent) lead 

to a considerable deviation of the Intermediate frequency from the 

çated value. As a consequence, of this, there will be a sharp 

reduction) of the receiver sensitivity and a deterioration of the 

reproduction quality of the signal belnfe received. 

t ' • 
Wheri investigating a mixer operation, It was shown that opt .mum 

signal conversion occurs at a fully determined value of the power 

being fed from the heterodyne to the mixer. Consequently, the second 

' ' requirement Is sufficiently high,stability of .the power of the 

generated oscillations. 

, ' • ' ' 
i • » 
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In order to reduce the reflected signal losses In the heterodyne 

circuits and also to reduce the dependence of the generated oscilla¬ 

tion frequency and power on the parameters of the mixer (which Is the 

load for the heterodyne), the coupling between the mixer and the hetero¬ 

dyne must be very weak. Prom this It follows that the power of the 

oscillations being generated by the heterodyne must exceed the power 

required for optimum conversion of the signal by a factor of forty 

to sixty. 

The heterodyne frequency retunlng range must span the radar 

operating frequency range. It Is desirable that the heterodyne have 

electronic frequency retunlng. Finally, the heterodyne inter.ial 

noise must be a minimum. A reflex klystron most completely satisfy 

these requirements In the decimeter and centimeter wavelength rang**. 

Thus the reflex klystron continues to remain the main heterodyne 

device for radars of these ranges. Below, main attention will be 

paid to questions connected with the operation of a reflex klystron. 

One should mention that Improvement of superhlgh frequency 

Instruments led to the creation of devices having an electronic 

frequency retunlng range significantly broader than that for a 

reflex klystron. In recent years, these Instruments have begun to 

be used as heterodynes of superhlgh frequency receivers. Among them 

one should first cf all mention traveling wave tubes and mitrons. 

Reflex Klystron 

A reflex klystron is an electric vacuum device in which the 

principle of electron velocity modulation Is used for converting 

direct current energy Into the energy of superhlgh frequency oscilla¬ 

tions (Figure 8.35). It Is assumed that the reader Is família?’ with 

the theory of a reflex klystron operation. Therefore, we will limit 

ourselves to an Investigation of the general character of the pro¬ 

cesses In an operating klystron, which is necessary In order to 

explain the principles of tuning It. 
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gUi’e 3.35. The arrangement of 
a klystron device. 

The electron flux under the 

action of the voltage moves 

with a uniform acceleration toward 

the resonator 1. By Interacting 

with the high-frequency field of 

the resonator, the electrons 

acquire either a positive or a 

negative acceleration depending 

on the phase of tie voltage be¬ 

tween the resonator walls U . 
g 

As a consequence of this, the 

electrons In the resonator-repeller 2 space are combined into a 

cluster around the electrons passing through the resonator when U - 

These electrons return to the resonator under the action of the 6 

'lectr'c field created by the source UQ. Obviously generation In 

the klystron will be sustained when the electron bundles returning 

t0 the res0nat0r dellver their energy to the field by interacting 

with the high-frequency field. This energy will be sufficient to 

cover the losses. Consequently, by changing the time of flight of 

*he •i*CtPon fcundle one may either bring the klystron Into a generat¬ 

ing mode or cut off generation. In normal circuits, the change 

of the electron tlme-of-flight is achieved by changing the voltage 

on the repel1er electrode. Those regions of the voltage Un at which 

generation Is possible usually are called the generation zones of 

the klystron. Let us investigate the main parameters and character¬ 
istics of reflex klystrons. 

Among the main parameters characterizing the operational 

properties of s klystron when it is used ss the heterodyne of a 

radar receiver, we have: 

tha range of mechanical frequency retuning, f - r 
p min 4p mux* 

tha ranga of electronic frequency retunlng, Afg; 

- the output power, Pj 

- the slope of electronic tuning, s. 



The range of mechanical frequency retuning of the oscillations 

generated by the klystron is bounded by the maximum and minimum 

frequencies corresponding to the extreme value of the power in the 

generation operating zone. 

The range of electronic tuning is determined at. the frequency 

^ii'i'erence between the points of the generation zone at which the 

power drops to half of the maximum value. 

By the rated output power of a klystron we understand the power 

delivered to a matched high-frequency load when the values of the 

resonator voltage and filament voltage are in accordance with 

specification certificate and there is an optimum voltage on the 

repeller. 

The slope of electronic tuning characterizes the dependence of 

the klystron frequency on the voltage on the repeller. Numerically 

it equals the ratio of the frequency change Af^ to the corresponding 

increment of the voltage on the repeller AUq. This dependence is 

nonlinear. For the various types of klystrons, the slope of electronic 

tuning varies from tenths of a megacycle to several megacycles per 

volt. 

The main data for several types of reflex klystrons are listed 

in Table 8.1. 

The opei’ational properties of a reflex klystron may be most fully 

evaluated by means of its operating, load and noise characteristics. 

The operating characteristic of a reflex klystron (Figure 8.36) 

reflects the dependence of the generated oscillation output power and 

frequency on the change of the voltage on the repeller electrode 

with fixed resonator tuning and constant values of the voltage on 

the other electrodes, while the klystron is operating with a matched 

load. 
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TUILE 9.1. HAIN PARAMETERS OF SEVERAL REFLEX KLYSTRONS 

Type of 
•Klystron 
{ 

Range of 

Mechenlcal 
Rrtuning, Me 

Range of 

Electronic 
Tuning, Me 

Output 

Fewer, 

®w 

Slope of 

Electronic 
Tuning, Mc/V 

Resonator 

Voltege, V 
Repeller 

Voltage, V 

1 
2K28 

•2K29 

2K48 

2K25 
1- 

1200 - 3750 

3400 - 3960 

2000 - 4000 

8500 - 9660 

± 10 

♦ 20 

± 10 

t 30 

90 

110 

110 

25 

L 

0.7 

1.3 

4 

300 

300 

1000 

300 

-300 

-250 

-250 

-150 

From an Investigation of the operating characteristic. It follows 

th*\rZ VOltage ValUeS °n the repeller 0f u01» ü02* u03 and Ufli. at 
which the condition of optimum interaction of the electron bundle 

with the resonator high-frequency field is fulfilled, the power of 

tne generated oscillations is a maximum and the frequency is the 

same and equals the resonator natural frequency. By changing the 

resonator cavity by means of mechanical retuning, one is able to 

change the frequency of the oscillations being generated by the 

Klystron within sufficiently broad limits. Thir change of the 

frequencies is in the limits ♦ (5 - 30*) of the mean value. 

With a deviation of the voltage on the repeller from the indicated 

values, the power of the oscillations drops and the frequency changes 

within small limits (♦ 0.3 - O.b* of the mean value). With an 

increase of the negative voltage on the repeller in respect to the 

values UQ1, U02, U03 and Uolj, the frequency of the generated 

oscillations increases. With a decrease of this voltage, the frequency 

decreases. This is explained by the fact that, in the first east, the 

electron bundles return to the resonator before, and in the second 

case after, th< r senator retarding field reaches the maximum value. 

Consequently, with mechmical frequency retuning of the klystron 

in the direction of iicr^asing or decreasing frequencies, it is 
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Figure 8.36. The operating characteristic of a 
reflex klystron with fixed dimensions of the 
resonator and voltage on the resonator. 

necessary to increase or decrease the voltage on the repeller 

(Figure 8.37). 

Figure 8.37. The relative 
position of klystron gener¬ 
ation zones for various 
values of the dimensions of 
the resonator (f,. » fn » fD 

P1 p2 p3 

The operating characteristic 

of a klystron enables one to deter¬ 

mine which of the generation zones 

should be selected as the operating 

zone. The generation zones of a 

klystron are not equivalent. From 

the operating characteristics it 

is seen that, with an increase of 

the zone number n, the range and 

slope of electronic frequency 

tuning increase, but there is a 

In order to increase 

should be given 
decrease of the maximum of the generated power, 

the operating accuracy of the AFC circuit, preference 

to zones where the range and slope of electronic tuning is larger. 

However,decreasing the reflected signal losses in the heterodyne 

circuits and weakening the influence of the mixer on the klystron 

output parameters forces one to return to the zone with the optimum 

power value. 

The maximum power in the generation zone for a klystron without 

a load has the greatest value in the zone with the number n • 1, and 

it decreases with an increase of n, since in the first zone the 
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transmission of energy by the electron bundles to the resonator field 

takes place during each period of the high-frequency oscillations, 

whereas in a zone with the number n - m, it takes place only once 

during m periods. However, when the klystron operates with a load, 

the voltage between the resonator walls decreases, since the 

resonator quality factor decreases. This causes a decrease of the 

percent of velocity modulation of the electron flux, as a result 

of which the time-of-flight of the electrons corresponding to the 

first generation zone turns out to be insufficient for the purpose 

of providing good quality clustering of them and the power in this 

zone decreases. 

As follows from the operating characteristic, when operating on 

a matched load, the largest power occurs under this condition not in 

the first zone, but in the zones n ■ 2 or n ■ 3* The slope of 

electronic tuning also is acceptable in these same zones. One of 

the indicated zones, more precisely the one which corresponds to the 

optimum power value, should be selected as the operating zone when 

tuning is performed. 

Prom what has been said above, it follows that the output param¬ 

eters of a klystron depend to a considerable degree on the magnitude 

and character of the high-frequency load. The effect of the load on 

the value of the power and frequency of the oscillations being 

generated by the klystron is illustrated by its load characteristic 

(Figure 8.38), which is a family of curves of constant values of the 

output power (continuous lines) and frequency (dashed lines) plotted 

in the plane of complex impe lance. 

Since the standing-wave ratio (SVIIO and phase of the reflected 

wave at each point of the line uniquely determines the ratio of the 

complex Impedance at this point tc the line wave impedance, thr 

standing-wave ratio and phase may be used as the input data for the 

load characteristic. Therefore circles of SWR values are frequently 

plotted on the circular diagram of complex Impedances (in Figure 8.38 
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the dash-dot lines). These 

, ^ . SWR circles are arranged around 
to load 

a common center of the diagram 

where the value is SWR * 1. 

It follows from the load 

characteristics that the region 

of the most stable klystron 

operation corresponds to SWR 

values of the load of no more 

than 1.4. Larger reflections 

of high-frequency power from 

the load with an unfavorable 

phase of the reflection lead 10 

unstable operation and even to 

Figure 8.38. The load charac- stopping the oscillations (the 
teri-jtic of a reflex klystron. & 

crosshatched section of the 

complex impedance plane). In 

order to weaken the power of the reflected wave» a decoupling att* >“ 

uator is frequently inserted between the load and the klystron. 

Since, when using a reflex klystron as a heterodyne, very rigl» 

requirements are imposed on the power stability and especially ut. 

the frequency stability of the generated oscillations, the problem 0 

matching the klystron with the load when tuning a radar receiver .3 

of very great importance. In radars, diode mixers which unfortunately 

have a considerable scatter of the parameters serve as the load for 

the klystron. Therefore, it turns out that for one pair of diodes, 

the mixer SWR satisfies the requirements for stable operation of the 

klystron and for other pairs it does not. 

Evaluation of a mixer SWR may be done rather simply on the ba;»!* 

of the shape of the klystron operating generation zone. This may be 

observed on an oscillograph screen. One possible monitoring circuit 

is shown in Figure 8.39. An AC voltage is fed through isolation 
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1 tops C and C .1th a capacitan« of 0.1 - 0.2 mlcrofarad and 
capacitors C, ana r ,. _ Ru continu¬ 

ât nr R - 200 - 300 kohm to the klystron repeller. By contm 
resistor a value of 
0«ly changing the poclUon of „pUtu« 

rronTt: ^r^^uan occurs In this «« the 

aignal fed to the oscillograph Input from the load of the mUer 

diode (Rj • 200 - 300 ohm) »111 reproduce the envelope 

klystron high-frequency oscillations. 

.,... u,..™ •“ 

r ~ rsr^: r.:; :rr= r..:- 
the oscillograph at a ie\ei oVyn„n *n picture B.kO.a. 
‘auft sfactory shapes of the genera ,, :r. 

w a. io nr the value of the mixer current. If, with a 
zone on the basis of readings of the instrument 

•t=r™ rs : ~ rr»r^Tri=r„ 

do not drop to aero and 0°^ '^"‘“sona. On. should 

:.:m:mrtn1:::.u of ». 
son., -hlch are almUar to those -hloh are caused ty a »..match« 

load, ».y te ««sed by inaufflclent cathode emlss.on. 
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Figure 8.39. The circuit for observing the 
shape of a klystron generation zone. 

Figure 8.I1O. Shapes of a klystron 
generation zones. 
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Let us proceed to an investigation cf the noise characteristics 

of a Klystron. In receiver devices of centimeter-wave range radars, 

the nolst at the converter output is determined by the noise of the 

reflex klystron. The noise characteristic of the klystron reflects 

the dependence of the klystron noise factor on the voltage of the 

repelier electrode. 

Within the limits of the generation zone, the absolute level of 

the klystron noise varies Insignificantly, increasing slightly in the 

range of higher frequencies of the electronic tuning range [46], A 

significant increase of the noise level is observed with unstable 

operation of the klystron and ln nonoperational generation regions. 

It is not the absolute noise factor of the klystron which is of prac¬ 

tical interest, but the effective noise factor. The effective noise 

factor is determined both by the Internal noir« and by the value of 

the coupling between the klystron and mixer. 

Above it was shown that for optimum signal conversion, the power 

fed from the klystron to the mixer must be a completely determined 

value. The indicated power level may be provided with a smaller 

coupling of the klystron with the mixer and a ..arger power of the 

oscillations being generated by the klystron. Therefore the noise 

characteristic which expresses the dependence of the klystron noise 

factor on the voltage of the repelier has the form shown in Figure 

8.41. 

From the investigation of the klystron noise characteristic, it 

follows that, in order to provide the minimum value of the effective 

noise factor, it is necessary to tune the klystron in such a way that 

the frequency of the oscillations being generated by it has the rated 

value when the voltage on the repelier corresponds to the maximum power 

of the generated oscillations. 
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8.5» Antenna Switch 

The antenna switch couples three 

independent radar devices: the 

antenna, transmitter and receiver. 

The quality of its operation deter¬ 

mines to a consMerable extent the 

influence of these devices on the 

operation of one another. There¬ 

fore, in addition to the main purpose 

_ the alternate connection of the transmitter and receiver to the 

antenna — the antenna switch must fulfill the following conditions. 

- at the moment of radiation of the main pulse, it must not 

allow power capable of causing breakdown of the mixer diode to leak 

to the receiver input; 

- it must ensure minimum signal losses both in the receiving mode 

and also in the transmitting mode; 

- it must eliminate the effect of the load (the antenna or 

antenna equivalent) on transmitter operation. 

For automatic switching of the antenna to the transmitter and 

receiver, the antenna switch must contain a nonlinear element. In 

existing types of radar antenna switches, the nonlinearity of the 

characteristic of such an element may be either a function of the 

power (switches using gas-discharge arresters in conjunction with 

resonance lines) or a function of the direction of the electromagnetic 

energy propagation (switches based on the use of ferrite properties). 

The most important component of antenna switches of the first 

type is the resonance discharger (soft rhumbatron) which is a combin¬ 

ation of a cavity resonator and a gas-filled discharger. 

Antenna switches which are constructed for using the properties 

of gas-discharge arresters and resonance lines usually contain twi. 

Figure 8.41. Noise charac 
terlstic of a reflex 
klystron. 
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- iatr tube). The transmitter dis^naigei v 
dlscnarger (ATR tube;. rhiah frequency oscll- 

^ or th. reflected reaver fro. the 
iator circuit. The receiver discharger P 
action of the high-power main pulses of the tramsm 

X Two typed of «R tubes exist: . narrow 

retuo’.nx In a relatively execution, 

band type with fixed tuning. as having an external resonator 
dischargers can be distinguished a. s ha l^an^^^ i£ 

or an internal resonator. In the f ^ electrod,î8 of such a 

a structural P** of the ^ and have disk outlets for 
discharger are placed In g dischargers 
connecting with the cavity resonator The^rang ^ dl._ 

with an extex al resonator are use t frequencies above 
chargers of this type have not found of the rr:: r ^ r:r ■ a— 
of the Increaae of lonscs In th. £U» of *»« 

During tn. operation of the of the 

pulsea high-frequency voltage app voltage on 

discharge, the dl.charger of the dle- 

lt. electrode. Increaere^P^^ of the dl.charger decreae.e 

charger occurs Jflr. • discha-gi*, and at the beginning 
ln proportion to the growth o c g „ reduceJ t0 

or the .tend, dl.ch.rge the ^ th. nlgh.rrequ.ncy voltage 

tn. burning voltage 1). tran3Blt5lon of the main pul», 

on the dl.charger * A8 u ,een from the figure, the 
h.a th. form .hewn In figure of of the P.ah 

greatest danger to th ^ a ♦ ka time Interval between tr 
energy to the receive.- input e^atlon and th« instant when 
In.tent when the magnetron begl ^ ^ det«rlor.tlbn of the 

th. eteedy je.tru.tlo». the peaK energy «uat 
diode parametere or then 
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be leas than 0.1 erga and the leakage 

power must not exceed 100 mW. j 

be leas than 0.1 erga and the leakage 

power must not exceed 100 mW. j 

Figure 8.42. The envelope remaina constant with a change of 

of high-frequency voltage the tran5mitter power of more than a 

In dischargers with a high 

quality factor, the leakage power 

remaina constant with a change of 

the transmitter power of more than a 

In dischargers with a high 

quality factor, the leakage power 

* 

on the properties of the gas filling the discharger, the initial con 

magnitude of the peak power jJepenos 

centration of electrons in th«. discharger gap and the width of the 

spark gap. Consequently, a decrease of the peak energy may be achieved 

by increasing the concentration of electrons in the discharger gar1 • 

Figure 8.43. The power leaking through the resonance 
discharger for the receiver protection (ATR' tube) as 
a function of the transmitter power. , 

A glow discharge caused by secondary ignition is the source of 

such electrons. The igniter electrode for this is the cathode. In 

order to reduce the voltage of the power supply source for the igni¬ 

tion circuit, the ignition electrode is activated. The glow discharge 

must, on the one hand, ensure reduction of the peak energy to a sale 

value and, on the other hand, not cause a noticeable reduction ini the 

power of the reflected signals. Moreover, one should consider that 

with an increase of the ignition current, the discharger lifetime 1:-. 

shortened. In a majority of types of dischargers, an acceptable valie 

of the peak energy may be achieved when the secondary emission cuir-nv 

is about 30 microamp. However, with this value of the current, the 
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secondary discharge 4.6 not sufficiently stähle and there exists the 

danger ol relaxation oscillations arising in the Ignition circuit. 

The oscillations arising in this case are similar to the oscillations 
I * • 

of a relaxation oscillator j*ith a neon lamp. This is seen in Figure 

8.44, in which the' equivalent circuit of the secondary electrode cir¬ 

cuit is shown.) 

; 

I 

» 

I •• 7 - 

Figure 8.44. The equivalent circuit of the 
• secondary Ignition circuit of a resonance 

1 discharger. . , 
I 
* I • 

In this circuit, R :is the limiting resistance and C Is the 

capacitante of the electrode and Its power supply conductor. If the 

value of the secondary. Ignition current is insufficient for maintain- 

!n¿ a continuous diacharge, then the circuit will operate in the 

following way. The voltage op the capacitor increases at a rate 

determined by the time cons¿ant CR to the value ^ at which breakdown 

of the spark gap occurs. After this, the capacitor rapidly discharges 

through the low resistance of the spark e;ap until the voltage reaches 

the quenching potential U-. 

* . 

Relaxation oscillations with reference)to the i-f amplifier are 

a source oh impact excitation, as a consequence of which they may 

cause self-excitation of thcireceiver. Besides this, with a small 

ignition current, the resistance of the gas diacharge for a DC cur¬ 

rent is conmenaur^ate with the leakage resistance along the discharger 

cylinder. Thla may be the Reason for the destruction of the dl?':.arge. 

In practice the discharger ignition current Is selected as approximately 

equal to 100 microairp. With phis va!ue of thy ignition current, the 

powpr losses cif the. reflected plgn*. ; do not exceed 1*. 
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After the transmitter pulse ends, the «as in the spark gaps must 

be deionited. However, deionization may not be performed instantaneously, 

The time during which attenuation of the input signal introduced by 

the resonance discharger is reduced to three dB is called restoration 

time. An increase of the restoration time leads to an increase of the 

minimum effective range of the radar. 

The quality of the discharger deteriorates when a discharger has 

been stored for a long time and during operation. In operating radars, 

deterioration of the discharger parameters may be detected on the 

basis of a decrease of the discharger current, an increase of the radar 

minimum effective range and by partial breakdown of the mixer diodes 

as a consequence of the Increase of the leakage power. 

In the majority of cases, deterioration of the discharger quality 

is connected with a change of the composition of the gas filling the 

discharger cylinder. The rate at which the gas composition change, 

depends mainly on ignition current and Increases with it. 

During operation, monitoring of the resonance discharger electric 

conditions la reduced to determining the discharger Ignition cuirent 

and to checking that there are no relaxation oscillations in the 

secondary ignition circuit. In order to monitor the ignition curren , 

a built-in microammeter is usually provided in the radar. The presence 

of relaxation oscillations in the ignition circuit may be detected > 

means of an oscillograph. The arrangement for connecting the oscU.Q- 

graph is shown in Figure 8.45. 

The use of broad-band superhlgh frequency oscillators in radar 

transmitting devices and the subsequent Increase in the power of trans¬ 

mitting devices leads to an increase of the overall size and complexity 

of the construction of antenna switch.. [56]. This required new solu¬ 

tions. One of the variations of such solutions was the creation o. 

antenna switches using ferrites. 



to antenna 

I EM 

fro» ira_ 

:q¡ ^—- 

to oscillograph 

► to receiver 

0.1 Ignition circuit 

power supply 

source for 

Figuro 8.U;-. The arrangement 
for monitoring the stability 
of the lecvndary Ignition 
circuit towjirl relaxation 
oscillations. 

Figure Q.h6. The arrangement of 
an antenna switch constructed 
to use the uncorrelated phase 
shifts In tram versely magne¬ 
tized ferrites. 

Figure 8.46 shows the arrangement of a switch which uses 

uncorrelatt'J phase shifts in transversely magnetized ferrites. The 

switch consists of two slot bridges (Sß^ and 082), between which 

there art a ferrite section F and a phase-shifting section PS. 

The ferrite section consists of two waveguides having a common 

narrow wall. A ferrite plate is fastened in each wave guide symmetric¬ 

ally with respect to the common walls. The plates are magnetized by 

the transverse magnetic field created by an electromagnet EM. 

When un electromagnetic wave is propagated through the ferrite 

section, the wove acquires a certain phase shift as h result of inter¬ 
action of Its magnetic field with the Intrinsic magnetic moments of 

the electrons In the ferrite atoms. The amount of the phase r.ilft 

depends on the ptrengtn of the constant magnetic field, the type of 

ferrite and its dimensions. The sign of the phase is determined by the 

direction cf the electromagnetic energy propagation, by the polarity 

of the magnet and by the position of the plate with respect to t"c wave¬ 

guide axis. 

By adjusting ti.v current in the winding of the electromagnet, 

that value of the iragm tlc field intensity is selected a which each 
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of the ferrites creates a phase 

shift equal to 45°. Since the plates 

are arranged symmetrically with 

respect to the common wall of the 

wave guides, the phase shifts created 

Figure 8.47. A slot bridge. by them will have opposite signs. 

Consequently, the waves will have 

a resultant phase shift equal to 90° at the output of the ferrite 

section. 

The slot bridge (Figure 8.4?) has the following properties: 

- it divides the high-frequency power entering one of the 

branches into equal parts between the opposite branches; 

- no more than 0.01 of the entering power is shunted to the 

adjacent branch; 
- with its passage through the slot, the phase of the wave changes 

by 90° in the direction of a lag. 

The phase-shifting section consists of two wave guides of different 

lengths which are bent along their narrow wall. The difference in 

lengths of the wave guides is selected in such a way that the phase 

advance in the longer wave guide is 90° larger than the phase advance 

in the shorter wave guide. 

The operation of a switch in the transmission mode for the jase 

when the transmitter load is the antenna, and in the receptionmode 

is illustrated in Figures 8.48 and 8.49. Obviously, in a switch of 

the given type, in order to switch the transmitter output from ¿he 

antenna to the dummy antenna, it is sufficient to change the 

polarity of the electromagnet. Figure 8.50 illustrates the operation 

of the switch in the transmission mode for the case when the trans¬ 

mitter load is the dummy antenna. In addition to the main func¬ 

tion, an antenna switch of the given type fulfills the role of a 



from 
transmitter 

Æto antenna 
A'V •■ 

—•* LJ >^>'?x'^tLdu,"y 
tter 't^7rŸ:. "I ; an t enna 

to receiver ^^3 -''¿Ó* 

^operatlon^of th' “r(r'*"i''""fnl Illustrating the 

t^rÄ^r”“0" 

I 

Figure 8.50. Arrangement 
of the antenna switch in 
transmitter load Is the 

illustrating the operation 
the transmission mode (th*- 
dummy antenna). 
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Figure 8.51. Arrangement illustrating the protec¬ 
tion of the magnetron against the effect of a 
mismatched load by means of a ferrite rectifier. 

rectifier, thereby eliminating the effect of a mismatched load on 

magnetron operation. It is not difficult to establish this 

by tracing the path of the reflected wave. 

The energy of the reflected wave from the antenna is fed to the 

receiver input in the same way as the signal from the target. Since 

during magnetron generation, the discharger short circuits the receiver 

Input, the energy of the reflected wave does not reach the receiver. 

The energy is reflected (Figure 8.51) and sent to the branch of the 

switch to which the dummy antenna is connected. The energy of 

the reflected wave is absorbed by the dummy antenna and in this 

way its multiple oscillations between the oscillator and an unmatched 

load are eliminated. 

During operation, the parameters of a ferrite switch remain 

practically unchanged. The reason for breakdown of a switch may be 

damage of the ferrite plates. Electrical breakdown occurs in the 

wave guide at the place where the damaged plate Is located when the 

ferrite plates are damaged. This electrics 1 breakdown may be easily 

detected by its characteristic sound. 

8.6. Methods of Tunlnr a Radar to Maximum Effective Range 

In operational practice, the following methods of operational 

tuning of a radar to maximum effective range are used: 



- on the basis of au isolated distant object; 

- by means of a monitoring resonator (echo chamber); 

- by means of a combined test instrument. 

Tuning a radar to maximum effective range on the basis of an 

Isolated object consists of the following procedure. Some character¬ 

istic radar object is selected In the area where the radar is locateu. 

One may use a corner reflector as the object. The station antenna la 

directed toward the selected object. Then maximum brightness (amplit 

of the marker signal from the isolated object is achieved on the indi¬ 

cator screen by tuning the elements of the station high-frequency 

section. 

One should keep in mina that the effective range obtained by 

using this tuning method is not always the maximum effective range of 

the radar. This is explained in as follows. WJtn this method, the 

magnitude of the signal from the distant object is the criterion for 

optimum tuning. Since the signal value is characterized not only by 

the station power potential but also by the radar observation condi¬ 

tions, this method does not allow one to detect a reduction of the 

station power potential due to deterioration in the operation of the 

elements in the high-frequency section. Thus, fo" example, when tuning 

a radar having a mixer with deteriorated parameters, tha maximum 

range will be achieved, but it will be less th-ir. that range which might 

be obtained if the diode were replaced. 

Among the defects of the tuning method cased or. a distant object 

one must also list the radiation of energy Into space. Moreover, 

tuning a station on a dictant object is not always possible. For 

example, it is Impossible to use this method for tuning a radar mounted 

on a ship, when the ship is on the open sens. An advantage of thl" 

method la that when the radar is tuned. It is operating under actual 

conditions. 

Tuning a radar by means of a monitoring resonator her fecome very 

common. The monitoring resonator la tuned to the station transmitter 
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frequency be for. hend, end then the maximum duration of Illumination 

of the monitoring resonator sl^al la achieved on the screen of the 

radar Indicator by tuning the elements of the high-freeuenc, section. 

advantage of this method Is that tuning Is accomplished 

without radiation of the transmitter energy Into spa... .1«« *> *•» 

majority of radars, the monitoring resonator ma, be used «h 

radar operates on the dummy antenna. Under this condition, 

dummy antenna must present to the magnetron precisely the same 

load as the antenna. If this 1. not the case, the frequency and peer 

of the oscillation, being generated b, the magnetron change when 

switching fro. the equivalent load to the actual load Th » U«* t. 

a reduction of the radar effective range. This Is a defect 

method. 

The method of tuning by mean, of a test Instrument is hased on 

the replacement of the actual reflected signal b, an Imitation signal^ 

which ï. shaped b, the test Instrument. The tuning process mil« 

to tuning on a distant object. The advantage of the method th . 

after tuning, one is able to evaluate its effectiveness ^ 

the radar main technical parameter, which determine Its effective 

range. However, this method Is not free of defects, the main one 

which is that the imitated signal is not absolutely the same as the 

real signal. 

a.7. Tuning the Hlgh-Preouency Section of a Radar 

Tuning the high-frequency section is one of the most important 

and most frequently performed operational tunings of a radar. 

The importance of tuning is explained by the fact that tne 

quality with which it is performed substantially affects the station 

effective range. 

Th. necessity for frequently performing the Indicted tuning Is 

due to th. very strong dependence of th. psrsmeters of the superhlg 
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frequency instruments on the electric conditions and the environmental 

conditions. The concerted operation of the superhigh frequency instru¬ 

ments combined in the high-frequency section is characterized by the 

complicated influence of one instrument on the other. Therefore, a 

deviation of the output parameters of any of the instruments from the 

rated values causes a disturbance of tha normal operation of the other 

Instruments, and in certain cases also of the high-frequency section 

as a whole. Thus, for example, deterioration of the parameters of the 

ATT' tube leads to deterioration of the converter properties of the 

Jlodt- :.;ixer or to burnout. The problem of tuning the high-frequency 

section of a station consists of providing those conditions for the 

concepttd operation of the instruments and elements Included in the 

high-frequency section at which the maximum possible value of the power 

potential and consequently also of the radar effective range occurs. 

Tuning a hign-frequency section consists of several operations. 

The sequence of performing these operations, as was shown in Chapter 7, 

is Important not only from the point of view of expenditure of time, 

but also from consideration of the quality of the tuning. 

The technique discussed below for tuning a high-frequency section 

provides the most rational sequence of operations when tuning- 

Tuning a Magnetrcn 

If a tunable magnetron Is used In the radar, then after it is 

mounted, it must be tuned to the station operating frequency. This 

tuning may be performed most simply by means of a monitoring resonator 

(echo chamber). The essence of the tuning consists of the following. 

A reading corresponding to the station operating frequency is set on 

the scale of the monitoring resonator. The radar is switched on, and 

those operating conditions of the magnetron are established at wh’ch 

the value of its average current equals the rated value. After this, 

by changing the setting of the magnetron frequency retuning unit, a 

maximum value of the monitoring re's >nat.or detector current is achieved. 

Obviously, the maximum value of the detector current correr.onds to 
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the case when the natural frequency of the monitoring resonator equals 

the frequency of the oscillations being generated by the magnetron. 

When a raag.ietron operating at a fixed frequency is used in the radar, 

it does not require tuning. However, since the stability of the mag¬ 

netron operation turns out to have a considerable influence on the 

operation of the other elements of the high-frequency section of the 

station, one should check magnetron operation before beginning to tune 

the station. The shape of the high-frequency pulse spectrum contains 

considerable information on the quality of magnetron operation. As 

was shown In Section 8.1, the shape of the high-frequency pulse spec¬ 

trum enables one to Judge as to the constancy of the frequency during 

the duration of the pulse and also as to the frequency distribution 

of energy in the palse. Monitoring the spectrum shape may be accom¬ 

plished by means of a spectrum analyzer or by a monitoring resonator 

using the technique discussed in Chapter 2. 

If the monitoring results show that the spectrum shape has 

distortions and a noticeable broadening of the frequency band in which 

the main part of the pulse energy is concentrated, this attests either 

to a disturbance of the .»atching of the magnetron with the load or to 

unacceptable changes of the amplitude of the modulating voltage pulse 

during magnetron operation. In this case, one should first of all 

measure the TWH of the antenna wave guide channel. If this parameter 

is found to be at the norm, one should monitor the shape of the modu¬ 

lating voltage pulse. When investigating the magnetron load charac¬ 

teristics (see Figure 8.6), it was shown that with the same value of 

the TVR there are regions of more stable r\gnetron operation and less 

stable "»agnetron operation depenlinr on t;.ï phase of the reflection 

ooeffl •'ent. Therefore, in certain rada.*s, where there arc no ferrite 

rectifiers, a phase-shifting section is mounted in the wave guide 

channel. 

The phase-shifting section, which changes the wavelength in the 

wave guide, enables one to estaollsh that phase of the reflected wave 

at which the operating point on the load characteristic is located 
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In a region of more stable magnetron operation. In the case of 

unsatisfactory shape of the spectrum and when there Is a phase shifter 

In the radar being tuned, one should adjust the phase of the reflected 

Preliminary Tuning; of a TWT 

I'he tuning of a "WT Is a very Important operation In the tuning 

Of a radar high-frequency section. It consists of providing those 

operating conditions of the tube at which the tube has the highest 

amplification factor with a minimum noise factor. The preliminary 

tuning Is limited to setting the power supply voltages on the tube 

electrode. In accordance wltn the values Indicated In the carnifícate, 

blnee different Individual tubes of the same type have electrical 

conditions corresponding to most effective operation and which differ 

from one another, one should mage certain that the number Indicated 

on the certificate corresponds to the number marged on the tube before 

beginning to tune the TOT. The setting of the power supply voltages 

•on the tube electrodes must be performed In a strict sequence, toy 

departure from this sequence leads to a considerable shortening of 

the tube lifetime, and In certain cases It may be the reason for the 

-mmedlate breagdown of a tube. The technique for tuning a TOT recom- 

mended below shows this sequence. 

before switching un the TOT power supply source, one should set 

the adjustment units of the power supply voltages 1„ a po.ltlon which 

ensures that the minimum voltages are fed to the electrodes. 

The switching Oh of the TOT begins with feeding the power supply 

to -he tube forced cooling circuit. A disturbance of the thermal con- 

dlt.ona has an eapeclelly unfavorable effect on the quality of the 

beam focusing, since heating of the solenoid winding leeda *o v. In- 

creese of It. resistance. Then the solenoid power supply 1. .»itched 

on, and the rated value of the winding current Is established. One 

should not. that. In the case when thee. Is no solenoid our-ent. 
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further .-Itching on of the tube Is Intolerable, since unO.rthl. 

condition the entire electron flux Kill strike the spiral «hlch nay 
condition the en Therefore, automatic removal 
lead to immediate breakdown of the tube. Theref . 

of the power supply from the tube Is usually provided In the 

when there Is a break In the solenoid power supply circuit. 

After this, the WT power supply unit Is switched on, and the 

rated value of the filament voltage la established. Dur ng the Inter¬ 
val of time required for heating the cathode (for ^e ma or ty o 

low-noise tubes, this time 1. 2 - 3 minutes) one must 

the voltages on the other electrodes of the tube. n ° . 

an unacceptable current Increase In the decelerating > 

which may lead to a breakdown of the tube. It la voltage 

initially establish, first on the anode „d then on the spiral, voltu 

values equal to approximately 75» of the values Indicated 

certificate on the control electrode. 

With these conditions, by monitoring the collector ^ 

spiral current, the tube Is adjusted by means of ‘•’O «nt"lng 

to a position fcr which the collector current has « maximum 

value and the spiral current a minimum value. 

Then the voltages on the tube electrodes are Increased to the 

rated value and once again the tube Is centered, but this time nore 

precisely. After this, the position of the centering unit. 1. .1 • 

On. must judge as to the tuning result, on the g»»‘* ° 

current «id collector current. Corresponuenc,. of the spiral 

and collector current to the certificate value attests to 
that the tube condition, have been correctly established. 

Timing a Heterodyne 

Optimum amplification of Intermediate-frequency signal, will 

occur when the heterodyne frequency f0 differs from the supcrhlgh 

frequency oscillator frequency f0 by precisely the amount 

Intermediate frequency flf: 
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Since a radar receiver paasband aunounts to several megacycles, 

even an insignificant deviation of the frequency difference f » 
p 

* fg “ fp from the intermediate frequency f^j. caused by detuning of 

the heterodyne leads to a sharp decrease of the receiver sensitivity. 

In that case, when the difference frequency signal is fcjnd to be 

beyond the limits of the i-f amplifier’s passband (Figure 8.52), 

reception of signals is Impossible. The tuning of the heterodyne as 

a consequence of this reduces to fulfilling the condition at which 

fp ' fif 

When tuning the heterodyne of a centimeter range radar, the 

following technique is best. Before starting the tuning, all the 

receiver automatic adjustments (APC, CAVC, AVC, etc.) are switched 

off. 

The potentiometer axis of the manual frequency adjustment (MFA) 

(Figure 8.53) used to change the voltage on the repeller within the 

limits of the width of the klystron generation zone is set in the 

beyond position. This enables an excursion of the klystron frequency 

within the limits of the electronic frequency retur.lng range to be 

compensated during operation irregardless of any sign of detuning. 

9y changing the voltage on the repeller by means of the receiver 

tuning, potentiometer, the klystron operational generation zone is 

selected. Ba.^ed on the considerations discussed In Section 8.¾. 

this must be the zone which correspond.' to maximum rower generated 

by the klystron. The center of the generation zone is determined by 

the klystron. The center of the g.en^raMon zone Is determined on 

the basis of the receiver maximum mixer current. However, if the 

general’on zone has a distorted shape, the mixer current maximum loes 

not correspond to the center of the generation zone. Operation in 

such a zone is unacceptable. One may evaluate the approximate shape 

of the generation zone cn the basis of readings from the instrument 

monitoring tne mixer current as whs already Indleeted 1" u8 chapter. 
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Figure 8.52. Displacement of the 
frequency spectrum of the inter¬ 
mediate-frequency radio pulse 
in respect to the frequency 
characteristic of the i-f 
amplifier. 

! I 

receiver 

. i 
Figure 8.53. A klystron power 

supply circuit. 

• i 
i i i 

A more precise evaluation of the shape of the generation zone 

may be made by scanning it on an oscillograph screen according lo the 
f s * 

technique discussed in Section 8.4. ' , 

When there is a satisfactory shape of the generation zone, one 

may begin to tune the klystron to the frequency at which the cohdltlon 

fp ■ is fulfilled. This tuning is performed by changing the 

natural frequency of the klystron resonator (either by means of the 

plungers in klystrons with an external resonator or by means'of the 

tuning screw in klystrons with an internal resonator). One should 

bear in mind that a fully screwed-dowh tuning screw (plunger) corre¬ 

sponds to the maximum frequency of the klystron operating rbnge,, and 

a fully screwed-out tuning screw corresponds to the minimum frequency. 

Depending on which tuning method is used, the condition f » f. - is 
P . i A 

fixed either on the basis of the maximum amplitude (brightness) of 

the signal from an Isolated target (test instrument) or'on the t^sis 

of the maximum duration of the monitoring resonator signal. 'When 

tuning a klystron, it is necessary to take into account the fact that 

the indicated equality is fulfilled for two freouencies erf the , 

heterodyne, i.e., when: 

Ir“ It 4 I up 

• ' 
I 

I 
• I 
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and when, 

fr"'/«""/» 

Ir» both caaes, reception of useful signals is possible. However, the 

selection of .the heterodyne frequency influences the correct operation 

of the A?c circuit. 

1 Wner» selecting the heterodyne frequency. It is necessary to 
• 

consider the following ¿27]. If the frequency characteristic of the 

i discriminator of the APC circuit has the form shown in Figure 8.5*1» a 

then, the ,c< erect tuning corresponds to thte case fc > f^. With the 

other characteristic of the discriminator (Figure 8.5*1» b), the 

cdrrect tuning correrponds to the case f^1 < When these conditions 

are not met, there is a falce response of the AFC circuit. In this 

case, the heterodynes will be noticeably detuned, and the reception 

of signals Is practically Impossible, 

Establishing the Optimum.Coupling Between the 

Mixer and the Heterodyne 

The optimum coupling should correspond to that level of the 

powet being fed from the heterodyne to hhe mixer at which the mixer 

noise is a minimum. For the majority of types of diodes, the optimum 

power*level corresponds to a value of the detector current constant 

component of O.A - 0.5 »A. 

Figure 8.5*1.i Frequency characteristics of the 
discriminator of the-AFC circuit. 

a - loft characteristic; b - right character!at*.c. 
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Pinal Tuning of a TWT 

The final tuning of a TWT reduces to setting the optimum voltage 

on the second anode (spiral) and matching the Input and output of the 

tube decelerating system with the radar wave guide channel. One can 

Judge as to the correspondence of the voltuge value on the second 

Inode and the optimum value either on the basis of the maximum ampli¬ 

tude (brightness) of the signal from an Isolated target (test instru¬ 

ment), or on the basis of maximum duration of a monitoring resonator 

signal. In Section 8.2 it was shown that for low-noise tubes, the 

optimum voltage on the second anode corresponding to the minimum noise 

factor coincides with the voltage value at which the tube has a maxi¬ 

mum amplification factor. Therefore, the maximum current value of 

the reclever second detector also may serve as the criterion for 

setting the optimum voltage on the second anode. Matching of the 

decelerating system input and output with the wave guide channel is 

achieved by means of fine tuning elements (see Figure 9.18) and by 

shifting the tube along the re-enforclng framework axis. The latter 

operation is explained by the fact that the position of the coupling 

antennas attached to the ends of the spiral with respect to the win¬ 

dows of the input and output wave guides determines the degree cf 

coupling between the wave guide and the spiral. Initially, the matching 

is done by displacing the plungers of the fine tuning elements. Then 

by shifting the tube along the re-enforclng framework axis. Its opti¬ 

mum position is found with respect to the windows of the input und 

output wave guides. Optimum tuning corresponds to the maximum ampli¬ 

tude (brightness) of the signal from an Isolated target (monitoring 

Instrument). One should keep in mind that the Indicated tuning Is a 

rather fine adjustment and requires definite skills. 

Establishing the Ortlmum Coupling Between ♦he Mixer 

of the AFC and the Heterodyne 

The heterodyne power level and the power level of the main pulses 

at the mixer input must have a definite relationship. If this Is not 
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the case, currents of combination frequencies arise at the mixer out 

put. This is a cause of unstable operation of the APC circuit. If 

the ratio of the indicated powers equals 3, then the current of the 

strongest combination frequency will be attenuated by a factor of 10 

in comparison with the current of the useful signal. This ensures 

stable operation of the APC circuit. 

Consequently, the power of the main pulses delivered to the APC 

mixer mu.n exceed by approximately a factor of three the power 

supplied from the heterodyne. 

The am- unt of the power delivered from the heterodyne to the 

mixer is monitored by means of a "crystal current" instrument which 

measures the constant component of the mixer current. 

Monitoring the amount of the main pulse power sent to the mixer 

cannot be done in a similar way, since the constant component of the 

current of these pulses is very small. 

In practice, the Indicated tuning is performed in the following 

«ay. By means of an attenuator included in the mixer branch through 

which the main pulse power is delivered, the coupling between the 

APC mixer and magnetron is reduced until stable operation of the APC 

circuit no longer occurs. Unstable operation is detected on the 

basis of fluctuations In the pointer of the "crystal current" instru¬ 

ment. The position of the attenuator corresponding to this state is 

recorded. Then the coupling is increased until the operation of the 

APC circuit again becomes unstable. After this, tho attenuator is 

aet approximately in the middle position with respect to the 

indicated boundary values. 
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md 

sd 

sn 

ad 

462 

Meaning 

forward 

submodulator 

generator 

receiver 

qjartz-crystal 
oscillator 

measured 

true 

radar 

geodesic 

not defined 

not defined 

not defined 

monitoring 

delay 

sighting device 

preference 

monitoring period 

search 

not defined 
efflcler*: monitoring 
periodicity 
sudden 

gradual 

failure 

forecast 

output 

production 

temperature 

aging 

input pulse 

trimmer 

monitoring device 

not defined 

not defined 

advisability 



Hussian 

3 

H 

3 

3 

3affl 

mp 

r 
np 

A 
■i 

A 

o 
3 

no 
BO 

Typ^ri Meaning 

e 

P 

e 

o 

f ir 

burn 

O 

lf 

ô 

P 

1 

b 

f 

g 

3 

electric 

pulse 

electron 

overshoot 

firing 

burning 

heterodyne 

intermediate frequency 

discriminator 

not defined 

not defined 

breaks 

short 

gradual 

sudden 


