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ABSTRACT

An experimental measurement program has been undertaken to
determine the parameters for propagation in the 40 and 70 Hz range. A
transmitter in Wisconsin (WTF) transmitted simple sinusoidal signals for
two eight-hour periods per day for 20 days. The radiated power was 1/4 watt
at 45 Hz and 1/2 watt at 75 Hz. Receiver sites were located in Utah, Nova
Scotia and Hawaii,

Subject to the constraints detailed in the text, estimates of the
attenuation rates and the mode excitation factors have been determined with
high accuracy. The daytime attenuation rates were found to be higher than
those estimated previously on the basis of theoretical calculations, The
nighttime excitation factor was also found to be a few dB smaller than pre-
viously expected. A careful analysis shows that directional differences in

the attenuation rates ( | AW E |) are less than 0.2 dB |[Mm for both

EW ~
the 40 and 70 Hz range.

Accepted for the Air Force
Joseph R. Waterman, Lt. Col,, USAF
Chief, Lincoln Laboratory Project Office

iii



NOTATION

true attenuation rate (dB/Mm) of only propagating mode
true attenuation rate (nepers/Mm)

approximation for ¢ when total field strengths are used rather
than the direct field components

calibration frequency (Hz)

signal frequency (Hz)

excitation factor of only propagating mode (€ é l/h/m)
phase velocity of only propagating mode

atmospheric noise (dBH/,/Hz) referred to an equivalent H(pﬁeld
voltage gain in system

calibration monitor voltage (mv.)

voltage associated with the received field strength measured
at the input to correlators.

voltage associated with the injected calibration signal measured
at the input to correlators.

voltage at the antenna output associated with the received H
@

injected calibration signal voltage measured across the input
transformer

voltage attenuation ratio (associated with noise processing
circuit)

distance from transmitter to receiver
earth's radius - 6.378 Mm
magnitude of a quantity

expectation
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SUBSCRIPTS

cosine component
sine component
calibration frequency
signal frequency
Hawaii

Utah

Nova Scotia

unbiased estimator
biased estimator
direct component

round-the-world component

total field component (or associated with gain of cascaded tape

recorders)

integrated (usually refers to the integrated noise)

indices
daytime
nighttime

calibration monitor

propagation direction - from East to West (from West to East)
mid or center frequency in a selected group of frequencies

SUPERSCRIPTS

estimator for the true value of A

single average

double average

vi
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L INTRODUCTION
For the period 15 March through 9 April 1971, the test facility

transmitter at Clam Lake, Wisconsin was scheduled to transmit a simple
sinusoidal signal for two eight hour periods per day. The EW antenna con-
sists of a horizontal dipole, center fed with the ends grounded. The dipole
is a single wire transmission line hung on conventional telephone poles. The
total length of the EW antenna is 22.5 km and the line current was 300 A (rms).
The electrical axis of the EW antenna is approximately 116° S. E. (There is
in addition a similar N. S. antenna which was not utilized in these tests.)
The transmissions were specified to be the odd frequencies from 41 to 49 Hz
and from 73 to 77 Hz. Receiver sites were located at Wendover-Utah,
Maitland Bridge-Nova Scotia and Pohakuloa Test Range-Hawaii (Fig. 1).
The measurements were completed without significant equipment failures or
data loss for the duration of the tests. About 120 analog magnetic tapes (40/
site), each with eight hours of recorded signal were collected. These
tapes have been processed through the laboratory playback facility and the
results are compiled in this report.

It must be realized at the outset that the transmitted signal levels
were extremely low. For example, the total radiated power at 45 Hz
was only 1/4 watt and at 75 Hz only 1/2 watt. Since the Hawaii site is
6.53 Mm away,to obtain good estimates of the signal strength one needs to
perform the detection with equivalent bandwidths of the order of a few ten
thousandths of a Hz (i. e., integration times of the order of hours).

Furthermore, to calculate good estimates of the attenuation
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Fig. 1. Receiver site locations (past, present and future).



rate o it is necessary to average several such (properly weighted) estimates
at each receiver site.

The propagation parameters of interest are the attenuation rate o and
a term denoted as the excitation factor,1/(h A/-(Z?v_p};) (See Eq. 1, Section
II for the definition of terms). These two quantities vary with frequency,
time and possibly with propagation direction. It is an a priori hypothesis
based on our previous limited experimentation that both of these quantities
differ significantly from all day to all night path conditions but remain fairly
constant during either period. The propagation direction dependence for
30 < f < 80 Hz is believed to be so slight that an extremely precise experi-
ment would be necessary to resolve directional differences.

A number of comprehensive reviews on the status of measurements
and theoretical estimates of the propagation parameters at the lower ELF
range have been written [1,2,3]. Basically, the shortcomings of past
parameter estimates fall into two classes:

(1) Theoretical estimates depend on an accurate representation of
the conductivity profiles of the D, E and lower F regions (including effects of
ions and the earth's magnetic field). Small differences in the chosen models
lead to estimates of the propagation parameters so varied thatan ELF
communications system could not be sized m theoretical predictions

alone.

(2) The experimental measurements are based almost entirely on
spectral decomposition of individual large lightening pulses., Using two

receiver sites and an equation similar to equation 1 (but modified to account



for a vertical rather than a horizontal dipole source) the ratio of field strengths
at the two sites is taken in order to estimate «@(f). This method is rather
unsuccessful for the following reasons. First the point of origin of the
particular lightening stroke analyzed is imperfectly known, In addition it is
not known whether the stroke orientation is cloud to cloud (horizontal) or
cloud to ground (vertical). The geometrical configuration of the receivers
with respect to the lightening stroke may be such that small uncertainties in
either the stroke's position or in the signal strength estimate may give large
differences in values of «. Second, for information concerning propagation
at frequencies less than 100 Hertz, one needs to analyze the long

tail of the stroke in question which tends to be corrupted with return strokes
from the same burst and the bursts of other strokes. Therefore, the S/N
ratios tend to be extremely unfavorable for f < 100 Hz. Third, on the tail of
the sferic there may be included a component of signal which has traveled
around the world and adds to the direct path component. This will give an
additional source of error in estimation of «.

It should be noted that recent sferic measurements (Hughes and
Thiessen[4]) have suggested that the diurnal difference in attenuation rates
is about 1,5 dB/Mm at 50 Hz (daytime attenuation being the higher). If one
assumes a nighttime attenuation rate of .7 dB/Mm then o would be of the
order of 2.2 dB/Mm. (An earlier paper by Hughes [5] suggested that
significant differences in Oy and CWE exist,) In order to determine

whether the first results of Hughes (i.e., o ~ 2.2 dB/Mm) were valid we

D

deployed receivers in Hawaii and California in an attempt to measure YW



[6]). This experiment was completed in July 1970. The results from the
test were somewhat ambiguous since only the California data could be
utilized, making this a one station measurement. The Hawaii data was not
useable since the summer noise was considerably higher than expected.
(The transmitted signal strength was also some 6 dB lower than at present.)
As a rule of thumb for the accuracies that were needed in that experiment to
measure «, a S/N ratio of at least 15 dB is required. Because of low
transmitted signal and high noise conditions,even after a 3.2 hour coherent
integration the S/NI ratio in Hawaii was only 8 dB. Consequently, we were
forced to base our conclusions on a one station (California) measurement and
make assumptions concerning the mode excitation factor

(1/(h m)) for day and night conditions in order to deduce a probable
range of values for the attenuation rate for day and night. The tentative
result based on the hypothetical excitation factors was that op was reasonably

close to .75 dB/Mm at 45 Hz while the value of o, was probably closer to

N

2 dB/Mm. This high value of ¢,, was not expected and was a strong factor

N
in planning the recent propagation tests. The recent tests (with the two
station - Utah and Hawaii sites) have led to a different interpretation of these
California results. Specifically one of the main results of this experiment
was that the nighttime mode excitation factor is about 2.3 dB lower than
originally predicted and that the nighttime attenuation rate is about .9 dB/Mm
(at 45 Hz), Hence the low nighttime signal strengths in California were due to

a worse excitation factor than originally estimated rather than a high attenuation

rate; in this perspective the earlier tests and the present tests are totally



compatible.

This report has a dual purpose. First it is a compilation of the re-
sults of the recent experiment. Second it is intended for use as a handbook
in that it describes in considerable detail the receiver design considerations,
the mechanics of the system calibration and the methods by which the data is
analyzed and estimates of g and the excitation factor are determined. Since
this type of experiment is to be repeated a few more times by both Lincoln
Laboratory and Navy laboratories this report should serve as a useful
reference with regard to standardization of experimental technique.

For those interested only in the detailed results of the recent experi-
mental phase it is probably sufficient to read the main text (Sections I
through VI). The conclusions are presented in Section VI. Appendices A
through I serve as reference material.

The primary goal of the recent experimental phase was to measure
Cew (attenuation rate in an east to west direction) using data from Hawaii
and Utah. We believe we have determined this value satisfactorily.

A second goal was to use the data from Utah and Nova Scotia to look for
We were able

small differences (i.e., .2 dB/Mm) in (q a

EW ~ WE)'

to achieve this goal as well.
All field strengths are expressed in terms of Hcp (p denotes a
horizontal component normal to the propagation direction). The magnitude

of the vertical E field is related to Hcp through



|Ev| = nic—) [H |

where 5 = 3770 and Vph is the phase velocity.



II. THEORY

The equations determining the ELF electromagnetic field com-
ponents produced by a specified source at the surface of a spherical earth
and confined by the presence of a concentric and vertically inhomogeneous
ionosphere have been extensively investigated over the last decade. One
basic formulation is in terms of a zonal harmonic series. The use of this
method is illustrated in a series of calculations performed by Johler and
Lewis [7] for a specified ionospheric model and frequency of operation. The
disadvantage of this formulation is that the equations (which have a few
hundred significant terms in the series) are not readily amenable to confirma-
tion within a reasonable experimental program. In addition because of the
complexity of the series it is difficult to develop a physical insight into the
nature of the propagation and hence it is difficult to extrapolate the results to
other frequencies or models where the ionosphere has markedly different
characteristics over different portions of the propagation path (i.e., daytime
versus nighttime effects). A more useful (and physically revealing)
formulation results from use of the Watson transformation (Wait [8, 9] ) which
converts the series of zonal harmonics to a more rapidly converging infinite
series of radial harmonics. When the receiver is located in the far field

(EL@. > 1) but sufficiently removed from the region of the transmitter's

A
antipode, and the attenuation rate is greater than a few tenths of a dB/Mm,
the series of radial harmonics can be replaced to first order by the

simple expression (for a horizontal electric dipole transmitter source

at the earth's surface) representing the direct () contribution to the
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where
1L current moment of the transmitter
& angle between axis of horizontal antenna and propagation path

direction

Oc ground conductivity at transmitter

h effective height of ionosphere

vph phase velocity for the only propagating mode

n 1207

r, earth's radius

ko 27/
shorter great circle distance between receiver and transmitter
d<ogr

e
o' attenuation rate (nepers/m) for the only propagating mode.

For greater accuracy one must add to the field shown in equation 1 another
magnetic field component (g component) which travels around the world along

the longer segment of the same great circle path. This component is given by

' _ : ECi -
-o (Zfrre d) eJ[ko(vph) (ane d)]

(H) = Fe (2)

where
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These direct and round the world components add at each point to give a
standing wave pattern as illustrated in Fig. 2. It can be shown (Jones [10])
that the minimums of the standing wave H pattern are located at a distance

o from the antipode where

, _ (dn+3)) -
p -18—(?\7_[);1—) n—O, 1, Z,... (4)

and the standing wave length is

A
A = p! -p! = . (5)
sSW n+l n 2(c Vph)

It should be made clear that the total field (H )T
©

sum of equations 1 and 2 was derived under the set of assumptions

as expressed by the

a) The ionosphere is variable only in the vertical direction,
No lateral inhomogeneities (i.e., day-night transitions) are allowed.

b) The ionosphere is isotropic, that is, the earth's magnetic
field is assumed to be zero. This is a reasonable approximation provided
that a significant amount of the electromagnetic energy does not get into the
altitude region where the mean free path between electron-neutral collisions
becomes comparable to the electron gyro radius. During daytime conditions
this appears to be the case but for nighttime conditions the magnetic field

probably has some minor effect on the directional behavior of the attenuation

10
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rate.

c) The three parameters h, o and vph are expected to
reflect the behavior of the lower ionosphere (and to lesser extent the variable
ground conductivity) on the ELF propagation. Only an extensive experimental
program will show if these parameters are sufficient to characterize the bulk
of the propagation data.

d) o, h and Vph are all frequency dependent.

The form of equations 1 and 2 suggests that a good approximation for

the total field strength (HQO)T in a more realistic model for the earth-
ionosphere cavity where the changes in ¢ and Vph can be both locally and

directionally varying is (Fig. 3)

d d
= J‘o a'lg(r)dr Jko j‘o (C/vph),gdr
1

(H<p)a0 = F'e e (6)

and
2nr -d 2mr -d
e . e
= fo aé(r)dr ik, fo (c/vph)er
(H) = +F'e e (7)
(pﬁ?

and

(Hco)T = (H@)s+ (Hq:))R' (8)

F' differs from F in the following way: hm is replaced by an effective
number (h“/avphTe)eff which can only be determined from experimental data.

The primary objective of this measurement program was to estimate the
magnitude of as(r). With CW signals of the type radiated by the WTF, one can

by experiment estimate the magnitude of the total horizontal magnetic field

12
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(H )T' The difficulty comes in relating the estimates of (H )T and the
(o) (e}

function ozag(r). The first hypothesis then is that the exponential terms in

equations 6 and 7 are approximately constant over the estimate's determina-
tion time, Accordingly since the estimation period is of the order of a few

hours and the direct path length is at least a few megameters then

d d
r2 : re
,_Id ag(r,t)dr = C, Jd (/¥ o) o & = C3 (9)
rl rl
and
Zﬂre_drl Zﬂre"drl
a_(r,t)dr = C._, (c/v ) dr =~ C
_ R e’ } ph'R 4
Zﬂre er Zﬂre er

for all tb <tzc< te where tb and te are the beginning and end of the estimation

period., d and dr

r2 denote the locations of two receivers on the same great

1
circle path as the transmitter. From prior experiments [6] it has been
determined (as far as poor S/N ratios will allow) that as long as the entire
direct path segment is in daytime (or nighttime) conditions the received signal
strength is approximately a constant value over a period of several

hours. The only observable signal changes come when the sunrise (or sunset)
terminator intercepts the direct path segment. Hence for the remainder of
this report we assume that

ozag(r,t,f) a-‘{Ozag,N(f) for (tggt6) <t < (tgp -6)
(10)

ozﬂ’D(f) (tsR+6) <t (tSS—E))

14



and

=3

(c/Voplrsts Dy { (/v @y

(/v b

,

where tsr and tSS are the appropriately chosen” ionospheric sunrise and
sunset times and 26 is an appropriate transition time interval, D and N
refer to daytime and nighttime conditions,

It must be emphasized that the conditions expressed in equations 10 and
11 are very strong hypotheses that at present we are forced to make. The
reason is that for estimation purposes one needs an integrated signal to noise
ratio (S/NI) of at least + 20 dB if we are to determine a good estimate of
(H(D)T.

1 Hz bandwidth) is usually about -25 dB. Hence one must integrate for a few

However at a typical receiver site the S/N ratio (as measured in a

hours to achieve a sufficient value of S/NI for the purpose of estimating

(H ). with a reasonable set of error bounds. In order to deduce useful

oT
A
estimates of as(f) from the (H )T estimates one needs the error bounds on
A ®»
(H )T that would result from integrating over tens of hours, It is, of course,
(o]

necessary that the signal amplitude and phase are nearly constant over this
long integration time. To approximate this long integration time we take a
few equispaced samples per day (or night), collect samples over a few days
and incoherently average the results, It must be emphasized that this

and

technique presupposes that « are essentially

8, NP (e/von® g, N(D)

constant from day to day (particularly for the same GMT time intervals).

The bulk of our experimental data supports this last assumption (again within

“See schedule for method of selecting tss and tsr (Appendix H),

15



the limitations of the generally low S/N ratios).,

We have noted that the measurements performed in this experiment

e )
yield |H (d)|,, and not [H (d)| . (Only the magnitude is measured
o T o '8

and not its relative phase,) Normally IH‘p(d) IT is measured at

a few receiver sites all on the same great.circle path with the transmitter.
Since we do not know the magnitude of (Hqg(d)}i or its phase relative to

(H (d)) one cannot directly deduce (H (d)) from (H (d))... However, for
o '8 ¢ 8 o T

all the receiver sites where we have been or plan on operating it is true that

H (d) > > |H (d)| . Hence for the range (1 < d < 10 Mm) the total field
o 0 %) R g LOted GCR(

standing wave pattern appears as a sinusoidal pattern with an amplitude which
increases with d superimposed on the direct field (see Fig. 2). Then, if

the relative phase between (H )Q and (H<0)R at a particular site were random
o {
from measurement to measurement it seems obvious that an appropriate

N~
average of a series of I(H )TI measurements would give a value very close
0]

to the magnitude |(H )®|. * If this were done at two receiver sites on the same
%)

great circle path (see Section IV for details) one could then compute a value
for “Jg(f) which is relatively free of errors due to the standing wave pattern.

H and
s ™"

(H )S? for a large enough set of measurements. A simple way to change phase
s}

is to change frequency slightly (one must assume that the attenuation rate

The problem reduces to providing relative phase shifts between (

does not change significantly over this same small frequency shift), By

“The probability distribution function for the relative phase between (H g
and (H )R must however be reasonably uniform from 0 to 27, v
(p L

16



selecting a number of slightly different frequencies a proper set of phase
shifts can be obtained and hence averaging the total fields will give a result
close to the direct field alone. (The theoretical justification for this pro-

cedure is detailed in Appendix G.)

17



III. DESCRIPTION OF EXPERIMENTAL APPARATUS AND METHOD OF
ANALYSIS

Figures 4 and 5 are simplified block diagrams showing the field

site recording equipment and the laboratory playback facility, A detailed

description of the field site recording equipment is presented in Appendix A,
This section provides a brief discussion of how the receiver processes
the received signal and permits a simple calibration procedure.

An injected calibration signal (whose frequency is 1 Hz removed from
the transmitted frequency) is used to provide a continuous gain calibration
of the receiver. A frequency synthesizer provides the calibration signal as
well as the phase reference signals which are used in the quadrature
correlation receivers., The calibration procedure is discussed more fully
in Appendices E and A. Note from Fig, 4 that both a narrowband and a
wideband channel are provided. All of the processing reported here is on the
narrowband channel data. All the data were recorded on magnetic tape

and processed at the laboratory playback facility,

The magnetic tapes are played back (see Fig. 5) with a speedup factor
of 32 so as to reduce processing time from about 12 hours per tape to about
23 minutes. Each of the channels consists of a pair of correlators in quadra-
ture followed by squarers and a summer. The outputs are recorded on a
chart recorder. (A Hewlett-Packard 2 pen X-Y recorder provides good
resolution.) The units marked PAR (Princeton Applied Research Model 120)

consist basically of a multiplier followed by a single pole low pass filter

18
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(see Fig. E-1). It can be shown that the equivalent integration time is

T = 2(32)RC where RC is the time constant of the low pass filter. For most
of our processing RC = 80 sec was used which corresponds to T ~ 1.42 hours.
Even with this long integration time the signal to noise ratio at Hawaii was
typically only 10-20 dB. This low value of S/NI (low for purposes of

accurate estimation of the signal level) necessitates a very careful study of

the noise. As noted in Appendix A the noise of interest is distinctly non-
Gaussian atmospheric noise which completely dominates the receiving system
noise, The input signal to the quadrature correlator receivers can be represented

By r(t, Q) 2 n(t, ) + Acos (Z'rrfst+¢,) + B cos (21rfc

t+aA) (12)
where (A,) and (B, ) are the amplitude and phase angles associated with

the transmitted and calibration signals respectively. n(t,.) is a non-Gaussian
noise process with zero mean, Let us consider the transmitted signal channel
only since the results for the calibration signal are the same with (B, g)

replacing (A, ). Let the outputs of the PARs at time T be denoted by the random

variables Lc and L. It is an easy matter to show that

T
E[L_] = E[%f cosw tr (t, 0)dt] = A cos ¢
o
5 oF
E[L_] = E[% [ éinw tr(t,Q)dt] = A sin o
o
var [L ] = var [L_] = NO/T QNI (13)

where n(t,.) was assumed to be a white noise process with the spectral density

given by

21



- < f < 4+ ® (14)

’

NO
Bl = 5=

Lincoln Laboratory wideband ELF noise studies [11] have shown the noise
to be nearly 'white' over the bandwidths used in this set of measurements,

Nl is termed the integrated noise. After Ls and Lc are individually squared
and then summed, the result is another random variable (denoted by ;Pb)

which has the properties

P .
2 2 2
E[A] = A {1 + 2N /A" (15)
and
AZ 2 2
var [Al] = 4(N) {1+A%/N;}]. (16)
Pa
It is seen that the estimator Ai is a biased estimator of A2 with the bias
term being (ZNI). After the determination of NI the bias term can be sub-
A

tracted off to give the unbiased estimator of A2 which we denote by Alz1 to
A ~ A

2

differentiate it from the biased estimate Alz) (i.e., Au = Alz) - ZNI). Note

that this is one of the reasons why NI must be calculated. See Appendix B

for an explanation on how N, is calculated.

I

We will now outline the steps one must take in order to obtain a single

unbiased estimate of input field strength.

A A
1) At a specified sample time, ti’ values of Aﬁ(ti) and Bz(ti) are
read off the calibrated X-Y chart recorder graph.
2}) Using these two values plus the calibration constants measured

in the field the biased estimator of |H2|b is computed with the use of
(o)
equation (e-8) (Appendix E).

3) The equivalent integrated input noise (HZN(ti)) , is computed.

I

22



First HZN(ti) is determined as shown in Appendix B, The variance 0}2{

computed from the Varian 620i program is related to the equivalent input H
noise (HZN dBH/,/Hz) by equation b-19. The noise typically is analyzed for
a/seriod of an hour centered about the sampling time, ti, of the estimator

A}i(ti)' The equivalent integration time T (= 2(32)RC) is determined by the

quality of the data one is analyzing. For this set of experiments we have

chosen RC = 80 sec which sets T = 1,42 hours. Then

2 & Z
4) The unbiased estimator for the input field strength is then given
by
—~ b
(#2151, = [H(tg)],, - 2HE(Eg)/T (18)
o S''u o S''b NS )

Figures 8 to 15 sho“//\typical X-Y recordings from Utah and Hawaii, The
traces are .;.; and B2 versus time of day. The samples are separated far
enough in time that they are independent samples,

The question of 'error bars' on the sample estimates is particularly
relevant since it is important to be able to differentiate between level changes
due to changes in signal amplitude or phase and variations due to the normal
noise behavior, This is particularly important since we have made the
assumption that the received signal level is approximately constant over the

A

recording period and yet we commonly see changes in A2 over this period,
N b

It is important to determine whether the changes in Ag over the recording

period are entirely consistent with the integrated signal to noise ratio alone.
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For each estimate of signal strength and integrated noise one can compute

a sample S/N ratio

/\ /\2
2
s _ WGy [H Gy ¢ 5
— = z 1
N N (t.,f.)/T 2 :
I 0'i'"S HY (ti,fs)/T
i
The quantities (A“(t.,f.)), and N (t.,f.)/T refer to the output of the receiver
Pat 1 S b 0o 1 S
2 2 . .
whereas (H(p(ti’fs))b,T and HN(ti,fS)/T refer to equivalent magnetic field

strengths at the antenna inputs, Throughout the text we often use the first
pair of quantities since they are obtained first in the analysis. This
particular sample S/NI ratio then uniquely specifies a confidence interval
(for a specified confidence level ¢). Since the uncertainty in NI is negligible
compared to the uncertainties in S/NI due to noise, we assume that NI is in
fact a known quantity as far as determining the confidence interval. Appendix
C describes in detail the means of determining the confidence interval

(Ai(g), A%(G)) for each field strength sample. The interpretation is that

the confidence interval (itself a random interval) includes the true value of

A? with a probability (1 - ¢) x 1004.

The integrated signal to noise ratio obtained for a single sample may

be satisfactory for an estimate of |H | However, it is difficult to employ

o1’
simple H estimates from two stations to measure an effective
attenuation rate o e Let us assume as an example two stations separated
by 4 Mm with the stations having S/N ratios of 20 dB and 30 dB. (These

numbers are greater than those exhibited in Utah and Hawaii.) The 80¢

confidence limits are computed to be (20 + 1.0 dB, 20 - 1.25 dB) and
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(30 £ .35 dB) respectively. Thus the noise in itself leads to a spread in oy e
estimates of about + ,35dB/Mm. The obvious step then is to incoherently
average successive samples where approximately the same ionospheric
conditions occur and if this is not enough one can then average from day to
day. It seems obvious that one should also weight more heavily those data
where the noise is low. One appropriate weighting would be to weight each
sample inversely by its measured noise sample. At the frequency fJ. the

average is then
A
2
(A%(f:))
1
N
(20)

M

- z
2 _ =
(A (fj)) = M
z

1=

or the equivalent in terms of H
L
Z
M)
. 2
A e o
%) _] u,T M 1
L —
1=1 (Bogly 4

(1)

where i denotes the ith sample out of the M total samples taken at frequency
fJ.. The average (AZ(fJ.)) is a random variable and Appendix D outlines how
to specify confidence limits for this random variable.

By the above process, at each frequency fj’ a weighted average value
for the square of the total field strength is calculated, However, what is
desired is not the total field (which includes the round-the-world component)

but rather a good estimate of the direct component of the field. In order
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to average out the around-the-world signal the weighted total

fields, Hz(fj) are in turn averaged over the selected frequencies to give an
(4}

approximation for the direct field contribution alone at the mid-frequency,

fm. The second averaging process result in

2
2N+1 |H® (£) |
Bon) b, g = SRrTy (Z, O3 (22)
© ’ j=1 £

J
The inverse weighting with sz is to reduce the frequency dependence (see
equation 1), It must be remembered that over the band (fl, s ,f2N+1),a, h
and c/vph were assumed to be constant with frequency., fm is the
midpoint frequency in this band. Also explained in Appendix D is the means

2

of calculating confidence limits on the random variable IH (fm) lu 4

26



IV, CALCULATION OF THE ATTENUATION RATE AND EXCITATION
FACTOR

Let us assume that we have computed unbiased estimates for the

direct field strength IH at two receiver sites on a great circle which
0

Lo,
also intercepts the transmitter site. Denote the receiver site locations by
x and y. The magnitude of the field strength is related to the attenuation
rate by equation 1 which can be rewritten

—_— U [ 1/r -a' d
1= = Tt 8 %o — € je N (23)

@I,g,u*—z'ﬁ e

Let us consider the case where the two receivers are on the same side of the
transmitter. The above equation can then be used in two distinct ways,

First, for estimates made for the same time period at two separated sites

we have
IH | _pe /sin d 7re _a';g(dx-dy)
I—I—_I—I = f sin dx7re Je :
(p La,y
Or ——
] sin(dX/re) |H | I
@y = g-q_ 10l ry +20leg =BT dB/Mm. (24)
L * A = IH(Dllg:u:Y

It is evident from this equation that the excitation factor g = 1/(h"/°'e(c7vph))
cancels out in the ratio since the estimates were taken for the same time

periods for both sites. In this manner one can then determine @D and

@0 N by using the pairs of estimates {IH¢I p} and

{IH(Dlﬂ:u:X:N’ IH‘D',\Q:u:Y:N}.

D:u:X:D’ chpls,U,Y,

The restrictions on oz19 are those referred to

27



in the text associated with equation 10, After a‘\Q has been determined the
excitation factor (g = 1/(h”/oe(c7vph)) can be determined from equation 23

since all the other terms are known,

As a result of the high accuracy to which |H I,g must be known there
©®

may be a residual bias error in calibration which, although slight, is
significant in light of the high accuracies we require in the II/-I\(pIT measure-
ments, If either or both of the two sites has a consistent bias error in its
calibrations, this error can show up as a potentially large error in the
estimate of @y (i.e. A 1dB error in estimating a field strength is not
usually considered serious whereas an error of say 0.3 dB/Mm in the
estimate of o can have profound effects in sizing a global communications
system.) However, we can obtain good relative information on @y and ¢

even when a bias error in calibration for a particular site is significant. We

choose the signal estimates at two different times (a day estimate and a

nighttime estimate) for a single station. The following ratio is then computed.

Byl gu,x, 0 _ Ve von Iy @D g, N%

IH(ole,Q,u,x,N {h“c: Vph }D
& =Y - )d
__1_)_ e 39: D 8, N''x (25)
N
Note that if a calibration bias exists and is constant from day to night then
this bias will cancel in the above equation. This can be rewritten as
20 1o olg0,%,D = 20 lo ‘o ( = )d 26)
g == = 24 E'N aﬁ’ D (Y,LQ, N9 (

IH(D |39: u:X:N

28



We can apply the same sort of reasoning to the receiver at location dY and

get

H_| e
20 log =q;‘@,u,y,D = 2010g8—D--(01

N

0D " as’ N)dy' (27)

H
' w'ﬁ:u:Y:N

It is evident that equations 26 and 27 are two linear equations for the two

e
and 20 log —D The solutions are

unknowns (¢ -
N

8D~ Y5

|H |
Jmae— 120 log =X f,0,y,D (28)
dx-dY

(aS,D-a&N |
(] N,u:Y:N

= |
= 20 Nog -0 0225 D

© Iﬁ:u:X:N

P |H |
20 log -2 = - fd {d (20 log =@ % ¥, D) (29)
) =

H
(pllQ, u, Y,N
H |
- d_ (20 log =@ 0% D)y
y H

I (p',g,u,x,N

Thus one can compute the difference (« o and the excitation ratio

%D %N
P’D/E‘N even if there is a consistent bias uncertainty at either or both of the
sites.

It should be clear that the preceding discussion outlines a method of
determining the attenuation rate oz‘9 in any direction. Since in this series
of tests two of our receivers are in Utah and Hawaii we can determine

estimates of « and ANE

EW,D’ YEw,N’ €D

We should also like to investigate any anisotrophy in ¢ which is caused
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by the earth's magnetic field ]_3:0 (i.e., the difference « This

EW " YwE)
can be investigated by spacing two receivers equidistant from the transmitter
and on opposite sides of the same great circle path (dx = dy = d). Moreover,
estimates are made when both receivers are under either day or under night
conditions. Since the receivers are equidistant from the transmitter it

follows that:

(1) If the attenuation coefficient is not anisotropic (direction

dependent) then the total signal (H )., at each site due to the sum of the

oT

direct and round-the-world wave will be identical; The exact position on the
interference pattern is still to be determined but the pattern segment between
the two receivers will be symmetric about the transmitter, If the measured
signal is the same we then can say that there is no directional dependence

for o even though we still have as yet not specified what ¢ really is. (There
still may be a large daytime versus nighttime attenuation rate difference.)

One can make the case as an example that even if o it may be

EW 7 *WE’
that (c/vph)EW and (c/vph)WE are the exact values which would make the
signal amplitudes at both sites equal even though the standing wave pattern
is otherwise unsymmetrical about the transmitter. This objection can be
countered by changing the transmitter frequency by a few Hz. Presumably
the attenuation rate will not change significantly but it can be shown that the
minima and maxima positions will change significantly. If the signal
amplitudes at this new freéuency are also the same then one must admit

that there is no discernible difference in the attenuation coefficient for EW

versus WE propagation,
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(2) If the signals measured are truly different, then one must admit
a significant directional dependence. The possibility still exists that one or

both of the two receivers may have a consistent calibration bias. One can

circumvent this by forming the ratios ( IleT,u,x, D/lelT, B N) and

( |ﬁ;|T,u, Y»D)/( lﬁ;IT,u, 7, N) each of which should be independent of a
station's calibration bias. As before if these ratios are significantly
different (after the noise contributions are properly assessed) then the con-
clusion is that there is some directional anisotrophy. (However from these
ratios alone one cannot determine whether the anisotrophy is associated
with daytime conditions or with nighttime conditions.) If on the other hand
the ratios are essentially the same then the conclusion is that either there is
no anisotrophy or if an anisotrophy exists it is the same for both the day and

night conditions. The latter conclusion seems unlikely in as much as one

expects the anisotrophy, if it exists, to be more severe at night,
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¥, DATA PRESENTATION

The first point to be addressed is the simultaneous calibration of
the three receiver systems. After the three systems were built and
individually appraised as being operational, it was decided to operate
(at our Plum Island, Massachusetts test site) all three systems simultaneously
and compare the results before deploying these receivers to the selected
sites. Unfortunately, the time allocated to this task proved insufficient.
It was found that operating the three systems in the same enclosed area
(a Clark Cortez van) gave rise to major interference between the three

systems invalidating the results., In addition several breakdowns on the

tape recorders occurred and had to be repaired. By the time most of the
mutual interference was mitigated and the recorders repaired, we were forced
to ship our equipment. (It should be noted that the last simultaneous measure-
ment indicated that the Utah system gave a 1.6 dB lower reading than the other
remaining system.) The intent was to perform a series of simultaneous
measurements at Plum Island after the tests were finished. At the beginning
of the measurement period, it was realized that the Utah signal estimates
were consistently about 2 dB too low in the 40 Hz range. (It should be pointed
out that the Utah antenna was fully buried, the Hawaii antenna half buried

with volcanic rubble completing the cover and the Nova Scotia antenna located
above the frozen ground in a specially constructed hut. ) At the termination

of the experiment all three systems were brought to Plum Island for a
simultaneous calibration. Accordingly, we buried the Utah antenna to duplicate

conditions. Unfortunately, it happened that the ground (salt) water level at
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the first high tide penetrated the antenna covering and destroyed the antenna.
Thus we were left without a clear calibration of the Utah system.

Our response was to deduce correction factors by comparing the Utah
data with the Nova Scotia data and with our previous California results
(after compensating for the difference in distance). Without going into the
details of this comparison we arrived at correction terms to be used in the
o computation, When the raw Utah and Hawaii data are used in equation 24

N
the correction terms that were added to 20 log—__-‘@—LLtELE were 2.4 dB

= |
(%) Haw
(40 Hz band) and 1.0 dB (70 Hz band). (It must be noted from Fig, 6 that

0.5 dB of this overall correction term is due to the difference in off-axis
corrections for the Utah-Wisc. and Hawaii- Wisc. propagation paths. Hence
the calibration corrections that were added to the raw Utah data are 1.9 dB
(40 Hz band) and 0.5 dB (70 Hz band).) It should be recalled that the only
successful simultaneous calibration at Plum Island gave the Utah system a
1.6 dB lower reading at 45 Hz, This is close to the deduced correction value’
of 1.9 dB. In any case, the 2.4 and 1.0 dB correction terms were the values
used in the computation of the o estimates which we have orally communicated
to the ELF community.

In October, 1971, during the following phase of the measurement
program we decided to resolve any questions concerning our adjustment of
the Utah data. Accordingly, we simultaneously calibrated all three systems
at PlumIsland (over a period of weeks). One of these systems was sent to
the same Utah site as before and test transmissions with the EW antenna

were scheduled. The results of these tests showed with high confidence the
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Fig. 6. 'Off axis' pointing angle corrections.
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following to be true (see Fig., 7 for comparison):

(1) The results with antennas above or below ground are identical,

(2) Different Utah site selections over a 20 mile area gave the same
results.

(3) The calibration correction factors to be applied to the earlier
set of Utah data are 1.9 dB (40 Hz range) and 0,8 dB (70 Hz range). (This
means correction terms in the o« computation of 2.4 dB and 1.3 dB
respectively, when the off-axis corrections are included. These numbers
compare extremely well with the previously deduced values of 2.4 dB and

1,0dB.)

It is strongly emphasized that the Utah data in this report have been corrected

by 1.9 dB and 0,8 dB. Off-axis corrections will be added in only when «
computations are made.

Sampling times and intervals are chosen to be the same for the Hawaii
and Utah data so that one can compare the signal levels pairwise. The
selection of a sampling interval depends on the signal level and noise intensity
at the furthest site (Hawaii), The choice of the receiver's integration time is
somewhat arbitrary. It must be short enough so that neither the amplitude
nor phase of the received signal experiences significant change over the
duration and long enough so that the integrated signal to noise ratio is
sufficiently large so that there is a reasonable likelihood of detecting true
signal amplitude variations (as opposed to those variations caused by noise
alone). For our purposes,an integrated signal to noise ratio of 14 dB is a

desirable lower limit (see Fig, C-2). Lower values of S/NI reveal a rapidly
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growing variation due to noise alone which would mask changes in

signal level. After experimentation with several integration times, we have
selected an equivalent integration time of 1,42 hours, which we have used in
determining all the estimates in the following tables and figures.

The transmission schedules were selected to maximize either the
number of daylight or nighttime hours over the entire Nova Scotia to Hawaii
path., No attempt was made to determine the effects introduced by the day-
night terminator intersecting the propagation path. One reason for this
omission is that the changes associated with the transition from daytime to
nighttime conditions have a duration of the same order as the integration
time. Hence accurate signal estimates during this period would require a
significantly shorter integration period, which, unfortunately would be offset
by a low S/NI (with large variations being introduced by the noise). A
generalization that can be made, based on many recording periods taken all
over New England, is that under either pure daytime or nighttime path
conditions the phase change over a four to six hour period is at most several
degrees. In Hawaii, the phase change associated with day to night transitions
conditions is of the order of 20° Lastly, it appears that the received signal
amplitude also is nearly constant over either the daytime or nighttime
conditions. There also exists a clearly recognizable amplitude change over
the transition period of up to about 3 dB. All the ensuing data should be
viewed for consistency with the preceeding generalization. The constancy
of signal over an entirely daytime path (or nighttime path) is the foundation

for all claims that we make that the average o and excitation factors derived
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have a real physical significance.

Figures 8 through 15 are typical representatives of the data at 45 Hz and
75 Hz at Hawaii and Utah, (The data at Nova Scotia is much the same as that

A

in Utah.) The vertical scale for A‘2 (or BZ) is proportional to voltage
squared. We have omitted the actual voltage scale used in the computations and
replaced it by a set of equivalent input field strength (H(,D) values in dBH. Note
that the resulting scales are very nonlinear in dBH. The benefit of this
scale is that one can easily see for example a 'l dB' variation. The sample
values of Aé and B‘2 are picked off such traces and the biased estimates of
Hi computed with the aid of equation e-8 (Appendix E). The traces for Utah
are seen to be relatively constant over the measurement period., (This is
consistent with the S/NI being generally higher than 24 dB.) The Hawaii
traces exhibit more variability., Much of this variation will be shown to be due
to the noise alone; the S/NI being typically around 12 dB for the 40 Hz range
and 16 dB for the 70 Hz range. It must be noted that the noise intensity often

changes by as much as 6 dB over a few hour period. This also tends to

produce traces with unusually pronounced variations over a short interval.
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