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Thals paper duveloupes techniques to dotewmnine sampla

sizo and sampling Jdrration when measuring meun time between

failures and rean timo to repslr. The oxponontial. normal
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CUATTER I

INTRODUCTUION TO TR PROBLEM

Life cycle analysocs and tho dotermination of gystem
parameters, gauch as mean time to repalr and moan iime be-
twreen fallures, are depandont on obtaining sufficiently
accarate and timely data Trom the organizaticnal or user
unit. The Army had been collecting this dato under TAERS
(o Army Ingincering Report Systom) and is prosantly col-
lecting it under TAMMS (The Army Materiel Mannioment Sys-
tem)., The hope of these systems was to collect all infor-
nation on failure times, repair times, and corrective actions
on nearly every item of equipment in the Army inventory.
The result was a huge quantity of mosily ugeless informavion
that required much paper work on the part of Army maintenance
men and data collecty.s., Cormputer storage of al. the data
doveloped into a monumental task. The moal unfortinnte
aspect of this system, howover, is the inability to gel
apacific maragement information, In most ingtances, even
if the data olements such as localization time weore rocordod,
the data i3 subject to inaccuracy and omitions sinco in many
Cuony, rorconced un*raineu 1n unta colliveuien wre preoviding
the information,

To congorvo time and resources, tho Army has now decid-

ed to discontinue TAMMS on all but & fow major ltoms and has




2
implomented the concept of Speecial COperational Datua Collec-

tions According t¢ ANC Rogulation No, 750-13, Paragraph 3B,
Speclal Operational Datu Collection 1is defined as:

A data collection, proceasing, and analysis systom

controlled by thn equipment proponont gnd specif-

ically dosigned to gather ancurgto, timoly, and com-

plets data nocessary to ovaluate the performance cf-

foctivonoss of Army matoriel in the fiold.
It i3 tho hopoe of this paper to presont an organized and
goneral approach to providing reliability and maintainabil-
ity parameters in such a systom. Bocause of the great asize
of the areca of investigation, only a penerai framcwork and
a 'ew apocific examples will be presented in this papor.

The provlem of developing a geuoral sampling plan for
this gystem 1a complicated by the mmount of non-statistical
external oonstreints. The basiec approach will be to detail
tho decisions nocessary to arrive at a sampling technique
and to fit this techniguo into tho constraints of the specif-
i¢ problem. These dacisions are detalled in chaptcer three.

48 will be shown in chapter two, most litorature on
sampling tochniques pertains to acceptance sampling where o
forehand knowled~e of acceptable and unacceptable charecter-
jistics allows fcr tho development of soundly founded "optimal"
accoptanso sampling plilic.  Tuode piwie weu woleadpod in terms
ofﬁ(and,srisks which define the probabllity of rejoction ot

items with acceptable charsctoristics ( oc risk) or acceptsnce

of items with undogireable charactoristics ( B risk).
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Tha basic dirforonce in designing sampliug jiaas rox
maintenanco intormation retrioval 1s that there are no ac-
ceptabla or unacoasptable charactenistios on which to dealgn
a test. This doesgs noi rmesn tho stalistical technigues used
in dotormining sampls size are differcont frerm nsccobtencn
sampling btechniques. It juust moans that one muat have a
dirfforent terminology and a different approach. One must
now debermine confidense iIntcervals for the parametorsg of
~intoreat, Tt is unfortunate that these conlidonce inter-
vels depend on both samplo size and variance. It will be
shown that oven wihion tho mean, variance and distribution aro
asswiod Knowa, bLhe task of providing ftue most cost-eflective
saupling plan is prodigious. Tho intormation which ia re-
quired by tho Army when roquesting a special data collection
plan is as follows:1
1. Security guido.
2e Project description.

3. Basgic characteristics to bo measurod.
e A matoriel descripticn,

5. Proposod start and completion dates.
6, Type of units oxpected to partiocipate.
7. Goographicsl locations.

8, HKosourced estlmatia,.

1 AMC RWGULATION NO. 750-143, 22 April 7C.




9. Mlasion cbjectivos,
10. Deacription of information dealred.
11+ A preliminary dosipgn.

The information that lies witliin the scope of this report m)

numbers 3, 5, and 8.

DUPRI




CHAYTER IX

LITS0ATU R SEARCH

Tho goal ol tho litoratare gsearch will be to detormine
tho basic Roiiability and Madutuinability parmmotiors 1o bo
necasurcd, dobormiins aad derine the dauta olomenss to be col-
loctod, and provido methoda to dgtomitine sampllng plans.
Also, ithe probleng of oxtornal factors such ns geographical
location, sanpling costs, and othor externnl canstraints
will bo congidoroed in tho Maintainability and Rollability
teating progrom.

Reliebility is derined in ARING (1) as:
Reliability 13 the probability that & aystem
will porierm satisfactorily for at least a given
period ol time whon used under stated condi-
tiona,.

In order to apply this derinition of Reliability, one
rust dofino what a failluro is and the conditlions wunder which
the i1tem ig to Lo uscd {miussicn, geographical loocation,
typog ol personnol).

The roliability function 1s the same probability ox-
preoased as a function of time., It is one of tho paramotcrs

which may bo uged to defiuo relianbility in a quantitative

fashion. It 13 usually measured by a survival cure.

1  ‘Ihe number in the parenthosis is tho location of the
text In the refsrenco list,

5
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Howovor, because of the incroasing importance of the
gvstoem ocharactoristio known as avallability, a moro popular
moeasure of rellability is Moan Time Between Failures (MIYBR),
Tt has beon pointed out in ARING (1), however, that when one
doos specily this parameter one also must spocify the diy-
tritution of time betwoen fallurcs to go with it., MIBF by
itself is not a moasure of reiiability. It io this param-
eter MIBF, along with tho maintainability paramsters, for
which teasts will beo primarily designed.

Maintainability is defined in MI[~5TD 778 as follows:

Maintainabillty is a charactoristic of

desirn and installetion which is exprosged

as the probabilityv that an item will conform
Lo specified conditiong within a piveon period
of time when maintenance action is performed
in accordance with prescribed preoceduros and
Ig30urcog.

The poriod of time required to rostore an item to a
spocifiod condition is called down time. Down time has been
broken into many parts. The ti'c major parts being active
down time and delay down time. In active down time, one
usually mskes a distinction betwoen preventive (achoeduled)
down time and corrective down time., Correctiv. down time
may alsc be broken down into locallzation, igolation, ropair-
replace, and check out time. It 1s thorefore vory important

t» determino which, if not &ll, of these times are important

to the problem at hand and design tha data colloction sygtem

to it those necods.

T ——




Tho malntainability pavawandera ugually moasureod sro
Mcan Timo to RNepalr (MITR), Mean Prevontive Action Timo

——

(M,), Moan Actlve Corrective anc Preventivo aActiorn Time
(%), il of course Mean Down Time (MDT), I% mugst slgo by
kopt I mind that theso parameters do not havo a full moan-~
ing until tho distribubtion oi &imoc ia specified.

MUTR, ﬁﬁt! and M are usaally cbaerved to Lo log mormal-
1y distributed. Thoveilors by talcing thn logarithm of each
rojeir time, tho resulting distribution is usually novmal,
Caroc must beo takon when using this technique since the anti-
log of the moan of the nomaal is not the mean of the log
normal, but Lhic median of the log normul. Delay down time
docs not possess this cuiw.... tehavior, and it is therorore a
good practice to goparate at leust lhe delay timeg from
active repair times, Dolay time is usually further subdivid-
ed into loristica Himo and admiuigtrative btinio. The compar-
json of Moan Delay Timo to MITR is also very valuable to th2
maintainabiliiy engincer in dotermining whether systom (item)
design is inadaguatc or whether repair facility lay out or
gparing levels aro inadaquate.

The mujority of tho statistics necessary for the detor-
mination of & sawmoling plan and the analysis of the datu is

precented in Quality Control and Indugtrial Statistics by

Duncan (3). Most sampling plans prosented in this text are

accentance sampling plans or test of hypotihosis. Theose plans

are concerned with whother a sumple statistio falls within
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an interval or outaide an interval. Of interest to this
Paper are the methods of devormining this interval, hecpefully
prior to ths analvsis of dsuta.

The following chapter presents the logle noceasary to

arrive at s sampling technique.
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DLCISTONS NEEDED T0 ARRIVE AT A SAMPLING PLAN

Tho following scetions wore propared to itomize ihe
decisiony and congiderations rnccesaary te formulato a sam-
pling plan, Only two auech plons have baon considered in
this papor. Other nlana, such as thoso to moasure maxi -
num time to ropair or cowbinations of tho various param-
oters, have beon oxcluded since tho puvrpose of this panor

3 to prosont ouly a poncral Crumowork and a £ow specific

(XN

examnles., The two parametors MTBIF and MPTR weie chosen
becnuse of their importance in dotermining the availability
of a pioco of aguipment.

Tao following diacusgion should be applicable whothor
one ias leooking al an entire system, a subsystem, or just
one elomont of a systom. It aliould be noted that the par-
ticularg of the plan, such as tho data colloction formg and
the type of date collectors, will be dopondent on tho item
in queostion, but tho riethed of dotermining sample size and
sampli i time, which are proscnted in tho following chapters,
should not be dependent on thneso particulars.

The fcllowing section will discusgss the mean time be-

twoen failures (MIBF) parameter,
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Mo.n Time Between Failluras

In most cases, whore a reprosentative and sufficiently
largo sampleo exiata, the distribution of the sampled mean
time belwoen fallures should be approximately a normal dis-
tribution gbout the true mean time between failures. It is
for this reason that MIBF and MTTR are particularly nice
pParanetara to measure. If one knows the variance of timo
bet.reen Taillures, one may always determine a sample size N
required to measure MIBF to tho dosirod accuracy, as will
be shown in subsequent chapter. I% ig the form of the dis-
tcrming tho amount of time
necessary to accomplish the N failures and will determine
how tho data is analysed. The exponential time batwecn
failures will be discussed in Chapter IV and t ho normal
tir between failures will be discugsed in chapter V.

Figure 1 presents the decisions necessary to arrive at
a8 desgired sampling plan. 7“hie first consideration in dovel-
oping a sampling plan conrerng the suspension of scheduled
maintenance. II tho item under consideration is replaced
or parts of the ltem are replaced or repsired in the process
of scheduled mainienance, and these actions will interfers
Iwith the acquisition of the required data, then the suspen-
sion of scheduled maintenance may be required.

If the item to be sampled is a new system, the time

between failures may not be characteristic of that item in
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later oporation. 1t is for thia reason that subgequont san-

ples may bo doemed nocossary.

If no pood eatimale off Lhe mean 1y avallable, the dura-
tion of the tost is indeterminable. The occurrenco of this
situation is not usually very common aince the procurement
and dosign phuses of life -vele usually provide this informa-
tion. If this case doss arrise, however, one may chooge to
test a small, handy sample for the meoan and uso this as an
estimate to determine this paramntor with a highor confidence
in a subsequent tost. If a plan with an indefinito terming-
tion date i1s accoptable, the nced for a cpecial meoan test is
not necoyssarye.

The confidence with which the mean is measured will de-
pend on thoe saple variaance and the size of the sample, If
a target confidonce on MTBF exists, the sample size will be
dotermined fiom consideration of the variance. If no esti-

may toeoat for

rnilahla o ane
Lahbhla QY nay

n
a Y naa S Wy wealdl 2

-

(

the variance. If tha gample aize chosen for this test was
such that a "t" tost provided sutficient confidonce on the
mean, one need not porform n socond tovst, However, this ig
unlikely.

Finally, one muat consider tho form of tho distribution.
If the form can be sggsumed exponential or normal, then the
mothods of Chapters IV and V can be spplied. Ir the disiri-
bution is known to be of somo other form, a plan may be

formed usiug the consid rationsg of Chapters IV and V. If the

i ksl
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form of the distributicn is unknown, a non-parametric test

shoula be used,
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Figure 1. DECLSIONS TO DEVELOFE A MI'BF SAMPLING PLAN
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Mean Time To Repair

The distributicn of the sampled mean time to repair will

alno approach & normal diastribution for a suffioisntly repre-
sentative and large sample. The sample size N necded to ob-
tain the desired accuracy is easily ocalculated once the vari-
anco of time to repalr 1s imown., I one wishes to induce
failures, no problem in obtaining this required number is
expected, If one is using naturally occurring failures,
however, one necds an estimate of the failure rate to deter-
mine the time necessary to obecerve the required number of
failures.,

Figure 2 presents the decisions necessary to arrive at
a desired sampling plan., The first decision necessary con-
cerns wheth r the item is newly fielded or not. Special
consideration must be given to a newly fielded item since
the repair times may not be representative of those times
L

th £ the item, One miat consider

o
(=

ir

4]
¢

performing a subsequent test to determine the changes in
time to repair,

Next, we muat consider the form of the distribution of
time to repair. The case of log normal time to ropair is
covered in Chapter VIi. Other distributions would hsgve to
beo considersd on their own merit.

A pricr estimate of the mean time to repair iz not

usually necessary in determining the test duration if the

collection of the data uses naturally occurring failures.

Mo ki e b 2 il




15

In this case, tho time consiraint ia uguaily moro dopondeni
on the amount ol timo that is required to obtain the necoasary
Tailures than 1t 1s on tho times requirod to perform the re-
pairs. If the repair time is a sipgnificant factor in deter-
mining the tost duration, it may be necossary to semple a
small convenlent popuvlation to got an estimagto.

Tho cample sizno will be deotormined by the desired nccur-
acy and the varianco of tho time to ropair. I no estimate
of this varlance is available, a convenient sample should be

tcated for the variance. If the mean is dotermined to the

desirod accuracy by means of a "t" test, further sampling
is unnecessary.

If the MITR is to bo deler.udncd within as short a time
as possible, artiricially induced failures shculd be consid-
erod. There are sovoral probloms with this mothod, The firsgt
is detormining a representative set of failures to be induced,
ainca this will affect tho MPTTR. One musat also consider the
facilities neceasary to handle the work load.

If artificially induced fallurocs are not used, an osti-
rmate of the Tailure reto or time botween Cailurcs is noceasary
to determine the duration of a tost, A convenioent sample
may be tested to determine this paramctor if it is not known.
It may oven be necesgary to lmow the variance of time between
fpilurecs if the sample size is not sulficiently large.

The next chavter presents the conslderations necessary to

detormin¢ & sampl.ng plar. for moan time betwoen failures when




the distribution of time between failures is normal.

16
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Flgure 2, DECISICWS TO DETERMINE A MITR SAMPLING PLAN




CHAPTER IV

EXTONENTIALLY DISTRIBUTED TIME BETWEEN FAILURES

The following method is useful in determining sample
size and sampling time nocessary to attain desired acouracy,
when tho distribution Is assumed to be exponentiasl and one
has an ostimate of mean time betweon failuros.

One can assume that the distribution of the mean will
be normal for a sufficiently la-ge sample (N>15) and that
the variance of the mean will be 2qual to tho variance of

the times betweeon failure divided by the sample si:ze, ‘

a8 oywn
v & waa

n
- A - w

L]
(244
¥

with mean = 6
‘and variance = 0% ,
Therefore the variance of the normally distributod MIBF will
be 92/N and the standard deviation will be 0°= 6/ YN .
If one wishes a 95% confidence interval on MIBF the interval
will be (from normal tables & g,¢ = 1496)
6 ¥ 1,9 0
or
6 (1 21,96/ 4N )
It i3 bocause the sxponential distribution is a ono paramstor

distribution that o gets the dependence cf variance on the

IO ALl
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Thia dopendence allows us to determing gamplo glzo in-

dupondently of the mean, It is accomplishod Ly dividing the
oonfidencs interval by the mean glving a poreent confidence
intorval. For oxample, if' one wishes the truo MIBF to lio
within 10% of tho estimato, with 95% confidenco, ono calcu-
lates tho sample size by tho following mothod:

Z.97q070 = ,10
1.96 (0/4N 1/0 = .10

1090 /AN = 1

Aﬁ“{— = 19,6
N = 38

It was by this mothod thal Table 1 was calculatod by
USALECON (S). This number N represonts the numbor of fail-
ureg tin t must be obgorved to (et the desirod accuracy.
Thie problom now is to dotermine a sumplo size and a gsampling
tima,

The expocted number of failures from a samlo of size n
with mean 0 in a poriod of time T is

N(P) = n(1 - o /8

This formula asswiecs sampling without replacoment. This
Tormmula will bo acceptable if the probability of more than
one failure is smsll (large n, amall T). If more than one

Lfailure por item is allowed, a different approach is noces-

sary. This approach will be covered lator. Tho Vvalue N(T)

has already beecn determined from Table 1 and a curve of T/6
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TABLE 1

Fallure Observation Roqulrements to
Limit Errors in MTDI Lotimatoo

REQUIRD FAILURE OB3HRVATIONS ]

PERCENTAGE ERROR PROBADILITF THAT ERROR IS NOT EXCEDLD
IN MTBF .35 «90 Y «95 099

5 830 1082 1537 2655

10 207 271 380 66l

15 92 120 171 295

25 33 L3 61 106

35 17 22 N 5l

Noto. Assuming an exponential distribution of timos botwoon
failures,

Reference: Guidebook for Systoms, Analysis/Cost Effoctiveness,
USATECOM, March 1969, "

Inquiries regarding this document may be forwarded to the
Cormanding General, USATECOM, ATIV: AMXRD-AMO.
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verses N/n muy bu traceds The faanctional relationship is

T/6 = «1n (1 - N/n)
If the cent assoolated witn Uims da O, (T) and the ocost ac-
sociatod withh guiple aslze 1o C?(n), the total cost will be
C = C1(T) 4 Cz(n). To dotermine a particular value of T

and n one rmugs minimize the total cost, subject te the con-
. N
straint T + 0ln (1 - Y ) = 6. To accomplish this, replaco

T by ~ (1/6) 1In (1-N/n) in 0,(T) thorefcre producing a cost
which i dependont on only one variable n.

C(n) = C1

To dotermine tho maxima or minima values, sot the derivative

(-(1/8)In(1=N/n)) + C, (n)

of this function equ«l %o zero., A negative gocond deriva-

tive implies a local minimum., If thore is more thnan one

local ninimum, choose the one which yviolds the lowest total

cost, Caro must be taken, however, since n nust be an integer.
The above calculalions wers made using the expected

number ol failures. It ig therefore reasonablie to aggume

that about one half the time this mothod is used, ono is

not going to recoeive the number of cbsorvations necessary

to obtain thoe accuracy for which one has planned. This

occurs becaugo the digtribucion of tho rumber of evouis in

g time inteorval is a Poigson distribution and for most casos

can be approximated by a nermal. If having tho gpecified

aceuracy is very important, one would like to design tho test

in a way that one would have a high confidence of meeting

-
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the accuracy.

The distribution of events in an interv:1l, when tine
tetwaen eventa ias exponontial, is & Poisson distribution,
The meun and variance of this digtribution is V. If oneo
approxiuiates the Poisson by a norma’, which is a good approx-
imation for large N, one can compute an effective N.v|

N1 =N + ZX N
Whore Zyis tho N(0,1) coordinate which gives the desired
assuranceai. One may now use N1 in the plnce of N in the
previous calculations. The cost has obviously increased to
get assurance of anccuracy.

The question is now, "ilow good was the initial estimate
of MTBr?". Obviously, the sonfidence interval had to be
greater than what was desired or (her would be no necsd for
Turther samplings If the accuracy desired is neoded with a
high probablility then lmowing the wvarisnce of the estimate
one may use an effective mean O, such that

8, = & (1 + 2y/ N, ).
Zdis the normal coordinate for the assurance desired and No
is tho sample size used to make the flrst estimate of the
riesn @, This modification will also cost money since it
will increave the sampling %ime.

If ones allows the items in the sample to have more
than one railure, a decrease in sample gize or a decrease in

the sumpling time mocessary to obtain the same accuracy van

be expected. Thils ocours because the number of failures to
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bo cbserved remaing constant while the numbor of failuros

por item increagcs. Tho estimnte for MIEBF in thisg casc is
8w (nrp -1y ) /W

Vhere Tp 1s tho duration of tho test, Tp is the total down

time of d 1 failed items, n is tho number of items on test,

and N is the number of Tailures. The quantity 2N6/0 1s a
2N !
Values of 2N)30 ono can gssume that the quantity

Chi Square varigbls with 2N degrces ol freedon For

has & normal distribution with a mean © and a variance 1.

If one wishes 8 to bo within 107 of 6 with a 95% confi-

dence, the above quantity musi lie between =1.96 and + 1,96,

If ® = 0.96 then the normal coordinate is -1.96 and

gL N (L90) /@ -yl N -1 = 1,96
If one nepglects the -1 compared to large N, one calculates
N = 384, Ono wili note that this is tho samo solution as
before, and therofowre ono ig allowed to use Tuble 7 to de-
termine N, Tho difference liecs in tne fact that we now have
a differert relationship betwoevn test duration and samplo
size.

‘J.‘=(N(1+TD)/n

A gamling plan can te determined in much tha samse nannor
as for the one falluroe per item approach, tho only diffor-
ence being the duration-sample size relationship. One
drawback, howcrer, is the necd for an ostimste of total

down time of all failed itoems. An egtimato of thls param~




otor is
TD = N3MDT
where MDT ia ths mean down tine.

The final approach to be congidered is to terminate
thoe sampling plan aftor a specified number of failures. This
plan has the great advantage of simplicity. One need only
look in Table 1 for the cut-off number for the desired
accuracy and choose a sample size (usually about the size
~of tho cut~off number). The big disadvantage, however, is
the unpredietabiliity of the plan's duration. One cammot
schedule work loads and assipnments with much confidence.

If one has no prior estimates of 6, however, it 1is
probably the easiest methecd to obtain this estimate. Using
a rather broad confidence interval and, therefore, a com-
paritively small N and sauple size, one can sample items
conveniently &t hand and in a hopefully short time have
the estimates. If desired, a specified termination date
override may be used to prevent extremely good items from
consuming too much time. The full sampling problem can
then be approached in the more complete manners

The noxt chanter will present methods te determine
riean time between failures when the distribution of time

betwoen failures is normal,

.




CHAPTER V

NORUALLY DISTRIBUTED TIME BETJREN FPAILUIRS

If one has an ostimate o1 the variance of tho normal
distribution, the number of failurcs noccasary for any de-
sired confidence interval may be determined from

N = ( 2B(q ) O/ R )? M)

where 0°is the cstimate of varianco, 2(1_072) is the nor-
nal coordinate for tho dosircd confidence (1-«), and R is
the differonce botween the upper and lower limits of the
confidence intervael. Tho confidonce interval commonly used
is 959 confidonce interval, whore 2. g75 = 1496

If one has an egtimate of MIRF and one determines the
duration of a gumpling rlan cqual tc this cstimate, the ex-
neeted number of failures would equal one half of the num-
ber of Items on tost.1 In practice this would not provide
a very effective test since all the times to failure which
would have cxceded the mesn are not obscrved, therefore
complicating the analysis of data and making it difficult
to detormine if the underlying distribution was actually
normal, The moat desirable condltion occura when all the
items on tost have failed, Tho probability an item will

£ail in a timo T is) if T = MTBF + Zy0 . The probability

1 One must gasume here that all items on tesat start
at timo zero in now or repaired condition.
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that all items in a sample of size n will fail in T is Xn.

It 13 obvious that as n becomes large, one should not oxpect
all 1tems on tost to rfail. IHowever, with a large numbor of
data points covering a sufficient rango of the distribution,
one may perform a least squares it to determine the param-
etors of the distribution. This test requires that the data
be grouped. Obviously, the last group would congist of those
items that have not yet failed. Tho expected size of this
group is (1-7Y) n, is the sample size.

For small samples, n 30, or samples with little confi-
dence in *he original estimate of the variance. oneo would
have to use a "t" test to determine the confidence interval,

It must be noted that only one failure per item is
recorded, The sample size is then cualculated tc be n = N[j.

If a sample of size n is not aveilable or is inconven-
ient to test, one may specify that cach item on test fail a
gpecifie number of times p. This requirement musi e linosed
since, if somo items fail many times and others fail fewer
times, one will bias the sample mcan to be snorter than the
actual mean of the underlying distribution. The sarplo
éize is now n/p, but the duration of the test must now be

h failure is p times the

increased, The moan time to the pt
MTBF and tho verianco will be p times the estimate of time
between Tailure variance. One may use this moan variance
and pgo through the same procedure as for one failures per

item to dotermine the duration of the tost,.

i i s




27

T onv hasg an cstbiniato of MIBI but no catimate of tho
variance, one has no peod moblhiod by which to dotormine a
sample size. A best (ucss of variance may be used and a
plan may be dosigued to these anpecificationg. Tho confli-
dence interval on tho mean will be determinod by a "t" tost.
One nay have to take a gecond sumple if the desired accuracy
i3 not obtained. Oue could alao have tesled a amall sample
to get un estimato of the variance and then designed the
tust uging this estimate.

A procedure similar to the one above may bo used when
o hins neither oatimate. In this case. the testing of a
small sample is probably more advantapreous than guessing a
mean variance. In the latter case, the probability of
having to take s second large sample ia greatly incroased.

Tha cost trade-offs to bo made in tho sbove plans do
ot lend themselves to analytical methoda of agolution. I
the cogt ol sampling Co(n) and the timo costs Cy{T) are
tnown, o drute force method of minimizing cost may be used.
A computer program could be designed to do this.

The Srade-off botween accuracy and total cost may be
periomed nore casilys It is a reasonable agsunption, in
this casoe, that the total cost is a function of N. This
is true sinco the smapling duration T will not vary much
with N once an optimal n and T have been doteormined. The

difficvlty here lios in dotermining the worth of accuracy

W(R) and tho cost relationship G(N).
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Tho quantity W(R)-C(N) reprosents the value of the }

information after the cost of cbtalining this information
has beon aonasldered. To optimize the mampling plan, one must

maximize this quantity. The relationship between R and N is

given by Eguation (1) and the solution may be obtained by
simple substitution of a varieble and solving for a maximum,

Finelly, one must considor the core of the items being
sampled. If the paramoeter to be measurod is MITBF, tho sam-
ple should inelude all ages with equal probability. It
this condition is not met, the mean measured is biased by
the age ¢f the equipment. It is theorefore important to
tke more than one sample when one is dealing with newly
f:1ovlded items, Subsequent samplos can be scheduled annually
or as needod, This process revesls more information sbout
the instantaneous failure rate of the aysten.

The next chapter will present methods to determine

sompling plans for msan

of time to 1spair is log normal.




CHAPTER VI

LOG NORMAL TIME TO REPAIR

The mogt commonly used distribution for timo to ropair
is the log normal distribution. Tho MTTR will approach a
normal distribution with a varimnce equal to the variance
of tho timo to ropair distribution divided by N the sawmple
size, N can therefore bo calculated by the method ol chap-
ter V if theo variance 1s known. In this casc, howevor, one
nood not be concernod that the data is incomplcto since
or every fallurs

If feilurea aro to be inducod, tho teat duration will
depend only on tho amount of time nocessary to induce tho
failure, the moan and maximum time to ropair, and the num-
ber of repalrs that cuan bo handled at one timoe One can
assume the time to induce a failure is nogligible. If the
number of repairs that can be handlod at one time is less
than N, ono is faced with a Quouelng Theory problem, othor-
wise ono can assume tho duration of g tost equal to the
observed maxirmum time to repair. Thoe observed maximum time
to repair is a random variable.

If one wishes to toriminate the test after a proassigned
duration, onc would like to have all repairs acconmplished
by this time. Tho confidence of thls happening is ¥ N,

where § is the probability of repair in tho time allowed.
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In most cases a very high confidence of comploting all

repairs may not require an exceptionally long poriod of
time,

In most cases, naturally occurring failures are pre-
ferable to induced failures. Induced failures would usually
be used when ono wishes to study a particular rerair opora-
tion. When using naturally occurring failures, ono rmust be
caroful if Adoaling with a particular age group. It is very
possible that a large percentago of the repairs are charac-

teristic of that age group and therefore bias the measure

vt

of repair time. It is important to get sg uniformly dis-
tributed an age group as possible when measuring MITR, 1In
cases where this is impossible, such as with a newly fielded
itom, one or more subsequent samples should be talkon to de-
tormine the effect of ape.

The duration of the test will now depend on tho instan-
taneous Tailure rate and sample size, The instantanesous
failure rate is the inverse of tho mocan time betweon fail-
ure.1 The sample size for this problem may be several times
larpger than the number of failures we wish to obscrve. Even
if the distribution of time to failure is not exponentisl,

the expected number of fallures with n items on test for a

time T, is N = nTy/8. The instantaneous fallure rate may be

1 A thorough blend of ages and states of repair must
be assumed.
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usoed as an approximation even if the failuro rato is not
conntant ag long as tho failure rate doge not chungo signif-
foantly during tho test intorval.

The tost duration would then cqual T, + T whore

Danx,
T

D ig tho maxirmmum down tire ., A cost trade~off could beo
performed in the same mannor as in Chapter IV, The above

rmothod requires n/N be large. If one cannot satisfy this

condition, tho distribution of timo between failuros must

be conaidered, and a samnling duration must be dotermined

in a mannor similiar to that in Chapter V. This duration

ig, of courso, modified by adding Tomax.

I tho needed c¢stimatos are not availnble, one musat

guestimate the parameters and design a plan accordingly,

knowing that a further sample may be necessarye.




CHAPTER VII

SUMMARY AND CONCLUSIONS

Chaptors III thru VI have boen concerned with dotor-
mining samplo sizes and te.t durations for any type itom,
systom, and subsystom in goneral. The specific itom con-
siderations of a sampling plan such as data collection
forms, goographic locations of the somples, and training
skill of the data collectors have not been amphisized in
this paper. The cost congiderations mentionod in tho text
would obviously fall in this category. These considorations
are very important to g sampling plan and furthor worlt should
be continued in this areas.

The work of this papeor mgy be furthor extended to in-
clude planas measuring many other paramoters and combinations
thereof and may include more general considerations of dis-

tribution, Hopefully, in the future, the Army would be able

rogulations which will guide the equipment proponent in the
forrmlation of a complete data collection plane. Until then,

individual work should continuve in accumilating this inform-

ation,
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