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#### Abstract

Processor-sharing models of $t$ ime-shared computer systems are defined and some new results are presented. The major emphasis of this research is on the modeling and analysis of new wodels of time-shared computer systems and on the finding of some fundamental properties which apply to the average nusber of customers in the system and the average response time functions for a large class of tine-shared computer systems.

The family of selfish scheduling algorithms is defined and the Laplace transform of the response time $f$ unctions are obtained. The selfish round robin (SRR) and the selfish foreground background (SFB) systems are given as two dllustrative examples.

A family of scheduling algorithms whose performance ranges between that of the RR system and the FB system is constructed. A weighting function $g(t)$ is given to define the scheduling algorithm such that a customer's rate of attaining service depends on how much service time $t$ he has already got. The average response time function for this family of systems is obtained.

A simple relationship between the time-dependent average number of customers in the syatem and the average response time functions for a large class of $M / M / 1$ syatems is formulated. The result shows that the behavior of one custovar can atrongly influence the total number of customers in the systen.

Finally, sone fundanental properties are established which apply to the average response time functions for all time-shared computer systems. Among them, tight upper and lower bounds on the average response time are obtained.
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## GIAPTER 1

## INTRODUCTIAN

### 1.1 Time-Sharing Computer Systems

The value of time-shared processing systems as a means of providing a provessor to many users concurrently is well-established. The rationale for most time-sharing systens is to provide fast service for customers with short, highly interactive programs in order to facilitate debugging, to encourage experimentation with improvisation of computing methods, and to support general interactive computations. In the typical operation of such a system, the users communicate with the computer by means of teletype or similar I/O devices. As each user makes a request for computer processing, he in effect enters a queue whose members are served in a way determined by the specific scheduling algorithm being used. Here we define a scheduling algorithm as a set of decision rules determining which user will next be serviced and how long he will be given use of processing facilities. Thus each program in turn is transferred into memory, owerated upon and transferred out. It is olvious, unless this swapping of programs can be done at no cost in time or the memory is large enough so that no swapping of programs is needed, that this mode of operation is less efficient than the batch system where each request is run to completion. The technique of time-sharing, however, results in faster average response time for the user with short request. This fast response makes it appear, to such a user, that he is the only one using the computer.

The effectiveness of the time-sharing systems depends in large part on the efficiency with which the resources are allocated to the inciividual users. Thus, considerable attention has been focisat on the time and space scheduling problems of time-sharing systems and many analytical results have been obtained [1] since the appearance of the first applied paper pubiished in 1964 [2]. In most of the results, arly one resource (the CPU) is to be shared, where it is assumed that the size of the main memory is infinite. There are two reasons for this assumption: in thre past, most of the tools used to analyze time-sharing systems have been drawn from queueing theory, and it is very difficult to analyze a system with two resources (thus two queueing structures) which are not independeri': of each other. The second reason is that modeling of program behavior and peripheral devices is very difficult. Of course, the assumption of infinite memory somewhat weakens our models. However, the CPU is one of 'he most important resources in the computer system, as long as the size of the main memory is adequate (so that the system is not memory bound). The analysis of single resource systems gives us a good feeling of how time-sharing systems behave. In this dissertation, we concentrate on the single resource case. We analyze a class of such systems and also give some general behavior constraints.

### 1.2 An Existing Time-Sharing Computer System

In this section we describe an existing time-sharing computer system. We choose the Model 67 of the IBM Systen/360 as our example. The following description is quoted fram Gibson [3].

The basic architecture of the IBM System $/ 360$ makes it well suited to processing in a multiprograming and multiprocessing environment. The Model 67 extends this basic architecture to provide the
additional capabilities of an advanced time-sharing system.
The Model 67 incorporates multiprograming, multiprocessing, and multiaccess capabilities. Multiaccess allows several users at remote. consoles to communicate directly with the system and to present a number of applicaticus ranging from conversational compiling to desk calculator functions. Multiprograming is defined as the ability to have several active programs reside in core simultaneously. As soon as one job is finished, or is held up by an I/O request, or has depleted its time allowance, the next task can begin immediately.

The dynamic relocation feature built into the handware facilitates multiprograming; peripheral operations will now be just like any other tasks in the memory. Even without the multiaccess capability, nultiprogramming provides much more efficient utilization of the camputer's resources than in a stacked job operation. For the first time, a central processing unit is a resource that can be allocated. With multiaccessing, where some of the jobs in core belong to remote terminals, the multiprograming capability is further enhanced as this enables the rapid switching between jobs, or "time-slicing."

The Model 67 enables each processor of a multiprocessor system to operate as a single processor with its own I/O subsystem, or jointly with other processors in a symmetric multiprocessing configuration.

### 1.3 The Mathematical Model

Figure 1.1 shows a general feedback queueing model where the CPU is being shared. Incoming jobs are queved and scheduled for service in same way. At its scheduled service time, each job is processed for a time period callsd a quantum. If during this quantum the job is campleted, that job departs and service begins on the next; otherwise, the
uncompleted job rejoins the system of queves to await further service. In same systems, priorities are assigned to custamers. These priorities can be assigned extemally [4] , they can be assigned to the custamers as functions of their attained service time (the amount of service time so far obtained by a customer) [5]; or they can be assigned as functions of their waiting time [6], etc. Such priority queveing systens are called preemptive if the customer in the service facility is preempted whenever there exists another custamer in the system who has higher priority.

general frecback queueing model
FIGURE 1-1

It is necessary to specify the arrival and the service processes before any analysis can be carried out. Let $A(t)$ denote the distribution function of the interarrival times with average time $1 / \lambda$ seconds. If the interarrival times are exponentially distributed as

$$
\begin{equation*}
A(t)=P[\text { interarrival time } \leq t]=1-e^{-\lambda t} \quad t \geq 0 \tag{1.1}
\end{equation*}
$$

then the arrival process is called Markovian (Poisson). Otherwise, it is called general. Also let us use $B(x)$ to denote the distribution function of the service times with mean request equal to $1 / \mu$ seconds. If the service times are exponentially distributed as

$$
\begin{equation*}
B(x)=P[\text { service time } \leq x]=1-e^{-\mu x} \quad x \geq 0 \tag{1.2}
\end{equation*}
$$

then the service process is referred to as Markovian (exponential) to differentiate i.t from the general case.

Usually, two letters and a number are used to specify the arrival and service processes as well as the number of servers in the system. The first letter is used to specify the arrival process, the second letter for the service process, and the n!mber is used to designate the number of servers in the system. The letter $M$ is used for the Markovian process, and the letter G is used to represent a general process. All of the models to be analyzed in this dissertation are of either $M / M / 1$ or $M / G / 1$ type, namely, there is one server (CPU) in the system; the arrival process is Markovian (Poisson); and the service process is either exponential or general.

The utilization factor $p$, representing the percentage of time that the system is busy, is defined as the ratio of the average arrival rate and the average service rate.

$$
\begin{equation*}
\rho \equiv \frac{\lambda}{\mu} \tag{1.3}
\end{equation*}
$$

$\rho$ has to be smaller than 1 so that the average work load offered to the processor is less than its capacity to handle such a load.

Another interesting quantity in the system is the size of the quantum which is defined as the time interval allocated to a customer when he enters the service facility. In a real system, the quantum size has to be finite in order to get any work done, but the analysis tends to be difficult and the results tend to be in complex form under this assumption [1]. In 1967, the notion of allowing the quantum to shrink
to zero was first studied [4] and is referred to as "processor-sharing." As the name implies, this zero-quantum limit provides a share or portion of the processing unit to many customers simultaneously. Under the assumption of processor-sharing, the difficulty in analysis disappears in large part and the results tend to be in simpler form. Of course, this assumption of infinitessimal quantum can never be reached in practice due to the consideration of overhead time; nevertheless, it usually can serve as a good approximation of the actual systems.

## CHAPTER 2

## QUEUEING TMIEORY TOOLS AND SUMMARY OF ANALYTIC RESULTS FOR TIME-SHARED SYSTEMS

## 2.i Queveing Thenry Tools

Queues were first studied systematically by Erlang [7]. Others who have made key contributions to the mathematical theory of queves are pollaczeck [8,9], Kolamogorov [10], Kendall [11,12], Lindley [13], and Takacs [14-17], to mention a few. Mathematical models of time-sharing systems are stochastic in nature and their analysis thus draws heavily on queueing theory results. In this section, we present same of the queueing theory results that will be used later in this dissertation for the analysis of our mathematical models.

### 2.1.1 Little's Result [18]

Let $\bar{n}$ denote the expectred number of custamers in a queueing system and $T$ the expected time that they spend in the system. Assume that the average rate of arrival is $\lambda$. Refer to Figure 2-1.


A general queveing system
FIGURE 2-1

We assume that the box is "conservative" in the sense that customers are neither created nor destroyed nor on the average accumulated within that
system, and so clearly, the average departure rate must be $\lambda$. Under the constraint that the stochastic process involved is erogodic [19], Little [18] proved that the following reiationship is always true.

$$
\begin{equation*}
\bar{n}=\lambda T \tag{2.1}
\end{equation*}
$$

### 2.1.2 Memoryless Property of the Markovian Process [19]

As the nane indicates, the past history of a random variable which is distributed exponentially in no affects its future. The following equation expresses this property for a randam variable $T$.

$$
\begin{equation*}
P\left[T \leq t+t_{0} \mid T>t_{0}\right]=1-e^{-\lambda t .}=P[T \leq t] \quad t \geq 0 \tag{2.2}
\end{equation*}
$$

The distribution of time until the next event (say, an arrival) occurs given that $t_{0}$ seconds have elapsed since the occurrence of the last event is identically equal to the distribution of time until the next event occurs measured from tise time when the last event. occurred. Thus the time a future event occurs is independent oi how long it has been since the last event cocurred. In other words, the Markovian process is memoryless.
2.1.3 Markovian Process (M/M/1) [19]

For an M/M/1 system with infinite queueing roam, since both the arrival and the service process are Markovian, the all-important memoryless propirty holds, and the results of birth-death processes can be applied directly. For such systems, the equilibrium probability of having $n$ customers in the system is given as

$$
\begin{equation*}
p_{n}=(1-\rho) \rho^{n} \quad n=0,1,2, \ldots \tag{2.3}
\end{equation*}
$$

where $\rho$ is the utilization factor definci by Eq. (1.3), and $\rho<1$.

The expected number of customers in the system $\bar{n}$ can be calculated as

$$
\begin{equation*}
\bar{n}=\sum_{n=0}^{\infty} n p_{n}=\frac{\rho}{1-\bar{p}} \tag{2.5}
\end{equation*}
$$

We may now apply Little's result in order to obtain the average time spent in the system as follows:

$$
\begin{equation*}
T=\frac{\bar{n}}{\lambda}=\frac{1 / \mu}{1-\rho} \tag{2.6}
\end{equation*}
$$

### 2.1.4 The Imbedded Markov Chain (M/G/1) [12]

For general service time distributions the nice property of menorylessness no longer exists, and the results of birth-death procerses can no longer be applied directly to the system. However, when the system is studied at discrete time points, the collertion of state probabilities may constitute a Markov chain. Kendall [12] introduced the concept of an imbedded Markov chain so that a non-Markovian process can be studied by extracting a set cf points (called regeneration points) at which the Markov property holds. For a $M / G / 1$ system, the set of departure instants from service is an extremely convenient. set of regeneration points. It is clear that if we specify the number of customers left behind by a departing customer, we can calculate the same quantity at same point in the future given only additional inputs to the system. Fram the analysis of the imbedded Narkov chain, we get the following two important results:
A. Pollaczek-Khinchin Formula [19]

The average number of queueing custamers (those custamers waiting in the queue) left behind by a departing customer is given as

$$
\begin{equation*}
\bar{q}=\rho+\rho^{2} \frac{\left(1+c_{b}^{2}\right)}{2(1-\rho)} \tag{2.6}
\end{equation*}
$$

where $C_{F}$ is the coefficient of variation defined as the ratio of the standard deviation $\sigma_{b}$ of the service time distribution to its mean value.

$$
\begin{equation*}
c_{b}=\frac{\sigma_{b}}{1 / \mu}=\mu \sigma_{b} \tag{2.7}
\end{equation*}
$$

If we apply Little's result to Eq. (2.6), we get the average time spent in the sistem as

$$
\begin{equation*}
T=\frac{\bar{q}}{\lambda}=\frac{1}{\mu}+\frac{\rho}{\mu} \cdot \frac{\left(1+c_{b}^{2}\right)}{2(1-\rho)} \tag{2.8}
\end{equation*}
$$

Equation (2.8) is easily interpreted. The average total time spent in the system is clearly the average time spent in the service plus the average time spent in the queve.
B. Distribution of Waiting Time [19]

$$
\begin{equation*}
Q(z)=B^{*}(\lambda-\lambda z) \frac{(1-\rho)(1-z)}{B^{*}(\lambda-\lambda z)-z} \tag{2.9}
\end{equation*}
$$

where $Q(2)$ is the $z$ transform of the distribution function of the number of custamers in the queue. Let $P_{n}$ denote the stationary probability that there are $n$ customers in the queue, then $Q(z)$ is defined as

$$
\begin{equation*}
Q(z)=\sum_{0}^{\infty} p_{n} z^{n} \tag{2.10}
\end{equation*}
$$

$B^{*}(s)$ is the Laplace transform of the service time density function
$\frac{d B(x)}{d x}$ defined by $B^{*}(s)=\int_{0}^{\infty} e^{-s x} d B(x)$.
From Eq. (2.9) the Laplace transform $S^{*}(s)$ of the distribution of total time spent in the M/G/1 system can be obtained as

$$
\begin{equation*}
S^{*}(s)=B^{*}(s) \frac{s(1-\rho)}{s-\lambda B^{*}(s)} \tag{2.11}
\end{equation*}
$$

Since the waiting time in the queue for a customer is independent of his own service time, we easily get the Laplace transform of the waiting time as

$$
\begin{equation*}
W^{*}(s)=\frac{s(1-\rho)}{s-\lambda^{*}+\lambda B^{\star}(s)} \tag{2.12}
\end{equation*}
$$

Differentiating Eqs. (2.11) and (2.12) . various moments of the waiting time and the system time can be derived.

### 2.1.5 The Busy Period [19]

The queveing system can be viewed as passing through alternating cycles of busy periods and idle periods as depicted by Figure 2-2.


THE UNFINISHED IORI: AND THE BUSY PERIOD
FIGURE 2-2

In this figure we plot
$U(t)=$ the unfinished work in the system at time $t$
$=$ the time required to empty the system of all customers present at time $t$.
We assume that customers arrive at time epochs $T_{A}, T_{B}, T_{C}, \ldots$. Each arrival to the system will add same unfinished work to the system
(namely, his service time) as shown by Figure 2-2. $U(t)$ is sametimes referred to as the virtual waiting time at time $t$. Behavior of this function is extremely important in understanding queueing systems when one views them fram the point of view of the busy period. In Figure $2-2, Y_{1}, Y_{2}, \ldots$ represents busy periods, and $I_{1}, I_{2}, \ldots$ represents idle periods.

For M/G/1 systems in general, since the arrival time distribution is memoryless, the moments of the idle period are the same as the moments of the interarrival time, namely,

$$
\begin{equation*}
F(r)=P[\text { idle period time } \leq r]=1-e^{-\lambda r} \quad r \geq 0 \tag{2.11}
\end{equation*}
$$

The analysis for the busy period distribution is much more complicated. The result is given by the following recursive equation [19].

$$
\begin{equation*}
p^{*}(s)=B^{*}[s+\lambda-\lambda p *(s)] \tag{2.12}
\end{equation*}
$$

where $P^{*}(s)$ is defined as the Laplace transform of the distribution fimction of the busy period. Fram Eq. (2.12) the first two moments of the length of the busy period can be obtained as

$$
\begin{align*}
& g_{1}=\frac{1 / \mu}{1-\rho}  \tag{2.13}\\
& g_{2}=\frac{\frac{t^{2}}{(1-\rho)^{3}}}{l} \tag{2.14}
\end{align*}
$$

where $\overline{t^{2}}$ is the second mament of the service time distribution. Comparing Eqs. (2.13) and (2.6) we find that the average length of a busy period for the system $M / G / 1$ is equal to the average time a customer spends in an M/W1 system.

In this section we wish to present some of the analytic results that were obtained in the past. They served as a point of departure for the research of this dissertation. The emphasis of this collection of results is on thuse for the processor-sharing models, although same of the relevant results for the finite-quantum systems are also presented. Typically, the quantity that is solved for in a time-sharing system is the distribution of the response time which is defined as the total time a customer spends in the system onditioned on that he requests and gets $t$ seconds of service. Most of the time, however, we can only solve for the average response time defined as

$$
\begin{align*}
T(t)= & E \text { [resporise time for a customer conditioned on that he } \\
& \text { requests } t \text { secands of service] } \tag{2.15}
\end{align*}
$$

Another quantity, $W(t)$, defined as the average amount of wasted (waiting) time spent in the system, is also often used as a performance measure for time-sharing systems, clearly

$$
\begin{equation*}
W(t)=T(t)-t \tag{2.16}
\end{equation*}
$$

Swap time is assumed to be negligible for the following results; its effect on the response time can often be taken into consideration by reducing the average service rate of the service facility [20].

### 2.2.1 First-Come-First-Served (FCFS) System

This system is also known as batch processing. New comers always join the tail of the queue (there is only one queue in this system) and once a customer enters the service, ne will be served until completion. We can regard this as a special case of time-sharing systems with infinite quantim size. The average response time for this
case with general service time distribution is [19]

$$
\begin{equation*}
T(t)=\frac{\overline{\lambda t^{2}}}{2(1-\rho)}+t \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
W(t)=\frac{\lambda \overline{t^{2}}}{2(1-\rho)} \tag{2.18}
\end{equation*}
$$

where $t^{2}$ is the second moment of the service time distribution. A very important characteristic of $W(t)$ is that it is independent of $t$. For the system of exponentially distributed service, Eq. (2.18) becames

$$
\begin{equation*}
W(t)=\frac{\rho / \mu}{I-\rho} \tag{2.19}
\end{equation*}
$$

### 2.2.2 Last-Come-First-Served (LCFS) System

In this system a newly arrived customer captures the use of the server until he leaves completely served or until he is preempted by a newly arriving customer. At all times, the customer who has been in the system for the least amount of time will cocupy the service. No more than one customer can be in the service at any time. The average response time for the LCFS system is given by [19]

$$
\begin{equation*}
T(t)=\frac{t}{1-\rho} \tag{2.20}
\end{equation*}
$$

### 2.2.3 Shortest Job First Served (SJF) System

In this system the server selects the customer in the queue with the shortest required service time and serves it until completion. This algorithm requires the knavisdge of the service time request in advarce which is usually assumed to be inavailable in other algorithms. The average response time with general service distribution is given as
[21]

$$
\begin{equation*}
T(t)=\frac{\frac{1}{2} \lambda \bar{t}_{<t}^{2}}{\left(1-\lambda \bar{t}_{<t}\right)^{2}} \tag{2.21}
\end{equation*}
$$

with $\overline{t^{2}}{ }_{<t}$ and $\bar{t}_{<t}$ defined by Eq. (2.51).

### 2.2.4 Found Robin (RR) System

A. Finite-Quantum

This discrete time model was first studied by Kleinrock [22]. The system works in the following way: arriving customers are queued in order of arrival. The server selects the customer at the head of the queue and services him for at most $Q$ seconds, where $Q$ is the quantum size. If after $Q$ seconds of service the customer needs more, he is returned to the end of the same queve. The service time of a newly arriving custamer is chosen independently from a geometric distribution such that for $\sigma<1$,

$$
\begin{equation*}
s_{n}=(1-\sigma) \sigma^{n-1} \quad n=1,2,3, \ldots \tag{2.22}
\end{equation*}
$$

where $S_{n}$ is the probability that a customer's service request is exactly no seconds. See Figure 2-3.
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At the end of each time interval, a new customer arrives to the system with probability $Q_{i}$ thus, the average arrival rate is $\lambda$. There are two types of systens dependent upon the order in thich a new arrival and the ejection of the customer in service can take place at the end of each quantum. The average response time for a customer needing $n Q$ seconds in the early-arrival system is given by [22]

$$
\begin{equation*}
T(n Q)=\frac{n Q}{1-\rho}-\infty-\frac{\lambda \rho^{2} \rho}{1-\rho}\left[1+\frac{(1-\sigma \alpha)\left(1-a^{n-1}\right)}{(1-\alpha)^{2}(1-\rho)}\right] \tag{2.23}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\sigma+\lambda Q  \tag{2.24}\\
& \rho=\frac{\lambda Q}{1-\sigma} \tag{2.25}
\end{align*}
$$

Similarly, the average response time for a customer requesting nQ seconds of service in the late-arrival system is given by [22]

$$
\begin{equation*}
T(n Q)=\frac{n Q}{1-\rho}-\frac{\lambda Q^{2}}{1-\rho}\left[1+\frac{(1-\alpha)\left(1-a^{n-1}\right)}{(1-\alpha)^{2}(1-\rho)}\right] \tag{2.26}
\end{equation*}
$$

## B. Processor-Sharing

As the quantum size shrinks, customers get served at a faster rate but with less service each time. For the limit case of zero quantum, a customer is required to make an infinite number of cycles, each infinitely quickly and each time receiving infinitessimal service, until he finally accumulates enough service time (to be equal to his request), at which time he leaves. The average time for such a proces-sor-sharing $R$ system is given as

$$
\begin{equation*}
T(t)=\frac{t}{1-\rho} \tag{2.27}
\end{equation*}
$$

and

$$
\begin{equation*}
W(t)=\frac{\rho t}{1-\rho} \tag{2.28}
\end{equation*}
$$

Kleinrock [4] obtained this for the case of exponential service distribution. Sakata $[23,24]$ proved that it is also true for general service distribution. Coffman, Muntz, and Trotter [25] solved for the Laplace transform of the waiting time distribution for the system $M / W / 1$.
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In Figure 2-4 we plot $W(t)$ against $t$ for the FCFS and the RR systems. Both of them are straight lines. Let us assume that these two lines intersect each other at the point $t=t_{i}$. This point $t_{i}$ is of great interest to us because for a customer requesting less than $t_{i}$ seconds of service, then he has to wait more than the average as represented by FCFS when he is in a RR system. $t_{i}$ can easily be calculated as

$$
\begin{align*}
\frac{\rho t_{i}}{1-\rho} & =\frac{\overline{\bar{t}}}{2(1-\rho)}  \tag{2.29}\\
t_{i} & =\frac{\overline{\mu t^{2}}}{2} \tag{2.30}
\end{align*}
$$

For exponential service distribution, $\overline{t^{2}}=\frac{2}{\mu^{2}}$, thus,

$$
\begin{equation*}
t_{i}=\frac{1}{\mu} \tag{2.31}
\end{equation*}
$$

For M/W/1 systems, any customer who needs more than the average service request ( $1 / \mu$ seconds) will be better off as measured by his average respanse time when he is in the FCFS system than in the RR system.

### 2.2.5 Pound Robin with Priorities System

In this model we assume that an extemal priority assignment is made to the arriving customers. We assume that there are $P$ priority groups with foisson arrivals, each at an average rate $\lambda_{p}$ per second and an exponentially distributed service requirement with mean request of $1 / \mu \mathrm{p}$ seconds for the $\mathrm{p}^{\text {th }}$ group. A processor-sharing model is assumed. A positive number $g_{p}$ which denotes the relative fraction of the processing time that is reserved for the customers from the $p^{\text {th }}$ priority group is associated with the $\mathrm{p}^{\text {th }}$ priority group, with larger values of $g_{p}$ being given to those higher priority groups. The average response time $T_{p}(t)$ for a custamer from the $p^{\text {th }}$ priority group is given by [4]

$$
\begin{equation*}
T_{p}(t)=\frac{t}{1-p}\left[1+\sum_{i=1}^{p}\left(\frac{g_{i}}{g_{p}}-1\right) \rho_{i}\right] \quad p=1,2, \ldots, P \tag{2.32}
\end{equation*}
$$

where

$$
\begin{align*}
& r_{i}=\lambda_{i} / \mu_{i}  \tag{2.33}\\
& \rho=\sum_{i=1}^{p} \rho_{i} \tag{2.34}
\end{align*}
$$

### 2.2.6 Selfish Round Robin (SRR) System

This system was introduced by Kleinrock [26] for the processorsharing model only. He solved for the mean response time for the case of exponential service time distribution. The algorithm works in the following way: For each custamer in the system, a time-varying value of priority is assigned. This priority value begins at zreo upon his entry to the system. It increases at a positive rate $\alpha$ as long as he is not served; whenever he is in the service facility, his pr:iority value increases at a positive rate $B$ where $\alpha \geq \beta \geq 0$. All the customers in the service facility share it equally among them as in a processorsharing RR system. Note that a queueing custamer gains priority at a rate greater than those in the service. Eventually he will catch up with those in service and then jcin and remain with that group. Since the customers in service are attempting to run away with the processor and prevent waiting customers from joining them (there attempt is futile, though), this system is called selfish round robin.

The average response time for the SRR system 15 [26]

$$
\begin{equation*}
T(t)=\frac{1 / \mu}{1-\rho}+\frac{(t-1 / \mu)}{1-\rho(1-\beta / \alpha)} \tag{2.35}
\end{equation*}
$$

and also the average waiting time is given by

$$
\begin{equation*}
W(t)=\frac{\rho / \mu}{1-\rho}+\frac{(t-1 / \mu) \rho(1-\beta / \alpha)}{1-\rho(1-\beta / \alpha)} \tag{2.36}
\end{equation*}
$$

The ratio $\beta / \alpha$ provides one degree of freedam which can be adjusted over a continum of system bchaviors ranging from the FCFS $(\beta / \alpha=1)$ to the RR system $(\beta / \alpha=0)$. Another important property of the SRR systems is that a job with average service requirement will receive the same response in all of these SRR systems. Please refer to Chapter 3 for more details.

### 2.2.7 Foreground-Background (FB) System

A. Finite Quantum
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We assume that there are $N$ levels of queues in a $\overline{\mathrm{F}} \mathrm{B}$ system as depicted by Figure 2-5. Arriving custamers enter the level 1 queue to await allocation of their first quantum, $\mathbf{Q}_{1}$ seconds. If more processing time is needed, they enter the end of the level 2 queue to await the second allocation, this time of $Q_{2}$ seconds. This process continues until either the custamer leaves the system campletely served or he enters the $N^{\text {th }}$ queue. Members of the $N^{\text {th }}$ queue are served as in a RR system. The server services a customer from the $I^{\text {th }}$ queue only if all lower level queues ( $I-1, I-2, \ldots .1$ ) are empty. If a new customer enters level 1 during execution of a custamer from a higher queue, the current custamer is not preemptod until the allocated quantum is expired. The average response time with $Q_{1}=Q_{2}=\ldots=Q_{N}$ has been derived by Coffman and Kleinrock [5] as

$$
\begin{align*}
T(t)= & \frac{\rho / \mu}{(1-\rho)\left[1-\rho\left(1-e^{-\mu(N-1) Q_{]}}\right.\right.} \\
& +\frac{\rho\left[1-e^{-\mu(N-1) Q_{1}}\right.}{1-\rho\left[1-e^{-\mu(N-1) Q_{]}}(K-1) Q+t\right.} \quad K \geq N  \tag{2.37}\\
T(t)= & \frac{(\lambda / 2)\left[E_{K}\left(\tau^{2}\right)+\gamma_{K} E_{1}\left(\tau^{2}\right)\right]}{\left[1-\rho\left(1-e^{-\mu K Q}\right)\right]\left[1-\rho\left(1-e^{-\mu(K-1) Q_{]}}\right.\right.} \\
+ & \frac{\rho\left[1-e^{-\mu(K-1) Q_{]}}\right.}{1-\rho\left[1-e^{-\mu(K-1) Q_{]}}(K-1) Q+t\right.} \quad 1 \leq K<N \tag{2.38}
\end{align*}
$$

where

$$
\begin{equation*}
(K-1) Q<t \leq K Q \tag{2.39}
\end{equation*}
$$

$$
\begin{align*}
\gamma_{K} & =\frac{e^{-\mu K Q}}{1-e^{-\mu Q}}  \tag{2.40}\\
E_{K}\left(\tau^{2}\right) & =\int_{0}^{\infty} \tau^{2} d F_{K}(\tau)  \tag{2.41}\\
F_{K}(\tau) & = \begin{cases}1-e^{-\mu \tau} & 0 \leq \tau \leq K Q \\
1 & \tau>K Q\end{cases} \tag{2.42}
\end{align*}
$$

Schrage [27] has provided analysis of this model with general service distribution and $N=\infty$. In particular, he solved for the Laplace transform of the response time distribution under the assumption of arbitrary quantum size for each level. Schemer [28] also contributed to the infinite-level FB model by obtaining the average response time as

$$
\begin{equation*}
T(t)=t+\sum_{i=1}^{K} \tau_{i} \tag{2.43}
\end{equation*}
$$

where $K$ is defined by the following inequality

$$
\begin{equation*}
\sum_{i=1}^{K-1} Q_{i}<t \leq \sum_{i=1}^{K} Q_{i} \tag{2.44}
\end{equation*}
$$

and $\tau_{i}$

$$
\begin{align*}
\tau_{i} & =\bar{Q}_{1}\left(\tau_{i-1}+Q_{i-1}\right) \lambda+\bar{Q}_{2}\left(\tau_{i-2}+Q_{i-2}\right) \lambda e^{-\mu Q}+\ldots \\
& +\bar{Q}_{j}\left(\tau_{i-j}+Q_{i-j}\right) \lambda e^{-\mu t_{j-1}}+\ldots+\bar{Q}_{A} \lambda e^{-\mu(i-1) \bar{Q}_{B}} \tag{2.45}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{Q}_{i}=\frac{1}{\mu}\left[1-e^{-\mu Q_{i}}\right] \tag{2.46}
\end{equation*}
$$

$$
\begin{gather*}
\bar{Q}_{A}=\frac{1}{\mu}\left[1+\sum_{i=1}^{\infty} i \int_{t_{i}}^{\left.t_{i+1} \mu e^{-\mu t} d t\right]^{-1}}\right.  \tag{2.47}\\
\bar{Q}_{B}=Q_{1}\left(1-e^{-\mu Q} 1\right)+\sum_{i=2}^{\infty} Q_{i}\left(e^{-\mu t_{i-1}}-e^{\mu t_{i}}\right)  \tag{2.48}\\
t_{i} \tag{2.49}
\end{gather*}=\sum_{j=1}^{i} Q_{j} .
$$

## E. Processor-Sharing

Coffman and Kleinrock [5] and Schrage [27] independently derived the average response time for this case. With general service time distribution, $T(t)$, is given by

$$
\begin{equation*}
T(t)=\frac{W_{<t}+t}{1-\rho_{<t}} \tag{2.50}
\end{equation*}
$$

where

$$
\begin{gather*}
\overline{t_{<t}^{n}}=\int_{0}^{t} x^{n} d B(x)+x^{n} \int_{t}^{\infty} d B(x)  \tag{2.51}\\
\rho_{<t}=\lambda \bar{t}_{<t}  \tag{2.52}\\
w_{<t}=\frac{\lambda t_{<t}^{2}}{2\left(1-\rho_{<t}\right)} \tag{2.53}
\end{gather*}
$$

Schrage [27] also obtained the Laplace transform of the response time function for M/G/l systems. Refer to Chapter 3 for more details.

### 2.2.8 Multilevel Processor-Sharing Syatems

Multilevel (M) queueing models were first analyzed by Kleinrock and Mantz [29].* They can be considered as a generalization and consolidation of the FCFS, the RR, and the FB systems. In particular, a set of attained service times $\left\{\mathrm{a}_{\mathrm{i}}\right\}$ is defined such that

$$
\begin{equation*}
0=a_{0}<a_{1}<a_{2}<\ldots<a_{N}<a_{N+1}=\infty \tag{2.54}
\end{equation*}
$$

The discipline for a job when it has attained serviœ, $\tau$, in the interval

$$
\begin{equation*}
a_{i-1} \leq \tau<a_{i} \quad i=1,2,3, \ldots, N+1 \tag{2.55}
\end{equation*}
$$

will be denoted as $D_{i}$. Where $D_{i}$ is considered for any given level to be either FCFS, FB, or PR. Moreover, between intervals the jobs are treated as a set of FB disciplines. The behavior of the average conditional response time in any particular level is independent of the discipline in all other levels. See Figure 2-6.

An expression for $T(t)$, the mean response time for jobs with service time $t$ such that $a_{i-1}<t \leq a_{i}$, i.e., jobs which reach the $i^{\text {th }}$ level queue and there leave the system, has been cotained by Kleinrock and Mantz as (29]
a. $i^{\text {th }}$ level discipline is FB

$$
\begin{equation*}
T(t)=\frac{t}{1-\rho_{<t}}+\frac{\lambda t^{2}<t}{2\left(1-\rho_{<t}\right)^{2}} \tag{2.56}
\end{equation*}
$$
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b. $i^{\text {th }}$ level discipline is FCFS

$$
\begin{equation*}
T(t)=\frac{W_{<a_{i}}+t}{1-\rho_{<a_{i-1}}} \tag{2.57}
\end{equation*}
$$

where

$$
w_{<a_{i}}=\frac{\lambda \bar{t}_{<a_{i}}}{2\left(1-\rho_{<a_{i}}\right)}
$$

c. $i^{\text {th }}$ level discipline is $R R$

In this case, the results are limited in the $i^{\text {th }}$ interval to service time distribution in which

$$
\begin{gather*}
B(x)=1-p(x) e^{-\beta x} \quad a_{i-1} \leq x<a_{i}  \tag{2.58}\\
p(x)=p_{0}+p_{1} x+\ldots+p_{n} x^{n} \tag{2.59}
\end{gather*}
$$

The service time distribution $F(x)$ for this $i^{\text {th }}$ level is then $F(x)=\left\{\begin{array}{cl}\frac{B\left(a_{i-1}+x\right)-B\left(a_{i-1}\right)}{1-B\left(a_{i-1}\right)}=1-q(x) e^{-\beta x} & 0 \leq x<a_{i}-a_{i-1} \\ 1 & x \geq a_{i}-a_{i-1}\end{array}\right.$
where

$$
\begin{equation*}
q(x)=\frac{e^{-a_{i-1}} p\left(a_{i-1}+x\right)}{1-B\left(a_{i-1}\right)}=q_{0}+q_{1} x+\ldots+q_{n} x^{n} \tag{2.61}
\end{equation*}
$$

Except for the first level the average response time is given as

$$
\begin{equation*}
T\left(a_{i-1}+\tau\right)=\frac{1}{1-\rho_{<a_{i-1}}}\left\{W_{<a_{i-1}}+a_{i-1}+\alpha_{2}(\tau)\right\} \tag{2.62}
\end{equation*}
$$

where

$$
\begin{align*}
\alpha_{2}(\tau) & =\frac{\tau}{k-\lambda \bar{a} \frac{1}{\mu_{i}}} \\
& +\frac{b\left(\mu^{2}-\gamma_{1}^{2}\right)\left[\left(\gamma_{1}+\mu-\lambda \bar{a}\right)\left(1-e^{-\gamma_{1} \tau}\right)-\lambda \bar{a} \bar{e}^{-\left(\mu+\gamma_{1}\right) x_{1}}\left(e^{\gamma_{1}}-1\right)\right]}{2 \lambda \bar{a} \gamma_{1}{ }^{2}\left[\gamma_{1}+\mu-\lambda \bar{a}\left(1-e^{-\left(\mu+\gamma_{1}\right) x_{1}}\right)\right]}  \tag{2.63}\\
W_{<a_{i-1}} & =\frac{\lambda\left(1-e^{-\mu a_{i-1}}-\mu a_{i-1} e^{-\mu a_{i-1}}\right)}{\mu^{2}\left[1-\frac{\lambda}{\mu}\left(1-e^{\left.\left.-\mu \bar{a}_{i-1}\right)\right]}\right.\right.}
\end{align*}
$$

with

$$
\begin{equation*}
\bar{a}=\frac{1-B\left(a_{i-1}\right)}{1-\lambda \bar{t}_{<a_{i-1}}} \tag{2.65}
\end{equation*}
$$

$$
\begin{gather*}
\mu_{i}=\frac{\mu}{\left(1-e^{-\mu x_{1}}\right)}  \tag{2.66}\\
\gamma_{1}=\sqrt{\mu^{2}-2 \mu \bar{a}+(\lambda \bar{a})^{2}\left(1-e^{-2 \mu x_{1}}\right)} \tag{2.67}
\end{gather*}
$$

and

$$
x_{1}=a_{i}-a_{i-1}
$$

For the first level, $T(t)$ is given as

$$
\begin{equation*}
T(t)=\frac{t}{1-o_{<a_{1}}} \quad 0 \leq t<a_{1} \tag{2.68}
\end{equation*}
$$

In Figure 2-7 we show the behavior of each of the three disciplines for the system $N=1$ with exponential service distribution. We also assume that $\mu=1, \lambda=0.75$, and $a_{1}=2$.

### 2.2.9 Attained Service [30]

A. Finite-Quantum

The attained service for an incompletely serviced customer is defined as the number of seconds that he has so far spent in the service facility. Assume that there are $p$ priority groups in the system and let
$N_{p}(t)=$ density of the number of customers in the system from priority group $p$ who have so far received exactly $t$ seconds of service
$\lambda_{p}=$ average arrival rate of the $p^{\text {th }}$ priority group
$B_{p}(t)=$ service distribution of the customers from the $p^{\text {th }}$ priority group
$T_{p}\left(t_{n}\right)=$ average response time for custamer fram $p^{\text {th }}$ group conditioned on that he has attained $t_{n}$ seconds of service
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Kleinrock then proved that the following equation is true

$$
\begin{equation*}
N_{p}\left(t_{n}\right)=\lambda_{p}\left[1-B_{p}\left(t_{n}\right)\right]\left[T_{p}\left(t_{n+1}\right)-T_{p}\left(t_{n}\right)\right] \quad p=1,2,3, \ldots p \tag{2.69}
\end{equation*}
$$

B. Processor-Sharing

If we define
$n_{p}(t)=$ average density of customers from the $p^{\text {th }}$ priority group still in the system who have so far received $t$ seconds of service
then Eq. (2.55) can be modified for the process-sharing models as [30]

$$
\begin{equation*}
n_{p}(t)=\lambda_{p}\left[1-B_{p}(t)\right] \frac{d r_{p}(t)}{d t} \quad p=1,2,3, \ldots, p \tag{2.70}
\end{equation*}
$$

### 2.2.10 Pound Pobin with Finite Input Population

In the real world, there is no such thing as an infinite population on which most of the mathematical models of time-sharing systems are based. Nevertheless, if the dependence of the arrival process upon the number of custamers in the system is negligible, the assumption of infinite population usually serves as a good approximation to the real system. In same of the systems, hovever, the arrival process does depend on the number of customers in the system in a perceptible way. The analysis of such models with finite input population then becomes a necessity.

Typicall:", a time-varying model with finite number of inputs is modelled as by Figure 2-8. Here we have $M$ users which make demands on the time-shared system. The dashed lines in Figure 2-8 surround a feedback queueing model similar to the one used for infinite population models. When a user (a console) makes a request for service to the computer, he enters the dashed box and gets served according to the
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scheduling algorithm in the system. When his request is campletely served, he leaves the dashed brx and starts to generate a new request to the CPU. The time spent by the user in generating this new request after the completion of the previous request is referred to as the "think time." Thus, alternating periods of thinking and processing take place.

Scherr [31] considered the case for which he assumes exponentially distributed service time and think time, namely

$$
\begin{array}{ll}
P[\text { think time } \leq t]=1-e^{-\alpha t} & t \geq 0 \\
\text { average think time }=1 / \alpha & \\
P[\text { service time } \leq x]=1-e^{-\mu x} & x \geq 0 \\
\text { Average service request }=1 / \mu & \tag{2.74}
\end{array}
$$

He solved for the average response time in the system without conditioning that result on the service time required. His result is

$$
\begin{equation*}
T=\frac{M / \mu}{1-P_{0}}-\frac{1}{\alpha} \tag{2.75}
\end{equation*}
$$

where $p_{0}$ is the probability that no customer is in the queve or in the service facility and is given by

$$
\begin{equation*}
p_{0}=\left\{\left.\sum_{m=0}^{M} \frac{M!}{(M-m)!}\left(\frac{\alpha}{\mu}\right)^{m}\right|^{-1}\right. \tag{2.76}
\end{equation*}
$$

In Figure 2-9 we plot the nomalized waiting time $\mu T$ against the number of input population $M$. The point $M^{*}$ on Figure 2-9 is defined by Kleinrock [32] as the saturation number because whenever the
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total number of consoles exceeds this number, every additional customer will severely interfere with the existing customers as far as the average response time is onncerned. $M^{\star}$ can be easily calculated as

$$
\begin{equation*}
M^{*}=\frac{1 / \mu+1 / \alpha}{1 / \mu}=\frac{\mu+\alpha}{\alpha} \tag{2.77}
\end{equation*}
$$

Greenberg [33], Adiri and Avi-Itzhak [34], and Krishnamoorthi and Hood [35] also considered systems with finite input population.

### 2.2.11 A Oonservation Law

Kleinrock [36] showed that a conservation law holds for any queueing system with priorities which satisfies the following restrictions:
a. there is a single server in the system
b. arrival process is poisson, service process is arkitrary with arrival and service processes independent of each other
c. work can not be destroyed nor can it be created within the system
d. preemption allowed only if service process is exponential and then preemption must cause no losses.

The conservation law is that the weighted average of waiting times is a constant regardless of the scheduling discipline, namely,

$$
\begin{equation*}
\sum_{p=1}^{P} \rho_{p} W_{p}=\frac{\rho W_{0}}{1-\rho} \tag{2.78}
\end{equation*}
$$

where $P$ is the number of priority groups and
$\lambda_{p}=$ average arrival rate for $p^{\text {th }}$ priority group
$\nu_{u p}=$ average service request for a customer from $p^{\text {th }}$ priority group
$W_{p}=$ average waiting time for customers from $p^{\text {th }}$ priority group
$\omega_{0}=$ average amount of work left in the service facility
found by an arriving customer (independent of schectuling algorithm)

### 2.3 Summary of Results in this Disscrtation

There are two major topics in this dissertation. The first theme is on the modeling and analysis of new models of time-shared ocmputer systems; the emphasis is on models with same degrees of freedom which the system designer can use to adjust the system performance over a continuum of system behaviors. In order to provide those degrees of freedam to the system designer, some parameters have to be injected into the system. Different algorithms with this property are discussed in Chapters 3 and 4. The second major topic is the finding of same fundamental properties which apply to the average number of custamers in the system and the average response time functions for a large class timeshared computer systems. Chapters 5 and 6 are devoted to the discussion of these topics.

Chapter 3 is devoted to the study of the family of selfish scheduling systems in general, with the selfish round robin (SRR) and the selfish foreground-background (SFB) as two illustraitive examples. In the selfish system, customers are divided into two sets: those in the queve box waiting to be served, and those in the service box sharing the service facility in same fashion determined by the scheduling algorithm being used. When a custamer is waiting in the queve box, his priority (a number) increases at a positive rate $\alpha$; when he is in the service box, his priority increases at a positive rate $B$. We consider the case $\alpha \geq \beta \geq 0$. If the scheduling algorithm in the service box is $R R$ (namely, everyone in the service box shares the facility equally among themselves), the system is callsd selfish round robin (SRR). If
only those customers in the service box with the least amount of attained service are sharing the server, then the system beoomes selfish foreground-background (SFB). The ratio $\beta / \alpha$ provides to the system designer a degree of ireedon to oontrol the system performance. For the SRR system, the average response cime is solved for general service distribution, and the Laplace transform of the waiting time distribution is obtained for the $W N / i$ system. The Laplace transform of the waiting time distribution for the SFB system is solved for $M / G / 1$ in general.

In Chapter 4 we discuss a family of algorithms whose performance ranges between that of the RR system and the FB system. Similar to a processor-shared RR system, all custamers in the system share the service facility simultaneously; but unlike the RR system, the custamers do not share the facility equally among themselves, rather their share of the processor varies according to their amount of attained service time. A weighting function $g(t)=g e^{-g t}$ is given to define the scheduling algorithm such that a customer's rate of attaining service, given that he has attained $t$ seconds of it, is directly proportional to $g(t)$. The more service a customer has accumulated, the slower he gets served in the service facility. A customer always gets some service even though he has spent a long time in the service facility. Thus this new scheduling algorithm shows more discrimination against long jobs than the RR system, but less discrimination than the FB system. The parameter $g$ provides one degrue of freedom to the system designer. With $g=0$ the system becomes RR; with $g=\infty$ it becomes FB. The average response time for this family of systems is obtained in Chapter 4.

In Chapter 5, conditioned on the presence of a "tagged" custamer, we find a simple relationship between the time-dependent average mumber
of custumers in the system and the average r.sponse time function for a large class of systems with poisson arrival and exponential service processes. The result shows that the behavior of one customer can strongly influence the total number of customers in the system for all algorithms except RR, in which case the average number of custamers in the system is a constant.

From the results obtained in Chapters 3 and 4, as well as fram some published papers [ 1], we see that by slightly modifying the scheduler of a time-shared system, a different model can easily be constructed and corresponding analytical results can be obtained. This process can go on and on with no end in sight. Clearly, one is tempted to seek some order in these results. For example, do there exist any invariants in behavior? Can we bound the possible range of performance regardless of structures?, etc. In Chapter 6 we try to answer some of these important questions. Fortunately, we are able to state a monotonicity property, a conservation law, and tight upper and lower bounds on the system performance as measured by average response time. Examples of the tight bounds are given for the exponential, the hyperexponential, the 2-stage Erlangian, and the uniform service time distributions.

## CHAPTER 3

## THE FAMLLY Of SELFISH SOHEDLING ALOORITHMS (SSA)

### 3.1 The Mathematical Model

The concept of selfish scheculing algorithms was first introduced by Kleinrock [26]. He solved the average response time for the selfish round robin (SRR) system. His work is extended and gereralized in this chapter by obtaining the Laplace transform of the waiting time distribution for $M G / 1$ systems.

The principle behind this model is that all customers in the system are divided into two groups: those in a "queue bax" waiting for service; and those in a "service box" sharing the service facility in a way as specified by the specific scheduling algorithm being used in the syster. A newoomer always enters the queue box where his priority (a numerical value) increases from zero at a positive rate $\alpha$; similarly, when he is in the service box (he may be sharing the service facility or he may be waiting for his turn depending upon the scheduler), his priority increases at a positive rate $\beta$. All customers possess the same parameters $\alpha$ and $\beta$. We are interested in the reoion $\alpha \geq \beta \geq 0$. Typically, a customer enters the queue box as soon as he arrives to the system, and starts to build his priority with rate $\alpha$ while he waits in the queue box. Since $\alpha \geq \beta \geq 0$, sooner or later he will satch up with those customers in the service box and join them to share the service facility. There is no feedback from the service box to the queue box, although there may be feedback within the service box. Kleinrock [26]
defined $\alpha$ as the queueing slope and $\beta$ as the serving slope. If an RR scheduling algnrithm is being used in the service, then everyone in the service box shares the service facility on an equal basis and the system is referred to as selfish round robin (SRR). If the server only serves those in the service box with the least amount of attairce service as in an FB system, then the whole system becomes selfish fore-ground-background (SFB). Figure 3-1 shows a decomposition of the selfish system.
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Let us define the following quantities:

| $E_{t}:$ | The event that customer needs $t$ seconds of ser- |
| ---: | :--- |
|  | vice |
| $s(t)=$ | a random variable representing the total time a |
|  | customer spends in the system canditioned on $E_{t^{*}}$ |
| $w(t)=$ | a randam variable representing the total time a |
|  | customer wastes while waiting in the system on- |
|  | ditioned on $E_{t}$. |
| $q(t)=$ | a random variable representing the time a cus- |
|  | tamer spends in the queue box conditioned on $E_{t}$. |
| $y(t)=$ | a random variable representing the time a cus- |

tamer spends in the service box conditioned on $E_{t}$.
$v(t)=a$ random variable representing the time a custamer wastes (the waiting time) in the service box conditioned on $E_{t}$.
$B(t)=P[$ service time $\leq t]$
$B^{*}(s)=$ The Laplace transform of the service time distribution $d B(x)$.
$=\int^{\infty} e^{-5 x} d B(x)$
and
$1 / \mu=$ average service request.
$\lambda=$ average arrival rate .
$\rho=\lambda / \mu=$ utilization factor of the system.
$S^{*}(t, s)=$ The Laplace transform of $s(t, x)$, the equilibrium density function of $s(t)$.
$=\int^{\infty} e^{-s x} s(t, x) d x$
$w^{\star}(t, s)=$ The Laplace transform of $w(t, x)$, the equilibrium tensity function of $w(t)$.
$=\int_{0}^{\infty} e^{-5 x} w(t, x) d x$
$Q^{*}(t, s)=$ The Laplace transform of $q(t, x)$, the equilibrium density function of $q(t)$.
$=\int^{\infty} e^{-s x} q(t, x) d x$
$Y^{*}(t, s)=$ The Laplace transform of $Y(t, x)$, the equilibrium density function of $y(t)$.
$=\int_{0}^{\infty} e^{-s x} y(t, x) d x$
$V^{\star}(t, s)=$ The Laplace transform of $v(t, x)$, the equilibrium density function of $v(t)$.

$$
\begin{equation*}
=f^{\infty} e^{-\Sigma x} v(t, x) d x \tag{3.6}
\end{equation*}
$$

Clearly we have that

$$
\begin{align*}
& s(t)=q(t)+y(t)  \tag{3.7}\\
& w(t)=q(t)+v(t)=s(t)-t \tag{3.8}
\end{align*}
$$

Let us also define

$$
\begin{align*}
T(t) & =E\left[\text { response time } \mid E_{t}\right] \\
& =E[s(t)] \\
& =-\lim _{s \rightarrow 0} \frac{\partial S^{\star}(t, s)}{\partial s}  \tag{3.9}\\
W(t) & =E\left[\text { wasted time in system } \mid E_{t}\right] \\
& =E[W(t)] \\
& =-\lim _{s \rightarrow 0} \frac{\partial W^{\star}(t, s)}{\partial s}=T(t)-t \tag{3.10}
\end{align*}
$$

$W_{2}(t)=$ second moment of the equilibrium waiting time distribution given $E_{t}$

$$
\begin{equation*}
=\lim _{s \rightarrow 0} \frac{\partial^{2} W^{\star}\left(t_{1}, s\right)}{\partial s^{2}} \tag{3.11}
\end{equation*}
$$

$\sigma^{2}(t)=$ variance of the equilibrium waiting time distribution

$$
\begin{equation*}
=W_{2}(t)-W^{2}(t) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{align*}
W_{q}(t) & \left.=E \text { (waiting time in the queue box| } E_{t}\right) \\
& =E[q(t)) \\
& =-\lim _{s \rightarrow 0} \frac{\partial Q^{*}(t, s)}{\partial s}  \tag{3.13}\\
V(t) & =E\left[\text { waiting time in the service box } \mid E_{t}\right] \\
& =E[v(t)] \\
& =-\lim _{s \rightarrow 0} \frac{\partial V^{*}(t, s)}{\partial s} \tag{3.14}
\end{align*}
$$

since there is no feedback fram the service box to the queve box, and all the service is done in the service box, the waiting time a customer spends in the queue box must be independent of his service request. Thus,

$$
\begin{array}{ll}
\mathrm{q}(\mathrm{t}) & =\mathrm{q} \\
\mathrm{Q}^{*}(\mathrm{t}, \mathrm{~s}) & =\mathrm{Q}^{*}(\mathrm{~s}) \\
\mathrm{W}_{\mathrm{q}}(\mathrm{t}) & =\mathrm{W}_{\mathrm{q}} \tag{3.17}
\end{array}
$$

### 3.2 The Analysis of the SSA Systems

By solving the SSA system, we mean to find the equilibrium waiting time distribution of the system. Since we are unable to do that directly, we first obtain the Laplace transform of this distribution and then obtain the various maments by differentiation.

Before going into details of the analysis of the SSA system, we present the following well-known theorem for FCF'S system; it will be used later.

Theorem 3.1 [19]
The Laplace transform of the equilibrium density function of the waiting time for the FCFS system is given as

$$
\begin{equation*}
W^{\star}(t, s)=\frac{s(1-\rho)}{\lambda B^{\star}(s)-\lambda+s} \tag{3.18}
\end{equation*}
$$

which is independent of $t$. Here $\rho=\lambda / \mu$
When an FCFS scheduling algorithm is used, there can be, at most, one customer being served in the service box at any time (no pro-cessor-sharing takes place in this case). The time a customer spends in the queue box is independent of the time he spends in the service box ( $t$ seconds).

Let us look at the service box of the SSA system as depicted by Figure 3-1. In order to solve $V^{*}(t, s)$, let us follow a customer, which we shall refer to as the "tagged" customer, through the system given that this custamer requires $t$ seconds of service. The arrival rate of customers to the service box conditioned on the presence of a tagged customer in that box is no longer $\lambda_{\text {, but }}$, rather some new average arrival rate $\lambda^{\prime}$, although the arrival process is still Poisson [26]. Thus (in conjunction with the fact that work can be done to a custamer only when he is in the service box) the service box itself, conditioned on the presence of a tagged customer, then becomes a $M / G / 1$ system with average arrival rate $\lambda^{\prime}$ and service distribution $B(x)$. Therefore, $V^{\star}(t, s)$ can be obtained readily from previous results for $M / G / 1$ system with $\lambda^{\prime}$ replacing $\lambda$. In the case of FCFS, from Eq. (3.18), we can write down

$$
\begin{equation*}
V^{*}(t, s)=\frac{s\left(1-\lambda^{\prime} / \mu\right)}{\lambda^{\prime} B^{*}(s)-\lambda^{\prime}+s} \tag{3.19}
\end{equation*}
$$

In order to calculate $\lambda^{\prime}$, we refer to Figure 3-2 following Kleinrock [26].
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In this figure, assume that two successive customers arrive at time $t_{1}$ and $t_{2}$; the average time between $t_{1}$ and $t_{2}$ is clearly $1 / \lambda$. Let us also assume that these two custamers enter the service box at time $t_{3}$ and time $t_{4}$, respectively, it is obvious that the average distance between $t_{3}$ and $t_{4}$ (which is equal to $1 / \lambda^{\prime}$ ) is larger than that between $t_{1}$ and $t_{2}$ because the custoners in the service box increased their priority at a rate $B$ and the newoomers catch up with them at a rate $\alpha$ as shown by Figure 3-2. In order to calculate $\lambda^{\prime}$ ', we express the vertical offset $y$ in two different ways:

$$
\begin{align*}
& y=\left(\frac{1}{\lambda},\right) \beta  \tag{3.20}\\
& y=\left(\frac{1}{\lambda},-\frac{1}{\lambda}\right) \alpha \tag{3.21}
\end{align*}
$$

and so $\lambda^{\prime}$ is solved as

$$
\begin{equation*}
\lambda^{\prime}=\lambda\left(1-\frac{\beta}{\alpha}\right) \tag{3.22}
\end{equation*}
$$

for convenience, we now define

$$
\begin{equation*}
\rho^{\prime}=\frac{\lambda^{\prime}}{\mu}=\rho\left(1-\frac{\beta}{\alpha}\right) \tag{3.23}
\end{equation*}
$$

Before we proceed to find $W^{*}(t, s)$ and $Q^{*}(s)$, we wish to establish the independent relation between $q(t)$ and $v(t)$ for the SSA system. That is, we wish to prove that the time a customer spends in the queue box is independent of the time he spends (or the time he wastes) in the service $10 x$. If this is true, we can find $V^{*}(t, s)$ and $Q^{*}(s)$ independently and then multiply them together to get $W^{*}(t, s)$ (i.e., for two independent random variables, the Laplace transform of the density function of their sum is the product of the individual Laplace transforms). The task will be greatly simplified since $V^{*}(t, s)$ is
available to us already; all we have to do then is to find $Q^{*}(s)$ from

$$
\begin{equation*}
Q^{*}(s)=\frac{W^{*}(t, s)}{V^{*}(t, s)} \tag{3.24}
\end{equation*}
$$

Theorem 3.2
For any customer requiring $t$ seconds of service, the time he spends in the queue box is independent of the time he spends in the service box (or independent of the time he wasted in the service box because $t$ is not a random variable).

## Proof: See Appendix A

By virtue of Theorem 3.2, all we have to do now is to find $Q^{\star}(s)$, the Laplace transform of the probability density function of the waiting time spent in the queue box. Before we proceed, let us make the following abservation:
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Figure 3-3 is a modificatinn of Figure 3-1. Arrivals come into the system as a poisson stream with mean arrival rate $\lambda$. If the service box is not idle, custamers leave the quse box for the service box at a rate $\lambda^{\prime}$. If the service box becomes idle, then the custamer with the highest priority in the queue box (if it is not empty) enters inmediately into the service boox. This flow of customers keeps on going inde-
pendent of the scheduling algorithm being used in the service box. From the viewpoint of the queue box, it does not make any difference whether an FCFS, an RR, or any other scheduling algorithm for this matter is being used in the service box. As far as the flow of customers from the queue box to the service box is concemed, the rate is always $\lambda^{\prime}$ if the service box is not idle and in Einite if it is and if the queue box is not empty. For different scheduling algorithrs, there will be different $W^{\star}(t, s)^{\prime} s$ and $V^{\star}(t, s)$ 's, but their ratio $Q^{*}(s)$ remains the same, and it is this $Q^{\star}(s)$ that we are trying to solve (see Eq. 3.24).

## Theorem 3.3

The Laplace transform $Q^{*}(s)$ of the density function of the waiting time spent in the queue box by a customer requiring $t$ seconds of service time (actually, it is independent of $t$ as we explained earlier) is

$$
\begin{equation*}
Q^{\star}(s)=\frac{(1-\rho)}{\left(1-\rho^{\top}\right)} \frac{\lambda^{\prime} B^{\star}(s)-\lambda^{\prime}+s}{\lambda^{\star}(s)-\lambda+s} \tag{3.25}
\end{equation*}
$$

with first mament equal to

$$
\begin{equation*}
W_{q}=\lim _{s \rightarrow 0}-\frac{\partial Q^{\star}(s)}{\partial s}=\frac{\lambda \overline{t^{2}}}{2(1-\rho)}-\frac{\lambda^{\prime} \overline{t^{2}}}{2\left(1-\rho^{\top}\right)} \tag{3.26}
\end{equation*}
$$

## Proof: See Appendix A

By combining Theorem 3.2 and Theorem 3.3, we get the following important result.

Theor:m 3.4
The Laplace transform of the equilibrium waiting time distribu-
tion function can be expressed as

$$
\begin{align*}
W^{\star}(t, s) & =Q^{\star}(s) V^{*}(t, s) \\
& =\frac{(1-\rho)}{\left(1-\rho^{\prime}\right)} \cdot \frac{\lambda^{\prime} B^{\star}(s)-\lambda^{\prime}+s}{\lambda B^{*}(s)-\lambda+s} \cdot V^{\star}(t, s) \tag{3.27}
\end{align*}
$$

and the mean waiting time as

$$
\begin{align*}
W(t) & =W_{q}+V(t) \\
& =\frac{\lambda t^{2}}{2(1-\rho)}-\frac{\lambda^{\prime} t^{2}}{2(1-\rho)^{\prime}}+V(t) \tag{3.28}
\end{align*}
$$

where

$$
\begin{equation*}
\overline{t^{2}}=\int_{0}^{\infty} t^{2} d B(t) \tag{3.29}
\end{equation*}
$$

Proof: The proof is obvious from the fact that the Laplace transform of the density function of the sum of two independent random variables is just the product of the individual Laplace transforms.

### 3.3 The Selfish Round Robin (SRR) System

We choose the SRK system as our first example. Figure 3-1 is replotted below to demanstrate the system behavior. Customers arrive as a Poisson stream with average arrival rate $\lambda$. Upon their arrival, they enter the queue box where their priority will increase from zero at a positive rate $a$. After a custamer's priority catches up to that of those in the service box, he will join them there and start to share the service facility. All custamers in the service box share the service facility equally among themselves as in an RR system; at the same time, their priority increases at a positive rate $B$. The range of $\alpha$ and $\beta$ of interest to us is when $\alpha \geq \beta \geq 0$.
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Unfortunately for the RR system, the Laplace transform of the waiting time distribution has been solved only for the case of exponential service distribution. For general service distributions, only the mean waiting times are available $[23,24]$ as given by:

$$
\begin{equation*}
W_{R R}(t)=\frac{\rho t}{1-\rho} \tag{3.30}
\end{equation*}
$$

Since the service box looks like an RR system with an average arrival rate $\lambda^{\prime}$, the average waiting time in the service box for a custamer requiring $t$ secands of service is the same as in Eq. (4.30) with $\lambda^{\prime}$ replacing $\lambda$, thus

$$
\begin{equation*}
V(t)=\frac{\rho^{\prime} t}{1-\rho^{\prime}} \tag{3.31}
\end{equation*}
$$

From Eq. (3.26), we know that the waiting 'ime in the queve box is

$$
\begin{equation*}
w_{q}=\frac{\lambda t^{2}}{2(1-\rho)}-\frac{\lambda^{\prime} t^{2}}{2(1-\rho)} \tag{3.32}
\end{equation*}
$$

thus, for $M / G / 1$, that we can write down [from Eq. (3.28)]

$$
W(t)=\frac{\lambda t^{2}}{2(1-\rho)}-\frac{\lambda^{\prime} t^{2}}{2\left(1-\rho^{\prime}\right)}+\frac{\rho^{\prime} t}{1-\rho^{\prime}}
$$

$$
\begin{equation*}
=\frac{\lambda \overline{t^{2}}}{2(1-\rho)}-\frac{\rho^{\prime}\left(t-\frac{\overline{t^{2}}}{2 \bar{t}}\right)}{\left(1-\rho^{\top}\right)} \tag{3.33}
\end{equation*}
$$

Three examples are given to demonstrate the nature of the mean waiting times for the SRR systems. As our first example, we choose the MM/1 system (i.e., the servio times are exponentially distributed). For this case, the mean waiting time $W(t)$ becones

$$
\begin{align*}
W(t) & =\frac{\rho / \mu}{1-\rho}-\frac{\rho^{\prime} / \mu}{1-\rho^{r}}+\frac{\rho^{\prime} t}{1-\rho^{\prime}} \\
& =\frac{\rho / \mu}{1-\rho}+\frac{(t-1 / \mu) \rho^{\prime}}{1-\rho^{\prime}} \tag{3.34}
\end{align*}
$$

this result was first obtained in [26].
In Figure 3-4, we plot the average waiting time function $\mathrm{W}(\mathrm{t})$ against the requested service time $t$ for different ratios of $B$ and $\alpha$ with $\lambda=0.75$ and $\mu=1.0$. From Figure $3-4$, as well as from Eq. (3.34), we coserve that the dependence of $W(t)$ upen $t$ is linear for the entire family of SRR systens; and all the waiting time functions intersect at the same point $\left(t=\frac{1}{\mu}\right)$. Thus, the performance of a customer who needs exactly $\frac{1}{\mu}$ seconds of service time is the same that he would encounter for any SRR system. In Section 2.2.4, we had observed that correspondance between the RR system and the FCFS system; now we show it holds for the entire class of SRR systems. We also observe that for a customer requesting more than $\frac{1}{\mu}$ seconds of service, his waiting time in the SRR system is longer than that he would experience in the FCFS system; conversely, a customer who requests less than $\frac{1}{\mu}$ seconds of service gets better treatment in the SRR system than in the FCFS system.
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We shall show, through the next two examples, that this prcperty holds true for general service distributions as well, although the point of intersections $t_{i}$ varies for different distributions. It can be easily proved by referring to Eq. (3.33) that $t_{i}=\frac{\mu t^{2}}{2}$ in general. As our second example, we choose the system $M E_{2} / 1$. In this system, we have

$$
\begin{equation*}
\frac{d B(x)}{d x}=(2 \mu)^{2} x e^{-2 \mu x} \quad x \geq 0 \tag{3.35}
\end{equation*}
$$

with mean service time equal to $1 / \mu$; the second moment of this distribution is $3 / 2 \mu^{2}$. Figure 3-5 shows the behavior of this system with $\mu$ $=1$ and $\lambda=0.75$. Again, the response time curves cross each other at the same point. It can be easily shown that the point of intersection $t_{i}$ is at

$$
\begin{equation*}
t_{i}=\frac{\overline{\mu t^{2}}}{2}=0.75 \tag{3.36}
\end{equation*}
$$

Because the second moment $\overline{t^{2}}$ is smaller for this distribution than the exponential distribution, $t_{i}$ is to the left of $1 / \mu$.

In the third example, we show the waiting times for the $M / H_{2} / 1$ system, where $\mathrm{H}_{2}$ stands for hyperexponential service distribution with

$$
\begin{equation*}
\frac{d B(x)}{d x}=0.5 \mu_{1} e^{-\mu_{1} x}+0.5 \mu_{2} e^{-\mu_{2} x} \quad x \geq 0 \tag{3.37}
\end{equation*}
$$

We choose $\mu_{1}=5 \mu, \mu_{2}=(5 / 9) \mu$, resulting in a mean service time of $1 / \mu$. The secand mament of this distribution is $82 / 25 \mu^{2}$. Figure 3-6 shows the waiting times of the $M / H_{2} / 1$ system with $\mu=1$ and $\lambda=$ 0.75 . Again, the waiting times are linearly proportional to $t$ and crossing each other at the same point, only this time, the point of
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intersection $t_{i}$ is to the right of $1 / \mu$ because of the larger serxnd mament of service time distribution.

As we mentioned earlier, the Laplace transform of the waiting time dis ribution $W^{*}(t, s)$ for the RR systems has been solved only for the W/Wl case; it is given as [25]

$$
\begin{equation*}
W_{R R}^{*}(t, s)=\frac{(1-\rho)\left(1-\rho r^{2}\right) e^{-\lambda(1-r) t}}{(1-\rho r)^{2}-\rho\left(1-r^{2}\right) e^{-\mu t\left(1-\rho r^{2}\right) / r}} \tag{3.38}
\end{equation*}
$$

where $r$ is taken as the smallirr of the two following expressions:

$$
\begin{equation*}
r=\left(\lambda+\mu+s-\left[(\lambda+\mu+s)^{2}-4 \mu \lambda\right]^{1 / 2}\right) / 2 \lambda \tag{3.39}
\end{equation*}
$$

or

$$
r=2 \mu\left(\lambda+\mu+s+\left[(\lambda+\mu+s)^{2}-4 \mu \lambda\right]^{1 / 2}\right)^{-1}
$$

From Eq. (3.25), for the $M / M 1$ system, $Q^{*}(s)$ is given as

$$
\begin{equation*}
Q^{\star}(s)=\frac{(1-\rho)}{\left(1-\rho^{\prime}\right)} \frac{s+\mu-\lambda^{\prime}}{s+\mu-\lambda} \tag{3.41}
\end{equation*}
$$

Since $V^{\star}(t, s)$ is the same as $W_{R R}(t, s)$ with $\lambda^{\prime}$ replacing $\lambda_{0}$ we can readily write down $W^{\star}(t, s)$ for the $M / W 1$ SRR system as

$$
W^{\star}(t, s)=Q^{\star}(s) \cdot V^{\star}(t, s)
$$

$$
\begin{equation*}
=\frac{(1-\rho)}{\left(1-\rho^{\prime}\right)} \frac{s+\mu-\lambda^{\prime}}{s+\mu-\lambda} \frac{\left(1-\rho^{\prime}\right)\left(1-\rho^{\prime} r^{\prime} 2\right) e^{-\lambda^{\prime}\left(1-r^{\prime}\right) t}}{\left(1-\rho^{\prime} r^{\prime}\right)^{2}-\rho^{\prime}\left(1-r^{\prime}{ }^{2}\right) e^{-\mu t\left(1-\rho^{\prime} r^{\prime}\right) / r^{\prime}}} \tag{3.42}
\end{equation*}
$$

where $r^{\prime}$ is defined by Eqs. (3.39) and (3.40) with $\lambda$ replaced by $\lambda^{\prime}$ 。

By differentiating Eq. (3.42), the first two moments of the waiting time distribution are obtained as, respectively,

$$
\begin{align*}
W(t) & \left.=-\frac{\partial W^{\star}(t, s)}{\partial s} \right\rvert\, s=0 \\
& =\frac{\rho / \mu}{1-\rho}-\frac{\rho^{\prime} / \mu}{1-\rho^{\prime}}+\frac{\rho^{\prime} \cdot t}{1-\rho^{\prime}}  \tag{3.43}\\
W_{2}(t) & \left.=\frac{\partial^{2} W^{\star}(t, s)}{\partial s^{2}} \right\rvert\, s=0 \\
& =\frac{2 \rho^{\prime} t\left(\rho-\rho^{\prime}\right)}{\mu\left(1-\rho^{\prime}\right)^{2}(1-\rho)}+\frac{\left(\rho^{\prime} t\right)^{2}}{\left(1-\rho^{\prime}\right)^{2}}+\frac{2 \rho^{\prime} t}{\mu\left(1-\rho^{\prime}\right)^{3}} \\
& +\frac{2\left(\rho-\rho^{\prime}\right)}{\mu^{2}\left(1-\rho^{\prime}\right)(1-\rho)^{2}}-\frac{2 \rho^{\prime}}{\mu^{2}\left(1-\rho^{\prime}\right)^{4}}\left[1-e^{-\left(1-\rho^{\prime}\right) \mu t}\right] \tag{3.44}
\end{align*}
$$

In Figure 3-7, we plot the standard deviations of the waiting time versus $t$ for different values of $\beta / \alpha$. By comparing Figures 3-4 and 3-7, we see that when $t$ is small, the standard deviation tends to be somewhat larger than the mean value; and when $t$ gets large, the mean value tends to be higher than the corresponding standard deviation. In Figure 3-8, we plot the ratio of the standard deviation $\sigma(t)$ to the average of the waiting time against $\mu \mathrm{t}$ with $\lambda=0.75$ and $\mu=1.0$. As shown by the figure, $\sigma(t)$ is monotonically nonincreasing with $t$ for the entire family of the SRR systems. It can easily be shown that, when $t$ is large, $\sigma(t) N(t)$ is proportional to $1 / \sqrt{t}$. Thus, the mean waiting times give a bistter indication of the system behavior when the requested service time is large compared to $1 / \mu$.

### 3.4 The Selfish Foreground-Background (SFB) System

The SFB system is very similar to the SRR system we just discussed, the only difference being that the scheduling algorithm being used in the service box is FB instead of RR. Customers enter the service box
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after they have experienced some waiting in the queve box. Once a customer enters the service box, he will occupy the service facility immediately all by himself because he is the one with the least amount of attained service in the service box. From there on, this "tagged" unit sees a pure FB system with a Poisson arrival process at $\lambda^{\prime}$ customers per second until he leaves the system completely served.

The Laplace transform of the response time distribution for FB systems with general service time distributions has been solved by Schrage [27]. Thus, by substituting $\lambda$ with $\lambda^{\prime}$ in his results, we get

$$
\begin{equation*}
Y^{*}(t, s)=H^{*}(t, s) \tag{3.45}
\end{equation*}
$$

where

$$
\begin{align*}
& D^{\star}(t, s)=B^{\star}\left[s+\lambda^{\prime}\left\{1-A^{\star}(t, s)\right\}\right]  \tag{3.46}\\
& A^{\star}(t, s)=G^{\star}\left[t, s+\lambda^{\prime}\left\{1-A^{\star}(t, s)\right\}\right]  \tag{3.47}\\
& H^{\star}(t, s)=\left(1-\rho^{\prime}\right)\left[s+\lambda^{\prime}\left\{1-A^{\star}(t, s)\right\}\right] \tag{3.48}
\end{align*}
$$

and $G^{*}(t, s)$ is defined as

$$
\begin{equation*}
\lim _{s \rightarrow 0}(-1)^{m \partial^{m} G^{\star}(t, s)}{\partial s^{m}}_{s^{m}}=\int_{0}^{t} t^{m} d B(t)+t^{m}[1-B(t)] \tag{3.49}
\end{equation*}
$$

Substitute Eq. (3.45) into Eq. (3.27) and we get

$$
\begin{equation*}
S^{\star}(t, s)=\frac{1-\rho}{1-\rho^{\prime}} \frac{\lambda^{\prime} B^{\star}(s)-\lambda^{\prime}+s}{\lambda B^{\star}(s)-\lambda+s} H^{\star}(t, s) D^{\star}(t, s) \tag{3.50}
\end{equation*}
$$

From Eq. (3.50), we can derive the first two moments of the waiting time distribution of the SFB system as

$$
\begin{equation*}
W(t)=\frac{\lambda t^{2}}{2(1-\rho)}-\frac{\lambda^{\prime} t^{2}}{2\left(1-\rho^{\prime}\right)}+\frac{\lambda^{\prime} t^{2}{ }_{<t}}{2\left(1-\rho^{\prime}{ }_{<t}\right)^{2}}+\frac{t\left(\rho^{\prime}{ }_{<t}\right)}{1-\rho_{<t}^{\prime}} \tag{3.51}
\end{equation*}
$$

$$
\begin{align*}
& W\left(t^{2}\right)=\frac{\lambda^{\prime} t^{3}}{\langle t} \\
& 3\left(1-\rho_{<t}^{\prime}\right)^{3}
\end{aligned}+\frac{\left.\lambda^{\prime} \bar{t}_{<t}^{2}\right)^{2}}{\left(1-\rho_{<t}^{\prime}\right)^{4}}+\frac{t^{2}\left(\rho_{<t}^{\prime}\right)^{2}}{\left(1-\rho_{<t}^{\prime}\right)^{2}}+\frac{\lambda^{\prime} t^{\prime} t^{2}{ }_{<t}}{\left(1-\rho_{<t}^{\prime}\right)^{3}} \quad \begin{aligned}
& \lambda^{\prime} \bar{t}_{<t}^{2}  \tag{3.52}\\
&+\frac{2\left(\rho-\rho^{\prime}\right)}{\mu^{2}\left(1-\rho^{\prime}\right)(1-\rho)^{2}}+2 \frac{\left(\rho-\rho^{\prime}\right)}{\mu(1-\rho)\left(1-\rho^{\prime}\right)}\left[\frac{t^{t} \cdot \rho^{\prime}<t}{1-\rho_{<t}^{\prime}}\right]
\end{align*}
$$

where

$$
\begin{equation*}
\overline{t^{m}}<t=\int_{0}^{t} t^{m} d B(t)+t^{m}[1-B(t)] \tag{3.53}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho_{<t}^{\prime}=\lambda^{\prime} \cdot \bar{t}_{<t} \tag{3.54}
\end{equation*}
$$

Three examples are given to show the nature of the waiting time we just derived. As the first example, we again choose the M/M/1 system. In Figure 3-9, waiting times for different $\beta / \alpha$ ratios are 1 Jtted against $t$ with the assumption that $\lambda=0.75, \mu=1$. When $\beta / \alpha$ $=0$, the system becomes a pure FB system with no waiting in the queue box. As the ratio $\beta / \alpha$ increases, the average wait in the queue box also increases until it hits the maximum point when $\beta / \alpha=1$, which happens to be a pure FCFS system. The curves representing different $\beta / \alpha$ ratios do not intersect the same point as in the SRR system, but the points of intersections are relatively close to each other. Figure 3-10 shows the standard deviations as plotted against $t$. In Figure 3-11, $\sigma(t) / W(t)$ is piotted against $\mu t$ with $\lambda=0.75$ and $\mu=1$. When $t$ is small, the standard deviation tends to be samewhat larger than the mean waiting time, indicating a rather large zone for the mean value to vary. When $t$ gets large, the ratio $\sigma(t) / W(t)$ varies with $1 / \sqrt{t}$,
the standard deviation levels off faster than does the mean value, thus making the mean waiting time a "better" result.

As our second example, we choose the system $M / E_{2} / 1$. The service time distribution is defined as Eq. (3.35). Figure 3-12 shows the behavior of this system with $\mu=1$ and $\lambda=0.75$. These figures are somewhat similar to those for the M/M/1 system, with smaller average waiting time in the queue box. Figure 3-13 shows the standard deviations as plotted against $t$. For $\beta / \alpha$ not equal to zero, the standard deviation assumes a rather large value at $t=0$, then tapers off a bit before going up again. When $t$ is a few times larger than the average service time $1 / \mu$, the mean waiting times are much higher than their corresponding standard deviations, indicating that relatively small range where the waiting times can fall.

Once more, we choose the $\mathrm{M} / \mathrm{H}_{2} 2^{\prime}$ l system defined by Eq. (3.37) as our third example. With $\lambda=0.75$ and $\mu=1$, mean waiting times and standard deviations are plctted against $t$ as shown in Figures 3-14 and 3-15, respectively. The average waiting times in the queue box (as indicated at $t=0$ in Figure 3-14) are larger than their corresponding terms in an M/M/I system because the second moment of the hyperexponential service distribution is larger. Again, when $t$ is large compared to $1 / \mu$, the standard deviations tend to be less than their corresponding mean waiting times in a similar manner as were mentioned earlier for the $M / M / 1$ and $M / E_{2} / 1$ systems.

### 3.5 Sunmary

In this chapter, we discussed the family of selfish scheduling algorithms. The results obtained in Section 3.2 can be applied to any
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SSA system. Two parameters, $\alpha$ and $B$, are introduced to the system so that one degree of freedam (appearing as the ratio $\beta / \alpha$ ) is provided to the system designer which he can use to adjust the system performance as a function of service time over a ountinuum of service behaviors.

Two specific systems, the sel fish round-robin and the selfish foreground-background, are descrihed in detail to demonstrate the nature of the results. For the SRR systrr:, the average response time always varies linearly with the requested service time; the Laplace transform of the waiting time distribution is available only for the exponential service time distribution. When the SFB algorithm is used by the system scheduler, the Laplace transform of the response time distribution is obtained for $M / G / 1$ system in general. Examples for exponential, Erlangian, and hyperexponential service distribution are given in Sections 3.3 and 3.4.

Once again we wish to emphasize the generality of the results obtained in this chapter. Given the result of any $M / G / 1$ system, timeshared system analysis, the result for the corresponding selfish system can be readily obtained by referring to Eq. (3.27) (Laplace transform of the waiting time) and Eq. (3.28) (the average waiting time).

## CHAPTER 4

## A CONITNUUM OF FEEDBACK SCHEDULING ALGORITHMS

### 4.1 The Mathematical Model

In Chapter 3 we discussed the family of selfish scheduling algorithms. In particular, we discussed the SRR and the SFB systems where the performance of those systems varies over a continuum of system behaviors with the FCFS system at one end of the continuum (i.e. $\beta / \alpha=1$ ). The RR system lies at the other end of the continuum (i.e. $\beta / \alpha=0$ ) for the SRR systems; and the FB system lies at this end ( $\beta / \alpha=0$ ) for the family of SFB systems. In this chapter we look into another family of scheduling algorithms whose performance also ranges over a continuum of system behaviors.

In Section 2.2.5 we discussed the RR system with externally assigned priorities. In such a system, we assume that there are $p$ priority groups each with Poisson arrival process, and an exponentially distributed service request for customers from each group. A positive number $g_{p}$ is associated with the $p^{\text {th }}$ priority group, with larger values of $g_{p}$ being given to those higher priority groups. All $g_{p}$ 's are assumed to be of constant values. $g_{p}$ can be interpreted as the relative fraction of the total service facility (the CPU time) that is allocated for the customers from the $\mathrm{p}^{\text {th }}$ priority group.

The model we introduce in this chapter is an extension of this Round Robin system with priorities. The $g_{p}$ 's are no longer assigned externally, rather they are assigned to the customers according to their
attained services $t$ (which also implies that we transform the discrete priority system into a continuous priority system). In particular, we let $g(t)$ vary exponentially with $t$, namely,

$$
\begin{equation*}
g(t)=g e^{-g t} \tag{4.1}
\end{equation*}
$$


g as function of attanned service time
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As shown by Figure 4-1 and Eq. (4.1), all customers in the system share the service facility simultaneously, and customers with lesser amounts of attained service get served at a higher rate than those with greater attained services. The mrere service a customer has received, the slower he will get served. Let $n(t)$ denote the density of the number of customers in che s.fsten with $t$ seconds of attained service (Section 2.2.9) . Since lis rate of attaining service is directly proportional to $g(t)$, the fraction $\tilde{f}(t)$ (a random variable) of the total service facility allocated to a custamer with $t$ seconds of attained service is calculated as

$$
\begin{equation*}
\tilde{f}(t)=\frac{g(t)}{\int_{0}^{\infty} g(t) n(t) d t}=\frac{e^{-g t}}{c} \tag{4.2}
\end{equation*}
$$

where $c$ is a constant independent of $t$.
The RR system is a special case of this family of algorithms. With very small value of $g$, the slope of the exponential curve drops very slowly with $t$, and so the discrimination against customers with large attained services (as measured by the relative rates at which they accumulate service time) decreases as $g$ decreases. As $g$ goes to zero, the exponential curve in Figure 4-1 becomes a horizontal (nondiscriminatory) line, and every customer get treated equally at all times (independent of his attained service time!. This, of course, becomes the Round Robin system.

On the other hand, if we let the value of $g$ be very large, the curvature of $g(t)$ becomes very steep. This means that a customer with a slightly lesser amount of accumulated service time will be served at a much higher rate than another custamer in the system with slightly more attained service. The higher the value of $g$, the more pronounced is this discrimination against long jobs. As $g$ goes to infinity, the only time a customer can get into the service facility is when he is the customer with the least amount of attained serrice in the system, thus the system becames FB.

The parameter $g$ can assume any value between 0 and infinity. By varying $g$, a degree of freedom is provided to the system designer which he may use to adjust the system performance over a continuum of behaviors with the RR and the FB systems serving as the two boundaries.

### 4.2 The Analysis

We consider the case $M / M / 1$ with scheduling algorithm $g(t)$ as defined above.

## Theorem 4.1

The average response time $T(t)$ for the system with the scheduling algorithm defined by $g(t)=g e^{-g t}$, is the solution of the following integro-differential equation

$$
\begin{align*}
(1-\rho) T(t) & =t+\frac{\rho / \mu}{1-\rho}-\rho \int_{0}^{\infty} T^{\prime}(\tau)\left[e^{g \tau}+e^{g t}-1\right]^{-\mu / g} d \tau \\
& =\rho \int_{0}^{t} T^{\prime}(\tau)\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} d \tau \tag{4.3}
\end{align*}
$$

Proof: See Appendir. B
In Eq. (4.3), if $g=0$, it gives us the result of the $R R$ system. As $g \rightarrow 0$, the term $\left[e^{g T}+e^{g t}-1\right]^{-\mu / g}$ becomes

$$
\begin{align*}
\lim _{\sigma \rightarrow 0}\left[c^{g \tau}+e^{g t}-1\right]^{-\mu / g} & =\lim _{g \rightarrow 0}\left\{[1+g \tau+1+g t-1]^{1 / g}\right\}^{-\mu} \\
& =\lim _{g \rightarrow 0}\left\{[1+g(t+\tau)]^{1 / g}\right\}^{-\mu} \\
& =\left[e^{t+\tau}\right]^{-\mu} \\
& =e^{-(t+\tau)} \tag{4.4}
\end{align*}
$$

The limit of $\left[e^{g t}-e^{g t}+1\right]^{-\mu / g}$ as $g$ goes to zero can similarly be calculated as

$$
\begin{aligned}
\lim _{g \rightarrow 0}\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} & =\lim _{g \rightarrow 0}\left\{[1+g t-1-g \tau+1]^{1 / g}\right\}^{-\mu} \\
& =\lim _{g \rightarrow 0}\left\{[1+g(t-\tau)]^{1 / g}\right\}^{-\mu}
\end{aligned}
$$

$$
\begin{align*}
& =\left[e^{(t-\tau)}\right]^{-\mu} \\
& =e^{-\mu(t-\tau)} \tag{4.5}
\end{align*}
$$

Substituting Eqs. (4.4) and (4.5) into Eq. (4.3), we get

$$
\begin{align*}
(1-\rho) T(t) & =t+\frac{\rho / \mu}{1-\rho}-\rho \int_{0}^{\infty} T^{\prime}(t) e^{-\mu(t+\tau)} d \tau-\rho \int_{0}^{t} T^{\prime}(t) e^{-\mu(t-\tau)} d \tau \\
& =t+\frac{\rho / \mu}{1-\rho}-\rho e^{-\mu t} \int_{0}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} d \tau-\rho e^{-\mu t} \int_{0}^{t} T^{\prime}(\tau) e^{\mu \tau} d t \tag{4.6}
\end{align*}
$$

Since from [36], we have

$$
\begin{equation*}
\int_{0}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} d \tau=\frac{1 / \mu}{1-\rho} \tag{4.7}
\end{equation*}
$$

Eq. (4.6) becomes

$$
\begin{equation*}
(1-\rho) T(t)=t+\frac{\rho / \mu}{1-\rho}-\frac{\rho / \mu}{1-\rho} e^{-\mu t}-\rho e^{-\mu t} \int_{0}^{t} T^{\prime}(\tau) e^{\mu \tau} d \tau \tag{4.8}
\end{equation*}
$$

Multiply $e^{\mu t}$ on woth sides of Eq. (4.8) to yield

$$
\begin{equation*}
(1-\rho) e^{\mu t_{T}} T(t)=t e^{\mu t}+\frac{\rho / \mu}{1-\rho}\left(e^{\mu t}-1\right)-\rho \int_{0}^{t} T^{\prime}(\tau) e^{\mu \tau} d \tau \tag{4.9}
\end{equation*}
$$

Now differentiate Eq. (4.9) with respect to $t$, to get

$$
\begin{align*}
(1-\rho)^{\mu t} T^{\prime}(t)+\mu(1 & -\rho) T(t) e^{\mu t} \\
& =(1+\mu t) e^{\mu t}+\frac{\rho}{1-\rho} e^{\mu t}-\rho e^{\mu t} T^{\prime}(t) \tag{4.10}
\end{align*}
$$

Multiplying $e^{-\mu t}$ on both sides of Eq. (4.10) and simplifying, we get

$$
\begin{equation*}
T^{\prime}(t)+\mu(1-\rho) T(t)=\frac{1}{1-\rho}+\mu t \tag{4.11}
\end{equation*}
$$

With the initial condition $T(0)=0$, Eq. (4.11) is easily solved as

$$
\begin{equation*}
T(t)=\frac{t}{1-\bar{p}} \tag{4.12}
\end{equation*}
$$

which, of course, is the average response time for the RR system.
On the other hand, when $g$ goes to infinity, for $\left[e^{g t}+e^{g \tau}-1\right]^{-\mu / g}$, we must consider two cases:

Case 1) when $\tau<t$, then $1 \ll e^{g \tau} \ll e^{g t}$

$$
\begin{align*}
\lim _{g \rightarrow \infty}\left[e^{g t}+e^{g \tau}-1\right]^{-\mu / g} & =\lim _{g+\infty}\left[e^{g t}\right]^{-\mu / g} \\
& =e^{-\mu t} \tag{4.13}
\end{align*}
$$

Case 2) when $\tau>t$, then $l \ll e^{g t} \ll e^{g}$

$$
\begin{align*}
\lim _{g \rightarrow \infty}\left[e^{g t}+e^{g \tau}-1\right]^{-\mu / g} & =\lim _{g+\infty}\left[e^{g \tau}\right]^{-\mu / g} \\
& =e^{-\mu \tau} \tag{4.14}
\end{align*}
$$

Similarly, the limit of $\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g}$ as $g$ goes to infinity becomes

$$
\begin{align*}
\lim _{g \rightarrow \infty}\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} & =\lim _{g \rightarrow \infty}\left[e^{g t}\right]^{-\mu / g} \\
\tau \leq t & =e^{-\mu t} \tag{4.15}
\end{align*}
$$

Substituting Eqs. (4.13), (4.14) and (4.15) into Eq. (4.13), we get

$$
\begin{align*}
& (1-\rho) T(t)=t+\frac{\rho / \mu}{1-\rho}-\int_{0}^{t} T^{\prime}(\tau) e^{-\mu t} d \tau \\
& =\rho \int_{t}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} d \tau-\rho \int_{0}^{t} T^{\prime}(\tau) e^{-\mu t} d r \tag{4.16}
\end{align*}
$$

or

$$
\begin{equation*}
\left(1-\rho+2 \rho e^{-\mu t}\right) T(t)=t+\frac{\rho / \mu}{1-\rho}-\rho \int_{t}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} d \tau \tag{4.17}
\end{equation*}
$$

Differentiating Eq. (4.i7) with respect to $t$ yields

$$
\begin{equation*}
T^{\prime}(t)\left(1-\rho+2 \rho e^{-\mu t}\right)-2 \lambda e^{-\mu t} T(t)=1+\rho T^{\prime}(t) e^{-\mu t} \tag{4.18}
\end{equation*}
$$

Rearranging, we get

$$
\begin{equation*}
T^{\prime}(t)\left(1-\rho+\rho e^{-\mu t}\right)=2 \lambda e^{-\mu t} T(t)+1 \tag{4.19}
\end{equation*}
$$

With the initial condition $T(0)=0$, the solution of Eq. (4.19) is

$$
\begin{equation*}
T(t)=\frac{\frac{\rho}{\mu}\left[1-e^{-\mu t}-\mu t e^{-\mu t}\right]}{\left(1-\rho+\rho e^{-\mu t}\right)^{2}}+\frac{t}{1-\rho+\rho e^{-\mu t}} \tag{4.20}
\end{equation*}
$$

which, of ccurse, is the average response time for the FB system (with exponential service time distribution).

Unfortunately, we cannot solve Eq. (4.2) analytically in general except for the special cases with $g=0$ and $g=\infty$. An approximate solution of Eq. (4.2) with large values of $c \prime$ is presented in the next section.

### 4.3 An Approximate Solution

When $g$ is large compared to $\mu$, the term $\left|e^{g \tau}+e^{g t}-1\right|^{-\mu / g}$ car. be approximated by ising

$$
\begin{equation*}
(1+\varepsilon)^{k} \cong 1+\varepsilon k \quad \text { for } \varepsilon \ll 1 \tag{4.21}
\end{equation*}
$$

We consider two cases:
Case 1) $\tau<t$

$$
\left.\left[e^{g t}+e^{g t}-1\right]^{-\mu / g}=e^{-\mu t} \mid 1+e^{-g t}\left(e^{g t}-1\right)\right]^{-\mu / g}
$$

$$
\begin{equation*}
\simeq e^{-\mu t}\left[1-(\mu / g) e^{-g t}\left(e^{g \tau}-1\right)\right] \tag{4.22}
\end{equation*}
$$

Case 2) $\tau>t$

$$
\begin{align*}
{\left[e^{g t}+e^{g \tau}-1\right]^{-\mu / g} } & =e^{-\mu \tau}\left[1+e^{-g \tau}\left(e^{g t}-1\right)\right]^{-\mu / g} \\
& \simeq e^{-\mu \tau}\left[1-(\mu / g) e^{-g \tau}\left(e^{g t}-1\right)\right] \tag{4.23}
\end{align*}
$$

Similarly, $\left[e^{g t}-e^{g \tau}+1\right)^{-\mu / g}$ can be approximated as

$$
\begin{align*}
{\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} } & =e^{-\mu t}\left|1-e^{-g t}\left(e^{g \tau}-1\right)\right|^{-\mu / g} \\
& \simeq e^{-\mu t}\left[1+(\mu / g) e^{-g t}\left(e^{g \tau}-1\right)\right] \tag{4.24}
\end{align*}
$$

Substituting Eqs. (4.19) to (4.21) into Eq. (4.2), we get

$$
\begin{align*}
(1-\rho) T(t)=t+\frac{\rho / \mu}{1-\rho} & -\rho \int_{0}^{t} T^{\prime}(\tau)\left[e^{-\mu t}-(\mu / g) e^{-(g+\mu) t}\left(e^{g \tau}-1\right)\right] d \tau \\
& -\rho \int_{t}^{\infty} T^{\prime}(\tau)\left[e^{-\mu \tau}-(\mu / g) e^{-(g+\mu) \tau}\left(e^{g t}-1\right)\right] d \tau \\
& -\rho \int_{T^{\prime}(\tau) d \tau\left[e^{-\mu t}+(\mu / g) e^{-(g+\mu) t}\left(e^{g \tau}-1\right)\right] d \tau}^{t} \tag{4.25}
\end{align*}
$$

Simplifying Eq. (4.25), we get

$$
\begin{align*}
& T(t)\left(1-\rho+2 \rho e^{-\mu t}\right)=t+\frac{\rho / \mu}{1-\rho}-\rho \int_{t}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} d \tau \\
&+p\left(e^{g t}-1\right) \int_{t}^{\infty}(\mu / g) e^{-(\mu+g) \tau} T^{\prime}(\tau) d \tau \tag{4.26}
\end{align*}
$$

Differentiating Eq. (4.26) with respect to $t$ yields

$$
\begin{align*}
T^{\prime}(t)[1-\rho & \left.+\rho e^{-\mu t}+\lambda / g\left(e^{g t}-1\right) e^{-(\mu+g) t}\right]-2 \lambda T(t) e^{-\lambda t} \\
& =1+\lambda e^{g t} \int_{t}^{\infty} T^{\prime}(\tau) e^{-(\mu+g) \tau} d \tau \tag{4.27}
\end{align*}
$$

From Eq. (4.27), by setting $t=0$, and recognizing that $T(0)=0$, we get the initial condition

$$
\begin{equation*}
T^{\prime}(0)=1+\int_{0}^{\infty} \lambda T^{\prime}(\tau) e^{-(\mu+g) \tau} d \tau \tag{4.28}
\end{equation*}
$$

Iultiplying $\mathrm{e}^{-g t}$ to both sides of Eq. (4.27) and then differentiating it with respect to $t$, and rearranging the result, we get

$$
\begin{gather*}
T^{\prime}(t)\left[1-\rho+\rho e^{-\mu t}+\lambda / g\left(e^{g t} \cdot 1\right) e^{-(\mu+g) t}\right] \\
+T^{\prime}(t)\left[-g+g \rho-g \rho e^{-\mu t}-\lambda e^{-\mu t}-e^{-(g+\mu) t}\left(e^{g t}-1\right) \lambda(2+\mu / g)\right] \\
+2 \lambda(\mu+g) e^{-\mu t} T(t)+g=0 \tag{4.29}
\end{gather*}
$$

with the initial conditions

$$
\begin{align*}
& T(0)=0 \\
& T^{\prime}(0)=1+\lambda \int_{0}^{\infty} T^{\prime}(\tau) e^{-(\mu+g) \tau} d \tau \tag{4.30}
\end{align*}
$$

Milue's mechod [37] is used to solve Eq. (4.30). Since the initial condition $T^{\prime}(0)$ is given in terms of sone unknowr: results, many iterations are needed in order for the results to converge. $W(t)$ is plotted against $t$ on Figure 4-2 with $\lambda=0.75$ and $\mu=1$.
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## CHAPTER 5

THE AVERAGE NUMBER OF CUSTOMERS IN THE SYSTEM

### 5.1 Introduction

In Section 2.1.3 we discussed the memoryless property of Markovian process. In particular, the average number of customers in an M/M/l system was given by

$$
\begin{equation*}
\bar{n}=\sum_{n=0}^{\infty} n p_{n}=\frac{\rho}{1-\rho} \tag{5.1}
\end{equation*}
$$

where $P_{n}$ is the equilibrium probability of having $n$ custamers in the system and is given as

$$
\begin{equation*}
p_{n}=(1-\rho) \rho^{n} \quad n=0,1,2,3, \ldots \tag{5.2}
\end{equation*}
$$

Equation (5.1) holds true only when no more information about the system is available besides that the arrival and service processes are Markovian. Otherwise, the average number in the system will change according to the additional information. For example, let us assume that the system is not idle when the average is taken; in other words, there is at least one customer in the system, and ask what is the average number of customers in the system under this condition. Equation (5.2) then becomes

$$
\begin{equation*}
p_{n}=(1-\rho) \rho^{n-1} \quad r_{1}=1,2,3, \ldots \tag{5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
p_{0}=0 \tag{5.4}
\end{equation*}
$$

The average number of custamers in the system becomes

$$
\begin{align*}
\bar{n} & =\sum_{n=0}^{\infty} n p_{n} \\
& =\frac{1}{\rho} \sum_{n=0}^{\infty} n(1-\rho) \rho^{n} \\
& =\frac{1}{\rho} \cdot \frac{\rho}{1-\rho} \\
\bar{n} & =\frac{1}{1-\rho} \tag{5.5}
\end{align*}
$$

which is just the overall average number $\rho /(1-\rho)$ divided by $\rho$, the probability that the system is busy.

Both Eqs. (5.1) and (5.5) were obrained under the asumption that no specific information about any single customer was available; all customers were assumed to be identically distributed as far as their interarrival and service times were concerned. In most of the time-sharing models, however, the quantity that is solved for is the average response time in the system conditioned on a tagged customer needing exactly $t$ seconds of service time. In those systems, one of the customers in the system [the tagged customer] behaves differently fram others. His service time request becanes deterministic and is no langer drawn fram an exponential distribution as are all other service times.

Given this additional information (that one custamer will not leave the system before he has obtained exactly $t$ seconds of service), one would expect that the average number of customers in the system will change as a function of this $t$. In fact $i$. does as is shown by the
following theorem in a very simple way.

### 5.2 The Analytical Results

## Theorem 5.1

The average number of customers $m(t)$ in an $M / M / 1$ system given that one (the tagged) customer has attained $t$ seconds of service is given by

$$
\begin{equation*}
m(t)=\frac{1}{1-\rho}+\lambda T(t)-\mu W(t) \tag{5.6}
\end{equation*}
$$

where $T(t)$ and $W(t)$ are the average response and waiting time, respectively, for the tagged custamer.

Proof:


THE REAL TIME AXIS
FIGURE 5-1

The proof of this theorem is very simple. Let us look at the real time axis as shown in Figure 5-1. Let the tagged customer arrive at an arbitrary time instant $\mathrm{T}_{0}$. Since no er.' information about the system is available, there are on the average $1 /(1-\rho)$ customers in the system (including this just arrived tagged customer) at $T_{0}$. At time $\left[T_{0}+T(t)\right]$, the tagged customer has spent $T(t)$ seconds in the system and thus has been in the service facility for an average of $t$ seconds. During the interval $\left[T_{0} T_{0}+T(t)\right]$, on the average, there are $\lambda T(t)$ [Poisson arrival]new customers arriving to the system.

There are $\mu[T(t)$ - $t]$ custamers leaving the system because the death rate becomes zero when the tagged custamer is served (no customer can leave the system when the tagged custamer is in the service facility). The average number of the customers $m(t)$ in the system at $T_{0}+T(t)$ is then calculated as

$$
\begin{align*}
m(t) & =\frac{1}{1-\rho}+\lambda T(t)-\mu[T(t)-t] \\
& =\frac{1}{1-\rho}+\lambda T(t)-\mu W(t) \tag{5.7}
\end{align*}
$$

Q.E.D.

Equation (5.7) can be rearranged in one of the following two different forms.

$$
\begin{equation*}
m(t)=\frac{1}{1-\rho}-(\mu-\lambda) W(t)+\lambda t \tag{5.8}
\end{equation*}
$$

or

$$
\begin{equation*}
m(t)=\frac{1}{1-\rho}-(\mu-\lambda) T(t)+\mu t \tag{5.9}
\end{equation*}
$$

Since the average number of customers in a busy system with no constraints is $l /(1-\rho)$, the weighted average of $m(t)$ for ail possible $t$ must be equal to $1 /(1-\rho)$. This can be easily shown by using the Conservation Law (Eq. (2.78))

$$
\begin{align*}
\int_{0}^{\infty} m(t) d B(t) & =\int_{0}^{\infty}\left[\frac{1}{1-\rho}+\lambda T(t)-\mu W(t)\right] \mu e^{-\mu t} d t \\
& =\frac{1}{1-\rho}+\lambda \int_{0}^{\infty} T(t) \mu e^{-\mu t} d t-\mu \int_{0}^{\infty} W(t) \mu e^{-\mu t} d t \\
& =\frac{1}{1-\rho}+\lambda \frac{1 / \mu}{1-\rho}-\mu \cdot \frac{\rho / \mu}{1-\rho} \\
& =\frac{1}{1-\rho} \tag{5.10}
\end{align*}
$$

For the RR system, the average response time is linearly proportional to $t$ and is given by

$$
\begin{equation*}
T_{R R}(t)=\frac{t}{1-\rho} \tag{5.11}
\end{equation*}
$$

substituting Eg. (5.11) into Eq. (5.9), the average number of custamers in a RR system given that a custamer in the system has obtained $t$ seconds of service time becomes

$$
\begin{align*}
m_{R R}(t) & =\frac{1}{1-\rho}-(\mu-\lambda) \frac{t}{1-\rho}+\mu t \\
& =\frac{1}{1-\rho}-\mu t+\mu t \\
& =\frac{1}{1-\rho} \tag{5.12}
\end{align*}
$$

which is independent of $t$ and always assumes the same value. As a consequence of Eq. (5.12), we get the following theorem:

Theorem 5.2
For any scheduling algorithm and its corresponding average response time function $T(t)$, if $T(t)$ assumes the same value as the average response time function $T_{R R}(t)$ (for the $R R$ algorithm) at some $t=t_{i}$, then at this point $t_{i}$ (that is, given the information that one of the customers in either system has attained exact $t_{i}$ seconds of service time), the average number of custamers in both systems equal to $1 /(1-\rho)$, i.e. if
then

$$
\begin{aligned}
& T\left(t_{i}\right)=T_{R R}\left(t_{i}\right) \\
& m\left(t_{i}\right)=\frac{1}{1-\rho}
\end{aligned}
$$

Prouf:
If we substitute

$$
T_{R R}(t)=\frac{t}{1-\rho}
$$

into Eq. (5.7), then $m_{R R}(t)$ becomes

$$
\begin{equation*}
m_{R R}(t)=\frac{1}{1-\rho} \tag{5.13}
\end{equation*}
$$

the average number of customers in a constant in the RR system, independent of $t$.

Now, if for some scheduling algorithm which gives an average response time $T(t)$, it intersects with $T_{R R}(t)$ at $t=t_{i}$, then

$$
T\left(t_{i}\right)=T_{R R}\left(t_{i}\right)=\frac{t_{i}}{1-\rho}
$$

and

$$
\begin{equation*}
W\left(t_{i}\right)=W_{R R}\left(t_{i}\right)=\frac{\rho t_{i}}{1-\rho} \tag{5.14}
\end{equation*}
$$

Substituting Eq. (5.14) into Eg. (5.7), we get

$$
\begin{align*}
m\left(t_{i}\right) & =\frac{1}{1-\rho}+\frac{\lambda t_{i}}{1-\rho}-\frac{\rho t_{i}}{1-\rho} \cdot \mu \\
& =\frac{1}{1-\rho} \tag{5.15}
\end{align*}
$$

> Q.E.D.

### 5.3 Examples

Equation (5.7) is good for all M/W/ systems, be it infinitequantum or processor-sharing. In this section we wani- to plot the average number of custamers for different scheduling algoritums to demonstrate the nature of Eq. (5.7) .

### 5.3.1 First-Came-First-Served (FCFS) System

The average waiting time is given by Eq. (2.19) as

$$
\begin{equation*}
W(t)=\frac{\rho / \mu}{1-\rho} \tag{5.16}
\end{equation*}
$$

substituting Eq. (5.16) into Eq. (5.8) gives

$$
\begin{align*}
m(t) & =\frac{1}{1-\rho}-(\mu-\lambda) \frac{\rho / \mu}{1-\rho}+\lambda t \\
& =\frac{1}{1-\rho}-\rho+\lambda t \\
& =\frac{1-\rho+\rho^{2}}{1-\rho}+\lambda t \tag{5.17}
\end{align*}
$$

$m(t)$ is plotted against $t$ in Figure $5-2$ with $\lambda=0.75$ and $\mu=1$. The average number of customers increases with $t$ because once the tagged customer enters the service facility, he will occupy the facility all by himself and thus block all those who come to the system later than he does. The number of "blocked" customers increases with rate $\lambda$, and if $t$ goes to infinity, so goes the average number of customers in the system.

### 5.3.2 Round Robin (RR) System

As proved by Theorem 5.2, the average number $m(t)$ is always equal to $1 /(1-\rho)$ in the RR system. It serves as a natural reference algorithm for all other algorithms.

### 5.3.3 Selfish Round Robin (SRR) System

The average response time for the SRR system is given by Eq.
(2.35) as

$$
\begin{equation*}
T(t)=\frac{1 / \mu}{1-\rho}+\frac{(t-1 / \mu)}{1-\rho(1-\beta / \alpha)} \tag{5.18}
\end{equation*}
$$

Substituting Eq. (5.18) into Eq. (5.9), $m(t)$ is obtained as

$$
\begin{align*}
m(t) & =\frac{1}{1-\rho}-(\mu-\lambda)\left[\frac{1 / \mu}{1-\rho}+\frac{(t-1 / \mu)}{1-\rho(1-\beta / \alpha)}\right]+\mu t \\
& =\frac{\rho}{1-\rho}+\frac{1-\rho}{1-\rho(1-\beta / C)}+\mu t \frac{\rho(\beta / \alpha)}{1-\rho(1-\beta / \alpha)} \tag{5.19}
\end{align*}
$$

$m(t)$ is plotted ageinst $t$ for the case of $\beta / \alpha=0.2$ in Figure 5-2 with $\lambda=0.75$ and $\mu=1$. The behavior of the SRR system is again bounded by those of the RR and the FCFS systems. The average number goes to infinity but at a slower rate than that for the FCFS system because the "blocking" effect is not as severe in the SRR system. All SRR curves give $m(t)=1 /(1-\rho)$ for $t=1 / \mu$.

### 5.3.4 Foreground Background (FB) System

Substituting Eg. (2.50) into Eg. (5.9), $m(t)$ for FB system is expressed as

$$
\begin{equation*}
m(t)=\frac{1}{I-\rho}-(\mu-\lambda)\left[\frac{(\rho / \mu)\left(1-e^{-\mu t}-\mu t e^{-\mu t}\right)}{\left(1-\rho+\rho e^{-\mu t}\right)^{2}}+\frac{t}{1-\rho+\rho e^{-\mu t}}\right]+\mu t \tag{5.20}
\end{equation*}
$$

this is plotted against $t$ in Figure 5-2 with $\lambda=0.75$ and $\mu=1$. When $t$ is small, the tagged customer receives service at a rate larger than most of the other customers in the system, thus causing a smaller death rate and the number of customers in the system increases. As his attained service time accumulates, the tagged customer constantly loses priority and gets served at decreasing rate. The death rate of the system increases as $t$ increases, and there are fewer and fewer
customers remaining in the system. When $t$ gets very large, the only time the tagged customer can get any service is when he is the only customer in the system, thus the average number goes down to 1 as $t$ goes to infinity.

### 5.3.5 Multilevel Processor-Sharing Mbdels

Let us use a two-level moral for our example. FCFS algorithm is used for both levels, and let $x$ denote the break point. Combining Eqs. (2.57) and (5.7), $m(t)$ is given by
$m(t)= \begin{cases}\frac{1}{1-\rho}-(\mu-\lambda)\left[t+\frac{(\rho / \mu)\left(1-e^{-\mu x}-\mu x e^{-\mu x}\right)}{1-\rho+\rho e^{-\mu x}}\right]+\mu t & t \leq x \\ \frac{1}{1-\rho}-(\mu-\lambda)\left[\frac{\rho /(1-\rho)+t}{1-\rho+\rho e^{-\mu x}+\mu t \quad t \geq x}\right.\end{cases}$

In Figure 5-2, $m(t)$ for $x=2$ and $x=3$ are plotted against $t$ with $\lambda=0.75$ and $\mu=1 . m(t)$ increases at the same rate as in a FCFS system when $t$ is smaller than $x$ because the tagged customer is the only one in the service facility and he blocks all the late comers as well as all those in the system who have thus far received more than $x$ seconds of service. Having attained $x$ seconds of service, the tagged custamer moves to the lower priority group, and he must wait there until the system serves all those customers previously blocked by him up to $x$ seconds each as well as those who have received more than $x$ seconds of servige time and were preempted by him when he entered the service in the lower level. This accounts for the large drop of customers at $t=x$. Even after he regains control of the service facility at same later time, the tagged custamer is always subjected to preemption
whenever a new customer arrives. The tagged customer still can block those customers who need more than $x$ seoands of service after they have gained that much, but the rate of increase of custamers in the system is rather low if $x$ is oonsiderably larger than the average service request $1 / \mu$.

### 5.3.6 Tioht Upper and Lower Bounds

In Chapter 7, tight upper and lower bounds as measured by the response time function are derived for the processor-sharing models for time-shared systems. They are given by, respectively,

$$
\begin{align*}
& T_{u}(t)=\frac{\rho / \mu}{\left(1-\rho+\rho e^{-\mu t}\right)(1-\rho)}+\frac{t}{1-\rho+\rho e^{-\mu t}}  \tag{5.22}\\
& T_{\ell}(t)=\frac{\rho / \mu\left(1-e^{-\mu t}-\mu t^{-\mu t}\right)}{1-\rho+\rho e^{-\mu t}} \tag{5.23}
\end{align*}
$$

In Eq. (5.9), $T(t)$ appears only once and has a minus sign in front of it. For a given $t$, if we substitute the tight upper bound $T_{u}(t)$ f $T(t)$ into Eg. (5.9), we get the tight lwer bound of the number of custamers in the system. Similarly, the tight upper bound of $m(t)$ is obtained by substituting the tight lower bound $T_{\ell}(t)$ of the response time functions into Eq. (5.9). The tight bounds of the average number of castamers in the system are plotted against $t$ in Figure $5 \cdot 2$ with $\lambda=0.75$ and $\mu=1.0$. As is shown by Figure $5-2$, as $t$ goes to infinity the lower bound goes to 1 ; and the upper bound approaches the average number for the FCFS system asynpotically.

In Figure 5-3, $m(t)$ is plotted against $W(t) / t$ which denotes how large a price (in tems of wasted time) a customer must pay in order to get a unit of service with $\lambda=0.75$ and $\mu=1.0$ for different
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algorithns. For RR, both $m(t)$ and $W(t) / t$ are constants, it says that every customer pays the same amount for a unit of servi.e time inderendent of his attained service, and the average number of customers in the system does not change with $t$ or any furction of $t$. For all other algoritrms, $m(t)$ is larger than $1 /(1-\rho)$ when $W(t) / t$ is smaller than $\rho /(1-\rho)$. The interpretation of this phenomenon is that with $W(t) / t<$ $\rho /(1-\rho)$, the tagged customer has been treated better tion the average (as represented by the RR sustem) so that his occupancy in the service facility has been somewhat longer than that he would enoounter in a RR system. As a consequence of this, the average death rate (rate of departures) of the customers in the system is somewhat lower than the average arrival rate during his stay in the system (since for RR system, these two rates are the same), thus the average number of custamers in the system goes up. On the other hand, $m(t)$ decreases as $w(t) / t$ goes above the constant $\rho /(1-\rho)$ since the average departure rate from the system would then be higher than the average arrival rate to the system. For the FB systum (refer to Figure 3.9 where $W(t)$ is plotted against $t$ ), the function $W(t) / t$ increases with $t$ until it hits its maximum value (at $t=5.25$ for $\lambda=0.75$ and $\mu=1$ ). It then starts to decrease as $t$ increases and approaches $1 /(1-\rho)$ as $t$ goes to infinity; at the same time the average number of customers in the system goes down to 1 asympotically. This accounts for the hook-shaped curve for the FB system in Figure 5-3.
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## CHAPIER 6

TIGHT BOUNDS ON THE AVERAGE RESPONSE TIME*

## 6.1 <br> Introduction

In the previous chapters of this dissertation we discussed a few models of time-shared computer systems. By slightly changing the set of assumptions for those systems, more models could be constructed and more analytical results could be obtained. As a result of this flood of results, it is natural that we should seek some order. For example, do there exist any invariants in behaviur? Can we bound the possible range of pe-fomance regardless of structure? What constitute feasible solutions for these systems? These, and many more, are reasonable inquiries to make amidst the confusion of results.

In this chapter we try to answer some of the questions. Our focus is on a class of processor-sharing models of time-shared computer systems. For these processor-shared systems, it is useful to display, in ore figure, the wasted time $W(t)$. This we do in Figure 6-1 for the case of expontial service with $\lambda=0.75$ and $\bar{t}=1.0$ (tinus $\rho=0.75$ ). We purposely superimpose the performance curves for many scheduling discipiines. We are confronted with quite a selection of possible performance functions! For these systems we are able to state a monotonicity property, a conservation law, and tight upper and lower bounds on the system performance as measured by average response time.

FThese results were obtained in collaboration with L. Kleinrock and R. R. Muntz [44].


A SET OF RESPANSE CURVFS FOR $M / M 1, \mu=1.0, \lambda=0.75$
FI:GURE 6-1

It is worthwhile mentioning that numerous papers have recently been published which address themselves to bounds, inequalities and approximate solutions to general queueing systems. Among these are Marshall [38,39], Kingman [40], Iglehart [41], Daley and Moran [42], and Gaver [43], to mention a few.

### 6.2 The Analytical Results

In this section we present results concerning the response functions $(W(t))$ which are feasible when the scheduling discipline is based only on attained service time and elapsed waiting time of jobs. In Theorem 6.1 we state a monotonicity property for $w(t)$. In Theorem 6.2 we give a conservation relationship which the response function must satisfy. In Theorem 6.3 and 6.4 tight laser and upper bounds are derived. As a result of Theorem 6.4, a necessary condition for $W^{\prime}(t)$ is obtained in Theorem 6.5.

Theorem 6.1 $W(t)$ is a nondecreasing function of $t$ or equivalently

$$
\begin{equation*}
W^{\prime}(t) \equiv \frac{d N(t)}{d t} \geq 0 \tag{6.1}
\end{equation*}
$$

Pruof: See Appendix C
Theorem 6.2 There is a conservation law that $W(t)$ has to satisfy, namely

$$
\begin{equation*}
\int_{0}^{\infty} W(t)[1-B(t)] d t=\frac{\rho t^{2}}{2(1-\rho)} \tag{6.2}
\end{equation*}
$$

For $T(t)$, the conservation law becomes

$$
\begin{equation*}
\int_{0}^{\infty} T(t)\left[1-B(t] d t=\frac{\overline{t^{2}}}{2(1-\rho)}\right. \tag{6.3}
\end{equation*}
$$

Proof: See Appendix C

We refer to Eqs. (6.2) and (6.3) as Conservation Laws since they are based on the conservation of average unfinished work in the system. This places an integral constraint on $W(t)$ (and $T(t)$ ) as a second necessary condition, regardless of scheduling algorithm. The implication of the conservation law may be seen by recognizing that [l-B(t)] is a non-increasing function of $t$. Thus, if one had a given $W(t)$ as a result of some scheduling algorithms, and then changed the algorithm so as to reduce $W(t)$ over some interval $\left(0, t_{0}\right)$, then the conservation law would require that the new $W(t)$ be considerably above the old value for some range above $t_{0}$. This follows since the weighting factor, $1-B(t)$, is smaller for large $t$.

With the help of Thisorems 6.1 and 6.2, we now proceed to prove the main theme of this chapter.

Theorem 6.? The lower bound $W_{l}(t)$ of waiting time functions is given by the waiting time for the FCFS discipline with the service time distribution truncated at $t$, namely

$$
\begin{equation*}
W_{l}(t)=\frac{\lambda \overline{t^{2}}<t}{2\left(1-\rho_{<t}\right)} \tag{6.4}
\end{equation*}
$$

Note: that $W_{\ell}(0)=0$ and that $W_{\ell}(\infty)=W_{F C F S}$ (the average waiting time for the FCFS system as given in Section 2.2.1); also $W_{\ell}^{\prime}(0)=W_{2}^{\prime}(\infty)=0$.

## Proof: See Appendix C

Theorem 6.4 The upper bound $W_{u}(t)$ of waiting time functions is given as

$$
\begin{equation*}
W_{u}(t)=\frac{\lambda \overline{t^{2}}}{2\left(1-\rho_{<t}\right)}(1-\rho)+\frac{t \cdot \rho_{<t}}{1-\rho_{<t}} \tag{6.5}
\end{equation*}
$$

One scheduling discipline which gives $W_{u}(t)$ is a two-level system with both levels served FCFS and switching point (see Chapter 6) at $t$. Note that $W_{u}^{\prime}(0)=W_{l}(\infty)=W_{\text {FCFS' }}$ that $W_{u}^{\prime}(0)=0$ and that $W_{u}^{\prime}(\infty)=\frac{\rho}{1-\rho}$ Proof: See Appendix C

As a consequence of Theorem 6.2 and Theorem 6.4, we get the following necessary sondition for $W^{\prime}(t)$.

Theorem 6.5 For a response time function $W(t)$ which is continuously differentiable, $W^{\prime}(t)=\frac{d W(t)}{d t}$ can not be monotonically non-decreasing with $t$.

## Proof: See Appendix C

### 6.3 Examples

Four examples are given in this section to demonstrate the nature of the tight bounds we have obtained. As a performance measure, the equilibrium average waiting times, $W(t)$, are plotted as a function of $t$. We begin with the M/WI system (i.e., Poisson arrivals and exponential service). The response functions of Figure 6-1 are given again in Figure 6-2 with the upper and lower bounds superimposed. At $t=0$, the upper bound and FCFS start at the same point because, under the constraint of the conservation law, no other scheduling algorithm can give longer average waiting time at $t=0$ than FCFS. The upper bound approaches the FB response asymptotically as $t$ approaches infinity. Therefore, a customer with a very lang requested service time (as compared to the mean) cannot be delayed much more than he is with FB. The lower bound starts at zero (as does the FB curve), increasing less rapidly with $t$ than the upper bound. It approaches the FCFS curve asymptotically as $t$ goes to infinity. Thus we note that the least
discriminating scheduling algorithm (FCFS) wiches the upper bound at $t=0$ and forms the asymptote for the lower bound as $t$ approsches infinity; conversely, the most discriminating scheduling algorithm (FB) touches the lower bound at $t=0$ and forms the asymptote for the upper hound as $t$ approaches infinity. The above-mentioned behavior of the upper and lower bounds applies not only for the M/W1 system, but also holds true for any $W G / 1$ system in general, although the rate of convergence for the bounds to their respective limits varies for different service distributions.

For the second example we choose the system $M / 2 / 2 / 1$. In this system we have

$$
\begin{equation*}
\frac{d B(x)}{d x}=(2 \mu)^{2} x e^{-2 \mu x} \quad x \geq 0 \tag{6.6}
\end{equation*}
$$

with mean service time equal to $1 / \mu$; the :econd mament of this distribution is $3 / 2 \mu^{2}$. Because the second moment is maller than that of the exponential distribution (whose value is $2 / i^{2}$ ), the bounds are tighter in this example than the MW1 case, just as one would expect. Figure 6.3 shows the behavior of this system with $\mu=1$ and $\lambda=0.75$. It is obvious from the figure that for $t>5 / \mu$, the upper and lower bounds have essentially reached their asymptotic form.

In the third example we show the bounds for the $M / \mathrm{H}_{2} / 1$ system, where $\mathrm{H}_{2}$ stands for hyperexpanential service distribution with

$$
\begin{equation*}
\frac{d B(x)}{d x}=0.5 \mu_{1} e^{-\mu_{1} x}+0.5 \mu_{2} e^{-\mu_{2} x} \quad x \geq 0 \tag{6.7}
\end{equation*}
$$

We chose $\mu_{1}=5 \mu, \mu_{2}=(5 / 9) \mu$, resulting in a mean service time of $1 / \mu$. The second mament of this distribution is $82 / 25 \mu^{2}$. Figure $6-4$
shows the behavior of the $M / \mathrm{H}_{2} / 1$ system with $\mu=1$ and $\lambda=0.75$. The upper and lower bounds approach to their respective limits at a slower rate than either $W W / 1$ or $M / E_{2} / 1$ because of the larger second moment.

For our last example we choose the system $N / W / 1$ where $u$ stands for uniform service distribution. For this particular example we have

$$
\frac{d B(x)}{d x}= \begin{cases}0.25 & 2 \leq x \leq 6  \tag{6.8}\\ 0 & \text { otherwise }\end{cases}
$$

and $\lambda=0.1875, \bar{E}=4.0, \rho=0.75$. Figure $6-5$ shows the behavior of this system. Notice that when $t \geq 6$, the upper bound ooincides exactly with the FB curve and that the lower bound coincides exactly with the FCFS curve. The probability of having any customer requesting more than six sf:conds of service in this example is, of course, equal to zero.

Another performance measure, $W(t) / t$, is given in Figure 6-6 for theW/W/ case and is of interest to us, since (as mentioned in Chapter 5) it gives some feeling for how large a price (in temm of wasted time) a customer must pay in order to get a unit of service. For the case of RR, this measure is a constant; thus each customer has the same penalty rate, regardless of his service time. In this sense, everyone is treateci equally in the RR system. The curve representing FCFS is mowtonically decreasing with $t$, and so the lonner jobs pay at a smaller penalty rate. System users might then attempt to "pool" their requests to take advantage of this "quantity discount." Another extreme example is provided by FB; $W(t) / t$ increases rapidly when $t$ is small, then drops slowly to a constant $(\rho /(1-\rho))$. A customer with a long request can do better by breaking his jot into smaller independent jobs and submitting them separately to the system (if this is possible) because
then the average waiting time per unit of service time will be greatly reduced.

Figure 6-7 shows the range of the bounds for the $W$ W 1 system with $0=0.75,0.5$ and 0.25 , respectively. As can be seen, the region included betwean the lyper and lower bounds for a particular utilization factor $\rho$ depends heavily on $\rho$; the larger the value of $\rho$, the greater is the vertical separation between the two bounds, thus allowing larger variation of the mean waiting times for different scheduling algorithms.


BOUND ON RESPONSE FOR $M / M / 1, \mu=1, \lambda=0.75, \rho=0.75$
FIGURE 6-2


BOUNDS ON RESPCNSE FOR $M / E_{2} / 1, \mu=1, \lambda=0.75, \rho=0.75$
FIGURE 6-3


BOUNDS ON FESPQNSE FOR MAi $2 / 1, \mu=1, \lambda=0.75, \rho=0.75$
FIGURE 6-4


BOUNDS QN FESPQNSE FOR $M / \mathrm{U} / 1, \mu=0.25, \lambda=0.1875, \rho=0.75$ FIGURE 6-5

OR M/M $1, \nu=1.0, \lambda=0.75, \rho=0.75$
FIGURE 6-6


VARIATIGN OF BOUNDS FOR M/M1 WITH $\rho=0.25,0.50$, AND 0.75 FIGUE 6-7

## CHAPIER 7

## ONNCLUSION IND SUGGESTED ARLAS FOR FUIURE RESEARCH

In Section 2.2, we made is survey of some of the results in modelling and analysis of scheduling algorithms that provided for us the starting point of this research. In Chapters 3 and 4, as an extension of this line of work, we modelled and analyzed the family of selfish scueruling algorithms and a new family of algorithms whose perform--ance ranges between that of the RR and the FB systems. The emphasis of these algorithms is to introduce parameters into the models so that various degrees of freedam can be obtained by adjusting these parameters. It is now possible to go fram the algorithm (FCFS) which shows no discrimination with regard to job length to that discipline which shows maximum discrimination (FB) on job length among austomers in a system. We are able to show models whose performance ranges in between these two extremes on a continum basis. In Chapters 5 and 6, we answered some of the fundamental questions regarding the existence of order and structure in the analytic results for time-shared computer systems. In particular, conditional average number of clistomers in the system for different scheduling algorithms is calculated and tight upper and lower bounds are obtained for the class of processor-siaring model queuing systems.

Since we have limited ourselves to the modelling and analysis of only the processor-sharing systems in this dissertation, it is natural
then to ask as our first question what kind of extension needs to be done in regard to this area. In Chapter 6, we discussed some of the funlamental properties of the processor-sharing madels regardless of scheduling algorithm; specifically wc have obtainal same of the nocessary conditions that a given response function has to follow. But that is only part of che answer; the question as to what are the necessary and sufficienc conditions for a suiven resporse function to be feasible remains unsolved.

The assumption of zero quantum size is somewhat unrealistic in the real wrold. The motivation of this assumption is ane of simplicity of analysis and in the presentation of results which serve as good approximations to finite-quantum models. Also, the assumption of infinite population may be undesirable if the arrival process somehow depends an the number of customers in the system [45,46]. Clearly, more work needs to be done in these areas as well as the case for more general arrival and service processes so that results that are of more significance could be obtained.

In the past, most of the effort has been spent on the models with single resource. It is true that the central processing unit is proibably the most important element in a computer system and the scheduling of its resources is vital to the performance of such a system. And if the size of the memory and the number of I/O devices are adequate then the allocation of the CPU time should be relatively independent of other resources. But in a real computer system, we know this seldom can be attained. The speed of the $I / 0$ devices, the size of the main memory, the allocation schemes of the main memory, the size of pages and segments in a paged memory system, program behaviors, as well as the data chan-
nels which connect the $I / 0$ devices and the memory all have same effect on the performance of a computer system. For example, the effect of a page faulting in a paged memory system may be as important or even more important than the scheduling algorithm in some cases. If a system "thrashes" as described by Denning [47], the central processing unit would be idle most of the time because customers page fault at a very high rais, and it would then make little difference as to what scheduling algo ithm is being used in the CPU. Unfortunately, very little work has been done in this area mainly because of the difficulty in analyzing such a queuing system with two or more inter-dependent queuing structures. However, much work must be done in this area in order to get a better understanding of the behavior of the time-sharing computer systems.

Another very important question that has not been answered is the one of optimization where this term itself is yet to be well-defined. So far we have talked about modelling and analyzing of schedulign algorithms that usually all favor the short job over the lang one, and in most of the cases the average response time is solved for as the performance measure of the system. We may ask whether this is the only valid criterion for awarding priority in a time-sharing system. If we want to attract custamers with long jobs to a computing facility, we must be able to award high priority to them whenever they indicate a willingness to pay the high price. Here we introduce the cust of delay as a performance measure and as a criterion for cptimality for time-shared computer systems. Even though the modelling and analysis of a system with different cost functions assigned to different users may become very difficult, a lot of wor's is needed in this area if same criteria of optimization of
models with costs taken from the vicwpoint of the systom and the users are to be formulated.

## BIBLIOGRAPHY

1. McKinney, J.M. "A Survey of Analytical Time-Sharing Models," Oomputing Surveys 1, No. 2, (June 1969), 105-116.
2. Kleinrock, L. "Analysis of Time-Shared Processor," Nav. Res. Log. quart. 11, (1964), 59-73.
3. Gibson, C.T. "Time-Sharing in the IBM System/360:Model 57," Proceedings of the Spring Joint Computer Conference, (May 1966), 61-78.
4. Kleinrock, L. "Time-Shared Systems: A Theoretical Treatment," J.ACM 14, No. 2, (April 1967), 242-261.
5. Coffman, E.G. and Kleinrock, L. "Feedback Queuing Models for TimeShared Systems," J.ACM 15, No. 4, (October 1968), 549-576.
6. Kleinrock, L. "A Delay Dependent Queue Discipline," Nav. Res. Log. quart. 2, (1964), 329-341.
7. Brockneyer, E., Halstrom, H.L., and Jensen, A. "The Life and Work of A.K. Erlang," Translation of the Danish Academy of Technical Sciences, No. 2, (1948), 1-277.
8. Pollaczek, F. "Lieber eine Aufgabe der Wahrscheinlichkeits--Theorie I," Mathematische Zeitschrift 32, 64-100, (1930) ibid II, 32 (1930), 729-750.
9. $\qquad$ (1934), 429-537.
10. Kolmogorov, A.N. "Sur le probleme d'Attente, "Mathematicheskii Sbornik 38, (1931), 101-106.
11. Kendall, D.B. "Some Problems in the Theory of Queues," Journal of the Royal Statistical Society, Series B XIII, No. 2, No. 2, (1951), 151-185.
12. Kendall, D.B. "Stochastic Processes Occurring in the Theory of Queues and Their Analysis by the Method of Imbedded Markov Chains," The Annals of Mathematical Statistics 24, (1953), 338-354.
13. Lindley, D.V. "The Theory of Queues with a Single Server," Proceedings of the Cambringe Philosophical Society 48, (1952), 277-289.
14. Takacs, L. Introduction to the Theory of Queues, Oxford U. Press, New York (1962).
15. Takacs, L. "A Single Server Queue with Feedback," Bell System Technical Journal 42 (March 1963).
16. $\qquad$ - "Transient Behavior of Single-Server Queuing Processes with Recurrent Input and Exponentially Distributed Service Times," Operations Research 8, No. 1, (January-February 1960), 231-245.
17. $\qquad$ - "Investigation of Waiting Time Problems by Reduction to Markov Processes," ACTA Mathematica Academiae Scientiarum Hungaricae 6, (1955), 101-129.
18. Little, J.D.C. "A Proof of the Queuing Formula $L=\lambda W$," Operations Research 9, No. 2, (March-April 1961), 383-387.
19. Cox, D.R., and Smith, W.L. Queues, Methuen \& Co., Ittd. (1961).
20. Kleinrock, L. "Swap-Time Consideration in Time-Shared Systems," IEEE Transactions on Computers C-19, No. 6, (June 1970).
21. Schrage, L.E. and Miller, L.W. "The Queue M/G/I with the Shortest Remaining Processing Time Discipline," Operations Research 14, No. 14, (July-August 1966), 670-684.
22. Kleinrock, L. Communication Nets: Stochastic Message Flow and Delay, MoGraw-Hill, New York, (1964).
23. Saikata, M., Noguchi, S., and Oizumi, J. "On the Round Robin Procedure for Time-Sharing Systems," The Record of Electrical and Communication Engineering Conversazione, Tohoku University, Japan, 37, No. 2, (1968).
24. Queut Under the Round Robin Scheduling," Research Institute of Electrical Communications, Tohoku University, Japan (1969).
25. Coffman. E.G., Muntz, R.R., and Trotter, H. "Waiting Time Distribution for Processor-Sharing Systems," J.ACM 17, No. 1, (January 1970), 123-130.
26. Kleinrock, L. "A Continuum of Time-Sharing Scheduling Algorithms," Proceedings of the Spring Joint Conference (May 1970), 453-459.
27. Schruge, L.E. "Ihe Queue $M / G / I$ with Feedback to Lower Priority Queues," Management Science 13, (1967), 466-471.
28. Shemer, J.E. "Some Mathematical Considerations of Time-Sharing Scheduling Algorithms," J.AOM 14, NO. 2, (April 1967), 262-272.
29. Kleinrock, L. and Muntz, R.R. "Multilevel Processor-Sharing Queuing Models fcr Time-Shared Models," Proc. of the Sixth International Telegraphic Congress, Munich, Gemany, (August 1970), 341/1-34178.
30. Kleinrock, L. and Coffman, E.G. "Distribution of Attained Service in Time-Shared Systems," J. Comput. Syst. Sci. 1, No. 3, (October 1967), 287-298.
31. Scherr, A.L. An Analysis of Time-Shared Camputer System, Mrr Press, Cambridge, Mass., (1967).
32. Kleinrock, L. "Certain Analytic Results for Time-Shares Processors," Proc. 1968 IFIP OEng., (1968), 838-845.
33. Greenberger, M. "The Priority Problem and Computer Time-Sharing," Management Science 12, (1966), 888-906.
34. Adiri, I. and Avi-Itzhak, B. "A Time-Sharing Queve with a Finite Number of Customers," Oper. Res. and Econ. Mimeo. Series, No. 10, Dep. of Indust. and Mgt. Eng., Technion, Israel Institute of Technology, Haifa, Israel (February 1968).
35. Krishamoorthi, B. and Wood, R.C. "Time-Shared Computer Operations with Both Interarrival and Service Times Expanential," J.ACM 13, No. 3, (July 1966), 317-338.
36. Kleinrock, L. "A Conservation Law for a Wide Class of Queuing Disciplines," Nav. Res. Log. Quart. 12, (1965), 181-192.
37. James, M.S., Smith, G.M., and Wolford, J.C. Analog and Digital Computer Method in Engineering Analysis. International Texthook Company, Scranton, Pennsylvania, (1964).
38. Marshall, K.T. "Eounds for Same Generalizations of the GI/G/I Queue," Operations Research 16, No. 4, (July-August 1968), 841-848.
39. Marshall, K.T. "Some Inequalities in Queuing," Operations Research 16, No. 3, (May-June 1969), 105-116.
40. Kingman, J.F.C. "Some Inequalities for tire GI/G/I Queve," Biometrika 49, (1968), 315-324.
41. Iglehart, D.L. "Diffusion Approximations in Applied Probability," Mathematics of the Decision Sciences (Part 2), G.B. Dentzig and A.F. Veinott, Jr., Editors; American Math. Soc., Providence, R.I., (1968).
42. Daley, D.J. and Moran, P.A.P. "Two-Sided Inequalitics for Waiting Time and Queue Size Distributions in $\mathrm{GI} / \mathrm{G} / 1$, " Throry of Probability XIII, No. 2, (1968), 338-341.
43. Gaver, D.P. "Diffusion Approximations and Models for Certain Congestion Problems," Journal of Apnlied Probability 5, (1968), 607-623.
44. Kleinrock, L., Muntz, R.R., and Hsu, J. "Tight Bounds on the Average Response Time for Time-Shared Camputer Systems," Proceedings of the IFIP Congress, (1971).
45. Buzen, J. "Analysis of System Bottlenecks Using a Queuing Network Model," ACM SIGOPS Workshop on System Performance Evaluation, (April 1971), 82-103.
46. Gordon, W.J. and Newell, G.F. "Closed Queuing Systems with Exponential Service," Operations Research 15, No. 2, (March-April 1967), 254-265.
47. Denning, P.J. "Thrashing: Its Causes and Prevention," Proceedings of the Fall Joint Computer Conference, (1968), 915-922.

## APPENDIX A

theorens and proofs for theorevs in chapter 3

Theorem 3.2 For any custamer requiring $t$ seconds of service, the time he spends in the queue box is independent of the time he spends in the service box (or independent of the time he wasted in the service box because $t$ is not a randam variable).

Proof: We prove this theorem by using an argument for busy period distributions [19]. The Laplace transform $P^{*}(s)$ of the distribution of the busy periods for the WG/l system is given as (see Eq. (2.12))

$$
\begin{equation*}
P^{*}(s)=B^{*}\left[s+\lambda-\lambda P^{*}(s)\right] \tag{A.1}
\end{equation*}
$$

with mean value $g_{1}$ and second moment $g_{2}$ as follows:

$$
\begin{align*}
& g_{1}=\frac{1 / \mu}{1-\rho}  \tag{A.2}\\
& g_{2}=\frac{\overline{t^{2}}}{(1-\rho)^{3}} \tag{A.3}
\end{align*}
$$

where

$$
\overline{t^{2}}=\lim _{s \rightarrow 0} \frac{\partial^{2} B^{*}(s)}{\partial s^{2}}=\begin{align*}
& \text { secand mament of service }  \tag{A.4}\\
& \text { time distribution }
\end{align*}
$$

Since all the work has to be done in the service box and since the arrival process to the service box when it is not idle is Poisson, the service box itself can be regarded as an M/G/1 system with average arrival rate $\lambda^{\prime}$. The Laplace transform $P^{*}(s)$ of the busy period distribution can also be expressed as

$$
\begin{equation*}
P^{*}(s)=\mathbf{E}^{\star}\left[s+\lambda^{\prime}-\lambda^{\prime} P^{*}(s)\right] \tag{A.5}
\end{equation*}
$$

with mean value $g_{1}^{1}$ and second moment $g_{2}^{1}$

$$
\begin{align*}
& g_{1}^{\prime}=\frac{1 / \mu}{1-\rho^{\prime}}  \tag{A.6}\\
& g_{2}^{\prime}=\frac{\overline{t^{2}}}{\left(1-\rho^{\prime}\right)^{3}} \tag{A.7}
\end{align*}
$$



BUSY PERIOD DISTRIBUTIUN OF AN SSA SYSTEM
FIGURE A-1

Pefer to Figure A-1; a customer arrives to an empty systen at time $T_{0}$ and starts a busy period in the system as well as in the service box because he does not have to spend any time in the queue box. From $T_{0}$ to $T_{1}$, the service box is busy as more custoners arrive to the system. Suppose that the last customer in the service box leaves at $T_{1}$; that marks the end of this "small" busy period. If the queve box is not empty at this time, the customer with the highest priority will be admitted immediately into the service box, thus starting another small
busy period. The priority of the service box will adjust to whatever priority this custamer has; usually this means a drop of priority as shown by Figure A-1. If, when the last customer in the service box departs and there is no custamer waiting in the queue box, the system goes idle and this means the end of a busy period of the system. In order to differentiate this with the small busy period we mentioned earlier, we call this a large busy period. In short, a large busy period is the time interval when the system is busy; and a small busy period is the time interval the service box is busy (with no drop in priorities). Abviously, a large busy period usually contains one or more small busy periods. For an $M G / 1$ system with average arrival rate $\lambda$ and service rate $\mu$, the average length of a large busy period is $\frac{1 / \mu}{1-\rho}$; similarly, the average length of a small busy period is $\frac{1 / \mu}{1-\rho}$. Therefore, on the average, there are $\left(\frac{1-\rho^{\prime}}{1-\rho}\right)$ small busy periods in a large busy period. In Figure $A-1$, the interval $\left(T_{0}, T_{3}\right)$ is a large busy period, while time intervals $\left(T_{0}, T_{1}\right),\left(T_{1}, T_{2}\right)$, and $\left(T_{2}, T_{3}\right)$ are small busy periods.

In order to prove the theorem, let us refer to Figure A-1. Assume that customer A starts a large as well as a small busy period; customer $B$ enters the service box at $T_{1}$ and, therefore, starts a small busy period but not a large one. Thus, customer A does not have to wait in the queue box while customer B dbes. After they enter the service box (at different times), customers A and B will see the same environment (M/G/l system with average arrival rate $\lambda^{\prime}$ ). There is no way to differentiate these two customers statistically from the time they enter the service box because they both start a small busy period and all small busy periods are identically distributed, as expressed by

Eq. (A.5) [19]. Thus, for custamers A and B, the tine they spend in the service box must be independent of the time they spend in the queue box.

Next, let us look at customers C and D under the assumption the distances ( $T_{C}-T_{0}$ ) and ( $T_{D}-T_{B}$ ) are the same, that is, $C$ and $D$ enter their respective small busy periods at the same corresponding time (i.e., the service box has been busy for the same amount of time since the start of current small busy period). Then, as far as the time spent in the service box is concerned, there is no difference between C and D statistically because the small busy periods are identically distributed, but their waiting times in the queve box are different (as represented by their respective priorities when they enter the service box) as depicted by Figure A-1. Therefore, for customers C and D, the theorem holds true; but C and D can be customers, so the independent assumption must be true for every custamer.
Q.E.D.

## A. 2 Theorem 3.3 and Its Proof

Theorem 3.3 The Laplace transform $Q^{*}(s)$ of the density function of the waiting time spent in the queue box by a customer requiring $t$ seconds of service time (actually, it is independent of $t$ as we explained earlier) is

$$
Q^{*}(s)=\frac{(1-\rho)}{\left(1-\rho^{\prime}\right)} \cdot \frac{\lambda^{\prime} B^{*}(s)-\lambda^{\prime}+s}{\lambda B^{\star}(s)-\lambda+s}
$$

with first moment equal to

$$
W_{q}=\lim _{s \rightarrow 0}-\frac{\partial Q^{*}(s)}{\partial s}=\frac{\lambda t^{2}}{2(1-\rho)}-\frac{\lambda^{\prime} t^{2}}{2\left(1-\rho^{\prime}\right)}
$$

## Proof:


dECOMPOSITION OF THE SSA SYSTEM
FIGIRE A-2

As we said earlier, the scheduling algorithm in the service box will not affect the waiting time distribution as lang as no feedback from the service box to the queue box is possible. For canvenience, let us assume that an FCFS scheduling algorithm is being used, namely, after a customer enters the service box, he will be served on an FCFS basis to completion. This makes the whole system FCFS. The Laplace transform, $S^{*}(t, s)$, of the equilibrium response time distribution for an FCFS system is well known [19], namely

$$
\begin{equation*}
S^{*}(t, s)=B^{*}(s) \frac{(1-\rho) s}{B^{*}(s)-\lambda+s} \tag{A.8}
\end{equation*}
$$

After the tagged customer enters the service box, he is in another FCFS system with the average arrival rate $\lambda^{\prime}$ instead of $\lambda$, thus we can easily get $Y *(t, s)$ as

$$
\begin{equation*}
Y^{*}(t, s)=B^{*}(s) \frac{\left(i-\rho^{\prime}\right) s}{\lambda^{\prime} B^{*}(s)-\lambda^{\prime}+s} \tag{A.9}
\end{equation*}
$$

From the independent property proved in Theorem 3.2, $Q^{*}(s)$ can easily be obtained as the ratio of $S^{*}(t, s)$ and $Y^{*}(t, s)$

$$
\begin{align*}
Q^{\star}(s) & =\frac{S^{\star}(t, s)}{Y^{\star}(t, s)} \\
& =\frac{(1-\rho)}{\left(1-\rho^{\prime}\right)} \frac{\lambda^{\prime} B^{\star}(s)-\lambda^{\prime}+s}{\lambda^{\star}(s)-\lambda+L^{*}} \tag{A.10}
\end{align*}
$$

O.E.D.

## APPENDIX B

THEOREM 4.1 AND ITS PROOF

## Theorem 4.1 and Its Proof

Theorem 4.1 The average response time $T(t)$ for the system with the scheduling algorithm defined by $g(t)=g e^{-g t}$, is the solution of the following integro-differential equation

$$
\begin{aligned}
(1-\rho) T(t) & =t+\frac{\rho / \mu}{1-\rho}-\rho \int_{0}^{\infty} T^{\prime}(t)\left[e^{g \tau}+e^{g t}-1\right]^{-\mu / g} d \tau \\
& -\rho \int_{0}^{t} T^{\prime}(\tau)\left|e^{g t}-e^{g \tau}+1\right|^{-\mu / g} d \tau
\end{aligned}
$$

Proof: In Section 2.2 .9 we discussed the attained service and remarked that the density of customers having obtained $t$ seconds of attained service is given by [30]

$$
\begin{equation*}
n(t)=\lambda T^{\prime}(t)[1-B(t)] \tag{B.1}
\end{equation*}
$$

Although $n(t)$ is not available to us, nevertheless, we can use it as an intermediate step for the calculation of $T(t)$.


QUANTUM ASSIGNMEN: AS FUNCTION OF ATIADNED SERVICE TIME FIGURE B-1

In Figure B-1 we plot $g(t)$ against $t$, where $g(t)$ denotes the relative rate of attaining service for customers with different amounts of attained service times. What we are interested in is that
given an elapsed time interval $T$, what are the relative amounts of services attained by customers who have different accumulated amounts of service times to begin with. In other words, we wish to consider the time interval during which a customer (let us call him customer A) remains in the system and gains $t$ seconds of service. During this interval, we are interested in how much service time $x$ a customer (let us call him customer B) can get during this same time interval given that customer $B$ has received $\tau$ seconds of service just prior to the beginning of this time interval. In order to calculate $x$, let us first make the following observation:

$$
\begin{align*}
& \frac{d y}{d \tilde{T}(y)}=\tilde{f}(y)  \tag{B.2}\\
& \frac{\frac{d y}{d \tilde{T}(y)}}{e^{-g y}}=\frac{\frac{d z}{d \tilde{T}(z)}}{e^{-g z}}=c \tag{B.3}
\end{align*}
$$

where $x$ and $y$ are arbitrary time instants on the time axis and $\widetilde{T}(y)$ is a random variable denoting the response time for getting $y$ seconds of service time. Equation (B.2) states that the rate of gaining service for a customer with $y$ seconds of attained service is equal to $\tilde{f}(y)$, the fraction of the total service facility that is allocated to him. Equation (B.3) says that a customer with $y$ seconds of service gains service at a rate proportional to $e^{-g Y}$; and a customer with $z$ seconds of attained service at a rate proportional to $e^{-g z}$. The proportionally constant is given as $c$ which does not depend on either $y$ or $z$. Equation (B.3), of course, just restates the definition of the algorithm as defined by Eq. (4.1) and is a direct consequence of Eqs. (4.2) and
(B.2) . Since the time interval during which customer A gains $t$ secands of service is the same as that during which custamer B gains $x$ seconds of service, we get the following equation

$$
\begin{equation*}
\int_{0}^{t} \frac{d \tilde{T}(y)}{d y} d y=\int_{\tau}^{\tau+x} \frac{d \tilde{T}(z)}{d z} d z \tag{B,4}
\end{equation*}
$$

Substituting Eq. (B.3) into Eq. (B.4), we get

$$
\begin{equation*}
c \int_{0}^{t} e^{g y_{d y}} d y=c \int_{\tau}^{\tau+x} e^{g z} d z \tag{B.5}
\end{equation*}
$$

or

$$
\begin{equation*}
e^{g t}-1=e^{g(\tau+x)}-e^{g \tau} \tag{B.6}
\end{equation*}
$$

Pearranging Eq. (B.6), we get

$$
\begin{equation*}
x=\frac{1}{g} \ln \left[e^{-g t}\left(e^{g t}-1\right)+1\right] \tag{B.7}
\end{equation*}
$$

Thus, in order for a tagged customer to get $t$ seconds of service time, the service facility has to serve customers who are already in the system with $\tau$ seconds of attained service when the tagged customer arrives to the system each with up to $x$ secands of service. Since the density of customers in the system is assumed to be distributed as $n(\tau)$, the total amount of work $U(t)$ which needs to be done to them is calculated as

$$
\begin{aligned}
U(t) & =\int_{0}^{\infty} n(\tau)\left[\bar{t}_{<x}\right] d \tau \\
& =\int_{0}^{\infty} n(\tau)(1 / \mu)\left[1-e^{-\mu x}\right] d \tau
\end{aligned}
$$

$$
\begin{equation*}
=\int_{0}^{\infty} n(\tau)(1 / \mu)\left\{1-\left[e^{-g \tau}\left(e^{g t}-1\right)+1\right]^{-\mu / g} \mid d \tau\right. \tag{B.8}
\end{equation*}
$$

where $\bar{t}_{x}$ is the average amount of service time with the service distribution truncated at $x$.
$U(t)$ takes care of all the custaners who are in the system prior to the arrival of the tagged customer. The next step for us is to calculate the amoint of work $V(t)$ that needs to be done to those custamers who arrive to the system later than the tagged customer but kefore he leaves the system with his $t$ seconds of service. Let us assume that one of those later comers (let us call him customer C) arrives to the system when the tagged customer (customer A) has accumulated exactly $\tau$ seconds of service. We wish to find out how muxh service $w$ that customer $C$ is going to get during the same time interval that custamer A gets served by ( $t-\tau$ ) seconds. Eq. (B.4) can be readily modified as

$$
\begin{equation*}
\int_{0}^{w} \frac{d \tilde{T}(y)}{d y} d y=\int_{\tau}^{t} \frac{d \tilde{T}(z)}{d z} d z \tag{B.9}
\end{equation*}
$$

and Eq. (B.5) becomes

$$
\int_{0}^{w} e^{g y} d y=\int_{\tau}^{t} e^{g z} d z
$$

or

$$
\begin{equation*}
e^{g w}-1=e^{g t}-e^{g \tau} \tag{B.10}
\end{equation*}
$$

Rearranging Eq. (B.10), W can be calculated as

$$
\begin{equation*}
W=\frac{1}{g} \ln \left[e^{g t}-e^{g t}+1\right] \tag{B.11}
\end{equation*}
$$

$w$ is the maximum anount of service custamer $C$ can get during the interval when the tagged customer accumulates his attained service time from $\tau$ to $t$ seconds. The actual service time customer C gets before he leaves the system is, on the average, smaller than w. It can easily he calculated for exponentially distributed service times as

$$
\begin{equation*}
\bar{i}_{\infty}=\frac{1}{\mu}\left(1-e^{-\mu W}\right) \tag{B.12}
\end{equation*}
$$

During the differential time interval when the tagged customer gets from $\tau$ to $\tau+d \tau$ seconds of attained service, there are, on the average, $T^{\prime}(\tau) d \tau$ (Little's Result) new arrivals coming to the system, therefore, $V(t)$ can be expressed in the following equation:

$$
\begin{align*}
V(t) & =\int_{0}^{t} \lambda T^{\prime}(\tau)\left[\bar{t}_{w}\right] d \tau \\
& =\int_{0}^{t} \lambda T^{\prime}(\tau) \frac{1}{\mu}\left[1-e^{-\mu w}\right] d \tau \\
& =\int_{0}^{t} \rho \bar{i}^{\prime}(\tau)\left|1-\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g}\right| d \tau \tag{B.13}
\end{align*}
$$

The average response time $T(t)$ (i.e., the total average time the tagged customer spends in the system in order to get served for $t$ seconds) is the sum of $t, U(t)$ and $V(t)$. Fram Eq. (B.7) and (B.13), $T(t)$ is given by

$$
\begin{aligned}
T(t) & =T+A(t)+B(t) \\
& =t+\int_{0}^{\infty} n(\tau) \frac{1}{\mu}\left|1-\left[e^{-g \tau}\left(e^{g t}-1\right)+1\right]^{-\mu / g}\right| d \tau
\end{aligned}
$$

$$
\begin{equation*}
+\rho \int_{0}^{t} T^{\prime}(\tau)\left|1-\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g}\right| d \tau \tag{B.14}
\end{equation*}
$$

$n(\tau)$ is given by Eq. (B.1), substituting $n(\tau)$ into Eq. (B.14) and simplifying, we get

$$
\begin{align*}
T(t)=t+ & \frac{1}{\mu} \int_{0}^{\infty} n(\tau) d \tau-\rho \int_{0}^{\infty} T^{\prime}(\tau) e^{-\mu \tau}\left[e^{-g \tau}\left(e^{g t}-1\right)+1\right]^{-\mu / g} d \tau \\
& +\rho T(t)-\rho \int_{0}^{t} T^{\prime}(\tau)\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} d \tau \tag{B.15}
\end{align*}
$$

For WWI systems (from Eq. (2.5)) the average number in the system is given by

$$
\begin{equation*}
\int_{0}^{\infty} n(t) d \tau=\frac{\rho}{1-\rho} \tag{B.16}
\end{equation*}
$$

Equation (B.15) becomes

$$
\begin{align*}
T(t)(1-\rho)= & t+\frac{\rho / \mu}{1-\rho}-\rho \int_{0}^{\infty} T^{\prime}(\tau) e^{-\mu \tau} e^{\mu \tau}\left[e^{g t}-1+e^{g \tau}\right]^{-\mu / g} d \tau \\
& -\rho \int_{0}^{t} T^{\prime}(\tau)\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} d \tau \tag{B.17}
\end{align*}
$$

Finally, we get

$$
\begin{align*}
T(t)(1-\rho) & =t+\frac{\rho / \mu}{1-\rho}-\rho \int_{0}^{\infty} T^{\prime}(\tau)\left[e^{g t}+e^{g \tau}-1\right]^{-\mu / g} d \tau \\
& -\rho \int_{0}^{t} T^{\prime}(\tau)\left[e^{g t}-e^{g \tau}+1\right]^{-\mu / g} d \tau \tag{B.18}
\end{align*}
$$

Q.E.D.

## APPENDIX C

THDOREMS AND PROOFS FOR THEOREMS IN CHAPIER 6

## C.1 Thoorem 6.1 and Its Proof

Theorem 6.1 $W(t)$ is a nondecreasing function of $t$ or equivalently

$$
W^{\prime}(t) \equiv \frac{d W(t)}{d t} \geq 0
$$

Proof: We are considering scheduling disciplines in which each job is characterized by (1) its attained service time, $t_{s}$ and (2) its elapsed waiting time, $t_{w}$. Therefore, the state of the system is the number of jobs in the system and $t_{s}$ and $t_{w}$ for each job. A particular schedusing discipline may effectively ignore one or both of these parameters, but this information is assumed to be available for each job. Because scheduling decisions are made only on the basis of these two parameters, the following statement is self-evident. The history of a job requiring $t_{1} \geq t$ seconds of service from the time of its arrival at the system until it has reoeived $t$ seconds of service is independent of the exact value of $t_{1}$. A direct consequence of this fact is that $W(t)$ is a nondecreasing function or equivalently

$$
\begin{equation*}
W^{\prime}(t) \equiv \frac{d N(t)}{d t} \geq 0 \tag{C.1}
\end{equation*}
$$

Q.E.D.
C. 2 Theorem 6.2 and Its Proof

Theorem 6.2 There is a conservation law that $W(t)$ has to satisfy, namely

$$
\int_{0}^{\infty} W(t)[1-B(t)] d t=\frac{\overline{\rho t^{2}}}{2(1-\rho)}
$$

For $T(t)$, the conservation law becomes

$$
\int_{0}^{\infty} T(t)[1-B(t)] d t=\frac{\overline{t^{2}}}{2(1-\rho)}
$$

Proof: From [30] we have that

$$
\begin{equation*}
n(t)=\lambda[1-B(t)]\left[W^{\prime}(t)+1\right] \tag{C.2}
\end{equation*}
$$

where $n(t)$ is the density of jobs in the system with $t$ seconds of attained service time. We define the "work" in the system at time $t$ as the additional time required to empty the system if no new arrivals are permittec entry; this is also referred to as the "unfinished work" and as the"virtual waiting time." The mean work $\overline{\mathcal{W}}$ in the system can be expressed as

$$
\bar{W}=\int_{0}^{\infty} n(t) E\left[\begin{array}{c}
\text { [remaining service time for a job with attained } \\
\text { service time of } t \text { ]dt }
\end{array}\right.
$$

or

$$
\bar{W}=\int_{0}^{\infty} n(t) \int_{t}^{\infty}(\tau-t) \frac{d B(\tau)}{1-B(t)} d t
$$

Substituting from (C.2)

$$
\bar{W}=\lambda \int_{0}^{\infty}\left(\bar{W}^{\prime}(t)+1\right) \int_{t}^{\infty}(\tau-t) d B(\tau) d t
$$

By changing the order of integration

$$
\begin{equation*}
\bar{W}=\lambda \int_{0}^{\infty}\left[\int_{0}^{\tau}\left(W^{\prime}(t)+1\right)(\tau-t) d t\right] d B\left(\tau^{\prime}\right) \tag{C.3}
\end{equation*}
$$

Integrating the inner integral by parts

$$
\begin{aligned}
\int_{0}^{\tau}\left(W^{\prime}(t)+1\right)(\tau-t) d t= & \left.(\tau-t)(W(t)+t)\right|_{0} ^{T}+\int_{0}^{\tau}[W(t)+t] d t \\
& =\int_{0}^{\tau}[W(t)+t] d t
\end{aligned}
$$

Substituting into Eq. (C.3)

$$
\bar{W}=\lambda \int_{0}^{\infty} \int_{0}^{\tau}[W(t)+t] d t d B(\tau)
$$

Again changing the order of integration

$$
\bar{W}=\lambda \int_{0}^{\infty}[W(t)+t] \int_{t}^{\infty} d B(\tau) d t
$$

But integrating by parts, we have that

$$
\int_{0}^{\infty} t[1-B(t)] d t=\frac{\overline{t^{2}}}{2}
$$

Moreover, the mean work in the system is known

$$
\begin{equation*}
\bar{W}=\frac{\lambda t^{2}}{2(1-\rho)} \tag{C.4}
\end{equation*}
$$

Thus we have the following conservation laws for $T(t)$ and $W(t)$ :

$$
\begin{equation*}
\frac{\overline{t^{2}}}{2(1-\rho)}=\int_{0}^{\infty} T(t)[1-B(t)] d t \tag{C.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\rho t^{2}}{2(1-\rho)}=\int_{0}^{\infty} W(t)[1-B(t)] d t \tag{C.6}
\end{equation*}
$$

## C. 3

Theorem 6.3 and Its Proof
Theorem 6.3 The lower bound $W_{\ell}(t)$ of waiting time functions is given by the waiting time for the FCFS discipline with the service time distribution truncated at $t$, namely

$$
w_{l}(t)=\frac{\lambda t^{2}<t}{2\left(1-\rho_{<t}\right)}
$$

Note that $W_{\ell}(0)=0$ and that $W_{\ell}(\infty)=W_{\text {FCFS }}$ (the average waiting time for the FCFS system as given in Section 2.2.1), also $W^{\prime}(0)=W_{\ell}^{\prime}(\infty)=0$.

Proof: We claim that to minimize $W(x)$ the scheduling discipline must

1. never service jobs with attained service time greater than or squal to $x$ while there are jobs in the system with attainei service time less than $x$, and
2. never preempt a job once it has been selested for service until it has at leas* $x$ seconds of attained service time,

Under these conditions the response funstion in the interval $(0, x)$ is just the response function for a nonpreanptive system with service times truncated at $x$. For convenience we will assume a FCFS schectuling discipline. In this case the response function (denoted $W_{\text {FCFS-x }}(t)$ has the form shown in Figure C-1 (see Section 2.2.9). Note that $W_{\text {FCFS-x }}^{\prime}(t)=0$ over $(0, x)$. The scheduling of jobs with attained service time greater than $x$ is of no concern in this argument as long as condition 1 is maintained.

fespanse fur fars up to x seconds of service FIGURE C-1

Let $\bar{W}_{\mathrm{x}}$ be the mean work in the system excluding work to be done an jobs beyond providing $x$ seconds of attained service to each. In other vords, if a job requires $t>x$ seconds of service and has received $y<x$ seconds of service, its contribution to $\bar{W}_{X}$ is $x-y$. By the same method usei to derive Eq. (C.5) it can be shown that

$$
\bar{W}_{x}=\lambda \int_{0}^{x}[W(t)+t][1-B(t)] d t
$$

Now since $W_{\text {FCFS- }}{ }^{(t)}$ has minimum slope (i.e., 0 ) only over the interval $(0, x)$, and due to the monotanicity given in Eq. (C.1), if any other remponse curve $W(t)$ is such that $W(x)<W_{\text {FCFS-x }}(x)$ it must be such that $W(t)<W_{\text {FCFS-x }}(t)$ for $0 \leq t<x$. But under condition 1 above, $\bar{W}_{x}$ has its minimum value since work in this class is continuously decreased at maximin rate whenever there is such work in the system. Therefore, for any $W(t)$,

$$
\begin{aligned}
& \lambda \int_{0}^{x}[W(t)+t][1-B(t) d t \\
\geq & \lambda \int_{0}^{x}\left[\mathcal{W}_{\text {FCFS }-x}(t)+t\right][1-B(t)] d t
\end{aligned}
$$

Thus we conclude that $W(t)<W_{\text {FCFS-x }}(t)$ in $(0, x)$ is impossible and therefore $W(x) \geq W_{\text {FCFS- }}(x)$.

The lower bound $W_{l}(t)$ is given by the waiting time for the FCFS discipline with the service times truncated at $t$, namely

$$
\begin{equation*}
w_{l}(t)=\frac{\lambda t^{2}}{2\left(1-\rho_{<t}\right)} \tag{C.7}
\end{equation*}
$$

Q.E.D.

## C. 4 Theorem 6.4 and Its Proof

Theorem 6.4 The upper bound $W_{u}(t)$ of waiting time functions is given as

$$
W_{u}(t)=\frac{\overline{\lambda t^{2}}}{2\left(1-\rho_{<t}{ }^{\prime}\right.}+\frac{t \rho_{<t}}{1-\rho_{<t}}
$$

One scheduling discipline which gives $W_{u}(t)$ is a two-level system with both levels served FCFS and switching point (see Chapter 6) at $t$. Note that $W_{u}(0)=W_{l}(\infty)=W_{\text {FCFS }}$, that $W_{u}^{\prime}(0)=0$ and that $W_{u}^{\prime}(\infty)=\frac{\rho}{1-\rho}$.

Proof: In this case we begin with a discrete time system.
Assume that the service time distribution is of the form
$\operatorname{Pr}$ [service time $=k g$ ] $=R_{k} \quad k=1,2,3, \ldots$
where $q$ is the quantum size. Therefore, the only possible service time requirements are multiples of $q$. We shall also assume that arrivals may take place only during the instant before the end of a quantum and that the processor is assigned to a job for a quantum at a time. The probability that an arrival takes place at the end of a quantum is $\lambda q$ so that the mean arrival rate is $\lambda$. It should be clear that any continuous service time distribution can be approximated arbitrarily closely by a discrete time distrubution by letting $q$ approach 0 . Also, these restrictions on the service discipline and arrival mechanism are effectively eliminated when $q \rightarrow 0$. In this discrete time model our goal is to maximize $W(k q)$.

We claim that the following scheduling rule is necessary and sufficient to maximize $W(k q)$ : no allocation of a kth quantum is made to any job when there is some other job in the system waiting for its
its $j$ th quantum where $j \neq k$. We note in passing that many scheduling disciplines will satisfy this rule.

We relabel the time axis so that $t=0$ at an arbitrary pint in some idle perind. The times at which some job is allocated to a kth quantum we call "critical times." Let $c_{i}$ be the time that the $i{ }^{\text {ts }}$ critical time occurs. We wish to maximize $\bar{c}_{\ell}$ (the average of $c_{l}$ ) for some fixed $\ell$, and we will show that to accomplish this it is necessary and sufficient to satisfy the condition that at the $\ell^{\text {th }}$ critical time no $j 0 b$ is waiting for $a j^{\text {th }}$ quantum where $j \neq k$. Oertainly this condition is necessary since if a proposed scheduling discipline did not have this property then $c_{\ell}$ can easily be increased when the condition is not satisfied as follows: follow the proposed schedule untii the point where the $\ell^{\text {th }}$ critical time would occur and then assign a quantum to a job waiting for its $j^{\text {th }}(\neq k)$ quantum.

Since we have already shown necessity, to prove the sufficier:y of the candition for maximizing $\bar{c}_{\ell}$, we need only show that any schedule satisfying the condition yields the same value for $\bar{c}_{\ell}$. Let $A$ be any scheduling algorithm which satisfies the rule that at the $\ell^{\text {th }}$ critical time no job is waiting for $a j^{\text {th }}$ quantum where $j \neq k$. Let $a_{\ell}$ be the time at which the $\ell^{\text {th }}$ job arrives which will require at least kq seconds of service. The state of the system at $a_{\ell}$ will, in general, depend an the algorithm A. In particular, the number of critical times that have occurred prior to $a_{\ell}$ (let this be $s$ ) is a function of $A$. Let $E_{A}\left[c_{\ell}-a_{\ell} \mid\right.$ state of systems at $\left.a_{\ell}\right]$ be the expected value of $c_{\ell}-a_{\ell}$ under algorithm $A$ canditioned on the state of the system at $a_{l}$. The state of the system is given by the number of jobs in the system, the attained service time of each job in the system and $s$, the
number of critical times that have occurred. Thus we have

$$
\begin{align*}
E_{A} & {\left[c_{\ell}-a_{\ell} \mid \text { state of system at } a_{\ell}\right] } \\
= & \text { [remaining work in system not requiring } a k^{\text {th }} \\
& \text { quantum|state of system at } \left.a_{\ell}\right] \\
+ & (\ell-s-1) E[\text { remaining service time for jab } \\
& \text { with (k-1)q seconds of attained } \\
& \text { service] } \\
+ & (k-1) q \\
+ & \lambda \bar{t}_{<(k-1) q} E_{A}\left[c_{\ell}-a_{\ell} \mid \text { state of the system at } a_{\ell}\right] \tag{c.8}
\end{align*}
$$

But the sum of the first two terms on the righthand side of this equation is equal to the expected amount of. work in the system at $a_{\ell}$ given the state at $a_{l}$. Thus

$$
\begin{aligned}
E_{A} & {\left[c_{\ell}-a_{\ell} \mid \text { state of system at } a_{\ell}\right] } \\
& =E_{A}\left[\text { work in system at } a_{\ell} \text { state at } a_{\ell}\right] \\
& +(k-1) q \\
& +\lambda \bar{t}_{<(k-1) q^{2}}\left[C_{\ell}-a_{\ell} \mid \text { state of system at } a_{\ell}\right]
\end{aligned}
$$

Removing the condition on the state of the system at $a_{\ell}$ we have

$$
\begin{aligned}
& \left.E_{A}\left[c_{\ell}-a_{\ell}\right]=E_{A} \text { [work in the system at } a_{\ell}\right] \\
& +(k-1) q+\lambda \bar{t}_{<(k-1) q} E_{A}\left[c_{\ell}-a_{\ell}\right]
\end{aligned}
$$

or

$$
E_{A}\left[c_{\ell}-a_{\ell}\right]=\frac{E_{A}\left[\text { work in system at } a_{\ell}\right]+(k-1) q}{1-\lambda E_{<(k-1) q}}
$$

But $E_{A}$ [work in system at $a_{\ell}$ ] is not a function of the particular scheduling algorithm and therefore $E_{A}\left[c_{\ell}-a_{\ell}\right]$ does not depend on $A$. Since $E\left[c_{\ell}\right]=E\left[c-a_{\ell}\right]+E\left[a_{\ell}\right]$ and the right-hand side is independent of $A_{1} E\left[c_{\ell}\right]$ is independent of $A$. Note that the form of Eq. (C.8) depended on $A$ having the property that at $c_{\ell}$ there are no jobs in the system waiting for a $j^{\text {th }}$ quantum where $j \neq k$. We have now shown that this condition is necessary and sufficient to maximize $E\left[c_{\ell}\right]\left(=\bar{c}_{\ell}\right)$. We now show that the general scheduling rule to maximize $\mathrm{W}(\mathrm{kg})$ is the same rule which maximizes $\bar{c}_{\ell}$ applied for all $\ell$. We have

$$
\begin{equation*}
W(\mathrm{kq})=\lim _{n \rightarrow \infty} \frac{\sum_{l=1}^{n} \bar{c}_{\ell}-\sum_{l=1}^{n} \bar{a}_{\ell}}{n} \tag{C.9}
\end{equation*}
$$

The $\overline{\mathbf{a}}_{\ell}$ are independent of the scheduling discipline and the proposed scheduling rule is necessary and sufficiont to individually maximize the $\bar{c}_{\ell}$. Therefore, the same rule is necessary and sufficient to maximize $W(k q)$, which establishes our earlier claim.

It should be clear that in a continuous time system we can approach the maximum of $W(x)$ by the following rule: no job with attained selvice time in the open interval $(x-\varepsilon, x)$ (for $\varepsilon>0$ ) is serviced while there is a job waiting for service which has attained service time outside this interval. By permitting $\varepsilon$ to shrink to zero, we approach the maximum for $W(x)$.

One scheduling discipline which maximizes $W(x)$ is the two-level system in which jobs are served FCFS in the first level up to $x^{-}$ seconds of attained service. A job which does not finish is placed in
the second level queue. The second queue is serviced FCFS to completion. The second queue has a lower priority and is only serviced when the first queue is empty (see the ML systems described in Section 3). This queveing system satisfies the condition for maximizing $W(x)$ and therefore from Eq. (2.57) we have

$$
\begin{equation*}
W_{u}(t)=\frac{\lambda t^{2}}{2\left(1-\rho_{<t}\right)(1-\rho)}+\frac{t \rho_{<t}}{1-\rho_{<t}} \tag{c.10}
\end{equation*}
$$

Q.E.D.

## C. 5 Theorem 6.5 and Its Proof

Theorem 6.5 For a response time function $W(t)$ which is continuously differentiable, $W^{\prime}(t)=\frac{d W(t)}{d t}$ cannot be monotonically nondecreasing with $t$.
Proof: Let us prove this theorem by contradiction. Suppose that we can find a $W^{\prime}(t)$ which is monotonically non-decreasing with $t$, then $W(t)$ either does not intersect $W_{R R}(t)$ which represents the waiting time function for the $R R$ system; or it intersects $W_{R R}(t)$ at only one point as shown in Figure C-2. If $W(t)$ does not intersect with $W_{R R}(t)$ then it either lies entirely above $W(t)$ or entirely below $W(t)$, neither of these two situations is possible because they violate the conservation law as depicted by Eq. (C.5).

On the other hand, if $W(t)$ crosses $W_{R R}(t)$ at $t_{i}$, since $W(t)$ is continuously differentiable and non-decreasing, $W^{\prime}(t)$ has to be larger than $W_{R R}^{\prime}(t)$ for all $t>t_{i}$. But in Theorem 6.4, we prove that $W_{u}^{\prime}(\infty)=W_{R R}^{\prime}(t)=\frac{\rho}{1-\rho}$, thus we have $W^{\prime}(t)>W_{u}^{\prime}(\infty)$ for all $t>t_{i}$. It means that $W(t)$ increases at a faster rate than the upper bound for
all waiting time functions. Sonner or later, $W(t)$ will intersect $W_{u}(t)$ and then assumes larger value than $W_{u}(t)$. This, of course, violates the definition of the upper bound.
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Q.E.D.
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