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PREFACE

The research described in this report, 'Computer Network Measurements:
Techniques and Experiments,' by Gerald D. Cole, is part of a continuing
investigation of Computer Network Research, sponsored by the Advanced
Research Projects Agency (ARPA), Department of Defense Contract
DAHC-15-69-C-0285, under the direction of L. Kleinrock, Principal Investi-
pator, and G, Estrin, M, Melkanoff, and R, Muntz, Co-Principal Investigators,
in the Computer Science Denartment of the School of Fngineerinpg and Annlied
Science, llniversity of California, Los Angeles.

This renort was the basis of a Ph,D, dissertation (June 1971) sub-

mitted by the author under the chairmanshin of Leonard Kleinrock.
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ABSTRACT

The ARPA (Advanced Research Projects Agency) computer network involves
the interconnection of about twenty (us of 1971) different research computers
across the country by means of a store-and-forward message switching net. The
development of such a network is an expensive and complicated undertaking
which involves a variety of engineering trade-offs and decisions. Since
there has been little prior experience which directly relates to the design
of such a network, an extensive measurement and evaluation capability was
included in the message switching computers (the Interface Message Processors
or IMP’s). UCLA was designated to be the Network Measurement Center with the
responsibility of defining the measurements that were necessary for the
support of the analytic and simulation model activities, and to determine the
performance of the network by the use of these measurement facilities. The
primary concern of this report has been with the development of such a
measurement capability and the utilization of this capability to create (and
iteratively improve) analytic models of the network behavior as well as the
true system parameters.

The measurement facilities which were designed into the network included:
accumulated data such as histograms and totals; snap-shot data relating to
queue lengths and routing information; and traces of message flow through the
network. Any of these measurement routines can be selectively enabled at one
or more of the network IMP's to avoid an excessive data collection and artifact
problem. In addition to the selective control over the measurements, artifact
was further reduced by the careful selection of the variables to be measured,
and by the development of measurement techniques such as the use of non-uniform
(logarithmic) scale histograus for data which was expected to have an exponential-

like distribution.
vii



An extensive artificial traffic generation capability was also
developed at UCLA and was utilized with the measurement facilities to verify
and improve analytic models of the system behavior. In some instances, these
models were initially developed based on a priori expectations of the system
behavior, while in other cases, the models were devised from observed system
performance data. In both situations, the iterative usage of model-building
and experimental verification was found to provide valuable feedback regarding
needed improvements in the models, and resulted in good agreement between the
final models and the observed system behavior.

The models developed were chosen tc represent a reasonably broad spectrum
of interest, and included priority traffic analysis, message segmentation,
buffering consideration, message delay considerations, and network thru-put.
The models consisted of both original contributions, and extensions to previous
analytic results, although the most significant aspect of the research is felt
to be the demonstration that an extensive set of measurement facilities can be
developed util!/zing the existing network resources, and that such measurements
can provide valuable insight into the network behavior which can be utilized

as feedback in an iterative model-building, evaluation and design effort.
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CIAPTIR 1

INTRODUCTION

In the quarter-century since the first electronic digital
computer was developed, the camputer industry has grown at a rapid rate
with hundreds of different computers being marketed and scores of pro-
graming languages being written. This relatively unrestricted prolif-
eration of hardware and software systems has contributed to the rapid
development of camputer technology, but has also created a tremendous
incompatability problem. As a consequence, many programs have been
rewritten at each instance in which they were to be utilized on hard-
ware unlike that of the originating facility, while in other cases,
programs have been so dependent on special hardware or operating system
characteristics that they have not been exportable in any practical
manner.

Standardization of hardware and software systems has been
advocated as a solution to these incampatibilily problems, but has not
been viable in the past, nor does it appear to he in the near future.
Same progress has been made in the areas of ASCII character code stand-
ardization, data cammunication interface standards, and same lanquage
definitions, but acceptable industry-wide standards om critical factors
such as data structures and access methods have not been established.
Indead, not even the definition of many of these terms are standardized!
The computing camunity is then faced with the conflicting desires of

continuing the development of hardware-software systems in an



unfettered technological environment, while at the same time, beirg
able to utilize each other's developments without extensive reprogram-
ming effarts.

Camputer networks offer a solution to this dilemma to the
extent that they offer a viable method for interconnecting inccwatible
systems, and thereby allow resources to be sharad over a wider range of
users without having to standardize beyond the acceptance of a common
set of interface conventions for hardware, programs, and data. Such a
network also allows the user cammunity to share other resources such as
data bases, large camputing power facilities, or specialized hardware
systems, a~d in some cases to provide load-sharing and back up relia-
bility. For more research oriented facilities, networks may provide
the mechanism for utilizing and building upon the work of others, and
eventually to allow us to correct the following situation as quoted
from Hamming (HA69) in regard to the lack of "science" in caomputer
science,

"Indeed, one of my major camplaints about the camputer

fiell is that whereas Newton could say 'If I have seen a

little further than others it is because I have stood on

the shoulders of giants', I am forced to say, 'Today we

stand on each other's feet.' Perhaps the central problen

we face in all of computer science is how we are to get

to the situation where we build on top of the work of

others rather than redoing so much of it in a trivially

different way. Science is supposed to be cumlative, not

almost endless duplication of the same kind of things."
The ARPA network comunity* has already shown a refreshing willingness

to work together to solve the problems of networking and to work

2

The ARPA (Advanced Research Projects Agency) network community con-
sists of about twenty different research centers across the country. A
description of the facilities in the network is given in Section 1.3.



towards the cumulative development effort to which Hamming referred.
This onoperative spirit and improved comunications may provide an en-
viromment suitable to bring together what Roberts (RD67) calls a
"critical mass" of interdisciplinary talents and resources to solve
problems which heretofore were beyond the realm of solution. In addi-
tion, the entire network is being considered as an experiment, and is
being modeled and evaluated ‘both analytically and by direct measure-
ment) to determine how well 1t meets its design goals, and to investi-
gate areas of future improvement.

This dissertation is primarily concermed with the measurement
aspects of the network evaluation, and considers the design of a set of
measurement facilities, the development of data gathering and reduction
technicues, and the usage of these measurements to evaluate the network
performance. The latter will include comparisons of measured results
with the predictions of analytic models which were developed for this
study. However, before discussing the measurement considerations, we
will review some earlier efforts at network-related ¢nalytic and simu-

lation model developments.

1.1 Evolution of Camputer Networks

Camputer netwnorks are a natural part of the ewvolution of
telecammunication oriented camputer systens. These systems originated
with ‘he utilization of telephone circuits for batch-oriented data
transfers, and blossaned due to the need for remote computer access for
time-sharing and remote-job-entry applications. These remote terminals

were often made more sophisticated by the introduction of



pre-processing hard.are, terminal multiplexing functions, display
refresh requirements, or off-line data collection and minor processing
functions, and hence becan to distribute the processing rfunctions
across such a network. However, it was not until the ARPA network ex-
periments that autonamously operating processcrs were interconnected
fAr resource sharing functions. The first APPA experiment involved the
experimental ‘nte.connection of a small Control Data Corporation 160A
computer at SRI (Stanford Research Institute) to the large Q-32 can-
puter at SDC (System Develogment Corporation) in 1964. These tests led
to the interconnection of two large processors, the Q-32 at SDC and the
TX-2 computer at the Lincoln Laboratories in 1966 and 1967. The ex-
perimental "network" was described by Marill and Roberts (MA6A) , and
demonstrated the utilization of two large autonamously operating proc-
essors in a network configuration, and also provided a test bed for
developing an intercommunication protocol, for evaluation of telephone
ocomunication facilities, for integration of networking functions into
the two time-sharing monitors, and for demonstrating the usage of pro-
grams at one facility as subroutines to the other camputer.*

The Q-32/TX-2 "network" utilized conventional direct-dial
telephone facilities for the inter-processor comunications, but these

communication facilities were found to be unsatisfactory due to the

*
One exatple usage of the experimental TX-2 to Q0-32 net involved the
use of a Q-32 LISP program at SDC to perform an infix-to~-prefix trans-
lation of a source program sent fram the TX-2 at Lincoln Laboratories.
The Q-32 would then return the translated form back to the TX-2 where
the program would be executed. In this manner, the Q-32 program was
utilized as a subroutine to the TX-2 although they were different
machines, separated by several thcusand miles, ran under different op-
erating systems, and utilized different programing languages.



time required to fomm the connection at each data transfer. The only
alternative was to maintain the connection for the duration of the
experiment, ard therefare to utilize the line very inefficiently.
These prablems lead to the develcament of a more cost-effective store-
and-forward communication system for the more recent ARPA network.
Such a system is referred to as a message switching system a: opposed
to the conventional line-switching system of the existing telephone
networli, and required additional considerations of store-and-forward
delays, alternate routings, and error control. However, the inessage
switching system provides the henefit of multiplexing the usage of
higher bandwidth lines so that the bandwidth can be more efficiently
utilized, and dynamically selects the transmission paths based on line
quality and congestion. In contrast, line switching facilities dedi-
cate a fixed bandwidth to each user, and select the transmission path
via an electronic switch mechanism at the time the connection is first
made.

The choice between line and message switching depends on both
technological advances and tariff changes, such that the optimal sele~
tion between the two ‘echniques may vary with time. The communication
networks being proposed by MCI (Microwave Communications Incarporated)
and DATRAN may also impact these considerations as may the use of PCM
(pulse code modulation) techniques by the existing camon carriers,
since the higher bandwidth of the POM system could be available for

direct-dial data transmission.* liowever, at the present time, the use

*
Further information on telecommnications systems can be found in
Martin (MA69), Hamsher (HA68), and Hersch (HE71).



of message switching is very cost effective, with a cost reduction of
two orders of magnitude being shown by Roberts and Wessler (RO70) for
the case of sending a megabit of information between two average net-

work sites.

1.2 Other Camputer Networks

Before proceeding with a discussion of other networking
attempts, it is appronriate to define, or at least delimit, our meaning
of "camputer networks". A precise definition is of little consequence
since we hope that many of our measurement and modeling techniques will
be useful to a wide variety of telecamunicaticn and computer systems.
However, in the interest of delimiting the scope of the study, we offer
the following definition of a computer network. "A computer network is
a set of interconnected processors which can be utilized jointly in a
productive mannev, but which normally are ocontrolled by separate oper-
ating systems, and can perform in an autonomous manner." With this
description serving more as a guideline than definition, we will now
consider same other network systems and experiments.

One of the earliest attampts at integrating a network of
conputers was the SAGE (Semi-Automatic Ground Fnviromment) system which
was developed to ocollect, analyze, and display radar data from sensors
scattered over the continent (MA6S). The system became operational in
1958, and has subsequently been updated and improved. About that same
time, the American Airlines SABPE reservation system was being devel-
oped on a commercial basis (EV67), and its success has lead to the use

of similar systems by other airlines, car rental agencies, hotels, etc.



The need for improved data transmission facilities led the
military to development of the AUTODIN (Automatic Digital Network) data
communications system in 1963 (IA68). The systom includes both message
and line switching facilities, and was designed with considerable
thought being given to the network survivability and vulnerability. In
contract to this military nged for ultra-reliability, conmercial and
experimental networixs have utilized relatively simple interconnection
patterns or have relied on the direct-dial telephone network for com~
runications. Examples of such systems include the Control Data Cor-
poration Cybernet system (BE69) and the experimental CMJ-Princeton-IBM
network (RU69B) respectively. The latter net consisted of three
IBM 360,/57 computers, each operating under the TSS/67 time sharing
monitor. Both networks are typical of most earlier networking attemots
in the similarity of machine types and operating systems within any
given net.

Several networks have been designed using a central store-

and-forward message switch, which can reduce the network cost, but of

course increases the vulnerability of the network to the loss of the
central node. Such a topology has been utilized for the OOINS (Cam-
munity On-Line Intelligence Network System), the Lawrence Radiation
Laboratory OCTOPUS system, and @ proposed IBM network. The COINS sys-
tem was described at the 1968 Camputer Network Workshop (GE69), al-
though little detail was given due to the military inteliigence nature
of the system. It appeared to be intended as a shared data base system,
and utilized a standariized ASCII character ocode and a MIL~-STD-188B

hardware interface to simplify the interconnections.



The Lawrence Radiation Laboratory network was called OCTOPUS
due to its star-like topology, and was described by Fletcher at this
same workshop. The central camputer is a PDP-6 which serves as a
store-and-forward switch between the large processors such as C(OC 6600,
7600, and STAR, as well as the IBM Stretch and 360/91 camputers. The
Central switch also provides access to the huge photo-store mass memory
by any of the other machines, and allows an evolutionary growth of the
multi-computer camplex since new camputers can be connected to the sys-~
tem resources and can gradually be brought up to operational status.

The third star network is the IEM camputer network* which has
several unusual features. The central node was initially to be a medi-
um size 360/50 computer, but was later changed to be a partition in the
large 360/91, which serves not only as a store-and-forward switch, but
also as a master operating system. The network will consist of several
IBM 360 computers and a Cuntrol Data 6600 computer, the latter being
connected via a small Honeywell DDP-516 preprocessor. The non-IRM
machine will introduce a degree of generality into the network due to
the considerable difference in the CDC and IBM architecture and data
structures,

Several other networks or proposed networks utilize multiply
interconnected topologies, much like that utilized for the ARPA network.
The most similar was a network proposed by the National Plysical Lab-
oratory in England and described by Davies, et al. (DA67 & 68),

*The IBM network will be described in a future ACM conference paper by
D. McKay and D. Karp, entitled, "Network/440 - IBM Research Camputer
Sciences Department Computer Network".



although it has apparently not developed beyond the proposal stage. It
was first described in this omuntry at the Gatlinburg conference on
operatirg systems, concurrent with Roberts' description of the proposed
ARPA network (RO67), which was an extersion of his previously described
pioneering work. The NPL network was to be a store-and-forward network
using interface camputers axd 1.5 Mb/sec. transmission lines for the
message switching net, with an expected network response time (the time
from the receipt of a packet to the beginning of the output at the des-
tination) of less than 100 msec. Packets were defined as any rultiple
of 128 bit segments up to a maximum of 1024 bits. The NPL network
design differed fram that of the ARPA net in the choice of acknowledge-
ments (negative acknowledgements and "stop sending" messages in the !PL
design compavred to nositive acknowledgements in the ARPA net), in the
use of a handover number in the NPL design to discard messages in the
case of excessive looping, and in the use of a check sum with each 128
bit segment while the ARPA net utilizes a 24 bit cyclic check code with
each packet. Other features of the ARPA net will be described in
Section 1.3.

A small experimental camputer network is beina developed at
Carnegie Mellon University (BE70A), consisting of two DBC PDP-10 com-
puters, a pair of PDP-8 minicamputers, and a hybrid camputer. All five
camputers will be located together, and since the cammnications costs
will be insignificant, they plan to experiment with campletely con-
nected nets as well as with more typical network interconnection topol-
ogies. They also plan to investigate various aspects of operating

systan control. Since CMU will also be a node in the ARPA network,



this may be one of several local sub nets within the overall network.

A network which is considerably different from those dis-
cussed above is the National Crime Information Center (NCIC) network
which connects law enforcement data retrieval systems across the nation
into the Federal Bureau of Investigation data bank (GE69). Many states
have expanded these facilities to include other data bases such as de-
partment of motor wvehicles records and local police file systems. The
resuiting network is quite cowplex, but has been reasonably successful
due to the ability of each system to simulate the terminal character-
istics and inputs of any other system being accessed. This was pos-
sible due to rigid format definitions and a reasonahly small number of
differing terminal types.

Numerous other networks are presently in the design stage,
and when implemented, will include several additional large univer-
sities. New network structures are also being investigated with the
goal of providing more cost-effective data transmission facilities; one
such example being the ring structure proposed by Pierce (PI71). The
virtusl explosion of interest in networking should produce significant
changes in the way in which computers are utilized, and will add a
valuable new set of rescurces to each cumputer center involved in such

a network enviromment.

1.3 The ARPA Carputer Network

The ARPA network of computers is by far the most ambitious
network effort ever undertaken, both in terms of the variety of facili-

ties and in the degree of sophistication of the resources being
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integrated. The basic netvork community consists of about twenty ARPA
sponsored research sites, many of which have areas of specialization
such as the graphics wotk at the University of Utah, the man-machine
interaction work at SDC, the text editing and infomation retrieval
work at SRI ani the network measurement and modeling work at UCIA.
Same other nodes have special hardware including the ILLIAC IV com-
puter, the trillion bit laser memory, and perhaps later, special micro-
programming and list processing equipment. The cambination of these
hardware and software resources and the cooperating interdisciplinary
human resources at the various sites, creates a viable enviromment for
new research in computer related fields.

The various sites are interconnected via a distributed store-
and-forward communication net consisting of IMP's (Interface Message
Processors) and 50 Kbit/sec. full duplex camunication lines. Each site
typically consists of one or more HOST camputers operating in a time-
sharing environment, but range in size fram a temminal IMP (a partition
within the IMP itself) to the very large ILLIAC IV. More typical com-
puter facilities are in the Digital Equipment Corporation PDP--10 or the
IBM 360/67 class, but often include special terminal or graphics equip-
ment as well.

Each IMP oonnects to its local HOST(s) and typically to three
or four coomunication lines as shown in Figure 1.3.1. The IMP is it-
self a small camputer, a Honeywell DDP-516, with 12 K 16-bit words of
memory, special communication interface circuits, and other features
as needed to merform the message switching task. However, it does not

include any disk or tape storage facilities nor any redundant
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capability for back-up operation. The software for the IMP functions
oonsists of a set of interrupt driven routires which handle the real
time I/0 functions and create tasks which are then queued and scheduled
acoording to their relative priorities and need for output channels or
other resources. A nuwber of low priority background programs are also
included in the IMP functions, and are oconsidered to be special "Fake
HOST's" since they can be the source aid/or destination of messages.
These functions include the IMP console Teletype, the debug package and
the measurement facilities.*

HOST-IMP transmission are in terms of physical records called
"messages”, which consist of a 32-bit leader folloved by up to 8064
bits of data. These messages are segmented into smaller "packets" for
the store-and-forward transmission through the net, with each packet
consisting of a 64-bit header and up to 1008 bits of data. The packets
are reassembled at the destination IMP with the IMP-to-HOST transmis-
sion being in terms of a message length record. However, within the
network, the flow is in terms of packets, with each packet being saved
until a successful acknowledgement has been received from the next IMP
along the store-and-forward path. The next step in the path is s<-
lected at each IMP fram its own routing table which is updated about
every half-second based on nearest-neighbor routing information as
described by Fultz and Kleinrock (FU71). The successful receipt of a
packet is based on the agreement. of a 24-bit cyclic check code and the

availability of storage space, and upon acceptance, it hecames the

*
More detailed infommation on the Interface Messaye Processors can be
found in the paper by Heart, et al. (HE70).
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responcibility of that IMP to ensure the successful store-and-forward
transmission along the next step of the path. The cambination of error
oontrol and alternate routing makes the network a very reliable trans-
mission media.

Oongestion is a potential problem in any store-and-forward
net because the peak data rates can easily excead the instantaneous
channel capacity. However, several congestion control features were
built into the ARPA network +o minimize the consequences of overload
oconditions including; (1) the use of logical links for caommunication
between programs at separate HOST's, with the links becomiry blocked
until a RFNM (Request For Next Message) has been received, (2) the use
of adaptive alternate routing, (3) present limits on IMP buffer alloca-
tion maxima for reassembly and store-and-forward packets, and (4) the
use of time-outs to discard undeliverable messages or message fragments.

The problems of congestion anc message delays are same of the
more interesting aspects of such a network fram a measurement and mod-
eling viewpoint, and will be pursued at length in subsequent portions
of this study. Such models typically involve queues in which messages
or packets are delayed, and in the more general case involve networks
of queues, both within the store-and-forward switches and across the
global aspect of the cammunication net. Since much of the measurement
and modeling work involves queueing theory and queueing related vari-
ables such as the arrival times, service times, waiting time, numwber in
the system, etc., it is appropriate to review the state of development

of this portion of queueing theory.
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1.4 Analysis and Modeling of Networks*

The analysis of queueing systems has reached a high degree of
applicability and mathematical sophistication in recent years. However,
the problems of tandem queues or netwarks of queues have been found to
be untractable except for certain special cases, due to the inter-
actions between the various queues, and the resulting dependencies
which complicate the anaiysis.

Burke (BUS6) made an initial contribution to the analysis of
networks of queues by proving that for a simple Markovian queueing sys-
tem, (i.e., a system with infinite queueing space, exponentially dis-
tributed service times, and Poisson arrivals with an arrival rate of
A), the output process is also Poisson with parameter . Thus, for
such queueing subsystems, there are no deperdencies and the analysis
can be handled in a reasonably straightforward manner. J. R. Jackson
(JAS7) atilized this approach for the analysis of a newwork of queues,
in which each node is an independent multiserver svosystem with ex-
ponential service, and with arrivals from both within the net and fram

the outside, (but with all inputs forming a composite Poisson strecm).

*
This summary of developments in the analysis of networks of queues is
rather cursory, but is intended to give an appreciation for the prob-
lems involved in the aralysis of interconnected queueing systems. For
more infoimation on these topics, the reader is referred to Reich
(RE57) and Finch (FIS9) which define nrcessary and sufficient condi-
tions for Burke's result, and for the analysis of sequential arrays of
queues with finite storage, to Hunt (HUS6), Kleinrock (KL65) and Cox
and Smith (0061). Simulation results have been described by Kleinrock
(K164 and KL70) and by Wallace (WA66), and have included performance
evaluation as well as topological, routing, and channel capacity as-
sigrment considerations. Recent work in the analysis of closed queue-
ing systems using the results of Gordon and Newell (GO67), is also
relevant to network analysis.
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However, this analysis did not consider the case of message transmis-
sion through a network which requires that the service, i.e., serial
transmission, be a fixed value at each subsequent server. Kleinrock
(KL64) recognized this problem and concluded that the only tractable
analyt ‘.c approach was to assume that the message length was an exponen-
tial random variable, to be selected independently at each server,
i.e., the "independence assumption". His original model also assumed
noise free channels, reliable nodes, single destination messages, no
defections, infinite buffering, stationarity of the stochastic proc-
esses, fixed routing, negligible nodal delays, and the lack of induced
traffic such as response messages, but his more recent results (KL69B)
have included the latter two effects and have approximated the effect
of non-exponential service. Other work at UCIA and other research
sites have utilized simulation methods to gain insights into the queue-
ing behavior of such camplicated networks, with the combination of
analytic and simulation techniques being camplementary in many cases.

There have also been several recent developments in the de-
sign of optimal (or "sub-optimal") network topologies and channel capa-
city assigrments. These problems typically defy a precise optimal
solution but good selection techniques have been described by Frank,
et al, (FR70) and Kleinrock (KL70) respectively.

Implicit in any optimal network design are one or more per-
formance measures which have been minimized (or maximized), and the
careful selection of these performance criteria is quite important
since any subsequent optimization is based on satisfying these primary
goals. Kleinrock (KL64) chose the average message delay as his
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performance measure for a store-and-forward net, and analogous response
time performance measures have been utilized in time-sharing analysis
and other job turm-around time studies. These measures meet the gen-
eral requirements of a performance metric, namely they have a physical
meaning or interpretation, are quantitative, and are an indicator of
the system effectiveness.*

The close tie between (1) performance measures, (2) analytic
and simulation models, and (3) measurements was brought out b Estrin
and Kleinrock (ES67B) in a paper titled "Measures, Models and Measure-
ments for Time-Shared Camputer Utilities". The cambination of these
factors is felt to be basic to the scientific method of investigation,
and will be stressed throughout this study, although our main focus

will be on the measurement aspects of the network evaluation.

1.5 The Measurement Program Associated With the ARPA Network

Performance measurement of the ARPA network has been
oconsidered to be an integral part of the design requirements from the
early stages of the retwork development. This concern for measurements
is due to several factors including the desire to gain insights into
network behavior, to aid in modeling ard analysis, to evaluate the net-
work design, and to indicate areas where redesign may be needed. In
same cases, the measurements may even indicate design parameters which
can not be adequately selected as a constant value, but rather should
dynamically vary deperding on the network state or traffic load. Such

parameters would then became functions of the measured values, similar

x
Adapted from Goode, H. and R. Machol, System Engineering, McGraw-Hill,
1957, pp. 125-126.
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to the present routing table dynamic updating. However, our initial
ooncems are primarily those of performance evaluation and gaining in-

sight into critical performance paraneters.

1.6 A Statement of the Problem Being Considered

UCIA is actively involved in the measurement and analysis of
the ARPA network behavior, and as the Network Mea~urement Center (NMC),
has the responsibility of defining the measurement techniques, and
performing appropriate network measurements and experiments. These
efforts closely follow Haming's philosophy* that "the purpose of
measurements is insight, not numbers!", with the measurement results
Leing utilized in support of the analytic and simlation modeling ef-
forts, the determination of network performance, and to determine any
areas in which network improvements need to be made.

The overall measurement problem can be described in several

samewhat overlapping tasks, including:

1. Identification of the measurement needs for modeling,
simulation, »erformance evaluation, user behavior meas-

urement, and possible areas of dynamic control.

2. Development of new data gathering techniques as required

by the network environment and constraints.

3. Design of a set of measurement routines of sufficient
power and generality to be useful for an oper-ended set

of experiments.

*An often paraphrased quote attributed to R. Hamming.
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4. Provide test cases by developing several analytical

models for experimental evaluation.

5. Bmpirical investigation of the usefulness of the measure-
ment facilities in both model verification and in explor-
atory data gathering experiments, which might then pro-
duce new insights and results in an iterative sequence

of experiments.

These tasks are felt to be necessary to provide an extensive
measurement capability of the ARPA network performance, and to overcome
the limitations observed by Estrin and Kleinrock (ES67B), that
" ..present methods of measurement do not allow sufficient freedam in
design of experiments on camplex systems". And "Most of the weaknesses
in the relevancy of measurements trn models arises, at present, from the
unavailability of tools for making desired cbservations of dynamic
systems". Hopefully, the network measurement techniques have avoided
these past limitations, and will be sufficient to meet the needs of
future experiments, and will provide the necessary feedback to evaluate

the continuing usage of the ARPA network.
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CHAPTER 2

DEVELOPMENT OF A SET OF NETWORK MEASUREMENTS

e desire to measure and evaluate the network performance
has been one of the goals of the ARPA network since early in its con-
ception, but bezause there has been little precedence in this area of
measurement, we found it necessary to consider a number of aspects of
the measurement needs and related custs in the network environment.
This investigation included a survey of measurement techniques in re-
lated computer applications, considered same of the more fundamental
measurement concepts, attempted to identify the areas in which measure-
ment data were needel, and ended in the design of a set of measurement

tools for the network study.

2.1 A Survey of Related Measurement Efforts

Although few previous network measurements have been made,
there were same data gathering facilities included in the earlier ex-
perimental links between the Q-32 camputer at SDC, the TX~2 computer at
Linooln Labcratories, and the DBEC 338 display computer at ARPA.* These
results were quite dependent upon the particular programs being utilized
in the experimental net, and were limited to measurements of the number
of calls, the call durations, the mumber of messages sent, and the num
ber of characters sent. Some data was also taken on the COINS network

(GE69) by use of a program which periodically started a pseudo-user job

®
As reported in "An Experimental Computer Network", Camputer Corpora-
tion of America Report No. ESD-TR69-74 (AD694-055), March 1969.

Preceding page blank
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and measured the response time., Earlier work in camputer system
measurements has developed a variety of hardware and software rccording
techniques. These efforts can be categorized into three broad classes:
(1) measurements of time-sharing system behavior, (2) measurements of
user-computer interactions, and (3) measurements of program behavior.
We shall summarize some of these results which relate to the network
measurements in the following paragrapghs.

Measurements were taken on the original time-sharing systems
and were reported by Scherr (SC67A) and Totschek (T065) on the MIT
Project MAC Compatible Time-Shared System (CTSS) and on the System
Develcpment Corporation Q-32 system respectively. Scherr's measure-
ments were related to analytic models which he developed and included
the effects of differing time quanta and number of users, as well as
measuring distributions of user think time, program sizes, and proces-
sing requirements. Totscheck measured the distributions of service and
interarrival times, the effect of the number of simultaneous users, and
the system overhead, and the utilization of the CPU, drum and core
memory. Many of the empirical distributions were found to have similcr
characteristics including a range that covered several orders of magni-
tude, with density functions that displayed long slowly decreasinc
tails, and resulted in a standard deviation exceeding the mean value.
He also observed that other data appeared to be fram a non-hamogeneous
population, and assumed that the underlying population was actually a
set of different sub-groups.

In both of these measurement efforts, the data were ohtained

as a result of modifications to the operating system programs to record
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appropriate times and events for later reduction, although Scherr
discussed the feasibility of statistical reduction of the data as it was
gathered. In ocontrast to these software techniques of measurement, one
can utilize a hardware data gathering approach as described by Schulman
(SC67B) . This device, called a Time-Sharing System Performance Activ-
ity Recorder (TS/SPAR), was able to record up to 25€ internal signals
of the IBM 260/67 CPU, rogisters, and charnels which were being physi-
cally monitored by electrical probes. The data was then written on a
separate magnetic tape which was part of the hardware monitor. Similar
monitors have beuome commercially available in recent years, as have
special software monitoring packages. Both have strengths and limita-
tions, and as usual, a suitable mixture of such hardware and software
techniques is often found to be efficient. A rroposed experiment which
utilized such a combination of techniques was the SNUPER comouter
(ES67A) wnich was designed to monitor the operation of a larger proces-
sor by the use of hardware probes, but with deta selection instants
being determined by special calls that had heen imbedded in the program
being executed. However, a second rrode of operation was included in
the design to eliminate the need to such program modificatiors by having
the monitor camputer sample the state of the larger nchine at appropri-
ate times. This latter mode of operation is complicated by difficulty
i‘: recognizing the desired states in the odbject machine.

The location of the measurement "probes" and the sample
timing is a non-trivial task in both the hardware and software ap-
proaches, but can be simplified in both cases if performance monitoring

is considered in the early system design phases. For example, the
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software measurenents on the American Airlines SARRE reservation system
(EV67) were reported to have been complicated by the need to modify
many of the programs to cbtain suitahle measurement points. The author
strongly recommended that monitoring be included in the design of any
subsequent system progi-ams.

Several measurements of the user-computer interface have been
made to determine the data flow, response time, and cammunication needs
for interactive system users, and include the measurements of the JOSS
system at RAND (BR67), a comparison of three systems by Fuchs, Jackson,
and Stubbs (FU70 and JAR9), as well as th2 previously described papers
by Scherr and Totschek. The techniques used to measure and record the
interactions included both hardware and software methods.

Compute” program measurements have been made by a number of
investigators, and have primarily utilized .oftware monitoring tach-
niques. The degradation of the program running time is not nearly as
important in many ¢i these cases since no real~time or interactive ap-
plications are inw:lved, and therefore the degree of artifact rarges
fram a few percent to an order of magnitude reduction in operatirs
speed. The latter cases are those in which a more detailed examination
of each program step is required, and are fairly infrequent due to the
large coverhead oost involved ir. abtaining such data.

A sampling of measurements of this category includes the
program segment size study of Batson, et al. (BA70), the measurements
on programs under the GBOOS II operating system by Cantrell and Ellison
(CA68A), which were extended by Campbell and Heffner (CA68B), the meas-

urements on FORTRAN programs by Russell and Estrin (RUAYA), the dezion
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of translator programs which automatically introduce suitable measurc-
ment points into object code as suggested by Presser and Melkanoff
(PR69) , and the survey of measurements described by Uzgalis (Uz70).

Several observations can be made chout general similarities
in the measurement effarts described above. First, in almost all casecs,
significant system performance degradations were discovered and cor-
rected. A second camon feature was the frequent occurrence of dis-
tributions with exponential-like shapes, but often with a higher co-
efficient of variation than the expcnential density, and thirdly, the
general agreement that measurement facilities should be built into the
original system design rather than being an add-on or later system
modification.

2.2 Same Fundamental Concepts of Measurement

A given digital system can be defined by describing either
its detailed structure, i.e., the hardware and software component parts
and their interconnection, or by describirg the system activity, i.e.,
the state vector transitions for all possible system states and input
stimuli. Neither of these can be completely measured or defined for
systems of any significant complexity, so that measurements typically
reoord same subset of the system bhehavior, and the experimenter must
then draw oconclusions or inferences from this limited set of observa-
tions. The art of measurement is then to obtain the necessary informa-
tion about the system behavior fram a relatively small set of data
points.

The type of measurement information which is desired will
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deperd on the intended purpose of the measurements, and may vary
considerably depending on whether we wish to determine if the system
performs as specified, or to determine the limiting factors in the sys-
tem performance. In either case, the abserved system behavior will be
only a subset of the state vector information, which will be sampled
at same subset of the state transitions. This notion can be seen in
Figure 2.2.1 which shows a hypothetical system activity diagram in
terms of the state vector at sequential setps in time.* If we include
the input stimuli in the state vector, then such an activity diagram
would uniquely define the system behavior if the observations were made
over a sufficiently long time interval.

Measurements can be corveniently related to such an activity
diagram, with the "camplete set" of measurement data being the ertire
activity record. More typically, one samples the activity data in
"space" and time, (where "space" refers to the state vector space).

For example, the snap-shot measurements which we shall consider in
Section 2.5.2 are a set of selected state vector camponents which are
recorded at 800 msec. time intervals; and therefore establishes a given
space-time resolution level for the resulting sampled data. Some of
the other measurcments can be considered to generate additional state
vector camponents, such as the accumlated ocounts of messages handled
or histograms of message size. These new state vector components would
be periodically read-out and reset to zero, and might include counts,

sums, max or min values, most recent value, or inter—event times. 1In

_—
This approach is based on the system activity theory of Klir (KL67).
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some other instances, the data would be read-out based on the occurrence
of same particular system state (or event), with the two situations
being generalized if clock values are considered to he part of the state
vector. In fact, this assumption that the clock value is part of the
state vector allows us to generalize all of our measurement techniques
into one common activity representation, namely that same subset of the
state vector is to be recorded at each occurrence of same other state
vector camponent. Since we will only be recording components of the
state vector at the time of the sample, any previous state information
must be carried along as an extension to the basic state vector. For
example, if we desire a count of the number of message inputs, we would
include an N-bit cowponent in the state vector, ard would increment

this field at cach message input. Other records of past history such
as histograms, or running sums would be handled similarly.

A more subtle measurement concept is that of observability of
the desired state camponents. Since the data is to be taken upon the
occurrence of a predefined state vector component, we may oOr may not be
able to find meaningful data in some other component of interest de-
pending on possible dependencies of the two components. For example,
if component A can occur only when component B is equal to zero, and if
the measurement is triggered on the occurrence of camponent A, then the
measured value of B would always be zero. Such a situation actually
occurs in the network measurements due to the relative priorities of
the task queue and the background routines.

Other aspects in the selection of a suitable set of state

vector camponent measurements are those of necessary sets of
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measurements and sufficient sets of measurements. For example, if we
are interested in the behavior of three random variables, x, y and z
where we know that z = x + y, it 1s sufficient to measure the mean
value of any twn to campute the mean of the third, but we need statis-
tics on all three (or exact dependence information) to obtain variance
data on the three variables. An increasing amount of information is
therefore necessary if we have dependent random variables. The ideal
set of measurements is then the minimal set of values which is both
necessary and sufficient for the desired measurement objective. How-
ever, such a mathematically precise approach is not generally feasible
due to imprecise descriptions, and the constraints and trade-offs in-
volved in the design of the set of measurements. These constraints in-
volve the costs of implementing the measurements, including the man-
power effort and the usage of system resources, as well as the allow-
able degradation of the system performance due to the prescnce of the
measurement facilities. The trade-offs involve nany of these same
factors, but consider the possible alternatives with the constraint
boundaries. We will consider such trade-offs in the design of the ARPA

network measurements in subsequent sections of this study.

2.3 Identification of the Measurement Needs

The network measurement efforts havc tzen directed towards
serving a variety of measurement needs. In one aspect, the entire net-
work is considered to be an experiment, and the measurements are to
evaluate its usage and degree of success. In a second role, the meas-

urements are to determine the performance level of the existing network
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and to ensure that it meets the original design goals, while another
aspect is to determine the areas in which these goals should be changed.
In this effort, the measurement functions are closely related to the
analytic and simulation modeling work, since each can complement the
other in gaining insight into network behavior and in developing new
techniques ¢ network flow control to improve performance.

Since the delay which a message encounters in going through
the network is a primary performanc: measure, we are particularly con-
cerned with delay-related measurements. These include measurements of
the overall end-to-end messag: delays, the camponents of the delay due
to serial transmission, queueing, retransmission, etc., and the effect
of system parameters such as channel bariwidth, priority classifica-
tion, and packet lengths on the message delay. We are also concerned
with measurements of the message length distributions and the site-to-
site traffic requirements since these data are needed for analytic and
simulation modeling of delay-related network functions such as routing,
channel capacity, and network topology designs. Other measurements
which will provide needed data for such designs include time-of-day
load variations, the peak buffer storage requirements, the allocation
of buffers between store-and-forward and reassembly functions, and the
routing effectiveness in avoiding loops and in bifurcating flow in
heavy traffic conditions.

The above coment of using message delay as the primary per-
farmance measure needs further clarification since the message delay is
actually a random variable. Therefore, we must utilize sume attribute

of the underlying distribution as the performance measure if we are to
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have meaningful and quantitative measure of performance. The use of
the average delay is most common in the: literature, but is not neces-
sarily sufficient for the total design. For example, we are also in-
terested in some measure of the variation in the delay (such as the
variance or the 90th percentile) and therefore, need more than just
average delay information. In many cases, we shall attempt to measure
actual distributions to obtain this additional information, especially
since such infomation is of value in the modeling efforts as well.
These measurements should include distributions of message lengths,
packet lengths, queueing delays, buffer requirements, and of course,
the message delay itself.

Many of these measurements are associated with the queueing
phenamena since it can cause a significant portion of the total delay,
and can be modified by apprupriate strategies in selecting the queue
and service disciplines. Such changes are less expensive than brute
force increases in commnication line bandwidth or processor speed, and
may accomplish similar reductions in the effective message delays.
There are several ways of measuring queueing corgestion including
measurements of the time in the queueing system, the number in the sys-
tem, and the busy period of the server. The first two factors are of
ooncern to us since they directly relate to the message delays and the
buffer requirements, and will therefore he part of our measurement re-
quirements. The busy period is difficult to interpret in such a con-
text, so it was not ccnsidered to be of particular interest.

The desire to utilize the measurement facilities and data to

improve the network design can be oconsidered to be a feedback process
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in which design deficiencies are detected and subsequently corrected.
Such deficiencies would not necessarily mean that the criginal design
was poorly done, but could be due to changing demands on the network,
or in other cases could be a matter of fine-tuning the network param—
eters.* Of course, gross-tuning would also be accomplished if im-
balances existed in the overall system, e.g., if the store-and-forward
processor could not support the transmission speeds of the communica-
tion lines. The occurrence of such "bottlenecks" will be the subject
of certain exploratory measurements which will search for exceptional
conditions, in addition to gathering informa*ion about the overall

network behavior.

2.4 The Design of a Set of Network Measurements

The general design goal of the network measurement effort
was to provide a flexible set of measurement tools which would allow
an experimenter to evaluate various aspects of the network behavior,
without having to solicit the assistance of other network sites, and
without introducing an excessive burden on the IMP's and communicacion
facilities. These measurements were to be designed to support the pre-
viously described needs of network performance evaluation and providing
insight and feedback for the development of analytic and simulation
models of network behavior, and several of these design considerations

are discussed in the following paragraphs.

*Paraneters which vary with loading might be made self-adaptive by
introducing a continual measurement and feedback loop in tha design.
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a. A priori expectations: Due to the fact that the network

oonsists primarily of time-shared computer facilities, we took advan-
tage of previous measurement results (regarding terminal-to-computer
message lengths arnd response times) in the design of the data gathering

techniques.

b. Time and space distribution of measurements: A spectrum

of measurement techniques is possible ranging fram taking very detailed
measurements at a single node, to taking more gross measurements across
the entire network. The measurement facilities of the ARPA network
cover a large portion of this spectrum by means of selective control
over the data gathering routines which are enabled at the various IMP's,
hut are limited by several factors including (1) the rate at which the
destination HOST can accept the data, (2) the bandwidth required for
the data transmission, and (3) the resulting bias in the measurement
data due to the use of the network for transmission.

Our experience has indicated that extensive data can be
accunulated simultaneously fram ocur three nearest neighbor IMP's, or
fram an arbitrary pair of IMP's, but that severe performance degrada-
tion occurs when eight or ten IMP's are monitored simultaneously. Of
oourse, these figures should be considered to be guidelines rather than
well defined limits, since the measurement effects are quite dependent
upon the type of measurements being made and the other network utiliza-
tion at the time.

c. Hardware versus software measurement techniques: Hardware

measurement techniques have the advantage of introducing little or no

33



degradation to the system being monitored. However, the techniques
have limited versatility and do not have ready access to data that are
kept in software formats. For example, packet lengths can be deter-
mined fram a pair of buffer pointers, but these pointers are kept in
core locations, and therefore, the hardware probes oould not assess the
values without the aid of special software support. The need for such
software support in either case, as well as the cost and inflexibility
of the hardware monitoring techniques, led to the adoption of an entire

software monitoring approach.

d. Transmission of the measurement data: The data must be

transmitted to the experimenter for analysis, and preferably this
transmission should be in a near real-time manner to allow interactive
experimentation. The logical choice of transmission media is to use
the network itself, and indeed, this was the selected mode of operation,
although it introduced artifact oconsiderations which will be discussed
later. The alternative of storing the data for transmission during off
hours would require a bulk store facility at each IMP, or HOST assist-
ance in such storage, and neither was felt to be a desirable alterna-
tive. However, the interactive experimentation which cne can perform
with a real-time feedback of the resulting data has been found to be
extremely beneficial, if not absolutely necessary, and other alterna-

tives which do not provide such feedback are of questionable utility.

e. Artifact considerations: Transmitting the measurement

data in the regular mmessage stream introduces perturbations in several

portions of the data. Any message statistics, such as length
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distributions and site-to-site traffic are biased due to these data
messages, as are the statitstics on round trip delays, buffer utiliza-
tion, and modem channel traffic. A more subtle artifact is introduced
in the input handling characteristics of the IMP, since any full buffer
must be serviced and an empty buffer linked in its place before the
next message starts to arrive on that channel. This condition can
occur simultaneously on all input channels, so the code involved in the
input servicing must be kept to a minimum. For this reason, statistics
are taken at the modem outputs rather than the inputs whenever possible.

A third form of artifact of concern is the creation of dis-
ruptive conditions in a situation when they would not otherwise occur.
For example, if statistics messages create a shortage of buffers at the
Network Measurement Center IMP, that IMP becames blocked for subsequent
messages to its HOST. Neighboring IMP's may then have their store-and-
forward buffer supply exhausted as they fail to receive acknowledge-
ments on packets sent to the NMC.* Fortunately, this condition does
not persist due to time-out periods which allow such messages to be
discarded, but the transient effect could easily occur if the experi-
ments are not carefully designed to awvoid such conditions. These and
other artifact considerations will be discussed in more detail in
Section 3.4.

f. Data campaction and selection techniques: The concern

for minimizing the data transmission requirements for statistics

*'I‘he analysis of such blocking and ocongestion effects has been con-
sidered as another part of the UCLA network research, and has been
reported by Zeigler and Kleinrock (ZE71).
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messages leads one to utilize data campacting techniques such as total
counts, averages, histograms, etc. instead of transmitting the raw data
sanples. The need for processing in such data campaction schemes re-
sults in a trade-off hetween data campression and data transmission,
with the optimal balance of the two being determined by their costs and
the value of the resulting data to the experimenter. The problem is
camplicated by the fact that the measurement tools are designed for an
open set of experiments, such that the designer must make decisions
based on an incomplete knowledge of the total requirements. No guide-
lines can be given for these decisions other than common sense, intui-
tion, and close coordination with the expected users of the measurement
facilities. In the ARPA network measurements, we were only concerned
with determining the general shapes of density functions, and with
estimates of average values to the order of + 10%. However, these same
facilities did allow us to precisely verify the measurement capabilities
on known traffic experiments, due to the combination of histograms,
total word counts, etc.

Our primary application of data compacting techniques, in the
sense of reducing a set of data values to same considerably smaller set
of numbers, was in the usage of histograms for message and packet
lengths, and total counts of the words transmitted, the number of ac-
knowlecgements, RFNM's, retransmissions, etc., and averages of round
trip times. However, an even more important aspect of minimizing the
data transmission is the careful selection of what data is to be col-
lected. These considerations enter into both the design of the meas-

urement package itself, and the design of the individual experiments.
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Our measurement to>ls were separated into scveral types, each of which
can be selectively enabled or disabled at any IMP. Therfore, only a
subset of the measurement facilities would be enabled at a selected set
of nodes, resulting in a considerable reduction in the data transmis-
sion artifact and also minimizing the data retrieval and reduction
problem at the NMC.

An additional technique to minimize the data transmission
requirement is to use a "report by exception" method. This technique
results in data being sent only when a certain change has been noted
fram same stored set of values, and in one sense, only sends data whn
something interesting has happened. The method requires additional
storage for the set of camparison values, and additional processing for
the camparison operations, but of more concern, it requires a precise
definition of what is of interest, and may result in a huge nuwber of
"exception reports" when unusual circumstances such as line errors or
buffer congestion occur. These are situations in which one certainly
does not want to send a multitude of statistics messages, and althouch
logic could be built in to send no more often than every N seconds, the
added complexity detracts fram the desirability of the methcd. Our
usage of the technique was limited to reporting arrival times (only
sent when arrivals occur) and traces (only sent when certain flags are
set), but in general the measurement philosophy was more one of "take
the data every N seconds, and discard it at the NMC if it is not ot
interest". This approach also has the advantage of placing the deter-
mination cf what is "of interest" in a local facility where it can be

modified depending on the particular experiment being conducted.
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g. Data reduction and analysis: The design of the data

reduction and analysis methods sould be considered in an overall design
to avoid incompatabilities with the data acquisition methods. In the
case of the ARPA netvork statistics messages, each message has tag in-
formation which identifies its source, its type of measurement data and
the I clock value. Information can be retrieved by selecting mes-
sages based on these tag fields and then indexing to the appropriate
data field within the message. Our present technique is to format the
desired information, and print it out with suitable annotation to pro-
vide a readable summary of the measurement data. Most extensive data
reduction and analysis techniques ocould be utilized, particularly when

such resources become available via the network.

2.5 The Set of Measurement Tools

The measurement facilities can be categorized into three
classes; (1) those within the I'P, (2) those that have been developed
at the NMC (UCLA), and (3) those available in cooperating HOST sites.
The IMP generated statistics consist of accumlated statistics, snan-
shots, trace data, arrival times, and status reports and the IMP also
has the capability of artificial traffic generation. The NMC facilities
include a more extensive artificial traffic generation capability,
having either deterministic or pseudo-random message lengths and inter-
message times, as well as the ability to enable to disable the various
IMP statistics generators, to scan the network for interesting traffic
activity, and to perfomm reduction and print-cut of annotated data

summaries. The cooperating HOST facilities are primarily a future
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expectation rather than a present capability, but some cooperative work
has been done, particularly with SRI. Future cooperative experiments
may include the measurement of HOST induced delays and total user
comand~to-response round trip dzlays as well as the usage of remote
site data reduction and display techniques for data analysis.

Each of the measurement facilities is described in some de-
tail in the following sections starting with the IMP generated statis-
tics. The IMP generates these data messages in a set of background
(low priority) programs which are selectively enabled as needed. The
statistics are sent to the NMC at periodic time intervals fram the
"fake HOST" mechanism in the IMP's, although being low priority pro-
grams, their generation can be delayed considerably if the IMP becames
ocongested. The individual IMP statistics programs are sumarized in
Sections 2.5.1 to 2.5.6, and the reader is referred to the BEBN descrip-

tion of their mechanization if more detail is desired.*

2.5.1 accamulated Statistics

The accumlated statistics routine has been utilized more
freq. rtly than any of the other measurement tools, since it provides a
sumary report of the activity at each node where such statistics have
been enabled. These data reports include histograms of the lengths of
any HOST-to~-IMP or IMP~to~-HOST messages, and of packets which were
transmitted on the modem output lines, as well as counts of ACK's,

RFMM's, input errors, retransmissions, total words sent, and other data

.BBN Report No. 1822, "Specification for the Connection of a HOST and
an IMP, "Bolt, Beranck and Newman, Inc., Cambridge, Mass., Feb. 1971.
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of concern. Each such data message represents the activity over a

12.8 second interval, this period being determined primarily by the
oconcern for counter overflow. The data is sent to the Network Measure-
ment Center as a 390 byte message, which is then inspected and either
discarded, printed, or put in a file for further data campacting. When
printed, the data is annotated, reformatted, and in same instances ad-
ditional values are computed, with a resulting print-out as shown in
Figure 2.5.1. The various fields of this data format are described
below.

Part 1 of the data gives message size statistics for both
HOST-to~-IMP and IMP-to~-HOST data transfers. (In cases where more than
one HOST share the same IMP, these data are the composite of all such
transfers.) The statistics on single packet messages are accumulated
in a logarithmic scale histogram, while multipacket traffic is recorded
as a uniform interval histogram. The average nuwber of words in the
last packet of a message is also given, which in many cases, allows one
to more precisely campute the actual message lengths. 1In the example
shown, there were a total of 220 messages received from the HOSTS, of
which 208 were single packet messages and twelve were two packets in
length. A single message was sent to the HOST, namely this statistics
message which can be seen to consist of four packets with only six

words in the fourth packet for a total message length of:

length = 3 . 63 + 6 = 195 IMP words.

The second part of Figure 2.5.1 shows that these 220 messages

were split fairly evenly between six destinations. These sites were

se lected as destinations of the artificial traffic to show the
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difference in delays when messages are sent through several store-and-
forward nodes. The locaticiis of these sites relative to UCLA are shown
in Figure 1.3.1, and the round trip times can be reasonably well cor-
related with the topological locations, even though subsequent investi-
gation showed that the packet routing was not as expected.

The round trip times are measured fram the receipt of the
first packet of the message at the originating IMP, until the receipt
of the RFN\M by this IMP, (The RFNM is generated by the destination IMP
when the first packet has been accepted by the HOST.) The data values
are accumulated as a sum of round trip times and a count of the number
of rourd trips, with the average being camuted at the NMC.

The sclection of the clock resolution for the round trip
times was found to be quite important. Initially the 25.6 msec. IMP
clock was utilized, but this was too ocoarse since many round trip times
are of the arder of 20 msec. The alternative 100 usec. clock was then
utilized, and vhile the resulting resolution was very good, the 16-bit
total count frequently overflowed. On some tests, this overflow could
be detected and corrected by reasonableness checks, but for experiments
involving hundreds of round trips, such correction was not possible.
The clock resolution was then changed to 0.8 msec. by an IMP code
change which shifted the 100 usec. clock value by three bit positions
prior to recording the time. The 0.8 msec. resolution is quite adequate
for the round trip times, and avoids any overflow until a total round
trip time of 52.5 seconis has been exceeded. Even this range is sub-
ject to overflow in same cases, e.g., for 1000 round trips with an

average round trip time of more than 52.5 msec., but such overflow
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should be correctable in most cases.

Part 3 lists the activity for each HOST, both real and faxe,
the latter being referred to as GHOST's. The table helps to determine
which HOST's contributed to the composite HOST-to-IMP behavior as re-
corded in Parts 1 and 2. The "fake HOST's" are those listed previously
in Section 1.3.

The activity on the individual modem channels is recordec in
Part 4. HELIO and IHY (I Heard You) messages are sent periodically,
ard proper counts indicate that the lines are active. (The HELLO mes-
sage is combined with the routing table update message.) The "#PKTS
RECVD" total includes these HELIO messages, and any ACK's and RFNM's
that have been received, as well as the nuvber of actual message
packets that have been received (both those received successfully and
any having check sum errors.) Other data include the number of RFNM's
sent, the total number of data words sent, the mnmber of times an
arrival found the free storage list empty, and in such cases, the num-
ber of times th’at an unacknowledged store-and-forward packet was dis-
carded to free an input buffer. Each of these items are recorded
separately for the various modem channels connected to the IMP, except
for the number of retransmissions. No information is kept as to the
channel on which a packet was originally sent, so when retransmissions
are required, only a composite total is kept.

If we consider the data from channel 1 (to SRI) we see that a
total of 335 packets were received, consisting of the 23 IHY's, 156
RFNM's (for which the 156 ACK's were sent), and 156 ACK's (fram the

packets sent via SRI). These values agree within one count to that of
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Part 5, but the data for channel 3 (to RAND) do not, because of the 65
ACK's sent, when about 40 would have been expected. This effect can
not be resolved from the accumulated data at one site due to the lack
of additional input data. Such data is not available because of the
input time constraints described in Section 2.4 (e).

The final section of Figure 2.5.1 shows logarithmic scale
histograms of packet lengths on each modem channel. Only the message
content of the transmissions are recorded in these histograms, i.e.,
they do not include the HELIO, IHY, ACK, or RFNM traffic. The choice
of the logarithmic scale was due to the a priori expectations on the
length distribution and will be discussed in detail in Chapter 3.

The various portions of the accumulated data can be utilized
together to develop a reasonably good picture of the activity over the
12.8 second interval. In the example of Figure 2.5.1 we know the
total number of messages fram the HOST, their final destinations, and
their average round trip times. The HOST-IMP histograms give us in-
formation of the message size distribution, and in the modem channel
histograms give similar data for the packet size distribution as well
as channel utilization information. 1In this example, the modem channel
statistics show that more packets were sent via SRI than was expected
fram the routing table at the UCIA IMP, which would normally send
about half of these packets via RAND. Such data can lead the experi-
menter to probe further into the cause of such behavior, but to do so,
he needs the routing table information which is contained in another

set of measurements called snap-shots.
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2.5.2 Snap-Shot Statistics

Each snap-shot statistics message contains the queue lengths
and the routing table information for that particular IMP and that par-
ticular instant of time. These values are recorded and sent at 0.82
second intervals, this time period being a reasonable compromise be-
tween the desire to see a time-sequence of state changes, and the con-
flicting desire to reduce the artifact caused by sending the statistics
too frequently. Like all of the other measurement tools, the snap-
shots can be enabled or disabled at each individual IMP.

Before describing the snap-shot measurements of the queue
lengths, same background is needed on the internal opecation of the IMP
and the interconnections of the various queues within the IMP. Figure
2.5.2 shows a simplified picture of this queue structure, which in-
cludes the high priority task queues,* and the hierarchy of queues for
the modem and HOST output channels. ZIach modem output channel also
has a SENT queue which holds the packets which have been transmitted,
but not yet acknowledged. When an ACK is received, the appropriate
packet buffer is returned to the free storage list, but if no ACK is
received by the end of the time-out period (of about 100 msec.), the
packet is retransmitted.

The buffer handling statistics are divided into two classes;

(1) store-and-forward buffers for the modem output functions, and (2)

r'I‘he task queue is a linked list of service requests for routing of
packets, routing updates, acknowledgement handling, etc. Its ovriority
is such that the background snap-shot routine will be deferred any
time that a task requires service, and theretore it is not measurable
by this method.
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reassembly buffers for the messages which are to be sent to the local
HOST. Upper limits are set on each of these two functions, and their
total is presently limited to 41 buffers.*

A typical formatted and annotated snap-shot print-out is
shown in Figure 2.5.3, with this particular message being the state of
the SRI ™M during a test in which a moderately heavy traffic load was
being sustained between UCIA and Utah. Part 4 of the data shows that
six store-and-forward buffers are in use, and the utilization of these
buffers is shown in Part 2, where one buffer is on the regular output
queue to Utah, another is on the priority queue, three are on the SENT
queues, and the sixth buffer is the one being trans:rlitte:d.+

The third part of the print-out shows the routing table at
the instant the snap-shot was taken, which includes; (1) the HOP#, i.e.,
the number of store-and-forward "links" to get to the various destina-
tions, (2) the estimated delay to get to the other sites (in arbitrary
units of delay), (3) the best modem channel to take to get to the vari-
ous sites, and (4) the status of each HOST. It should be noted that
although the routing tables are based on the outpul quewe lengths, the
routing updates and snap-shots occur at different times, so one can not

necessarily correlate the two sets of values.

iT‘here are actually a total of about 70 buffers in the IMP, but several
are dedicated to high priority functions such as input handling, and
others form a contingency pool to avoid deadlock conditions. More
detailed information on this and other IMP functions can be found in
Reference HE70.

+'I‘hese two accountings of the buffers do not always agree since the

snap-shot data values are gathered as a low priority background
routine, and therefore may be preempted. Such preemption can result
in differing values when the routine is continued at a later time.
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The snap-shot measurements were developed primarily with
routing measurements in mind, but have also been found to be useful for
other experiments involving the queueing behavior of the IMP's. Some

examples of these experiments will be given in Chapters 4 and 5.

2.5.3 Trace Statistics

The trace capability allows one to literally follow a message
through the network, and to learn of the route which it takes and the
delays which it encounters. However, it is one of the more complicated
of the measurement data formats to describe because the interpretation
of the data depends on the function of the IMP handling the message,
i.e., either source, store-and-forward, or destination, as well as
depending on the possibility of retransmissions or multiple copies of
packets.

A typical store and forward situation will, when traced,
result in a record of (1) the ctime of arrival, (2) the time at which
the message is processed, i.e., put on an output queuwe, (3) the time at
which transmission is initiated, and (4) the time when the ACK is re-
ceived. In the case of a retransmission, this latter time is the time
of retransmission, and is so indicated by a tag bit in the data hlock.
At the destination IMP, this fourth word is the time at which the IMP-
to~HOST transmission was campleted. All times are recorded in terms of
a clock with a 100 usec. resolution, and with a full scale range of
about 6.5 seconds (for a 16-bit word).

The other information in the trace data message includes the

output channel (if on a modem channel), the HOST number, or the "fake
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HOST" number plus three, as well as the entire header of the packet.
The header contains the source, the destination, the link number, the
message number, the packet number, and the priority/non-priority status.

A typical trace data message is shown in Figure 2.5.4, which
records the times of the various events at the SDC IMP, which also hap-
pens to the destination of the message. The message was four packets
in length, and was sent from HOST 40 at UCLA on link number one. (The
GHOST 3 destination is the "fake HOST' which is used to discard arti-
ficial traffic. Such discarding is necessary to generate the RFNM for
the logic link.)

The interarrival times can be obtained from the T(IN) data,
and indicate the presence of same interference traffic since the packets
are otherwise ocontiguous at 23.0 msec. intervals. Since this data
message is from the destination IMP, the values of T (QUEUE) are the
times at which the packets were placed on the reassembly queue, and a
camparison of the clock readings shows that the transmission to the
discard "fake HOST" did not begin until after the last packet of the
message was received, i.e., the entire message had been reassembled.
The value of T(*) is the time at which the transmission to the HOST was
conpleted, with the discard "fake HOST" accepting a full packet of data
in about 2.5 msec. Similar trace data ocould have been obtained at each
IMP which handled the message, although the data content would have dif-
fered in some aspects as described earlier.

An DP will generate trace data if it handles a packet with
its trace bit set and if the trace function has been enabled at that

particular IMP. The trace bit in the packet header can be set in
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either of two ways; (1) if the trace bit was set in the leader of the
message as received from the HOST, or (2) by means of the autotrace
feature of the measurements. The latter function allows one to trace
every Nth message originating at one or more IMP's.

It is important to note that the various statistics messages
are indeed "messages", and therefore are included in the autotrace
count, and will be traced if they are so chosen. The freguent status
report 1essages* have therefore lessened the value of the autotrace
feature for use in monitoring the early network usage on a "report by
exception" basis. That is, one could have otherwise obtained data on
network message transmissions without a continual polling of the net-

work nodes.

2.5.4 Arrival Time Data

The times at which packets arrive on a specified channel can
be recorded by selectively turning on this measurement routine. The
arrival times are in terms of a clock with 100 usec. resolution and
will be sent to the preselected destination at 1.6 second intervals.
The allocated buffering is such that no more than sixty such arrivals
can be recorded in the 1.6 second period, but this is not a problem
since the statistic of interest is the interarrival time, and losing

sara arrivals merely reduces the sanple size samewhat.

*
The status repcrt messages are described in Section 2.5.5.
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2.5.5 Status Reports

Reports are sent to a specified HOST (most often the IMP
Teletype at BEN) to indicate the status of the IMP's, the HOST's, armd
the data transmission lines. These reports are sent at 52 second
intervals if the status has changed, or otherwise at 14 minute

intervals.

2.5.6 Pseudo-Message Generator

Each IMP can be utilized as a source of periodic messages
referred to as pseudo—messages since they have no actual information
content. Such messages are useful as artificial traffic in network
loading tests, for use as periodic traced messages for delay sampling,
and for any other tests in which one desires known selectable message
characteristics.

The control parameters allow the experimenter to select the
length of the message fram 0 to 777 16-bit words, the period at which
the message is sent in 25.6 increments of time (subject to having re-
ceived any previous RFNM), the destination of the messages, the link
nuber, and to set the trace bit if traces are desired. These param-
eters are single valued, e.g., the message generator cannot send to
more than one destination at a time nor can it send on more than one
link at a time.

The pseudo-messages originate fram "fake HOST" #3, and
typically are sent to the discard "fake HOST" at some other side. This

discard HOST accepts messages at a rate of about one 16-bit word every

40 psec., although being a low priority bakcground routine, the discard
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routine is subject to preemption, and therefore the effective discard

rate may be considerably slower when the IMP is very active.

2.5.7 Network Measurement Center Control Programs

Several routine:s have been written at UCIA to control the
data gathering and reduction processes, and have been integrated into
an overall measurement control program of considerable flexibility and
generality. This program consists of routines which (1) accept meas-
urement data from the network, (2) controul its processing and print
out, and (3) handle the initialization, control and termination of
tests. The data handling routine is a FORTRAN program which formats
and prints out the measurement statistics generated by the IMP's. The
program uses a number of assembly language subroutines which interface
with the system monitor and control the interrupts, the clock and the
M™P interface.

The measurement program is controlled fram the operator's
console in a manner similar to that used to set up experiments at the
IMP console. For example, the experimenter would type SNAP @
followed by 5 @ if he wished to have only every fifth snap-shot
data message printed out. He has similar control capabilities for the
accumlated statistics and trace data messages, as well as having oon-
trol over the destination of the data (the line printer or magnetic
tape), the source of the data (from the IMP or magnetic tape), and
other optional features such as a decimal "dump" print-out of the re-
ceived data.

The measurement program can be utilized in a time-sharing
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environment, but for extensive data gathering and traffic generation
experiments, it is operated as a dedicated system function. Most of
the tests which have been run as part of this research have reqiired
the latter type of operation, although the use of the time-sharing is
also a very pwoerful mode of operation since it provides auxiliary
services to the measurement activity. These capabilities, bcth within
the UCIA HOST and at other network facilities, will be utilized exten-

sively in future network monitoring and data analysis.

2.5.8 NMC Artificial Traffic Generation

One of the routines which the NMC control program can call
is the artificial traffic generator. This routine allows the user to
specify which of the 63 possible generators that he wishes to utilize,
and to define the destination, the initial message length, the final
message length, the increments for successive runs, the duration of the
run in millisecords, and the number of messages sent on each link. If
a non-zero length increment has been specified, the exveriment will
terminate after the end message length has been run, hut for a zero
increment value, it will create continuous traffic until stopped fram
the operator's console. Statistics on the artificial traffic can also
be printed out on the console at the operator's request.

The artificial traffic can be either deterministic, (pre-
defined message lengths and transmission intervals) or can be sto-
chastic with pseudo-random message lengths and/or intertransmission
times., In the NMC implementation, these two variables are selected

from tables of random digits having the desired distribution shape and
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parameters. (Run-time generation of such random variables was too time
consuming due to the lack of floating point hardware on the UCLA
Sigma 7.)

The operation of the artificial traffic generator involves
additional logic to ensure that transmission are not attempted on any
link that is blocked, i.e., that is waiting for a RFNM from a previous
transmission., If nc link is free for use, the next time interval, At,
is selected fram the random number table and the program waits At
seconds to retry the transmission. A new message length is selected
for each transmission fram a table of randam lengths, thereby providing
the desired distribution of message lengths. The two tables are inde-
pendent and can be initialized separately to have different distribu-
tions for the intertransmission times and message lengths. Both tables
are circular, i.e., the pointers wrap around fram the bottam of the
list back to the top, but are of differing lengths to awoid a cyclic
repetition each time through the lists.

Artificial traffic can be sent to any destination since the
leader information can be supplied separately for subsets of links.
However, the network traffic loading patterns that can be obtained by
such tr:ffic are limited by the topology of the network, and by the
proximity of the nodes and lines to the NMC. For example, the inter-
arrival times of messages can be reasonably well controlled at the
UCIA IMP to cbserve the queueing and alternate routing behavior, but
little control can be maintained over these factors at other nodes due
to the approximately equal input and ovtput data rates. (Alternate

routing effects can provide transient conditions in which the input

57



and output rates are not equal, but these effects can not be well
controlled as part of an experiment.)

The serial transmission time of the HOST-to~-IMP interface
also tends to limit the degree of control over the interarrival times
of messages at the IMP, but since the transmission rate is twice that
of the IMP-to-IMP modem channels, the effect has not been a serious
praoblem in the establishment of high traffic levels. However, the
queue which may form on the HOST side of this interface will result in
a tandem queue system which is particularly difficult to analyze. This
effect will be discussed further in Section 5.3.1.

Since the modem channel requires about 5 to 20 msec. to
service a typical short message, the artificial traffic generator must
be able to provide new arrivals with at least this frequency. The need
to provide same control over the arrivals, e.g., to have approximately
exponential interarrival times, requires a higher resolution timer and
the 2 msec. clock of the Sigma 7 was used for this purpose. Such arti-
ficial traffic generation required the dedicated use of the machine,
since these real-time functions could not be performed in a time-

sharing enviromment.

2.5.9 HOST Cooperation in Measurements

Although a measurement ground rule was that we would not
require the assistance of the various HOST camputers to obtain data,
HOST cooperation can add significantly to the confidence in the meas-
urements., An early example of such cooperation is described in the

experiment of Section 4.2.1 in which John Melvin of SRI modified his
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program to record the console activity. The data correlated quite
well with the measurement results. Further discussions of their mode
of operation clarified other aspects of the data such as the predomi-
nance of 5 word packets and 5 packet messages. Such cooperation will
hopefully lead to more extensive measurement of HOST related network

activities.
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CHAPTER 3

DATA GATHERING AND REDUCTION TFCHNIQUES

The network measurement package includes a variety of
monitoring techniques such as obtaining counts, averages, histograms,
event times, and traces of store-and-forward flow. The use of a spec-
trum of measurement methods was required to meet the wide range of
interests of the measurement project, including design verification
tests, performance evaluation, support of the analytic and simulation
modeling efforts, and gaining insights into potential network improve-
ments. Some of the results of these tests and evaluations will be pre-
sented in Chapter 4, but first we shall ¢escribe the techniques that

were developed for gathering and reducing the data.

3.1 Time Sequence Data

Many of the network functions of interest can be considered
to be stochastic processes (i.e., time sequences of random variables).
These functions include queueing processes, routing effects, blocking
effects, and the random nature of the user-camputer commnications.

The time element is an important factor in each of these areas, since
the sequence in which events occur can alter the resulting behavior to
a considerable degree. Therefore in many cases we will be more con-
cerned with following the sequence of such events rather than measuring

averages or distributions.

Preceding page blank
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3.1.1 Queue Lengths as a Function of Time

The detailed time behavior of queue lengths is not of
particular concern, but we are interested in a more gross time scale
for the effects on routing and possible blocking conditions. Indeed,
the detailed queue behavior is not measurable by our methods due to the
relatively short period in which the queue lengths can change. A full
packet of 1008 bits can be transmitted over the 50 Kbit/sec. line in
about 20 msec., while our snap-shot measurements of queue lengths occur
only every 820 msec. which is as frequently as they can occur without
introducing an excessive transmission artifact. However, the snap-shot
timing is satisfactory for investigating longer term phencmena such as
congestion periods and their effect on routing and blocking, as well as
the effectiveness of time-outs and alternate routing in circumventing

blocked or defective lines or nodes.

3.1.2 Routing Table Measurements

Each IMP maintains its own routing table which it updates
about every half second using nearest neighbor estimates of delay to
each destination. This procedure is adaptive, although it is not
optimal or even necessarily stable. An example of an instability in
routing is the simple case in which node A routes messages to node B to
be forwarded to their destination C, and node B thinks that the best
path to get to C is via node A. A ping-vonging effect would then occur
between A and B. Such loops can occur as transient cases between up-
dates, but should not persist indefinitely. Measurements of the IMP

routing tables are included in the snap-shot data which can be taken
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at 820 msec. intervals. The snap-shot timing is reasonably synchronized
across the network to help detect such loops and to provide an instan-
taneous picture of the entire net.

The delay estimates which are utilized in the routing updates
are formed in a matrix which includes all of the destinations and all
of the camunication channels to the nearest neighbors. For example,
the estimated delay to a given uestination, if the channel to node A
is taken, is the delay from A to the destination, plus the queue length
on the channel to A, plus four. The delay is expressed in arbitrary
units since the intent is merely to find the best channel to take.

(The number four is a threshold value for the alternate routing.) Many
variations of this routing update scheme are possible, and part of the
measurement effort is to provide same insight into viable alternative

procedures which may improve the network performance (FU71B).

3.1.3 Blocking Effects

If a store-and-forward node exhausts its buffer supply, it
becomes blocked in the sense that neighboring nodes can not success-
fu.ly transmit messages to it. This massive congestion can then propo-
gate throughout a surrounding region until such time as the congestion
is cleared by successful transmissions, alternate routing, or discard-
ing of messages due to time outc. We are interested in such blocking
effects, including the time and place at which they occur, the number
of nodes affected, and the duration of the blockage (ZE71). Unfor-
tunately, the present measurement data messages tend to suffer the same

congestion as other messages in such a blocked condition, and do not
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necessarily reach the NMC. The fact that the measurements are a
background task also limits their effectiveness in such instances when
the IMP becames very "busy” with foreground tasks. However, the loss
or skew in the data message timing is same indication in itself of the
blocking effect, so a first-order measure of the blocking can be
cbtained.

Blocking can occur in either store-and-forward and/or re-
assembly functions because each of these functions has a separate upper
limit on buffer allocation. Therefore, bleccking might occur in the
reassembly function, which would not allow subsequent "for HOST" in-
puts, but the IMP could continue store-and-forward message handling
including the sending of snap-shot data. The opposite effect could
also allow measurement data to be obtained, but only if the store-and-

forward blockage occurred at the NMC.

3.1.4 Inferences of User Behavior

The observed network traffic can sametimes be used to infer
the type of camputer applications which are becing utilized via the
network. For example, in one early test, the traffic data clearly
showed a pattern of large file transmissions followed by a period of
interactive traffic, with the interactive traffic consisting of char-
acter-by-character cammands in one direction and line-by-line trai.s-
mission for the replies. (This test is described in some detail in
Section 4.2.1).

In other instances, the use of the network for interactive

applications versus batch work and file transfers should be apparent,
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particularly when the source-destination pairs are considered.

3.2 The Use of Histograms to Estimate Density Functions

A common practice in the analysis of test data is to generate
a histogram or relative frequency bar chart. Such a histogram gives an
estimate of the underlying probability density function, and if the
sample size and the histogram interval size are chosen properly, the
histogram can model the density furction quite closely. Typically the
interval size is selected after an inspection of the test data, so that
the estimate of the density function has an acceptable quantization,
and as many intervals would be used as were felt to be necessary. How-
ever, in experiments where there is a limited ability to store and/or
transmit the raw data values, same compaction of the data is necessary,
and therefore, one can not use a heuristic aporoach. Such an experi-
ment would have to be designed with a predetermined number of histo-
gram intervals covering a particular range of the variable. The success
of such an allocation of the histogram intervals would depend on the
amount of knowledge which the experimenter had about the density
function being measured.

Conventional histograms are composed of a number of equal
size intervals covering the range of the variable. Therefore, for a
given range and numbr: of intervals, the interval size is fixed. For
skewed densities such is the exponential, the resulting histograms are
often very poorly quantized since most of the occurrences fall in a
relatively small fraction of the intervals. A more satisfactory ap-

proach to the measurement in such cases is to use non-uniform interval
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sizes, so that the intervals are smaller in those regions which are
most likely to occur. For exponentially skewed densities, a loga~
rithmic variation has been found to be a viable solution to this prob~
lem, and the rest of this section is devoted to the analysis of such

logarithmic histograms.

3.2.1 The Rationale for the Use of Log-Histograms

Logarithmic histograms are of particular interest because;

(1) there is an expectation that certain measurements will be of an
exponential shape, e.g., mare short packets than long packets, and (2)
the logarithmic intervals are computationally easy to cobtain in the
case of base two logarithms. A binary computer data word can be readily
categorized into one of the logarithmic intervals by merely finding the
most significant ONE in the word. In this manner the first interval is
for a value equal to one, the next for two or three, the next for four
through seven, etc. Zero can also be included if it is a meaningful
value.

An intuitive measure of the capability of a histogram to
mcdel a density was mentioned in the above example of the exponential
density function. We concluded that non-uniform interval sizes should
be used, because most of the data would otherwise occur in a few inter-
vals. This cbservation leads to the conclusion that an optimal choice
of non-uniform interval sizes would be to have an equal probability of
occurrence for each interval. Such a histogram would appear to be a

uniform density, and in effect, would be the result of a special
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transformation of the independent variable. The logarithmic interval
histogram is one such transformation, and as shown in Figure 3.2.1,
does produce a more uniform distribution of values i.1 the histogram
intervals Of ocourse the original density shape is lost in the trans-
formation, but as wr: “hall see later, it may actually be easier to test
"goodness of fit" for analytic functions on the tranc€ormed variable
than on the original variable.*

The data in any rea..stic experiment is of finite resolution,
and therefore our random process would be a discrete rather than a
continuous process. This discrete nature is even further emphasized
when we consider the data in histogram form. However, there is a con-
siderable analytic value in considering the continuous case since it
represents the envelope of the discrete function, and is in some cases
more easily handled in the mathematical formulation. We will actually
oonsider both cases, since each provides a certain insight into the

problem.

3.2.2 Consiceration of the Log-Histogram as a Transformatioi
Variable

A conparison of the conventional and logarithric histograms
in Figure 3.2.1 lead us to the observation that, what, ir = fect, had hap-
perned was a transformation of the independent variable. Th2 original

evponential density function:

*A classical goodness of fit test does not apply outside of the domain
for which the test was made. Howewver, the transformed equivalent of
exporential-like densities have more significant differences in ap-
pearance in the log-histogram damain than in the conventional scale
domain.
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(a) THE ORIGINAL DENSITY FUNCTION

. D

0 15 30 45 60 75 90 105120
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(c) A LOGARITHMIC HISTOGRAM

Figure 3.2.1. A Comparison of Conventional
and Logarithmic Histograms
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e(x;a) = a exp(-ax) 0 <x (3.1)

was transformed into a new function, e(£;a) by the transformation of

variables:
E= logzx (3.2)

The new density function can be obtained bv:

e(x;a)dx = e(£;a)dE v x,E (3.3)
which yields:
e(£;a) = e[x = exp(§ 1In 2)] - g%

or:

a exp(-a exp(§ 1In 2)) * (In 2 exp(§ 1n 2)

e(£;a)
If we make use of the identity:

a = exp(ln a) (3.4)
we then obtain:

e(f;a) = 1ln 2 exp((§ In 2 + Ina) - exp(f In 2 + 1n a)]
(3.5a)

We note in passing that this density is the "doubly exponential" or
Fisher-Tippett type 1 density (SA6l), which is also known as the dis-
tribution of extreme values. A form which more closely represents the
physical probelm being studied can be dbtained by converting to hase

two exponentials.

e€ia) = In 2 expl(E + T-DIn 2 - exp((£ + 123 1n 2)]
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or

€(E;a) = In 2 exp,[(£ + 10g,a) - =15 exp, (€ + log,a)]  (3.5b)

This equation can be written as a function of a standardized

variable ¢,

v =&+ log,a (3.6)
resulting in:

eW) = 1n 2 exp,ly - =5 exp, (¥)] (3.7)

The definition of Y shows that it is merely the variable £ plus the
constant logza, i.e., assuning a fixed value of the parameter a.
Therefore, the function e(£;a) is of the same shape as e(y), but is
shifted along the £ axis by an amount egual to logza. This observation

has same interesting and important consequences.

1. The transformed exponential will have exactly the same

shape regardless of its mean value.

2. The effect of the mean /s merely to shift the function

along the £ axis by logza.

3. From Theorem 3.2.1 we chall see that the mean value, 1/a,

will ooincide with the mode of the transformed density.

4. The standardized density e (y) will have its modal value

at ¢y = 0,

These observations are shown pictorially in Figure 3.2.2 which shows

the original exponential density and both the transformed density and
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(a) THE EXPONENTIAL P.D.F.

£}

£ = ~logya

(b) THE LOGARITHMIC TRANSFORMATION

tiwl

0

{c) THE NORMALIZED TRANSFORMATION

Figure 3.2.2. Examples of the Exponential Density
and the Transformed Equivalents
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the standardized version of the transformed function.

Theorem 3.2.1

The modal value of the function €(£;a), which is the log-
histogram transform of the exponential density function,
e(x;a), occurs at a value, E‘m’ where Em is related to the

mean value of the original density function by:

bn = ~10952

Proof:

This relationship can be shown by setting the deriva:ive of €(£;a) to

zero,

Felia) = |aln 2 eplE n2) -aepE n2||=0

£ =g,
such that:
aln?2 {exp[Emln 2 - aexplg In 2)]}
. [ln2-aln2exp(€mln2)]=0
Solving for Em’ we have:
a e)(p(imln 2) =1
So that:

£, = -logja (3.8)

which campietes the proof of the theorem.
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Other analytic density functions could be transformed in a
manner similar to that for the exponential. However, we prefer to con-
sider only the hyperexponential and Erlang (K) families at this time,
since they allow a mathematical simplification in some of the subse-
quent analysis. These two families of functions are also called the
Erlang parallel and series functions respectively, i.e, they are
equivalent to a parallel or cascade group of exponential functions. In
the case of interest, the packet lengths may be modeled by such density
functions, and therefore, so would the resulting service time density

for a serial transmission facility.

a. The Logarithmic Transformation for Hyperexponential Densities

If we consider the two component hyperexponential density:

h(x;a;,a,) = wy[ajexp(-a;x)] + w,[aexp(-ax)], " < x
(3.9)

where:

Wy + W, = 1 and Wy W, >0,
and the logarithmic transformation:

£ = logx

we abtain the transformed density:

n(€) = hix = exp(£ 1n 2)) - j}g
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so that:

n(g) = {wlalexp[-aleXP(E 1n 2)] + wzazem[-a?exP(E ln 2)]}
. {1n 2 exp(€ 1n 2)}
or:
n(g) = wl{alln 2 expl€ 1In 2 - alexp(E In 2)1}

+ w2{a21n 2 expl€ In 2 - aexp(€ 1n 2)1} (3.10)

We can put these expressions in the doubly exponential form by a

manipulation similar to that of equation (3.5a) and obtain:

n(€) =wl{ln 2 exp[(lna; +€1n2) - exp(ln a; + £ In 2)1}

+w2{ln 2expl(lna,+€1n2) - exp(ln a, + £ In 2)1}

(3.11)
We can recognize this form as the weighted superposition of the two

exponential components,

n() = wle(E;al) + wze(i;az) (3.12)

This form can be generalized to the n component case, namely:

n
n() = z wie(i;ai) (3.13)

i=1

where:
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The weighted superposition can be visualized as the density resulting
from the sumn of n of the e(y) functions, eacn of which has been
scaled in amplitude by its W, weighting and shifted by the 1ogzai
value. Some examples of such hyperexponential densities and their

transformed functions are shown in Figure 3.2.3.

b. The Logarithmic Transformation for the Erlang(K) Family

A second family of "generalized" density functions is the
set of Erlang(K) functions which can be used to model densities which
have a variance to mean-square ratio of less than unity, i.e., whose
standard deviation is less than the mean.

The general form for this family of density function is:

g (x:a,k) = 'UE':%"— ka(kax) X1 exp (kax), (3.14)

0 <x
1<k
where, in all cases, the mean is l/a.

For k = 1, this equation reverts back to the exponential For k = 2,
it is:

g(x:a,2) = da’x exp(-2ax) 0 < x (3.15)

The logarithmic transformation of variables of Bquation (3.2), with

k = 2, produces:

y(E:a,2) = 4a°ln 2 exp[2f 1n 2]  expl-2a exp (£ 1n 2)]
(3.16)

Some additional algebraic manipulation and the use of the identity of

Equation (3.4) result in:
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L=1/5
y=1/4
\ ~— uexp (—ux)
\
1 h(x) = 0.5 ut exp (—ux) + 0.5 yu exp (=yux)

TH exp(=yux)

(a) THE ORIGINAL TWO COMPONENT HYPEREXPONENTIAL DENSITY

{b) THE TRANSFORMED DENSITY COVI'ONENTS

Figure 3.2.3. The Two Component Hyperexponential Density
and the Equivalent Transformed Components
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Y(§:a,2) =4 In 2 exp[2(Ina + € In 2) - 2 exp(ln a + £ 1In 2)]
which can also be written as:
Y(€;a,2) = 4 In 2 exp[2 1In 2(¢ + log,a) - 2 exp(In 2(€ + iog,a))]

If we make the substitution of variables of BEquation (3.6), and con-

vert to base two exponentials, we obtain:
Y(H:2) = 4 1n 2 [ep, ) - 355 ew, W) | (3.17)

for:

exp,(y) = 2¥ = exp(y 1n 2)

v =£+ log,a

We can campare this result with the exponential case of Equation (3.7),
which is also a member of the Exlang family,

Y1) =€) = In 2 exp, [ - =5 exp, ()]

Two observations can be made fram the comparison. First, a generaliza-
tion seems to be readily available, and secordly, the functions both
have their modal points at the transformed values of the mean. The
latter observation is apparent because only the exponent portion of the
expression can be equal to zero, and this portion is the same in both
equations.

The general case for the transformed function can be shown
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k) ¥1n 2 k

y(&;a,k) = X

exp((lna+ £ 1n2) -exp(lna+ £ 1In 2)]

or in normalized form:

Y (Yik) = %)—1-"72- |e>q32 v - 12 em?_(w)]| (3.18)

We can find the modal point by taking the derivative:

k-1 1
GXPZN' - in 2 expz(w)]

L] ——d-
dy

k
(k)"In 2|
& y(npk) [_(_—rk—l !] l
The only part of the resulting derivative which can be equal to zero is:

a .. 1 »
E‘T’ [W" In 2expz(w)] =

which results in:
= £m + logza =10
or:
Eq = ~logna (3.19)
This result is a particularly interesting generalization for the entire
Erlang (K) family. The mode of the transformed density will occur at
the transformed equivalent of the mean, 1/a, and as seen for the ex-

ponential case, changes in the mean will merely shift the function

along the £ axis.

c. The Logarithmic Transformation of the Geametric p.m.f.

The geametric probability mass function is of special
interest since it is the discrete analog of the exponential density,

and thereby has the well known memoryless property which is so useful
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and simplifying in analysis. Fortunately, these two functions are
reasonable models for many real-world processes, e.d., processes in
which we are interested in the time (or number of bernoulli trials) be-
fore an event will occur. 1In our particular application, that "event"
is the occurrence of the "end of packet" terminator.

The geometric p.m.f. can be considered as the probabilities
associated with a series of bernoulli trials. The trials are repeated
until a success is achieved, with a probability of success equal to g
on each trial. The prabability of a success, preceded by n failures

is the classical geametric p.m.f.;
pln;q) = q(l - g)" n=0,1,2,... (3.20)

In our application, the "success" is the occurrence of the special
terminator symbols, which will, in all cases, be preceded by at least

one word of message content. Therefore, we require that:
p(0:q) = 0

so that we must renormalize the p.m.f. by:

P(:Q) = r—2grey [0 - @) n=1,2,3,...

Since we know that p(0:q) is equal to q we have:

p(n;q) =q(l - g™t n=1,2,3,... (3.21)

This new function is merely the original geametric p.m.f. shifted to
the right one integer value in n, and serves as an example of the
memoryless property. That is, the conditional p.m.f., .'iven that the

length is greater than zero, is still a geametric p.m.f., as would be
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the case for the conditional p.m.f. given that the length is greater
than any arbitrary vaiue, n.

The transformation which we wish to consider causes the data
to be grouped into a logarithmic histogram according to the most sig-
nificant bit of the binary data representation. Therefore, one intervai
will contain the occurrences of n = 1, the next will contain the
occurrence of n = 2 or 3, the next the occurrences of n = 4,5,6, or 7,

etc. The probabilities of each of these intervals is therefore:

m(0;q) = p(1) =q
T(liq) = p(2) +pB3) =q(l - +q - 2
m(2;q) = p(d) + p(S) +p6) +p(M =ql -3+ ...+q-p°

Each of these expressions can be considered to be a truncated geometric

series, resulting in the set of equations:
m(0;q) =g
2
Tl-ag)[l-(1-a7]

1-qn- ol

m(2;9)
or in general:

v_ v
1-g2 tn-a-9?2) (3.22)

m(v;q)

For ease of camputation, a recursive form of the equations is more

convenient, namely:

2v-1 2v—1
mvig) =m(v-1,q9 * (1 -qg) 1+ (1-q) (3.23)

The discrete function m(v;q) is analogous to the continuous function,
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€(£;a), in the previous analysis. However, in the m(v;q) case, the
mode is not so precisely locatable, and hence is not such a good in-
dicator of the average value. Fortunately, there is another indicator

for the discrete case, as follows:
n(0;q) = q,

and since we know that,
E[n] =n = 1/q,

we therefore have:

n=1/n(0:q). (3.24)

3.2.3 Approximating Density Functions

The preceding section considered loj-histogram representations
of density functions, and discussed a number of their properties and
characteristic shapes. These histogram shape differences are both an
asset and a liability, as shown in Figure 3.2.4. In this example the
hyperexponential and truncated 1/x densities are shown to have
significantly different log-histogram shapes, but differ aonly slightly
in their uniform interval histograms,* due to the poor resolution near
the origin. However, the uniform histogram has the intuitive advantage
of approximately resembling the general shape of the density being
approximated, while the log-histograms have shapes which are initially
samewhat peculiar. However, with some experience in using them, these

log-histogram shapes become readily recognizable, and are very useful

*Histogram; with uniform, i.e., equally spaced, intervals will be
referred to as "unifarm histograms" in the sequel.
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for distinguishing between different density functions such as the two
shown in Figure 3.2.4. Part (c) of that figure shows two scales on the
log-histogram, and leads to an alternative representation which has the
best features of both types of histograms as shown in Figures 3.2.5 and
3.2.6, where these same two log-histograms are shown with a rescaled
probability axis.

The rescaling is based on the probability area preserving

property of the transformation of variables,
f(x)dx = ¢(£)dg (3.25)

which makes quantiles of the density invariant to the transformation,
and therefore allows one to transform a density function in a piece-
wise fashion.* That is, the camponent of the ¢(f) density function

between Ei and Ei+1 can be transformed into the equivalent component

of f£(x) between Xy and Xi41 vhere:

xi = g(gl) (3.25)

is the appropriate transformation of variables.

Because such a transformation must preserve the probability

area, we have the discrete equivalent of Bquation (3.25),

M8y T B =Py T Xy) (Ear2il)

*'Ihe kﬁH quantile of an arbitrary density function, ply), is the value,
Yk' for which:

L
/p(y)dy=k 0ck<l

=00
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Figure 3.2.4. A Comparicon of the Hyperexponential and 1/x
Dansities and the Resulting Histograms
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Figure 3.2.6. The Hyperexponential Density (u = 1/15and Y = 1/3)
and its Approximation from the Loaq-Histogram Data
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where . and P; and the density values in the ith intervals of the °
and x domains respectively. For the general log-histogram trans-

format .on of variabies,

£.
®) * (3.28)

b
(]

i, i=0,1,2,...,N1,

o
i

which results in the simplification:

£i+1 - Ei =1 (3.29)

and the density rescaling becomes:
p; =™/l - 1) (b)) (3.30)

Figures 3.2.5 and 3.2.6 show that such areu transformaticns
do indeed produce estimates of the density function which closely model
the true density for the hyperaxponential and truncated 1/x densities,
and in Figure 3.2.7 a similar fit is noted for the Erlang(2) density.
Figure 3.2.8 shows the log-histoaram form of the Erlang(2) density,
and one can see that the function is samewhat more peaked than that for
the exponential, and that the mode corresponds to the transformed value
of the mean 43 shown in Section 3.2.2 ).

These examples show that for the exponential-like densities
of interest, i.e., densities with most of the probability area near the
origin and with a long "tail" extending over a wide range, that lcsg-
Listograms provide an effective measurement technique, and require a

relatively small number of histogram segments. Although no claim is
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Figure 3.2.8. A Log-Histogram for the Erlang(2) Density Function
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made that log-histograms are appropriate for arbitrary Gensity
functions, these exarples do cover a reasonable range of skewed den-
sities, and in the Erlang(2) case, differs considerably fram the
"equal interval area" criterion expressed in Scction 3.2.1. For den-
sities with some other general shape, another transformation of vari-
able may give similar improvements, and much of the resulting analysis
would be similar to that presented here and in the moment estimation
aspect considered in Section 3.3.

A variation of the component-by-camponent transformation can
be cbtained if we consider each histogram interval in the £ domain to
be a uniform density segment, and transform these uniform segments

into their equivalent f(x) components, as indicated in the following

theorem.
Theorem 3.2.2
The uniform density segment,
¢i(£)=1ri, i_<_5<i+1
is the transform equivalent of the segment:
£, (x) = m./% Inb (3.31)
for the transformation of variables,
X = (b)E
Proof:

The ith segment of a log-histogram has a functional form of:

¢, (€)= icE<itl
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such that for the transformation of variables,

X = (b)£

f(x)dx = ¢ (£)dE

we have the approximating Zunction:

£ () = ag
£ =06 F
or:
£ () =7 /xinb ot < x < @it (3.32)

Thus, the density f(x) is approximated by a set of truncated 1/x
density segments which are weighted by the ™ probabilities. This
result proves the thec..m, but unfortunately proves an asthetically
poor approximation to the f(x) function due to the sharp cusps at the
beginning of each density segment. The technique would be increasinaly
worse as the density departed further from the 1/x shape, and therefore
was not seriously considered as a density modeling technique.  fowever,
a variation of the method is pursued in Section 3.3.2.2 for estimating

moments.,

3.3 Cs+tiration of Moments

Theoretically all of the information about a simple randam
variable is given by either its density function, the cumulative dis-
tribution function, the characteristic function, or the set of all

moments. The latter is infinite in number, but fortunately the higher
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order moments are of rapidly decreasing interest. Indeed, for much
analysis work, only the first one or two moments are of concern. For
example, in same processes the expected performance of the system can
be obtained fram given average values of the variables, while in otters,
such as the queueing system considered in the Pollaczek-Khinchinc

equation (SA61),

2 2 2
o) +)‘os

E[n] = Ax + ST=oy (3.33)
both the first and second moments of the dependent variable are neces-
sary to predict the average system behavior. In both cases, this
analytical tractability is the basic reason that moments play such a
praninent role in analysis work, rather than other sets of parameters
such as quantiles. In the latter case, there is no analogous bhasis for

cawbining random variables in even such a simple case as:
E[x + y] = E[x] + E[y]

due to the mathematically awkward definition of quantiles; where as

previously defined, the kth quantile is at the value Y, for which:

Y

f piy)dy =k 0<k<1l (3.34)

-0

th

In contrast, the n- moment is defined as:

E[X"] = fx" p(x)dx (3.35)

-0

89



for a continuous density function, p(x), or in general:
o0

EX"] = fx“ d P(x) (3.36)

=00

This latter form is the Stieltjes integral form which also includes
disoontinuous and discrete functions. A similar definition applies to

moments about a point, a,

E[(x -~ a)l] = f (x - a)"d P (3.37)

which are the central moments far the usual case of a = E[x].

3.3.1 A Comparison of Mament Estimation Techniques

The most straightforward method of estimating the maments of

a population is the classical approach,

E[x"] = K-li-f_xn
N

This method is quite satisfactory for estimates of the mean hecause
only the sumation is necessary in that case. However, the requirement
to raise each measured data value to a puwer for thc higher moments ray
be infeasible in some applications. In the network measurement exanple,
the operation of the IMP would have heen degraded by the calculation
necessary for even the second mament due to the lack of multiplication
hardware, and due to the possibility of register overflow unless double-
precision arithmetic were used. These lengthy processing requirements
were not felt to be consistent with the need for real time message

handling capabilities, so other techniques were investigated,
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A viable alternative method to ectimate the moments is the
use of grouped data accumulation procedures, the best knovn of which is
the simple uniform histogram. Other variations are the log-histogram
and the quantile-gram which were intended to have more optimal interval
sizes based on the equal probability area criterion. However, a better
criteria for the mament estimates would be to have intervals with ap-
proximately equal x *p(x) or xz' p(x) values, which would typically
require narrower intervals at higner values of x; which are just the
opposite of the interval variatiors which were desired for density
estimates. The desire for optimal interval sizes based on not only
equal probability areas, but also equal x p(x) and xzp(x) components
would require three separate sets of grouped data. However, we will
find that for our purposes, histograms provide an appropriate compro-
mise between these needs. The contribution of each such histogram
component to the probability area and to the first and second maments
of an exponential density is shown in Tables 3.3.1(a) and (b) for both
uniform and log-histograms. While none of the estimation criteria are
optimal, the histograms do provide a reasonable balance of the three

estimation needs.*

3.3.2 Methods of Estimating Moments from Log-Histogram Data

Several different methods are possible for estimatirg the
moments of the actual density function, £(x), from the log-histogram

data. For example, if we consider the transformation of variable

*
The area and moment totals for the two tables are exactly the same
since the camponent values are calculated trom the mament integrals.
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COMPONENTS OF THE DENSITY AND FIRST AND SECOND MOMENTS
FOR LOG AND UNIFORM HISTOGRAM INTFRVALS (EXPONENTIAL DFNSITY)

TABLE 3.3.1

a. Log-Histogram Intervals
i | i
| [
Interval Pr [xeI} x p(x)dx X p(x)dx
I I | I
0-1 .061 .05 .5
1-2 .056 .08 95
2-4 .104 .29 1.5
| 4-8 .173 1.05 5.1
e-16 | .238 | 2.7 33.2
i 16-32 | .233 5.31 125.7
32-64 117 5.01 225.5
| 64-128 .018 1.32 114.0
Totals 1.000 15.97 506.0
b. Uniform Histogram Intervals
—
Interval Pr [xeI] fx p{x)dx fxzp(x)dx
, I I I
{
0-16 .632 4,23 4n.8
16-32 .233 5.31 125.7
' 32-48 .085 3.26 127.5
| 48-64 .032 1.75 198.0
|
64-80 .011 .77 55.0
80-96 .004 .38 33.0
96-112 .002 .20 17.0
112-128 .001 .07 9.0
Totals 1.000 15.97 506.0
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approach, we can compute the moments of the ¢(£) function and relate
the two sets of maments. Alternatively, we can transform each element
of the log-histogram into an equivalent f(x) elemental cowponent, or
finally, we can make a simple area transformation. In the latter case,
a considerable refinement of the estimates can be made by introducing a
first-order approximation to the slope of the density function over

each interval. Each of these techniques shall be considered in detail

in the following sections.

3.3.2.1 Mment Transformations

If data samples are accurulated in a log-histogram, we can
oonsider the resulting information to be in the transf_amed or £
domain, and can therefore estimate the maments of ¢(£). Of course, we
are actually oconcerned with the moments of f(x), and therefore need
same relation o transformation between the two sets of maments. Such

a relation is shown in the corollaries to the following theorem.

Theorem 2.3.1

The moments of f(x) can be related to those or ¢(£) by:

B[] = 0, (v = n Inb) = Eolenglnb] (3.39)
where ¢ ¢(jw) is the characteristic function of the
density, ¢(§),

0,0 = fewtieloe (3.40)

and the transformation of variables has been generalized to:
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£ = logbx
Proof:
th .
The n- moment of f(x) is:
X = fxnf(x)dx 0 <x
0
which for the logarithmic transformation of variables,

E=logbx x = exp({ 1n b)

becames:

o =40
K = j {exp (£ 1n b)}"[£(x = exp(€ 1n b))%]dﬁ

==

We can recognize the term in the brackets as ¢ (£), so we have:

= fecp(n £ In b)¢ (£)dS

The integral expression is identical to the definition of the ctarac-

teristic function if we replace jw by n ln 2. Therefore, we have:

xn=¢¢(jw=n 1n 2)

which campletes the proof of the theorem.

The characteristic function contains all the moment informa-
tion; indeed a similar development using a real variable exponent is
called the mament generating function. We can modify the result of the

theorem to make the maments explicit by expanding the exponential term
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as shown in the following cciollary.

Coroliary 1
The relationship between the moments of f(x) and those of

o) is:
(L i .
E 1) = g L e N (3.42)
1

Proof :

The exponential term can be expanded in a power series,

2
exp[nelnb1=1+ns,1_-1b+‘.“_£§}—“-£’l-+... (3.43)

which when substituted into Bquation (3.39), results in:

== 2
x“=f[1+ (g2 + B4 ) ee)dE

fram which we obtain:

xn=f¢(£)d£ +nln 2/5 & (E)AE + ...

=00

or

= 3 —

2
(n 1In 2) 2 (nln 2; 3
31 £E” + 31 E7 4+ ... (3.44)

W'=1+nln2E+

which campletes the proof of the corollary.
Equation (3.44) literally says that we need to know all of

the maments of 4(f) to calculate any one (or all) of the moments of

f(x). In practice, we would expect that the first few moments of ¢ (£)
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would be adequate to estimate the mean and variance of f(x). Unfor-
tunately, the series does not converye very rapidly, and is therefore
of little general value. An example usage of the equation is shown in
Apperdix C, in which ¢(£) 1is the uniform density function correspond-
ing to f(x) = 1/x In M. The example demonstrates the poor convergence
since even after considering the first five moments of ¢(f) the
estimate of X is still in error by 26%.

A variation of the moment expansion which results in improved
convergence properties involves the central moments of ¢(£), and is

developed in the following corollary.
Corollary 2

The moments of f(x) can be found in terms of the central

moments of ¢(§) by:

o i
E¢1x"] = expin T 1nb][1 + Zz (n m b) Eyle-DM|  (3.45)
1=

Proof :

If we oconsider the transformation of variables to be the function,

x = g(€) = exp( 1n b) (3.46)

and expand the function in a Taylor series about the mean,*

_He
g© =g + €-Dg®+ LD am+ ... @

*
This approach is similar to that considered by Papoulis (PA658),

pp. 151-152, in which he approximates the expected value of q(z) in
terms of the first few moments of the density function for z.
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so that when we take expected values, we cbtain:

Xx=g® +EJME-T1g'® + 516 -D% @ + ...

Ve then have an expression for X in terms of the central moments of

¢ (), which when we make the substitution,
g® E) = (1n 2)XepE 1n 2)
we obtain:

2 3
o (1n 2) (1n 2)
X =exp(f 1n 2){14-;12 51— * M3 Tt eeel (3.48)

where M is the kth central moment of ¢(£), e.g.,
M o= 0
P

For the exponential transformation of interest, the method can be ex-

tended to higher moments of f(x) by considering:

x" = [g(€)]" = exp[n € 1n 2] = g(n ) (3.49)
so that the Taylor series expansion about the mean becames,

gn€E) =gk +nE-F) g'mE + ...

kK, =k
+2i5m——5)—g0‘)(n B+ ...

We need to consider the derivatives a bit more carefully at this point;

&

g(k)(n5=——-k- exp(n £ 1n 2)
d(n ) f=T
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or:

g(k) mE = (n 2¥ epn £ 1n 2)
Therefore, the expansion becomes:

giné) =expmE1n2) +n(f -E) In 2expn £ In 2) + ...

gn £) =exp(n £ In 2){1 + n 1n 2(§ - E) +-"%2—)— (€ -E)z 4o}
When we take expected values, we abtain:

) (n 1n 2)2 (n 1n 2)°

x =ep(n ¥ In 2){1 + ——; uy + =3y My + ...} (3.50)

which completes the proof of the corollary.

The analysis also considered other forms of moment-like
parametars including cumulants, which are related to the central

maments by:

k

1° W
2

=
I

2 _

2
k3 Hy = 3u2u1 + 2(u1)

etc.,
or in general by their respective generatin.g functions:
K(t) = In &(t) (3.51)

The cumulants are also known as the semi-invariants since, with the
exception of ks they are invariant to the translation of the density

along the axis. The use of cumlants in selected test case examples
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resulted in corvergence properties similar to that observed for the
central moments, and since more viable moment estimation approachces
were found, no furthor investigation of the moment transformation apr-
proach was pursued. These other techniques will be described in the

following sections.

3.3.2.2 Superposition of Transformed Histogram Segments

We can find an ¢lternative method of estimating the moments
by an extension of the results of Theorem 3.2.2. This theorem showed
that a uniformly shaped ¢(f) corresponds to a truncated 1/x density
function for f(x), and that translating a uniform density segment
along the £ axis was equivalent to selecting a new segment of the

1/x density, and weighting it by the probability .

If we consider a histogram in the £ damain to be a set of
uniform density camponents, we can then apply the theorem result to
compute a corresponding set of properly scaled 1/x oomponents. The
composite function in the X damain would rot be aesthetically pleas-
ing due to the discontinuities and sharply peaked cusps at the beagin-
ning of each 1/x density segment. However, the<e spikes do not
necessarily contain sufficient area to affect t..e mament estinates
which are the real objective of the method. We can find the mament

estimates by the following theorem.

Theorem 3.3.2

The moments of the distribution in the X domain are related

to the log-histogram interval probabilities, LA} by the
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relationship:
Ep[x"] —[‘b) ] E m, (o)™ (3.52)
i=0

where b is the base of the exponential transformation, such

that:

x= ()5 (3.53a)

m = Prli < € < i+l) (3.53b)
Proof :
We know fram Theorem 3.2.2 that for the component:
65 (6) = m i<g<in
the ccrresponding segment in the x domain is:
£, () = n/x Inb ol < x < @it (3.54)

This cowponent will hav2 a contribution to the nth moment of f(x) of:

th

1+1
Ef[xnlthei carponent] = /h —-—-sdx

or:

n . th 2 ni,,.n_
| the i~ component) .y [(b) () 1)]
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which when all such componerits are considered, becames:

Bl = Y g (0™ (0" - 1)
i=0
or:
0 [ Bt] )y e
i=0

which is equivalent to assuming that all of the probability mass, T
is located at £ = 0,1,2,...,Ei,..., and correcting for this offset by
the coefficient outside the sumation. This campletes the proof of
Theorem 3.3.2, and we shall later consider same examples of this method
of estimating moments, for the special case of b equal to two, i.e.,
the base two histograms which are most convenient with binary camputers.
The above theorem considered the general case since it requires little
additional effort, and because it will be of value in subsequent
analysis.

Theorem 3.3.2 is valid for * < £ which corresponds to
1 < x. Since the log-histogram method is also viable for 0 < x , we
need to extend the moment estimate to include this interval to be
mathematically complete. (In the case of integer values of x, the
only value to be added is zero, which has no contribution to the mo-
ments. However, for same of our test cases, we consider a continuum of

values of x. and such values might also be found in same other appli-

cation of the technique.)
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Corollary 1

The interval 0 < x <1 has a contribution to the nth

mament of approximately:

o"-1 , -
—% (3.56)

EX" |0 <x<1] %
o™ - 1

where m_ is the prabability rfar the carresponding interval
in the § domwiin.

Proof :

We can not utilize a 1/x density in the region 0 < x < 1 because
the resulting area does not remain finite. Instead, we will assume a
uniform density in the x domain for that region, and knowing that the
nrobability cumponents in the £ domain are (from Byuations (3.53a)
and (3.53b)):

MRt T, T g + ...
which to maintain a uniform density in x, must be:

™

_ -1
1[_—17_1+—F+g2—+ ee e

or
B o m (3.57)
-=Ta k-1
such that:
b-1 _b-1 _b-1
17_1=-—E—1|’_, ﬂ_z——bT—-ﬂ_, ﬂ_k —b'E-—ﬂ_,...
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Since the theorem results are applicable for both positive and negative

values of the index, we have:

[}

E[xn ‘ due to 0 < x < 1] = [-(}l)_r.‘._-_].'.] z ﬂ_i(b)"ni

nlinb
i=l
_ -1 (b-l) -ni
n ln i= )t
which simplifies to:
n m
Elx | dueto0¢xcl] =L b . ———r (3.58)
(b) -1
ard therefare proves the corollary.
Corollary 2
The theorem result is the discrete analog of that of
Theorem 3.3.1, such that:
N .-
(o) -1 i
e DR R TG (3.59)
ae+0 i=0 : 0

Proof:

where A4f is the histogram interval.

The resolution of a log-histogram is inversely proportional to the base

of the logarithms, since the intervals in the x domain are bounded by

2

the values b,b ,b3,... etc. Therefore, as one allows the value of b

to approach unity, the histogram intervals become arbitrarily small,

and the sum approaches an integral form, with the probability element
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7. being replaced by the differential element ¢(£)df. The limit then

becomes :

©)" - 1 i ni
'ﬁ"ﬁxT! e

i=0

lim Bf[xn] = lim
AE~0 b1

e

and since one can show by L'Hospital's rule that:

o) -]
g‘f;lnlnb-l_l

we are left with the limit:

N
lim E.[¥") = lim
pE+0 L b+l ;0
N-+oo

e ()6 (3.€0)

where we have taken advantage of the result of Theorem 3.3.2 that
allows one to consider all of the probability mass to be located at

£ = i. We can then wsite the exponential term as:

)15 = nelnb

which we can show to be invariant to the limit process since for any

given value of the variable x the valve of £ is:

E=logbx=1nx/lnb

such that:
EInb=1lnx (32.61)

and therefore, for a given value of x, the product £ ln b is fixed.

The overall limit then becames the integral,

104



lin E(x") = f 0 (£)e"*1Pge (3.62)
AE~O 0

which is the result fram Theorem 3.3.1. The analogy is further indi-
cated by noting that the original form of the sum can be considered to
be a probability generating function;

n
E(x"] = [%ll-rfsl]n(z =" (3.63)
where:
N
Kz = 3. wkzk (3.64)
=0

and this probability generating function can be considered to be the
discrete equivalent of the characteristic function (or its more simi-

larly named variation, the moment generating function).

Corollary 3
The result of Theorem 3.3.2 produces estimates of the maments

which are asymptotically unbiased.

Proof:

The moment estimate from Theorem 3.3.2 was:
o))" -1 3 ;
n . _ - ni
B0 | 1og histogran) =[Sl 3 o 00
i=0
which was shown in the limit to be equivalent to the continuous result

of Theorem 3.3.1. Therefore, the limiting value of the estimate is
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unbiased as the interval size decreases toward zero since:

E(¥" | log-histogram] - E[x"]

Corollary 4
The result of Theorem 3.3.2 produces a consistent estimator
of the mean.
Proof :
The factors, Ly should actually be considered to be estimates of the
probabilities, and will be therefore indicated as ,, the observed
relative frequercy of events occurring in the interval i <€ < i+l
Since the coefficient outside the summaticn is a deterministic factor,
as are the (b)ni tems, ve can consider the estimate of the mean to
be a weighted average of other estimated values, namely the ;ri's.
Each of the Tl;i estimates is known to be a consistent estimator of LY
so we must show that the weighted average of a set of oconsistent esti-
mators, is itself consistent. This can be easily shown if the campon-
ents of the set are independent, since if we have the random variables

u, v, ama w such that:

w=au+byv

E(w] = a F[u] + b E[v]
and assuming independence of u and v,
2

2 2
°w aau+bov

Of a total of n samples, Ny will contribute to 0 and the
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remaining n, will contribute to v, in such a manner that as n + =

both n, and n, will also increase without bound, so that:

i35
5
1
> | zqw
]
o

which proves that the estimator is not only unbiased, but also ap-
proaches the true value of the population mean with unity probability,

ard is therefore a consistent estimator.

3.3.2.3 IMament Estimates from the Approximated f(x) Function

The density function approximations of Section 3.2.3, which
converted rectangular segments of ¢(£) into rescaled rectangular
segments of f(x), can also be utilized for mament estimutes. Fram

Bation (3.30) we know that this rescaling function is,
i
p,=m /[0 -1)®)7]

and therefore, moment estimates can be obtained by:

X N-1 (b)iﬂ
2 = 3 f x“pidx} (3.65)
i=o{

where the caret indicates that it is an estimate of the expected value.
Note that this estimate is not in general the same as assuming that all
of the probability mass is concentrated at the center of the interval,

which generates estimates of:
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R N-1 i" .
_ (b + 1) (b) i
Ezlxn] = 2—0: e I Y ) (3.66)
i=

The assumption that the probability is uniformly spread across each
interval is typically closer to the actual density function being
modeled than is the concentrated mass assumption. However, an even
better density approximation can be formed if additional information
can be cbtained concerning the distribution of the probability within
each interval. Such information is often available in the relative

probabilities of the adjacent intervals as shown in Figure 3.3.1, and

Tix)

N+$ 1 LM x

(b"" (b" (b’“l

Figure 3.3.1 A First-Order Approximation to the Probability
Distribution Across a Histogram Interval

can be utilized to improve the mament estimates by creating a first-
order approximation to the slope of the density function over each in-
terval. Instead of assuming that the density is uniform over the it‘h

interwral, it would then be assumed to be 1i carly distributed according
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to the function:

1+1 (3.67)

£, (x) =mx + B, b)” < x < (b)

with
f i (interval midpoint) = P; (3.68)

The probability area of the interval is maintained automatically for
the first-order arproximation, as indicated in Figure 3.3.1.

The analysis of such first-order corrections is fairly
lengthy, and therefore has been relegated to Appendix D. This analysis
includes; (1) a general approach to the prablem, (2) the selection of
appropriate adjacent slope weighting functions, and (3) tbe application
of the method to both uniform and log-histograms. Same example applica-
tions will be shown in Section 3.3.2.4 to indicate the effect of such
a first-order correction, and to campure moment estimates fram uniform

and log-histograms.

3.3.2.4 A Camparison of Moment Estimates from Uniform and
Log-Histograms

A series of Monte Carlo tests were made to evaluate the
mament estimation capabilities of uniform and log-histograms, and in-
dicated surprisingly camparable results fram the two techniques. The
log-histograms were expected to fare rather poorly in such a camparison
due to the fact that the log-scale intervals are relatively large at the
upper erd of the scale, and the moment estimates are quite sensitive to
this region. However, the first-order correction techniques, as de-

veloped in Section 3.3.2.3, were found to be quite effective in
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reducing the errors in the estimates, and were applicable to a variety
of density function shapes.

The tests considered five different densities; the uniform,
Erlang(2), exponential, hyperexponential, and truncated 1/x density
functions. Random variables in the range of 0 to 1 were generated by
a camputer subroutine and were transformed to cover the range of 0 to
500 with the desired density by a transformation of variable. The
resulting randam variables were sorted into uniform and log-histograms,
with 10 intervals each, and estimetes of the mean, meansquare, and
variance were then calculated from the histogram data. The actual sam-
ple moments were also accumlated during the tests and were utilized to
calculate the estimate errors for each test. These results have been
sumarized in Table 3.3.2, but are presented in detail in Appendix E

along with a more camplete description of the test procedures.

3.3.3 Some Guidelines for the Measurement of Moments

The only moments of interest are typically the mean, mean-
square, and variance, so we shall only consider these three maments,
although many of the considerations and limitations could apply to
higher moments as well. There are several possible alternatives for
gathering moment estimates including:

* coilecting raw data samples

+ calculating the moments at the data source

+ oompacting the data into histograms or other grouped data

formats,
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TABLE 3.3.2
A SUMMARIZATION OF THE MONTE CARIO TEST RESULTS

. Sample I Uniform Histogram Log-Histogram |
! Densi Error Error !
z 1t_:y Mean/ i N SR oy —
é Function Variance Mean Variance i Mean Variance |
; ~ pih Liaks -
, 247 +0.3% +1.0%
Uniform 21,300 +7.08 | 4 2.8%
82.0 -1.4% -N.7%
Erlang (2) 3,280 +20.3% | -35.0%
. 80.7 +2.3% -0.6%
Bxponential 6,090 + 8.0% - 5.4%
Hyper- 80.8 +2.5% +0,3%
exponential 7,310 + 4.3% - 4.8%
——— - - epmmm
Truncated 80.9 +9.0% +1.6%
1/x 14,100 - 4.0% + 4.1%

These techniques are listed in order of their preference from
a statistical viewpoint, but unfortunately several practical constraints
limit the applicability of the first two. For example, to calculate a
mean value to within 2% to 3% accuracy with a 90% confidence level re-
quires about 1000 samples, and such large samples can require an ex-
cessive amount of the buffering and transmission facilities of a net-
work. In contrast, we obtained about this same accuracy in the Monte
Carlo tests of Section 3.3.2.4, but only transmitted the ten histogram
slot values. This reduction was possible due to the compacting of the
data at the source. Such compaction could further reduce the trans-
mission requirements by directly computing the moments, but for other

than the mean, the squaring and muitiple precision operations (to avoid
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overflow) are too time consuming in most small communications control
camputers.

The accumulated statistics measurement facility as described
in Section 2.5.1 provides same practical examples of the trade-offs be-
tween these noment estimating techniques. A primary performance meas-
ure of the net is message delay, and such delays are recorded by running
totals of messages sent, and “ime for the round trip (message out and
RFNM back). Higher moment data would have been very desirable rather
than having only the average values, but the multiplicity of destina-
tions made it impractical to keep separate histograms on each, and a
camposite histogram would be virtually meaningless. The selection of
an appropriate set of histogram intervals would have been inte'rest.ing
due to the open ended rarnge of delay values, and the lack of any round
trip times of less than about eight milliseconds. A suitable set of
histogram intervals might have been obtained by dividing all delay val-
ues by eight (a simple shift operation) and considering the intervals
tobe 0 to 8, € to 16, 16 to 32, etc. up to a "catch-all" intcrval
such as "> 256". However, the nead for seven such intervals for ~ach
of 32 destinations would increase the measurement load considerably.

No precise statement can be made regarding the accuracy
requirement for an open ended set of experiments, although same reason-
ableness guidelines can be stated based on the natural units of the
system such as the packet length, the time to service an average mes-
sage, and the fixed service time due to the packet overhead. Queueing
delays will be of the order of one to five times the average service

time (under test conditions such as described in Chapter 4), and
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should be measured with a resolution of at least 10% to 20% of this
average service time. Higher resolution is, of cuurse, very desirable
but must be balanced against the possibility of overflow (for short
word lencths) or the need for excessive measurement data transmission.

The allowable error in the second moment will depend on the
experiment being conducted, but in the queueing delay example, its
effect can be seen in the Pollaczek-¥hinchine formula (SAG1):

[¢)
B

(3.69)

E[time in the system] = x + I

X1 1%

p=Ax

For a traffic intensity of about p equal to 0.5 and for exponential-
like service times, the two terms will be of comparable magnitude, and
therefore showld have similar accuracies. If we consider only the x
and -x-f error effects, and write the estimates as the actual value

plus an error termm, we have:

Elx] = (1 + e))% (3.70a)
E(x?] = (1 + (»:2);?'- (3. 70b)
b= Al + e1)§ (3.70c)

The queueing delay term of Byuation (3.69) then becames:

R N - 2
5 . E[le ) A(l + el)x . 1+ ez)x —_—

l1-p 2E[x] 1-2A(1+ )X 201+ e)X
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or:
1+ sz)k x—z

E[queue delay] = — (3.72)
2[1 - A(1 + el)x]
For small values of p this estinate is approximately,
- e
Elqueue delay | small p) = /1 + €,) —5— (3.73)
while for values of p near 0.5, the estimate becames:
A l+e
El[queue delay | p = 0.5] = -1—7-8-2- ( ;f)
1
or approximately:
Elqueue delay | p =~ 0.5) = (1 + € + 62))\ x2 (3.74)

Therefore, the fractional, or percentage errors, in the estimates of x
and ;f are of camparable significance in determining the queueing
delay estimate accuracies.

The variance can be calculated irum these moments about the
origin by:

o? = Elx%] - (Elx))° (3.75)
and similarly, an estimate of the variance can be obtained fram esti-
mates of these moments by:

6% = Elx?) - (E(x))> (3.76)

If we subtract Equation (3.75) fram Bguation (3.76) we obtain an ex-

pression for the error in the variance estimate,
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er(oz) =0g° - g”

or:

er(0?) = (E[x%] - Elx°1} - {Ex])? - E[xD)?) (3.77)

which can be written as:

er(0®) = er(x®) - {(Elx] + E[x]) - er(®)

For most purposes, this expression can be approximated by,

er@®) = er(x?) - 2 X er(®) (3.78)

which relates the error in the variance estimate to the errors in the
estimates of the mean and meansquare values. Note that if the latter
two errors are of the same sign, they will tend to cancel in the vari-
ance estimate, and this is precisely the situation that occurred in the
exponential density example of the Monte Carlo test described in
Section 3.3.2.4 and Apperxiix E.

The square root of the variance is the standard deviation,
which is dimensionally the sane as the mean and indicates the sprecad or
dispersion of the density function. Intuitively, the accuracy of the
standard deviation should be camparable to that of the mean, and could
be represented by,

¢ =(1+¢g)o (3.79)
for which the corresponding error in the variance becomes:
o (3.80)

o* = @2 =@+ 2
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Therefore, while the errors in the meansquare and mean values should be
comparab’e, the allowable error in the variance can be twice this value.
This relationship can also be seen in the Pollaczek-kKhinchine formula

of Equation (3.69) which can be written as:
, . - A — 2 2
E[tm‘e in systeu] =X+ m [(X) + g”) (3.81)

and clearly shows that the percentage errors in the mean and standard
deviation are of comparable significance. The moment estimates from
the Monte Carlo tests of Section 3.3.2.4 indicate the second mament
estimates from histograms will be samewhat less accurate than the esti-
inates of the mean, and will therefore be the moce significant source of

error in such calculations.

3.4 Artifact Considerations and Corrections

Artifact in measurement data refers to any effect that results
in a difference between the actual system variables (as they would
exist if the measurements had not been made), and the abserved system
variables obtained from the measurement. Such artifact can occur either
by measurement effects which change the actual system behavior, such as
introaucing additional delays, or from effects which distort the meas-
ured results without actually changing the system behavior. An example
of the latter type of "apparent artifact" would occur if, in a hardware
monitor, the sampling period is inadvertently made in synchronism with
same time varying behavior, and thereby does not record a true picture
of the behavior. Both types of artifact will be found to occur in the

network measurements as discussed in the following paragraphs.
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There are two basic aspects of the network artifact; (1) that
introduced in the IMP to generate the statistics data, and (2) that
introduced in the transmission facilities to get the measurement re-
sults to the NMC. We shall consider each of these areas with regard to
the identification of the artifact conditions, the pcssible ways of
correcting for the artifact, the ways in which the artifact was reduced,
and same suggestions on how subsequent implementation might further
reduce the artifact.

3.4.1 The Use of IMP Resources to Generate the Measurements

The measurement prograns reside within the IMP core memory
and ca;tpete for the IMP processing resources to generate the statistics
data. Since many of the IMP processing functions require real-time irr
put data handling (e.g., setting up a new buffer before the next packet
starts to arrive) the measurement functions have been designed to mini-
mize their interference with the input operations. Except for the
trace and arrival statistics, the measurements concentrate on the modem
channel output functions to record the packet size data, etc. (The
H.ST-IMP data transfers do not have such time constraints, since they
are bit asynchronous, and therefore measurement data are taken in both
directions between the IMP and HOST.) The modem output test data also
includes the effects of the measurement message lengths, which will be
considered as part of transmission artifact.

The snap-shot statistics are intended to capture the state
vector of the IMP queues and routing tables, but have been assigned a

priority below the irterrupt handling functions to also avoid
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interference with the real-time routines. Therefore, the higher prior-
ity task queues will always be empty when the background statistics
program is executed, and similarly the background program may be inter-
rupted to handle subsequent higher priority functions. As a result, the
snap-shot data may be skewed in time, and will not necessarily he com-
pletely consistent. For example, the total rumber of store-and-forward
buffers may differ fram that reported in the queue length measurements,
if a lengthy interruption has occurred between the time that these two
items are recorded. Such skewed results have been observed, but typi-
cally occur only when very heavy traffic is introduced into the D/P.

The need for core memory space for the measurement routines
introduces an artifact in any blocking effect measurements, since if
that same space had been utilized for buffers, the blocking might not
have occurred. Howvever, this effect would only be of oconcern if block-
ing ooccurred frequently, and otherwise the information gained on the
system performance is well worth the cost. In the case of the IMP,
approximately 750 16-bit words are utilized for' the 'neasurement rou-
tines, which would correspond to about ten additional buffers beyond
the present total of seventy (HE70).

The cambination of the above mentioned decisions and design
aanpromises, cffectively reduced the IMP resource artifact to a very
small effect. Unfortunately, the transmission artifact is not nearly
as negligible, and requires considerable care in defining experiments

and in correcting the artifact distortions of the data.
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3.4.2

The Use of the Network Transmission Resources for the

Measurcment Data

The measurement data messages tend o be fairly long and

occur at frequencies which can utilize considerable transmission band-

width as shown in Table 3.4.1. These data messages have been campreseed

TABLE 3.4.1
TRANSMISSION REQUIREMINTS FOR MEASUREMENT DATA

— g —

Approximate Data
Measurement Message Length Period TVp. Bw6
Traces 80 + 160 N bit:s:l as generated 0.4 Kb/sec.2
Snap-Shots 2200 bits 0.82 sec. 2.7 Ko/sec.
Arrival Times | 64 + 16 Mbits> | see note 4 0.34 Kb/sec.’
Accum, Data 3120 bits 12,8 sec. 0.25 Kb/sec.

1. N is the nuwber of trace blocks in a trace message.

2. Based on N = 2 and sent “nce per secord.

3. M is the number of arrival times recorded per message.

4. Sent either every 1.6 sec., when 60 arrivals occur, or

when another statistics program must be run, whichever

oocurs first.

5. Based on M = 30 and sent every 1.6 seconds.

6. Peak bandwidth requirements are much larger due to the

burst nature of the measurement traffic.

119




in size as much as possible by utilizing the TMP CPU to compact the
data into ocour‘s, averages, histograms, etc.,but there are a large vari-
ety of IMP functicns to record and the resulting test data messages are
up to four packets in length. These data messages can affect the net-
work perfonmance by the extra traffic load, longer queues, etc., and in
same cases, require corrections to the recorded values. For example,
each accumulated statistics messaje includes the previously sent sta-
tistics message in the modam channel traffic, but being of known length,
it can be subtracted out to correct the measurements. However, if this
was one of several messages sent to the NC, the round trip times

dould only be partially corrected based on known average data message
delays.

The snap-shot statistics are particularly expensive in terms
of transmission requirements due to their length and frequency, but are
taken at rather gross time increments relative to the "time constant"
of the network. Same further data campaction within the IMP might be
possible, but is not readily definable due to the changing measurcment
needs, e.g., for peak queue lengths in one experiment versus average
queue lengths in another. An additional artifact involved with the
snap-shots is due to the fact that they are taken in approximate syn-
chronism across une net, and therefore introduce trafiic in bursts. Of
course, the snap-shots are orly generated at those IMP's which have nad
the appropriate flags set for the experiment. (This is true for each
of the different measurement facilities as described in Section 2.5.)

The methods of artifact reduction which Estrin, et al. des-

cribed (ES67A) are applicable candidate techniques if one were to
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reduce the transnission artifact of the network measurements. These

methods are paraphrased below:

1. make measurements on gross ovents rather than detailcd

operations.

2. selective injection of measurement "praobes" at key points

of interest.

3. use of external measurement devices such as a hardware

- monitor.

The first technique was samewhat orthogonal to the measure-
ment intent of obtaining detailed measurement data to provide insight
into the netwoik behavior, but was utilized in the sense that canpacted
data was taken when appropriate. Tne selectivity of thc 2cond tech-
nique has vaiying degrees, ard in the case of the network involved
enabling any subset of the five hasic measurement routines, (i.e., the
accamulated statistics, snap-shots, traces, arrival times, and status
reports) at the IMP's involved in an experiment. Further selectivity
oould have reduced the trangwission requirements somewhat, but only if
a clear-cut subdivision cculd be defined within the data sets. The
choice of having fixed or variable data message formats was decided in
favor of fixed formats due to the cawlications in the 1MP measurement
ocode if it were made variable. However, this choice would have to be
reconsidered if the net changed radically in the nuwber of nodes or
their interconnectivity.

The third method, i.e., the introduction of special measure-

ment related devices, would have considerable significance ir the
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resulting measurement capabilities. For example, the addition of a
magnetic tape recorder at each IMP could provide a storage facility for
me2surement data that would allow more thorough measurements and would
avoid the transmission artifact during the experiment. The data would
be transmitted after the test, at same off hour, or by mail if the
quantity of data was very large. Several interesting tests could be
run if such equipment were available,* such as blocking effect measure-
ments which are presently thwarted by the blockage itself. Simultaneous
measurements could also be takern at more nodes of the network, where
presently the bandwidth limitations require fairly austere experiment
planning.

No attempt has been made in these discussions of artifact to
identify each and every source of artifact, but merely to point out
several typical cases in which such artifact occurs, and how it might
be corrected, or in other designs, eliminated. Each experiment must
carefully oonsider the artifact which is introduced for that cambina-
tion of traffic and measurement data, and attempt to correct, or at

least identify, such sources of error.

3.5 Data Analysis

While our basic measurement philosophy was in camplete
agreement with Haming's observation that "the purnpose of measurement
is insight, not numbers"; one must also admit that the direct output of

measurement is numbers, and insight must came from analysis and

*
HOST cooperation in the measurement activity could provide an
alternative source of local storage.
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reduction of these numeric results. Unfortunately, it is difficult to
develop algorithms for providing insight fram a given set of data
values, and therefore much of the data analysis requires human inter-
vention, at least until a hypothesis has been [ormulated on some aspect
of the network behavior of interest. Due to this need for human cbser-
vation of the data, our experiments have been run utilizing line printer
records (at the UCIA Network Measurement Center HOST), for the various
measurement data fram each experiment.

These reocords were initially printed in a hexadecimal outout
form, and shortly thereafter in a more readable decimal form. However,
these records were very difficult to scan for particular items of in-
terest, so special print formats were developed which provided several
advantages including appropriate annotation, a more convenient arrange-
ment of the data, and same simple calculations and bar charts. Such
print-outs were shown in the figures of Section 2.5, and have been
found to be quite adequate for both the rapid scanning of the results
during the data collection phase of an experiment, and for subsequent
data analysis and reduction.

The data analysis activities will certainly evolve fram this
initial manual mode of operation to more sophisticated camputer-aided
techniques. The first step of this change is presently being imple-
mented as the data ocollection routines are being integrated into the
UCIA time-sharing system. This change allows the experimenter to
analyze his data as it is obtained, and to take advantage of the other
system facilities for this purpose; a significant improvement over the

stand-alone operation in which the Sigma 7 camputer was dedicated to

123



the data collection phase of experiments. Future epochs of this
evolution will include the utilization of other network resources for

data reduction retrieval, and display, and perhaps may also result in
machine-aided perception or insight through the use of artificial

intelligence programs in the network.
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CHAPTER 4

MEASURFMFNTS OF NETWORK PFRFORMANCE

The set of measurement tools described in Chapter 2 and the
analysis techniques of Chapter 3 can best be illustrated by actual net-
work measurement situations. In this chapter we will consider same
example measurements to further dewnstrate the utility of the measure-
ments (e.g., to simulate a prescribed level of traffic and measure the
resulting delays) and for exploratory tests to answer selected "what
if" questions such as, "What happens to the routing mechanism if the
traffic load becomes extremely heavy?" These “ests will therefore be
oriented toward determining what questions should be asked regarding
the network behavior. In contrast, the measurements which will be con-
sidered in Chapter 5 will be based on the verification of analytic
models of the system behavior. Actually these two measurement func-
tions operate together in an iterative manner, with the exploratory
measurements resulting in the formulation of models, and subsequent
tests being designed to test the validity of the models. These latter
tests will typically provide some additional insights which can be
utilized to improve the model, and then additional verification tests
would be run, etc.

The motivation for these test and model development efforts
is to gain insight into the system behavior, and in particular, to
determine the "sensitive" areas, i.e., those areas in which small pa-

rameter variation can result in large performance changes. The intent
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of Chapters 4 and 5 is to provide same examples of this measurement-
modeling technique to a variety of problem areas, same of which will he
seen to have definite areas of paraneter sensitivity, while others will
be relatively insensitive to change. Both types of conclusions provide
useful information regarding the system behavior, although the former

is certainly more gratifying.

4.1 Message Delay Measurements

Message delay is a primary performance measure in a camwputer
network due to its contribution to the overall response time of an in-
teractive message, although like "response time", it is subject to a
variety of definitions. For exanple, in the NPL network described in
Section 1.2, the component of the delay due to the network was defined
as being the time from the receipt of the last bit of a packet at the
source node, to the start of the output transmission at the destination.
Variations of the defirition are possible, such as by considering the
latter time to be the end of transmission at the destination, or alter-
natively, to consider definitions based on message delays rather than
packet delays. Most such definitions differ by reasonably constant
terms, and therefore can be compared in a relatively simple manner if a
precise definition of each measurement is given in terms of its start-
ing and ending points in time. A potential problem arises because
these starting and ending events occur at different sites, i.e., the
source and destination nodes. Unless each site has an accurate and
synchronized clock, the time difference will be meaningless, and while
such synchronization techrgiues are feasible, the ARPA network delay

measurements were based on time values at a single node by utilizing
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the notion of round trip times of messages and their associated RFNM's
(Request For Next Message). The camponent delays involved in this defi-
nition are shown in Figure 4.1.1 for the case of two adjacent nodes,
with more separated nodes requiring additional store-and-forward queue-
ing delays ard transmission times. The delays of the RFNM return will
be small due to their short lergth, and reasonably predictable due to
their high priority, so that tlwe return delay can be subtracted from
the total round trip time to ¢ive a good estimate of the message trans-
mission delay. Unless otherwise specified, all of the following delay
measurements will be based on the total round trip delay.

4.1.1 Delays Due to Store-and-Forward Handling

The example utilized in Section 2.5.1 to describe the accumu-
lated statistics functions, demonstrates the effect of additional store-
and-forward operations between the source and destination sites. How-
ever, that particular examwple was not felt to reflect the normal top-
ology because of the unexpected ratio in which the traffic was split
between the paths via the SRI and RAND nodes. The test was repeated at
a later date and resulted in the data shown in Table 4.1.1, which met
the expected traffic distribution and round trip delays. Closer in-
spection of the previous test data indicated that the BEN-MIT channel
was inoperative and therefore resulted in an extra store-and-forward
delay for the MIT, Lincoln Laboratories, and Case destinations.

The round trip delays consist of two major camponents; (1)
the serial transmission requirements of the message, and (2) the propa-
gation delays which occur twice in the round trip measurement. The

artificial traffic messages being sent had an average length of
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TABLE 4.1.1

MEASURED ROUND TRIP TRANSMISSION TIMES
FROM UCLA TO SEVERAL DIFFERENT SITES

- .. [ .
Measured Average
Mo. of S & F Round Trip Tine S & F Path

Destination : Transmissions ! msec. ~ fram UCIA
UCSB 1 f 22.4 msec. | direct
Utah 2 f 53.2 msec. via SRI
MIT 3 ' 94.0 msec. via RAND
Lincoln Labs 4 ! 114.0 msec. via RAND
Case N 5 | 137.5msec. | via RAND

320 bits, which require a total of about 12.0 msec. ior serial trans-
mission, when one includes the overhead characters and the RFNM. The
propagation delay is about 10 usec./mile (HE70),* resulting in a cross-
ocountry delay of approximately 30 msec. Therefore, the round trip time
fram UCLA to MIT would be expected to require 36 msec. for the three
store-and-forward transmissions and 60 msec. for the propagation delays
(both ways), for a total of about 96 msec. The observed round trip
delay is shown in Table 4.1.1 to be 94 msec. The round trip time to
Case Institute of Technology is the largest of the values shown due to
the five store-and-forward delays and the fact that the path from UCLA
to Case goes via Boston, which adds even more propagation delay. (Such
seemingly peculiar topological aspects are due to the evolving nature
of the network, with only a subset of the communication net being pres-

ently installed.) In each instance the delays were quite acceptable

E 3
As compared to 5.4 usec./mile for the speed of light in free space.
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fram a user interaction point of view, although of course no queueing

delays were involved in these transmissions (due to the lack of any

conpeting traffic).

4.1.2 Delay as a Function of Message Length

Message length variations influence the round trip times in
two ways; (1) by the serial transmission delays, and (2) by the effect
of the message service requirement on the queueing delays. This latter
camponent of delay will be considered in Section 4.1.3, and for now we
will only be concerned with the serial transmission delay. In the
description of the previous experiment this camponent of delay was
approximately 12.0 msec. for a 320 bit message, of which 6.4 msec. is
required for the transmission of the average size 320 bit message (at
20 usec./bit or 50 Kbits/sec.), 2.7 msec. is required for the header
and line control characters, and an additional 2.7 msec. is for the
RFNM. These values do not add to 12.0 msec., since this latter figure
includes the fact that the message lengths are rardom variables, and
some messages will exceed one packet in length, and therefore will re-
quire additional header and line control overhead, with the expected
nurber of packets per message (for the eaponential message length case)

being:
—L / -
E(4 pkts. per mes.] = 1/[1 - e  *m (4.1)

where L_ is the segment or packet length, and Im is the average
message length. (This equation will be developed later in Section
5.2.3.1). When this effect is considered, we obtain the expected
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message service times shown in Table 4.1.z.* These values do not
include the RFNM delay, since it is not appropriate for some of our
later use of these delay camponents, such as the following queueing

delay analysis.

TABLE 4.1.2

EXPECTED SERVICE TIMES FOR VARIOUS LRIGTH
PARAMETER VALUES OF RANDOM ARTIFICIAL TRAFFIC GENERATOR

lANg. Mes. | Avg. Mes. Elmes.

'Iengﬂu fram l Length in E[# bits per service
Sigma 7 Gen. the IMP E[# pkts] | mes. incl. time]

(32-bit words) | (bits) per message | pkt. overhead] | (msec.)
1 1 *

32 1.00 g 168 3.4
| 64 1.00 200 | 4.0 ‘
5 160 l 1.00 296 5.9 i
10 320 1.05 ' 463 9.3

15 480 1.14 ! 635 | 12.7
20 640 | 1.27 | 813 16.3 |

25 800 1.40 | 990 19.7

30 960 1.54 l 1170 I 23.4

4.1.3 The Queueing Component of Message Delay

If several message sources are in contentio: for the service
facility, queues may form with resulting increases in the average mes-
sage delay. Such queueing behavior is a function of the average

message service requirement, x, and the average arrival rate of

*

For example, Table 4.1.2 indicates an average message service time of
9.3 msec. for a message with an expected length of 320 bits. If we
add the 2.7 mse<. service for the RFNM, we obtain the 12.0 msec. delay

value used in the above discussion.
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messages, A, with these two factors determinina the server utilization

parameter, p, by the relationship:
p=Ax (4.2)

The message service requirement is a function of the message lencth as
described earlier, and the average arrival rate can be controlled for
experimental purposes by the selection of the two other parameters of
the artificial traffic generator, i.e., the "transmission attempt in-
terval", T, and the number of message generators being utilized. (The
RFNM mechanism for congestion control is the reason for oconsidering '1‘a
to be the time interval between "attempts" at transmission, since no
transmission will occur on a link which is wai:ing for a RFNM return.)
The RFNM will also create a second aspect of conoern, since
each RFNM must be acknowledged. Therefore, a nuwber of ACK's will be
in oontention for the service facility along with the messages them-
selves, and in heavy traffic oconditions, will effectively increase each
service time by the 3.0 msec. that is required to transmit a higher
priority ACK. However, for lesser traffic levels, the ACK's can not be
oonsidered to be simply an additional portion of the average service
time, but inctead, appear to be separate high priority arrivals. These
two effects can be combined by use of the priority model result that
will be developed in Section ~ 1.1. This result shows that the queue-

ing delay for a priority message (the ACK in this case) will be:

=V s
W, = 0/(1 arx, ) (4.3)

where W, is the expected time to complete a service, aX is the

0
average arrival rate of the ACK's, and Sc'l is the service time of the
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ACK's., Similarly, the expected queueing delay of non-priority arrivals

(the regular messages in this case) is shown to be:
W
W, ="1/(1-p) (4.4)

where the value of p is a function of the composite arrival rate and
service times (i.e., messages and ACK's). By substitution of Equation
(4.3) into Equation (4.4) and recognizing that the arrival rate of
messages and ACK's will be equal, we obtain:

W

b
W=1T- AE) (- A %) (52}

where X  is the service time for an ACK, and ')?c is the average

camposite service time for a message and an acknowledgement,
X, =X, + X, (4.6)

The value of W, can be shown to be:

0

Wy = A, ;g/z (4.7)

where the theoretical value of the average arrivai rate is:

Ap = N/Ta (4.8)

with N being the number of generators utilized in the experiment. We
also need an expression for z, which must include both the ACK's and
the messages. Since the two sets of arrivals are equally likely, one

can show by Equation (A.6) from Appendix A, that:

2 _1 2.1 2 - -2
xc'f(xa) +-2-[(xa) +2xa’§n+2(’3n)] (4.9)
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which simplifies to:

;5= (xa)2 +X X+ ('x'm)2 (4.10)

Combining these equations produces an expression for the expected

message queueing delay of:
N 2 < -2
-Z—TZ [(xa) MR T () l

W, = - —
T T
a a

(4.11)

which is plotted as the theoretical queueing delay curve in Figure
4.1.2. Each of the test conditions used to obtain the plotted exieri-
mental data involved constant values of N/'I‘a and X0 with the
variable being the average message service requirement, gn The
figure shows that a rather poor match is obtained between the theory
and experiment for the four generator case, with this discrepancy being
due to the RF\M effect which increases the message interarrival times.*
The other two test cases utilized a larger number of generators, which
decreased this RFNM effect, and provided a much better agreement with
the theoretical expectations. However, these two cases also exhibit a
ceparture from the theoretical values for larger message lengths, and
other test data confirmed that this behavior was also due to the RFNM
effect.

Figure 4.1.3 shows a related effect that was observed in the

experiments, i.e., that the effective value of p decreases due to the

+
Each message generator utilizes a separate logical link which is
"blocked" following a transmission until such time as the RFWM is
returned.
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Figure 4.1.3 Theorstical and Measured Values of p for the .. .ficial Tratfic Generator
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increased interarrival times. In fact, the system approaches a "closed
queueing system" in which the "custamers” circulate through the server
and then return for more service after same random idle period. For
such a system the arrival rate must asymptotically approach the service
rate, i.e., p approaches unity as shown in the figure. The effect of
alternate routing perturbs this portion of the curve since it provides
an instantaneous increase in the service rate, and makes the region
rather unpredictable. However, the actual region of interest is the
lower portion of the curve which approximates the more classical randam
arrival, infinite population, queueing model. This data will be util-
ized to select the experiment parameters, i.e., message length, number
of generators, and the "transmission attempt interval", Ta' for sub-
sequent experiments such as the priority model verification experiment

of Section 5.1.2.5.

4.2 Measurements Related to Network Applications

Applications of the network were initially limited by the
lack of an established protocol for HOST-to-HOST transmission, although
several sites made use of the network by establishing special purposc
protocol subsets for handling their particular functions of interest
such as interactive work, file transmissions, or graphics display func-
tions. Rather than sumnarizing the measurement facilities relative to
a nutber of these application areas, we will present a more detailed
acocounting of the measurements that were taken on the activity of one

set of users,
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4.2.1 Measurements of Network Usage

The activity of interest involved the use of the NEC PDP-10
at the University of Utah and the XDS 940 at SRI, with the general
nature of the interaction being as follows. A file would be sent from
SRI to Utah, and then a number of interactive debug operations would be
performed, with transmission from the XDS 940 to the PDP-10 being on a
character-by-character basis, and responses being handled on a line at
a time basis. The files were transmitted in blocks of 4608 bits, which
was a convenient multiple of the 24-bit word length of the XDS 940 and
the 36-bit word length of the PDP-10, and also provided the desired
block size of 128 words for the PDP-10.

The established protocol involved several special characters
to indicate the message type and length, such that a single character
message required five IMP-words of transmitted data. Due to these
character-by-character and file transmission protocol conventions, al-
most all of the SRI-to-Utah transmissions consisted of either S5-word
messages or S5-packet messages respectively, as shown in the sample
print-out of Table 4.2.1. Each line corresponds to one 12.8 second
statistics message, with the time-of-day being determined by adding
12.8 second increments to the starting time since the data values were
taken consecutively. The sequence of events which is shown includes a
10-word "file name" message, the file transmission of 67 5-packet
messages plus a 4-packet file fragment, an "end of file" message, and
a sequence of interactive traffic. This particular file transmission
consisted of approximately 39,300 bytes and occurred over a 25.6 second
period for an average bandwidth usage of about 12.5 Kbits/second. The
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maximum file transmission bandwidth abserved during any 12.8 second
interval was one in which 73 S-packet messages were transmitted. Each
message was the standard 576 byte record, for a total bandwidth usage
of:

26.3 Kb/sec for data ("effective" data rate")

0.3 Ko/sec for marking, padding, and protocol format
_3.9 Kb/sec for network header, checksum, etc.
30.5 Kb/sec total bandwidth used.

Transmission occurred during the entire interval since the
file transmission was measured over three 12.8 sec.intervals, and this
was the center interval. The average round trip time for a message was
159 msec. (measured from the time the source IMP receives the first
packet until it receives the RFNM). The minimum round trip time would
be about 138 msec. based on the time for serial transmissions and propa-
gation delays. The extra delay of 159 minus 138, or 21 msec., was due
to the delays in the PDP-10 acceptance of messages. The effective
round trip cycle must include an additional 12 msec. for HOST processing
of the RFNM and for the leader and first packet transmission from the
HOST to the IMP. Therefore, the maximum single link data rate is ap-
proximately one 576 byte record every 150 msec. or 30.7 Kb/sec. of
actual data, conpared with the cbserved maximum effective data rate of
26.3 Kb/sec. A similar calculation using the measured average round
trip time and the resulting effective data rate indicates that about 4
to 5 msec. are required for HOST processing of the RFNM and setting up

the next transmission. These results are sumnarized below:
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Theoretical minimum

Measured (or maximum)
Round trip time 159 msec. 138 msec. min.
Effective data rate 26.3 Kb/sec. 30.7 Kb/sec. max.
Average HOST RFNM 5 msec. -
Proc. & mes,
set up time

HOST delay in taking 21 msec. =
mes,

The round trip time required for messages between the two
HOST's was plotted in Figure 4.2.1 as a function of message length L.
Each point of this scatter plot represents one interactive message,
i.e., a one-packet message. The scattering is an indication of the
frequency of occurrence of both message length variations and round
trip delay variations. A definite lower limit of delay was observed as
indicated by the dashed line, and this limiting delay function is just
what would be expected based on estimated values of the various com-
ponents of delay. In this minimum delay case, there is no queueing
time such that the expected delay consists of:
2.0 + 0,321 msec.

» Serial transmission at source DMP

« Propagation and modem delay 7.5 msec.
» Processing time at destination = 0.5 msec.

0.3 + 0.16L msec.

» Serial IMP-HOST transmission

¢ Serial transmission of RFNM = 2.0 msec.
+ Propagation and modem delay = 7.5 msec.
* Processing of RFNM = 0.2 msecC.

Trcal 20.0 + 0,.48L msec.

This estimated total delay agrees very well with the experimental
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minimum delay values as shown in Figure 4.2.1. The other points in the
figure represent messages whose delay values exceeded the minimum due
to queueing delays and/or HOST delays in taking the message from the

IMP.

4.2.2 Estimating User Behavior

The example of the SRI-Utah interactive traffic measurements
can also serve as an indication of the degree to which one can abtain
information regarding the user behavior. Table 4.2.1 showed a pattern
of data transfers which could readily be seen to be a sequence of file
transfers followed by bursts of interactive traffic. Of course, no in-
formation could be obtained regarding the usage of the files, i.e.,
they could have been display images or small data bases, but the fact
that they all consisted of five packet messages gives same information
regarding the file transfer protocol. Similarly, the predaminance of
five word messages might lead one to speculate that the user-to-com-
puter messages were sent on a character-by-character basis, while the
camputer response traffic was sent in longer and more variable length
messages. (The latter were included in the measurements, but are not

shown in the table.)

4.2.3 BEstimating Traffic Statistics

The reduction of the data from the SRI-Utah traffic example
would have been made more difficult if the traffic had been a composite
representation of several simultaneous user transmissions, but same in-
sights could probably have still been gained. The initial tests of

user behavior were typically mcasurements of single user characteristics
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due to the absence of heavy network usage, but as the traffic loads
build up, such cases will occur with less frequency. However, in many
instances the composite data transmission may be of particular interest,
such as the case of a HOST site desiring to measure its total network
activity over a given period of time. A hypothetical example of such
data is shown in Figure 4.2.2 and is the result of artifically generated
traffic. This particular example was selected at random fram a se-
quence of test data involving messages with various average lengths,
but in each case having an exponential distribution of lengths. The
histogram data values were utilized (with the correction formulas as
developed in Appendix D) to determine the mean message length, with an
average length of 65.6 IMP-words being obtained campared to a thecreti-
cal expected value of 64.0 words. (The effect of the correction was to
reduce the error fram 3.2 to 1.6 words.) A seocond example is shown in
Figure 4.2.3, with an estimated mean value of 25.9 compared to a theo-
retical value of 24.0. In this example the correction factor reduced
the error fram 5.0 to 1.9. This example also shows the peak of the log-
histogram density function occurring at the mean of the exponential
function; a result that was deveioped in Section 3.2.2.

Figure 4.2.3 also shows the density estimate from the log-
histogram data compared with the theoretical density function, and a
reasonably good match is seen. In contrast, the data from Figure 4.2.2
would not have a wery recognizable density shape due to the small
sample size, although such a plot has not been shown.

A sanple histogram for a modem output channel is alsoc shown

in Figure 4.2.2, and serves as an exanple of a potential source of
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error for the channel estimates. The histogram interval covering the
range of 32 to 63 includes a large rumber of full 63-word packets,
which should be considered separately in any estimates made from the
histogram. In the example we can correct for this effect, since the
HOST-to~-IMP data shows that there were 35 full packets (i.e., 19 from
the 2-packet messages, 10 from the 3-packet messages, and 6 fram the
4-packet messages).* Using this information, the estimated length was
39.5 words campared to a theoretical value of 4n.4, with the correction
factor causing the error to increase from 0.8 to 0.9. The fact that
this "correction" actually made the error samewhat larger is a reminder

that the correction will improve the estimates on the average, but not

necessarily in each individual case.

We were able to determine the number of full 63-word packets
cn the modem channel for the above example because those packets origi-
nated at the local HOST and additional length data was available. In
general, we can only make such a calculation based on long term average
values, and this limitatinn indicates a weakness in the channel data
gathering facilities. An additional histogram interval for full 63-word
packets would be a worthwhile extension of the measurement capabilities

to avoid this uncertainty.

4.3 Interference Between Users

A major concern in the evaluation of a computer-cammnications
network is the determination of how many simultaneous users the network

can support. Several criteria for such an evaluation are possible,

*Each 3-packet message contributes two full packets, so that the five
3-packet messages result in ten full packets, etc.
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ranging fram being able to staisfy the peak remuirament of all uscrs
simultaneously, to satisfying the average need for all users. In the
latter case, if a user required an average of 500 bits/sec., then one
might estimate that a 50 Kbit/sec. transmission facility could support
100 such users. Of course, such a system would not be .-orkable since
the service rate barely meets the average demard for service, and very
large queues and delays would develop. The other case is overly con-
servative, since the probability of all users requiring their peak
service simultaneously is very small, but these two conditions do tend
to bound the number of users that such a network oould supoort. In the
following analysis we shall attempt to determine a better measure of

the network capabilities in this regard.

4.3.1 Estimates of the Nurber of Users That a Camunications
Channel Can Support

The nature of the measured traffic in the SRI-Utah test of
Section 4.2.1 involved both file transmissions and interactive mes-
sages, with the two types of traffic being seen to utilize the communi-
cations bandwidth in grossly differing ways. The file transmissions
were quite infrequent, but utilized a large portion of the available
bandwidth during bursts of activity. In contrast, the interactive
usage consisted of longer intervals of low bandwidth transfers inter-
spersed between idle or "think" periods. Due to these differences in
bandwidth characteristics, and the differing consequences of delays for
the two classes of traffic, one should not expect to utilize the same
criteria for estimating the mumber of simultaneous users that could

share the system. Therefore, we shall consider the two aspects of the
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prablem scparately, and then attempt to cambine the resulting estimates.
The interactive traffic utilization of the communication
facility for several simultaneous users is analogous to the time-sharing
of a camputer system, and we shall take advantage of these earlier re-
sults to estimate the effects of sharing the communication channel.
Scherr (SC67A) developed a time-sharing model which showed that the de-
gradatica of response due to mutliple users was low until the number of
users exceeded a threshold or saturation point, above which the degrada-
tion rapidly increased. (Kleinrock (KL69C) generalized this model to
evaluate multiple channels and investigated the notion of saturation.)
The model considered exponential think time and service cycles for the
various users, with an average think time of 6 seconds and an average
service requirement of 1/uC seconds per service cycle, where C is
the rate at which work can be performed by the server, and 1/u :Is the
average service requirement of an arrival. However, due to the sharing
of the server, each user sperds an average of T seconds in the server
during a campute cycle, and then returns to the think state where he
spends an average of 6 seconds before making another service request.
For a total of M simultaneous users, the number in the think state

will, on the average, be equal to:
8
M[m] (4.12)

which will produce an effective arrival rate for the server of
approximately,

)‘i.n = M/(T + 0) (4.13)
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The output rate of the server will be:

Yout. = ¥ = By (4.14)

where pC is the service rate amd Pq is the prabability that the
server is idle. The input and output rates must be equal, such that:

WC(L = py) = M/(T + 6) (4.15)

which when solved for a normalized value of T becomes:

WOT = —H— - uCo (4.16)

l-po

Since T is the average time spent in the processor to gain 1/uC
secords of service, the value of uCT is a measure of the system de-
gradation due to the M users. For very small values of M, the
degradation factor is near unity, but above a threshold or saturation
value, the degradation increases rapidly and becomes approximately
proportional to the number of users. This threshold value can be shown
to be (KL69C):

M' =1+ uC6 (4.17)

which can be written as:

M= 1 ’T' 8 (4.18)

where T is the average service time requirement,
T =1/AC (4.19)
Therefore, the relaition becares,

M'-1t=86 (4.20)
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which is intuitively satisfying since it says that the degradation
which any user will see will begin to become excessive when the average
service requirement of the other M' - 1 users equals his average
think time.

To apply this theory to our shared cammunication channel

model, we need only define the serial server by:

C = transmission rate in bits/sec.
1/u = service requirement in bits/message

such that the average service requirement, 1, is:
T = 1/uIC sec. per message (4.21)

The model assumes that this is the average servicz needed considering
both user-to-conputer and camputer-to-user messages, which is a reason-
able assumption for fulli duplex lines with users at bhoth sites.

The measured data from the SRI-Utah test showed an average
message length of about seven 16-bit words for interactive messages,
which ir.luding the header, line control characters, the RFNM, and the

ACK's results in an average total service requirement of:
= 16.4 msec./message

The think time was not measurable with the accumulated statistics due
to their 12.8 second period, so the average value of 4.3 seconds ob-

served by Jackson and Stubbs (JA69) was utilized, resulting in:
6 = 4.3 seconds

If we substitute these values into Equation (4.18), we obtain:

M!' = — - 1 = 260 users.

Alo
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However, the message lengths in the observed activity were much shorter
than would be expected for a more typical mix of users, and if we take
Jackson and Stubbs average values of:

E[user-to-computer message) 12 characters

E[computer-to~user message] = 154 characters

and assume an equal fraction of each type of message, we obtain an

average service requirement, including the overhead, of:
T = 24.7 msec./message

For the same 4.3 second average think time, the critical number of

users becames:
M!' = 170 users.

The effect of the file transfer bandwidth requirements is much more
stringent on the number of users that could be supported simultaneously.
A typical file length for the SRI-Utah test was about 25 K bytes, vhich
for an effective channel bandwidth of about 40 Kbits/sec. ,* would re-
quire 5 seconds of channel time for serial transmission. (The actual
transmission would typically require considerably longer due to HOST
delays in accepting and inserting messages.) The SRI-Utah file trans-
missions occurred at a frequency of about ane every 12 minutes, during
the period of active use, such that one user would require on the order
of 1% of the effective channel bandwidth. This would set an upper limit
of about 100 such users before exhausting the available bandwidth, but

*
Based on a trasuission overhead due to header, line control, etc. of
about 6 msec. for each 20 msec. of effective data transmission on the

50 Kbits/sec. line.
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for delay considerations, the maximm would be limited to about half
that number,

We have therefore established some rather crude estimates of
the nuwber of users that such a network interconnection ocould support
as being about 170 interactive users, or 50 file transmission users.
Since users typically do same of each, we would like tc cambine these
values in same proper manner. A reasonable cambination would seem to

be:

# mteraz%ve users . # file trggsma users _ ; (4.22)

which satisfies the two erd conditions, and allocates the bandwidth

appropriately for a mix of the two classes of users.

4.3.2 Interference Tests Utilizing Artificial Traffic

The effect of multiple users can be simulated by utilizing
many artificial traffic generators with randam arrivals, but this situa-
tion differs fram Scherr's model in the "think time" behavior. 1In his
model, the think time period started at the conpletion of the previous
service period, while in the artificial traffic generation scheme, the
interval for the next "transmission attempt”, Ta' is selected at the
time the message is emqueued for transmission. As a result, the effec-
tive "think time" is the difference between Ta and the time spent
obtaining service. We can include this effect in Kleinrock"s equation
for the number of users at the "interference break point" from Equation

(4.20);

M ~-1)Tt=29

153



where T is the average service requirement of a message (an average
round trip time in our example), and 6 is the think tim, If we add

T to both sides of the equation we aobtain:

Mt=06+r1 (4.23)

in which 6 + t is our Ta’ such that:

M't=T (4.24)

a

For the examples shown in Figure 4.3.1, the value of Ta is 200 msec.
and the average round trip time can be seen to be about 20 msec., re-
sulting in a value of M' of 10, which agrees well with the experi-
mental data for both exponential and fixed message lengths.

The theoretical madel curves shown in the figure refer to the
analysis of Bquation (4.11) which includes the effect of the acknowl-
edgement traffic. A particularly good match was obtained with the ex-
ponential message length experiment, although, as expected, the two
results diverged at a higher number of generators since the model does
not include the effect of Figure 4.1.3 which shows that o gradually
approaches unity. A less satisfactory match between theory and experi-
ment was obtained for the fixed length message experiment.

The linear slopes of the two experiment cases, i.e., with
exponential (random variable) lengths and with fixed message lengths,
were found to be approximately 10 msec./generator and 7.5 msec./genera-
tor respectively, although each has a mean service time of 12.5 msec.
including the ACK for the RFNM. This difference is academically of in-
terest and will be pursued in a later investigation, but the linear

slope portion of the curves is not of particular concerr. for our present
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needs of (1) finding the point at which interference occurs, and (2)
establishing a predictable set of system stimuli for use in subsequent
experiments.

4.3.3 Queueing Behavior in a Closed System

The ultimate user interference occurs in a closed cr cyclic
queueing system in which each user rejoins the queue after obtaining
same amount of service. Such closed systems have been considered by
Gordon ard Newell (G067), and more recently by a number of other queue-
ing system analysts. Our model differs fram theirs in several aspects,
including the effect of non-zero arrival time, i.e., a message arrival
occurs when the last bit of a serial bit-string has been received.

Such arrival processes have been described by Cohen (CO70), who also
considered the effect of finite storage capacities.

The non-zero arrival time functions can be utilized with
unfinished work diagrams as shown in Figure 4.3.2, in which several
different arrival rates are shown (relative to the service rate). In
each exanple, three 'mnits share the server in a cyclic manner, but re-
quire a time interval of AT to rejoin the queue, where T is the
fixed service time. In fact, an additional "arrival queue" is implicit
in this scheme and corresponds to the HOST-IMP serial interface which
may transmit only one message at a time, and which is in cascade with
the IMP-IMP queue, with the latter being considered to be the actual
service facility. In all three examples, the unfinished work builds up
to a limiting value of approximately 2T, and in Figure 4.3.3, this
limiting value is shown to be (N - 1)T for the general case of N

items in the cyclic queue (with constant service times). As can be
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seen in the previous case for N equal to three, this limit is only an
approximation, but the peak values of the unfinished work function can
be shown to range between the value of N°*T for B equal to zero and
(N-1)T for B equal to unity, which provides a reasonably tight
bound for the larger values of N which are usnually of interest.
Figure 4.3.3 indicates a geametric proof that this limiting
value of unfinished work will be approximately (N - 1)°T, by showing
that the rate at which the work increases is (1 - 8)/B until such
time as a message generator is expected to provide an arrival, but is
blocked by not having conpleted its previous service. In the figure,

th generator is available to provide an arrival, but the i+1St

the i
is not, and results in the steady-state cordition of the unfinished
work diagram. Knowing the slope at which the unfinished work accumu-
lates, and the fact that for the critical timing condition, (N - 1)8T
seccnds occur between the previous arrival from the ith generator and
the time at which the next arrival should start across the HOST-IMP

interface, then the height of the unfinished work can be seen to be:
unfinished work = (N = 1) (1 - B)T + (N - 1)8T

which simplifies to:
unfinished work = (N - 1)T. (4.25)

This result was experimentally verified by the use of artificial
traffic with various numbers of generators. For example, snap-shot
measurements were utilized to measure the nunber of messages in the
system for the case of ten traffic generators, and 43 of a total of 60

measurements indicated a value of nine, with eight other measurements
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recording a length of ten messages and with the other nine samples
being irrelevant due to alternate routing.

A similar application of the unfinished work riodel can bc
utilized to show that for the case of finite buffering, the limiting
value of the unfinished work will be approximately B - 1 where B is
the nutber of available buffers. Intuitively, this result says that
one buffer must be allocated to the arriving message which is not in-
cluded in the unfinished work until its arrival is complete.

Cyclic queueing behavior is quite artificial in the normal
network environment, but does occur in cer -ain test conditions such as

the thru-put experiments which we describe in the following section.

4.4 Thru-Put Tests (RFNM Driven)

The communication lines between the IMP's have a bandwidth of
50 Kbits/second, which establishes an upper bound on the single path
thru-put. However, the overhead associated with each message limits
the total thru-put to same lesser value as shown in Figure 4.4.1. The
same figure also indicates the measured thru-put for the case of alter-
nate routing which exceeds the 50 Kbit/second value due to the bifurca-
tion of the traffic flow. 1In all cases the messages were sent at the
RFNM driven rate, i.e., as soon as a link would becane unblocked.

Two different message sizes were included in the above test.
In the first case, the messages were one full packet in length so that
the effective packet overhead was minimized (relative to the packet
size). The maximm thru-put for such messages was measured to be 38.6
Kbits/second, which agrees quite well with the theoretical value of
39.0 Kbits/second (based on 20.0 msec. of useful data transfer and
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5.7 msec. for the packet overhead and the acknowledgement for the RFNM).
This maximum thru-put is not reached for the case of a single link due
This

to the quiescent period while waiting for the RFNM to returm.

delay is about 13.5 msec.,* which adds to the "non-productive"

*
Based on a measured round trip time fram UCIA to UCSB of 22.8 msec.
for a 320 bit message (from Table 4.1.1) and the known service time of

9.3 msec, for a message of that length.
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transmission period, and results in an expected single link thru-put of
25.5 Kbits/second. (The measured value was 22.2 Kbits/secord.)

The thru-put for the one-packet message case can be scen to
inciease abruptly when the transition is made fram six to seven traffic
generators, due to alternate routing via the SRI path. Alternate rout-
ing occurs at this number of generators because the delay values in the
routing table are numerically equal to the existing queue length (at the
time of the routing update) plus four times the HOP number, i.e., the
nutber of store-and-forward "hops" along the path. Bquation (4.25)
showed that the expected number of packets in the "system" is N - 1
where N is the nuwber of generators (for single packet messages).
Since the number in the queue is one less than the number in the
"system" (one message is being serviced), the routing will change when
N - 2 exceeds four, i.e., for N equal to seven as observed in the
measurement data.

The increase in thru-put for the seventh generator was meas-
ured to be 8.1 Kbits/second, which is due to the fact that approximately
five messages were emnqueued for service when the routing was changed.
Therefore, for a period of time, each channel will be transmitting with
an effective instantaneous data rate of approximately 39 Kbits/second.
This parallel transmission will last until the five or six messages are
served (five in the queue plus one in the server), with an expected
time to camplete the service of about 125 msec. With routing updates of
about every 640 msec., the "old routing" chanel will contribute an

added data rate of about:

(125/640) - 3% Kbits/sec. = 7.6 Kbits/sec. (4.26)
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which is approximately equal to the measured increase of 8.1 K/bits/
second.

The single link thru-put for the full 8-packet message case
was seen to be approximately equal to the saturation value of the single
packet case, i.e., 38.5 Kbits/second. This equality is due to the can-
celing effects of fewer RFNM's to acknowledge, and the short quiescent
cdelay for the single link RFNM. No alternate routing was observed until
the two generator test, above which the traffic split evenly between
the direct UCIA-UCSB and the UCLA-SRI-UCSB routes.

The saturation effect for the 8-packet message case occurred
at a lower bandwidth than was expected, since the direct and alternate
route paths should each be able to deliver messages with an effective
rate of about 43.5 Kbits/second (which is higher than the single-packet
thru-put since there are fewer RFNM's to acknowledge). The measured
limiting value of about 70 Kbits/second was therefore investigated
further to try to determine the cause of this behavior. Several pos-
sible reasons for this discrepency were considered and described belaow,
since they represent the possible limiting factors in such transmissions
and indicate the manner in which the statistics gathering tools ca: ie
utilized to determine the cause of anamalies.

a. Lack of store-and-forward buffers: In order to obtain the

maximum thru-out, there must be a sufficient quantity of store-and-
forward buffers to be able to create a queue that is long enough to
keep t..e channrel busy during the entire routing update interval whichwas
thou:ght to be about 520 msec., so with a packet service time of 23.0

msec., the queue would have to build up to a total of about 23 buffers.
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Since we were told that there was a total of 25 store-and-forward
buffers, this did not appear to be the limiting factor. Snap-shot
measurenents also showed that typically 18 to 20 store-and-forward buf-
fers were in use, which seemed to substantiate this conclusion.

b. Lack of reassembly buffers: Snap-shot data at the UCSB

destination IMP showed that typically either 8 or 16 buffers were in
use, with a maximum of 24 being cbserved.* Since up to 32 buffers are
available for reassembly, this was not the problem. The lack of any
queue build up for the discard "fake HOST" was another indication that
no problem existed in this area.

c. Loss of bandwidth due to routing loops: In a previous

test, a considerable loss of effective bandwidth was noted due to loops
in the routing (to be discussed in Section 4.5). However, the accum-
lated statistics at both UCIA and UCSB showed that the transmissions
were all properly accounted for, i.e., no extra transmissions due to
routing loops were seen.

c. Loss of bandwidth due to retransmissions: Many of the

accumilated statistics data messages indicated transmission errors,
with as many as six retransmissions occurring in a 12.8 second interval.
However, these retransmissions required an insignificant bandwidth as
evidenced by the thru-put measurements. (About 800-900 packets would
be sent in one 12.8 second period, so that a few retransmissions had

little effect.)
Loss of bandwidth for a multi-HOP path: The alternate

routing path includes an extra store-and forward delay, but this delay

*Reassenbly buffers are presently allocated in 8-packet blocks.
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should not affect the thru-put since the channel is in effect a
pipeline, and additive delays do not affect the thru-put of such a
system.

f. Bandwidth limitations of the HOST-IMP interface: The

HOST-IMP interface has a bandwidth of 100 Kbits/second, which can
readily handle the two 50 Kbit/second channels since in the latter case
there is an extra overhead due to the packet headers and line control
characters. The interface is full duplex (i.e., data can pass in each
direction simultanecusly), so there is no conflict with the measurement
data being collected.

g. Speed limitations of the Sigma 7 artificial traffic

generator: The Sigma 7 computer must perform several functions includ-
ing; (1) sending the artificial traffic, (2) collecting the statistics,
and (3) driving the line printer (the output device for the statistics
messages). Therefore, there was concern that the CPU was limited in
its ability to generate the artificial traffic. This was shown not to
be the case, by transmitting to the discard "fake HOST" at the UCLA
IMP (instead of the similar discard facility at UCSB.) The measured
thru-put for the local discard test was 91.5 Kbits/second, which veri-
fied the capability of the Sigma 7 to generate the necessary bandwidth.

h. Trace measurements to determine the detailed behavior:

Since the accumilated statistics and the snap-shots both indicated
that the limitation had to be in the UCIA IMP, a detailed investigation
of the packet handling behavior was made by tracing all of the packets
at the UCIA IMP for a brief instant of time. (At the traffic rates

involved, about 100 packets/second were generated and each packet
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resulted in a separate trace message.) This trace data indicated two
errors in the values of the IMP parameters tha* had been used in the
calculations of part (a) above. First the routing updates were found
to occur at approximately 640 msec. intervals instead of the 520 msec.
that this parameter was previously understood to be, and secondly, the
upper limit on the store-and-forward buffers on an output queue must be
approximately 20 (instead of 25),* since the interarrival times of
packets were cbserved to increase from a value of 10.5 msec. to 11.5
msec. (the rate at which the two channels can just keep up with the
arrivals). This condition will force the queue lengths to grow to
their upper bound, and neither the snap-shot measurements nor the trace
data showed an excess of 20 store-and-forward buffers in use. If we re-
consider the effect of the finite buffering with these new parameter
values, we find that the first channel will have approximately 18 pack-
ets to serve when the routing change occurs, and at 23.0 msec. of ser-
vice time per packet, that chan'el will remain busy for about 420
nu:'.ec.“r Since the next routing uadate will occur after 640 msec., the
first channel will be inactive for 220 of the 640 msec., for an effec-

tive thru-put contribution of:
. 420 . N .
4 thru-put = zao " (43.5 Kbits/sec.) = 28.5 Koits/sec. (4.27)

for a totali estimated thru-put of 72 Kbits/second, campared to the

*2. subsequent check with BBN showed that the actual routing update
interval is 655 msec. The upper limit on store-and-forward buffers is
25 (octal) which is 21 (decimal).

“The other two store-anc-forward packets are assumed to be required for
the SENT queue.
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measured 70 Koits/second, which is a reasonable match between the theory
and measurement.

This test activity was described in some detail to indicate
how the various measurement tools can be utilized to reconcile differ-
ences between the expected and experimental data values. However, it
also points ocut an equally important aspect of the experimentation;
namely that those people involved in the network measurement and model-
ing efforts must be aware of any changes in the network parameters if

they are to be able to properly interpret the test results.

4.5 Alternate Routing Tests

The alternate routing mechanism of the IMP allows it to
select a new path for traffic when congestion on a given modem channel
exceeds a specified limit. However, any adaptive ocontrol system may
became unstable, and in the case of the network, this instability is in
the form of routing loops which can cause messages to circulate within
the net rather than being routed towards their proper destination.

Such loops do not have to occur endlessly to be of concern, since even
transient loops add delay to the transmission due to the longer source-
to—-destination path, and by effectively increasing the traffic load

within the net.

4.5.1 Detection of Loops in the Routing Procedure

Several interesting loops were onserved in a test taat was
designed to check the alternate routing mechanism for UCLA to RAND
message flow. This comunication line was of marginal quality during

the test, and numerous retransmissions were required on the direct UCLA
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to RAND path. The combination of the retransmissions and the heavy
traffic load lead to alternate routing both via the SRI node and via
the UCSB node, and numerous routing loops wer2 noted from the total

packet counts on each channel as indicated in Figure 4.5.1. Most of

NET FLOW INTO RANC = 579 PKTS

ARTIFICIAL TRAFFIC: 70 32-BIiT WORDS PER MESSAGE
REGEN. PERIOD = 50 MSEC
5 LINKS ACTIVE

Figure 4.5.1 Loops in the Routing of Packets During a Special
Test Condition {Not Typical of Network Fiow)
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the alternate routing was via UCSB, which is quite strange since it is
a longer path than the route through SRI.

Accumulated data was only taken at the UCLA node, but the
count of acknowledgements sent on each channel were good indications of
the number of packets which had been received from SRI and UCSB, and
these were counted as loops. In a test in which one expected loops,
traces would also be taken to more closely measure the actual looping
behavior, but unfortunately these loops were discovered well after the
test had been run.

The combination of the repair of the UCIA to RAND communica-
tions line and a subsequent BEN rewrite of the IMP system program, re-
sulted in completely differing results when the test was repeated at a
later date. This latter test showed no looping, and all alternate
routing went via the more direct SRI path. The test in each case cor.-
sisted of sending messages with a length of 140 IMP-words on five links
with a regeneration period of 50 msec. That is, every 50 msec. the
artificial traffic generator would send a message on any or all of five
links which were unblocked (had received the RFNM fram the previous
tran.smission) . This network loading amounts to an effect data trans-
mission rate of about 50 Kbits/second.

We should stress the fact that the loops shown in Figure 4.5.1
are quite unusual, and are certainly not typical of what one would ex-
pect to see in the network flow. However, they are indicative of the
type of loops which can occur in a store-and-forward communication

system, if the routing is not well behaved.
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4.5.2 Delay Reduction Due to Alternate Routing

Figure 4.3.1 showed a linear increase in delay as additional
message generatcrs were introduced at iigh traffic leveis. However,
the alternate routing effect will eventually lessen this increase due
to the bifurcation of the traffic flow into two or more channels, as
shown in Figure 4.5.2. This same ef.ect was not observed in the previ-
ous figure (and its related experiment) since the shortest alternate
path between UCIA and RAND involves three HOP's, i.e., UCLA-SRI-
Standard-RAND. Therefore reasonably large queues must build up (of the
order of 10 or more packets enqueued), before alternate routing occurs,
and when such alternate routing does ocrur, the delay is not reduced
significantly due to the three store-and-forward transmissions. A third
di fference between the test conditions of Figures 4.3.1 and 4.5.2
invelves the rate at which messages are transmitted. The UCLA-RAND
test utilized random interarrival times with an average time between
transmission attempts of 200 msec. for each generator. 1In contrast, the
CLA-UCSB experiment utilized RFMM driven traffic, i.e., messages were
sent upon the receipt of the RFNM fram the previous transmission.

Two other aspects of the tests are interesting to campare.
The UCIA-UCSB example of Figure 4.5.2 has a delay slope of about 28
msec. per active generator, which is approximately equal to the 26 msec.
service time of a full packet message and the ACK far the RFNM. The
nutber of generators at which the interference begins to occur is seen
to be about 2 generators, while with essentially zero "think time", the
model would predict a value of 1. This difference is believed to be

due to the "pipeline" effect of the system such that two message bit
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streams can simultaneocusly be in various stages of the transmission,

propagation, and RFNM return portions of the system.

200 -
UC'.A-TO-UCSB TRAFFIC
(FULL PACKET MESSAGES)
RFNM DRIVEN
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Figure 4.5.2 Average Round-Trip Delay as a Function of the Number of
Active Message Generators for Full Packet Messages
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CHAPTER 5

MEASUREMENTS AS REIATED TO ANALYTICAL MODELS

One of the primary functions of the network measurement effort
is to provide a feedback mechanism for the development of analytic mod-
els. For example, a model gurerning some aspect of the IMP behavior
micht be hypothesized and subsequently either verified, corrected, or
bounded by experimental test cases. On other instances, the tests may
provide insights into the actual IMP behavior which would suggest ex-
tensions or refinements to the models, and hopefully this process could
be used iteratively to develop models which satisfactorily resemble the
actual operation cf the subsystem being investigated.

We have attempted to develop a set of test cases to demon-
strate the usage of measurements in providing insights and guidance
into the development of models for a variety of different aspects of
network behavior. Although these models were developed as a part of
this study, they have, in some cases, been found to be quite similar to
previously developed models of other application areas. However, our
intent is primarily to utilize the models, both as a vehicle to demon—
strate the measurement feedback process, and as approxim...ons to the
system behavior. These earlier references are cited in areas which were
found to be "reinvented", with the other areas being felt to be original

contributions.

Preceding page blank
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5.1 A Priority Traffic Analysis Model

A common practice in message switching systems is to have a
priority structure built into the queueing system. These priorities
may be based on either service requirements, the relative urgency of
messages, the need for interactive response, or any other appropriate
rank ordering of message classes. However, we will assuvne that the
priority class of a message is either defined by the message source or
can be determined algorithmically upon injection of the message into
the network, and further that the priority classification of a message
remains fixed as it travels through the net.

Before defining our priority model, we will consider a wider
scope of queue and service disciplines to indicate same of the alterna-
tive designs that might be considered, and to put the model in better

context of the network application.

a. Queue disciplines and the conservation law

The selection of the appropriate priority mechanism is a sub-
set of the more general problem of selecting a queue discipline fram
the multitude of available techniques including FCFS (first came, first
served), ICFS (last ccme, first served), selection at randam, etc.
Kleinrock (KL64) has shown that the average queueing delay is independ-
ent of the queue discipline under the following "work" conserving
corditions:

1. all messages remain in the system until serviced

2. there is a single server
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3. non-preemptive (or preemptive-resume with exponential
service)

4. Poisson arrivals.

This result is his well known conservation law which states

that:

P
Z pp Wp =constant with respect to the queue discipline (5.1)
Pl

where P is the number of priority classes, pp is the traffic in-
tensity, and Wp is the average queueing delay for wnits in the pth
priority class.* The constant is evaluated by noting that for P

equal to one, the system reverts to a FCFS discipline. An intuitive
feeling for the meaning of the conservation law can be gained by re-

writing the sum as:

P

W = A X W 5.2
Z"pp prpp (5.2)
p=l p=1

which by utilizing Little's result (LI61):
Elnl =n =W

(where n is the expected mmber of messages in the system), becames:

P P
W= n_x (5.3)
:‘:‘lpp P g;:"pxp

*We shall utilize the convention that the index 1 has the highest
priority, with lower priority messages having larger subscripts.
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This latter form of the equation is in terms of the average value of
the unfinished work, and while not a formal proof of the conservation
law, does give a feeling for what is being conserved. In essence, the
conservation law reflects the fact that the amount of work remaining to
be done will be independent of the order of service.

In the special case where the service density is the same for

all classes, then:
xl=x2= .eo =}%=x
and Bquation (5.3) reduces to:

P

A W_= X W(CFS) = E[no. in queue] (5.4)
Siep

which states that for this case, both the expected number of messages
in the queue and the expected queueing delay are independent of the
queue discipline.

Although these queue disciplines have the same mean queueing
delay, they can be shown to have significantly different delay variances
and therefore produce differing operaticnal results.* However, for the
special case in which one knows the service requirements in advance, a
significant reduction can also be obtained in the mean queueing delay,
and fortunately the message switching application is one such case. We
shall exploit this situation to the fullest possible extent in our
analysis, in conside.ring both the message delay and buffer storage
aspects -'f the network. Note that this reduction in the average

*
hWhitney tabulates these differences for a nuwber of queue discilines
in Reference WH70.
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queueing delay and the nurber in the system is not in conflict with the
conservation law, since we are not changing the amount of unfinished
work, but rather are taking advantage of the additional information

about the service requirements.

b. Preemptive service disciplines

Just as there are several variations of the queue discipline
in selecting the next message far service, there are also a nuvber of
possible service disciplines. We are concerned here with the preemptive
aspects of the service discipline, i.e., the situation when the service
of a message is prematurely terminated to handle a higher priority mes-
sage. The possible preemptive situations can be categorized into four
different types based on the decision algorithm to preempt and on the

recovery mechanism for the preempted message. The former are:

1. preempt immediately if a lower priority class message 1is
being serviced

2. decide to preempt or not based on same knowledge of the
remaining or expended service on the message being
handled.

and the recovery mechamisms are:

a. a preempted service must be restarted fram its original
starting point

b. a preempted message can be restarted at the point it was
interrupted (or same rell-back point other than its

origin.)
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Although the network being considered does not utilize any
form of preemptive priorities, both cases la and 2a would be feasible,
while the preemptive-resume cases would not be unless major changes
were made in the IMP-to-IMP packet handling protocol, buffer management
methods, and header infoimation. However, che segmentation of messages
into packets, as will be discussed in Section 5.2, provides many of the
preemptive priority advantages, so that the network application of pre-
emptive priorities was not considered to be a fruitful area for further

investigation.

c. The round trip delay considerations of conversaticnal

messages

A primary concern of the analysis will be with the added
delay which the network iniroduces to the interactive conversational
camunications between a user and the camputer. Therefore, we must
consider the delays added to the total round trip of the user-to-cam-
puter camand and the computer-to-user response. Since experience in-
dicates that these two types of messages differ in length by an order
of magnitude,* and because delays in either direction of transmission
are of equal significance to the terminal user, we must consider both
sources of delay in selecting a priority discipline to minimize the
average interactive delay.

The total delay that the network adds to the interactive
response will also include other factors such as propagation and modem

delays, but these effects are outside of our damain of control, so we

= -
Test data taken by Bell Telephone Laboratories indicates a ratio of
about 12 to 1 for such traffic. (See References FU70 and JA69.)
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queueing delay and the number in the system is not in conflict with the
conservation law, since we are not chancing the amount of unfinished
work, but rather are taxing advantage of the additional information

about the service requirements.

b. Preemptive service disciplines

Just as there are several variations of the queue discipline
in selecting the next message for service, there are also a number of
possikle service disciplines. We are concerned here with the preenptive
aspects of the service discipline, i.e., the situation when the service
_of a message is prematurely terminated to handle a higher priority mes-
sage. The possible preemptive situations can be categorized into four
different types based on the decision algorithm to preempt and on the

recovery mechanism for the preempted message. The former are:

1. preempt immediately if a lower priority clasc messzge is
being serviced

2. decide to preempt or not based on same knowledge of the
remaining or expended service on the message being
handled.

and the recovery mechamisms are:

a. a preempted service must be restarted from its original
starting point

b. a preempted message can be restarted at the point it was
interrupted (or some roll-back point other than its

origin.)
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shall corcentrate on those delays which can be reduced by careful
selection of parameters and message hardling techniques. The primary
scurce of delay which one can manipulate is that due to queueing, and
hence this leads to our emphasis on that aspect of the problem. Our
model will be designed to address this problem and will include the
above mentioned variation between the command and response message
lengths.

The service requirement of a message is a function of its

length and the channel capacity, such that:

x =3/

where:

X = scrvice time requir 1 for serial transmission
2 = known message length in bits

C = channel capacity in bits per second

We consider here only :he actual text portion of messages, i.e., the
overhead due to cammunications control characters, header information,
and the check sum is ignored since they are the same for all messages
and are therefore merely an additive oconstant. (This assumes contiqu-
ous messages, and will change somewhat for the segmented message case
considered in Section 5.2.) User-to~computer message lengths will be
assumed to be random variables, with secvice requirements drawn fram
the density function; bu(x) , and similarly the catputer-to—user re-
sponse service times are assumed to be fram the density, bc (x).
We will assume that there are an equal number of user commands

and computer responses, although we allow for an arbitrary di‘{erence
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in their distributions and mean values. This assumption does not take
into account camputer output that occurs with several bursts in the
total response; a situation which is analogous to the segmt;:nted message
casc of Section 5.2. However, there is a compensating user effect,
namely the character-by-character transnission of same terr'inals. In
this mode of operation each character is sent as a separate user-to-
computer message, with a response being generaved only after the entire
multi-character command has been entered. Therefore, the assumption of
an equal nunber of messages from the user and the computer seems to be
reasonable, and it allows us to simplify the analysis by considering

the composite density function:

b(x) = O.Sbu(X) + O.Sbc(x) (5.6)

as the effective service time density of the interference traffic that
a "tagged" message (i.e., one which we will follow through the system)
will encounter upon arrival at the service facility. If we consider a
two-priority system, i.e., the case of P equal to two, then the
probability that a "tagged" user-to-computer command is O the priority
class will be denoted as a,r

a, = Pr(a user-to~ocamp. mes. is of the priority class] (5.7a)
and similarly, any computer—to-user response will be of the same class
with probability, ar where:

a, = Pr(a camp.-to-user mes. is of the priority class] (5.7b)
The selection process for determining membership in the priority class

can be based on message length, urgency, or any other criteria, and
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will result in some average queueing delay for prinrity messages which

will be denoted by:

W, = Flqueue delay | priority message] (5.8a)
with the average queueing delay for non-priority messages being denoted
by:

W, = E(queue delay | non-priarity messaye] (5.8b)
At any given node, the exvected queueing delay for a user-to-computer
message will be:

E[W, | user-to-computer mes.] = q W + (1= o)W, (5.9a)
and for the camputer response, the expected queueing delay will be:

E[W, | computer-to-user mes.] = a, W, + (1= a)w, (5.9b)
The queueing delay of interest is the total for the user command and

the camputer response, and at a given node along the store-and-forward

path, is:
E[Wu + wc] = (au + ac)w1 + (2 - (au + ac)]w2 (5.10)
If we define the parameter, a, as the probability that an arbitrary

message is of the priority class, then for equal rates for user and
camputer Jenerated messages,

a= O.Sau + 0.5<1c
or:

o, + a, = 2a

Substituting into Equation (5.10), we obtain:
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E[wu + wc] = 2{a wl + (1~ a)wz] (5.11)

which shows that the expected contribution to the total cammand-response
delay is merely twice the expected unconaitional queueing dzlay at the
node, and therefore allows cne to utilize conventional queueing thec:y
results in the overall delay analysis.

The introduction of a composite service time density means
that, at best, the queueing system nodel can be of the M/G/1 type (i.e.,
Markovian arrivals, general service times, and a single server). There-
fore, such a model does not have the memoryless properties of the MAM/1
system which make queueing network analysis tractable as discussed
earlier in Section 1.4, and the use of the model to develop procedures
for delay minimization should be considered to be a local optimization
which should lead to good, but not necessarily optimal, overall network

perrormance.

5.1.1 The General Analysis of a Two Priority Class Queueing System

The effect of priorities can be to either give better service
to certain selected messages, or to reduce the average delay for mes-
sages in general. Fortunately, if the higher priority class of messages
is also of shorter length, then one obtains both improvements simultane-
ously. However, longer messages will have larger average delays in this
priority situation as compared to a non-priority system. We shall con-
sider the effect on each class of message in Section 5.1.2, but for
now, we are ooncerned cnly with the overall average message queueing

deleay.
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In the following theorem we shall investigate the change in
this overall expected queueing delay for an arbitrary division of mes-
sages into two priority classes. The result will include the case of
shorter messages having higher priority, but will also be valid for
other cases such as giving priority to long messages or a random assicn-—

ment of priorities.

Theorem 5.1.1

For a single server queueing system with Poisson arrivals,
infinite queueing space, and a general service process, the
e¥pected queueing delay (averaged over all messages) for a

two class priority system will he:

W = W(FCFS) l-_u.x__’_i.
l-a)\xl

using any arbitrary discrimination process to divide the mes-

sages into the two classes, where the notation is:

E[fraction of priority messages] = a (5.13a)

E[sexvice time of a priority message] = >-<1 (5.13b)
and in which:

A = average arrival rate

X = E[service time of an arbitrary message]

x~ = E[square of the service time of an abritrary messace]

W(FCFS) = E[queueing delay | FCFS discipline]
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with:
W(FCFS) =lx7/2(1— p)

and:

Proof:

Fram Cobham's result (0054) we know that .he expected delay for a
priority message is:

W, =W, +n; x; (5.14)
where:

W, = E[queueing delay of a priority message]

W, = E[time to comwplete an existing service]

E[nunber of priority messages in the queue]

and one can sh~w that (e.g., see Reference SA6l):

—

W.=Ax" /2 (5.15)

0
Next we utilize Little's result (Li61), which states that the expected
nurber in the system (or queue) equals the average arrival rate times
the expected time in the system (or queue). Applying these results,

with an average arrival rate of priority messages of o), we obtain:

A

& N g

1

or in reduced form:
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2
W, = A x/2) (5.16)
a e arx
1

By a similar, b.t samewhat more involved procedure, we can calculate the

expected delay for a non-pricrity message. One can show that:

=] ]

w2 = w0 + nlxl + X1 + nx, (5.17)

which states than an arriving non-priority message will expect to wait
for the completion of the service being performed, plus the service

of e n, priority messages already in queue, plus that for the n,
subsequent priority arrivals, and finally, that for the n, non-priority
messages that were already in the queue (which will each require an
average of :-<2 seconds of service). Using Little's result the equa-

tion becomes:

—
_AX T = - -
w2 g + o hlxl + aX w2x1 + (1 - o)A w2x2

which upon combining terms becomes:

(A ;7/2) + a\ ;clwl
W, = =7 (5.18)

p=A X
and with further reduction yields:

W, = 1 (5.19°

The expected delay for an arbitrary message is then found by combining

these two camponents, since the unconditional delay is:
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Eldelay] = W =E E[delaylpth priority ~lass] ¢ Pr[member of pth class]

p
which becanes:
!
W=GW1+ (1 - a) T—_—p—
or:
wo /2 [1-ap (5.20)
= == 0
l- a)\xl

Since the first factor is the FCFS queue delay, and replacing p by

AX to give a similar form to both the numerator and denominator, we

have:
W = W(FCFS) - |1 QX (5.21)
1- anl

which completes the proof.

This theorem indicates that the expected queueing delay with
priorities can be either less than, equal to, or greater than the FCFS
delay depending on the relative values of ;('l and X. However, the

delay will remain finite for all values of p less than unity since:

1 - adx

<1 (5.22)
1 - akx

1
due to the fact that:

X = @ + (1 - a) Xy (5.23)
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Similarly, the zero of the function does not occur in the range of

p <1 since,
adX = ap (5.24)

and o 1is at most equal to unity.

The result of Theorem 5.1.1 was developed independently, but
was later found to be a generalization of an earlier result cbtained by
Morse (MO58) and another described by Corway, et al. (C067). In each
of these cases, the authors were considering a particular scheme of
priority classification, and neither recognized that the result is
applicable to any arbitrary separation of the items requiring service
into two classes, with the only parameters of concern being the fractim
of the items that are in the priority class, and their average service
requirement.

The problem considered by Morse was the following. Priority
messages have an exponential service time density with a mean service
rate of u. Non-priority service requirements are also exponential,
but with a service rate Bu. Note that a priority message may require
a lornger service time than some non-priority message; indeed, the
priority messages may be longer on the average since 8 can either be
less than or greater than unity. Examples of such a system would be
those in which the sender of the message has paid a premium for faster
service, has a degree of urgency, or outranks other users. Morse de-
veloped his solution by considering the state equations for the queues
and solving for the expected value of the queueing delays from the

generating functions. He then consideicd the ratio of delays with and
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without the priorities and obtained as a result,

l-ap
l-oapla+ (1 -a)(l/B)] _ eff .
T=op C (5.25)

ratio =

in which his Paff corresponds to our p, and his value of p is A/u
or our b-cl. His result, which was based on exponential service times
for each of two priority classes, is an interesting special case of
Theorem 5.1.1.

The problem described by Corway, et al. is the same as we
will consider in Section 5.1.2, i.e., the situation when the two
priority classes are distinguished by a threshold service requirerment,
such that messages requiring less service than this threshold value are
considered to be of higher priority. We will discuss their result in
more detail later, since the priority threshold case is the problem of

particular concern to the ARPA network.

5.1.2 The Two Priority Class Case With Priority Based on Message

Length

The two priority class case utilizes a priority threshold,

)gr, to categorize messages into two groups; (1) priority messages for
which 0 < x < 4p0 and (2) non-priority messages with X, <x. For

this special case, the value of o will be a function of XT'

a, = Pr{priority message] = f b (x)dx
0

Gl=(!

fﬁ
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a, = Pr[non-priority message] = fb b (x)dx

Xp

a2=(l-a)

The general two class priority result of Theorem 5.1.1 applies here,

and becomes a function of the priority threshold, xr,

1- a(xr)b-c
1- a(xr)b‘cl(xr)

W(XT) = W(FCFS) - (5.26)

where tl:e functional relationships of & and x, have been shown

1
explicitly. However, we shall drop this functional notation in the
sequel for notational convenience.*

We can determine a number of characteristics of the W(Xnp)
function fram the form of Equation (5.26). For example, for Xp = 0,

there wili be no priarity messages, i.e., a = 0, and we are left with:

W(XT = 0) = W(FCFS) (5.27)

-
Our result was obtained independently from that of Corway, et al.
(C067), who also considered this special case of Theorem 5.1.2. Their
result was of the form:

2
_ OERA . (1- 5@
B0 = T ey (T"pl_)

where: .
P} = AG(dJE[p |p < qd)

and 'G(p) 1is the cumlative service distribution, such that G(d) is
equivalont toour a. Their p and d correspond to our x and XT
respectively. They noted that for any G(p), 4 is an increasing
function of A, and is always greater than E[p]. They calculated the
optimal priority threshold for the exponential and uniform densities
using the approach of Cox (0061).
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The value of c?l can not be greater than x since:

Xp o -
ox, = [ wxIdx < f wooax = x
0 0
In the limit as X becames infinitely lage, oo-cl approaches the

value of X, so that:

W()Qr + =)= W(FCFS) (5.28)

The general shape of a plot of the expected delay, W, as a
function of tle priority threshold, Xpe is therefore known to be equal
to the FCFS value at both extremes of Xpo axd to have same lesser
value at intermediate points. This general shape implies a minimal
delay at same optimal value of Xp ard we <all investigate the loca-
tion of this optimum and the degree of improvement that one can obtain,
This investigation shall consist of four parts; (1) the application of
Theorem 5.1.1 to sane sample service density functions, (2) some ad-
ditional theoretical results fram these observations, (3) the introduc-
tion of a delay cost weighting factor, and (4) same experimental re-

sults pertaining to the two priority class model.

5.1.2.1 ©Examples of the Two Priority Class Case

We will consider several example service time density func-
tions and the corresponding relationships between the queueing delay,
W, and the priority threshold, Xpe These examples provide a more
intuitive feel for the mechanisms involved and for the results that are
obtained. Fortunately, they also provide same new insights and sur-

prising generalizations to the analytical results.
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a. The exponential service density case

If we consider the special case for which the service time

density, b(x), is exponentially distributed,

¥l 0 < x (5.29)

b({x) = pe

we aobtain the following function forms for a and ax,

X -u
o= f ue-uxdx =]1-e XI. ‘15.3n)
0
and:
S -y
ax, = { Xue MXax = %[1 - (14 uxr)e Xr] (5.31)

If we substitute these values into the expressions for wl and w2 of
Theorem 5.1.1, we can obtain the expected delays for the priority and

non-priority messages respectively, as a function of xr, namely:

W = 0x2/2)
l - =
1l - a)\xl
or:
s o/u
W = e (5.32)
l-o[l-(1+uxr)e ]
and:
W
= 1
=15 (5.33)

These equations are plotted as a function of xr in Figure 5.1.1,
with p fixed at 0.8. Both the delay and XI' scales are normalized

191



W DUFUE DELAY

blu] = ua#™

f=08

wwy

HW = uW, + (1 - a) uw,

FCFE DELAY

——— S e — S T S W— S G —

W,

- A O . e o e ]

- -
- -
- o

A ] | | I |
o 1 2 .| L} -]

piy

Figure 5.1.1 Plots of the Queueing Delays for Priority and Non-priority
Messages as a Function of the Priority Threshold, Xy
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with respect to the average service time.
The unconditional average delay, W, is al:o shown in the

figure, where:

W= oW, + (1 - o)W, (5.34)

since o is the probability that a message is of the priority class.
The variable o is a function of Xpe being equal to the cumulative
distribution function,

a =B(X;) = Prix < Xj] (5.235)
The optimal value of XT can be seen to be at about u)(r = 1.6, which
puts the priority threshold at 1.6 times the average message length.
This value of the threshold is much higher than one wculd iituitively
expect, and as can be seen fram the corresponding value of a, means
that about 80% of tie messages in the system would be included in the
priority classl!

The optimal value of XT is that which minimizes the
function, W(x,r) , and Cox (CO61) has shown that, although an explicit
form can 1ot be obtained, the optimal value of xr is related to »p

by the equation:

1_ e
-p——l+%—_-r, ux,r°>l (5-36)

b. A comarison of results for the hyperexponential,
exponential, and Erlang service densities

A broad range of service time densities can be modeled by the
use of hyperexponential, exponential, and Erlang functions, so these

densities were selected as further examples of the optimal priority
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threshold analysis. The hyperexponential density was assumed to have
two equally liked exponential components with service rates of u and

Yu?
bix;y,u) = 0.5ue " + 0.5ype YHX 0<x (5.37)

For this service time density function, the result of ‘lheorem 5.1.1 can

be shown to be:

l-ap
W({X.,) = W(FCFS) - (5.38)
Gl e |
l+y
where:
W(FCFS) = 2 . 1 * Y2 (5.39)
1-p w(l+y) ’
- -y
v=101- (1+ uxr)e ux,r] + -Yl-ll -1+ \'uxr)e ux.r:. (5.40)
and:
= -y
a= B()cr) = 0,5[1 ~ e MXI.] + 0.5[1 - e uXT] (5.41)

The corrveponding relationship between p and the optimai priority

threshold, xro' can also be shown to be:
= =YuH
1 0.5[e Xm +-]1-e )Cm]
—=1] 4+
P _ {1+
oo~ (577

which for y =1, becames tlie exponential result of Bgquation (5.36).

(5.42)

The form of the hyperexporential density of Bquation (5.37)
is useful when one is oconcerned with the ratio of the service rates,

and expects the mean service time to vary as a function of this value,
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since:

§=Bm1=g%Y (5.43)

However, if a constani mean service time is desired, Equations (5.38)
through (5.42) can be modified by the substitution of:

W= ity (5.44)
2yx

which follows directly fram Bquation (5.43), with the expected value

of x being a constant.

The hyperexponential density of Equation (5.37) is actually a
family of functions, if we let the value of ¥y vary as a parameter.
The mean value was given in Equation (5.43) and with the second manent
being:

2

2. 1
E(x] = =1 (5.45)

(yu)
the variance can be shown to be:

02- 1

= 5 13- 2y + 3 (5. 46)
4 (yu)

such that the coefficient of v:.riation is:

S/
= (3 2v + 3y ] (5.47)
1+ 2y +y”

0
Y13
xlja

The coefficient of variation will reach its maximum value of the square
root of three at both extreme values of vy; namely at zero and as it
becomes arbitrarily large, and will be minimum of one at ¥y equal to

unity.
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The Erlang density can also be oconsidered to L2 a family of
functions, with the parameter, K, being any positive irteger greater
than zero, such that:

bixiK, ) = gy () e g < x (5.48)

For K equal to unity, the function reverts to the simple exponential
case, just as the hyperexponential did for y equal to unity. Thus
Erlang densities represent one half of the spectrum of functions which
includes the exronential as a central function and the hyperexponential
a3 the other half, with coefficients of variation of less than unity
for the Erlang case, and greater than unity for the hyperexponeritial.
We will only consider the case of K equal to two for the
Erlang family, since a general solution would require a closed form

representation of the integral,

= KU xr(Ku)
“‘ZK-IS!f X
0

K=l -Kuxg, (5.49)

which is a variation of the incomplete gamma function and is known not
to be expressible in closed form. However, the lack of a general solu-
tion is of little concern because; (1) our a priori expectation is that
the service densities will be more hyperexponential-like due to the
composite user and computer generated traffic, and (2) the effect of
priority handling is most dramatic when there is a large coefficient of
variation for the service times.

For the case of K equal to two, the queueing delay expres-

sion from Theorem 5.1.1 beocames:
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W(X) = WECES) - li } (3.50)
where:
W (FCFS) = %%’T (5.51)
2
6 ={1+2ux, + -(2—12--1- | e M (5.52)
and
c=1-(1- 2ux,r)<~:-2“x'r (5.53)

This result is plotted in Figure 5.1.2 for the case of p equal to

0.6, along with the corresponding delay functions for the exponential

and hyperexpcnential service densities.

The locus of the optimal

threshold points is also shown and both sets of curves indicate the

spectrum of results which are obtained from the Erlang and hyperex-

ponential families.*

An interesting relationship can be noted between the degree

of improvement relative to tme FCFS delay and the location of the

optimal threshold relative to the mean.

For example, for p equal to

0.6, the exponential density has an optimal value of Xp of about 1.4

times the mean and the FCFS delay is about 1.4 times the delay at the

optimal location.

This ohserved relationship can be expressed as:

*

The limiting case of Yy equal to zero does not behave as might be
expected near the origin due to the sharp cusp which forms, and
eventually degenerates into an impulse function.
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Figure 5.1.2 The Locus of Optimal Value Points for Variou; Service Time Density Functions
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W(FCFS) _ XTQ
W(Xro) =

and will later be shown to be true in general in Theorem 5.1.2.

The relationship between the value of p and the optimal

threzhold location can be shown to be:

a+ %)e-zuxm
% (5.54)

uxm-l

for the Erlang (2) service density, and this function is plotted in

1_
p-l

Figure 5.1.3, which also shows a comparison with the hyperexponential
family. The set of curves includes the exponential result of Cox
(C061) , which again displays an intermediate behavior between that of

the hyperexponential and Erlang functions.

c. A comparison of three p.d.f.'swith same mean and variance

The exponential, hyperexponential, and Erlang functions were
of interest since they combine to cover a range of possible distributim
shapes. However, they also have varying maments and it is difficult to
separate the effects that are dependent on density shape versus those
that are a function of the maments. To obtain same measure of this
difference in effects, we shall consider three density functions that
have the same first and second maments, but that differ significantly
in their shape.

We know from the Pollaczek-Fhinchine formula that the FCFS
queue delay for all three densities will be the same, since this delay

is a function of the first two moments of the service time for an M/G/1
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Figure 5.1.3 The Relationship Between the Values of p and the Normalized
Priority Tnreshold for a Spectrum of Density Functions
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system, i.e.:

E{queue delay] = 1—2-— (5.55)

-p

SN

Therefore, the W versus XT curves for all three of the densities
will have the same starting and asymptotic values since this value is
the FCFS delay. Our real concern will therefore be with the shape of
the W versus Xp Curve near the optimal value ard with the resulting
latitude in the selection of the priority threshold.

The three functions which we will consider are the hyper-
exponential density, a truncated 1/x density, and a discrete distribu-
tion, with each distribution having a mean value of 30, a variance of
1350, and a resulting coefficient of variation of 1.22. The three
functions are:

1. b(x) = 0.5pe ** + 0.5yue” WX, 0 < x (5.56a)

for u=1/15 and vy = 1/3

2. bi{x) =1/(x In M), l<x<M (5.56b)

for M = 150
3. bi{x) = 0.56(x-5) +0.255(x - 18) + 0.256(x - 98) (5.56c)

Where the delta function §(x - a) is non-zero only for x = a, where
it has unit probability area. The three functions are plotted in
Figure 5.1.4 and can be seen to differ in shape by a considerable
degree. Fiqure 5.1.5 shows the resulting plots of average queueing
delay versus the locatiun of the priority threshold, and these three

curves are surprisingly similar, but do not have the exact same delay
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Figure 5.1.4 The Three Density Functions

reduction. We observed in the examples of part (b), that the delay
reduction and the optimal priority threshold were related bv:

W(FCFS) _ ‘ro

W(XPO) - X

We unall later generalize this result (in Theorem 5.1.Z), and it will

therefare show that the optimal threshold differs only slightly for the

three distributions.
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Figure 5.1.5 A Comparison of Queusing Delsy Versus Priority Threshold for the
Hyperexponential, Discrete, and 1/x Service Time Distributions

5.1.22 Further Analysis of the Two Priority Class Case

A close look at the priority analysis for the various
different service time density functions suggests several areas of
possible generalization. These observations include the equivalence of

the *wo ratios,

weers) _ *ro
W(Xn,) =

and the similarity of the equations relating o and xm for various

service densities. We shall show that one can indeed generalize these
relationships in the following analysis.

Theorem 5.1.2

The ratic of the minimal queueing delay, W(xm), to the FCFS
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delay, is equal to the inverse of the ratio of Xro to the

mean service time, X, far any arbitrary service density.

w(xm)

WIFCFS) ~ 1/(&0—) (5.57)

Proof:

The optimal priority threshold location, xm, is found by differentiat-

ing the delay expression of Equation (5.12),

W, (1 - aAx)

W(Xp) =

(1-p)(Q - uxil)

However, one would expect that this differentiation could only be
carried out for a particular service density, b(x). If we proceed with

the differentiation in general, we must evaluate the roots of:

d[ Wo(l = ap)

=0
d"r dxl‘l(l -p)(1 - aJ\xl)

(5.58)

The wo

to be considered. We are left with:

and 1 - p factors are not functions of XI" and do not need

d | 1-ao |- o (5.59)
1 - aJ\xlj
Wnere
Xp
a =f b (x)dx (5.60)
0
and:
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X

. r

o) = [ ab(x)ax (5.61)
0

The differentiation results in:
- dx a ., =,
p(l - alxl)ﬁ - A(1 ap)ag(axl) =0

or when we substitute for a and a;cl,asabove:

- qa & qa &
p(l - alx )—iJl b(x)dx - A(1 - ap)aq b ((x)dx = 0

The differentiation of the integrals is easily handled by the relation-
ship that:

Yy
d =
& ! f(2)dz = £(y)

and when common temms are factored out, we are left with: .
o(l - akxl) - A.x,m(l -ap) =0 (5.62)
The terms within the parentheses are those fram the original expression,

and are therefore the subject of our investigation. In particular, we
are interested in the ratio:

l-ap _ p
l-alxl

Since we know fram the definition of p

p = Ax
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1-mw . x (5.63)

1- al§1 Xro

which when substituted into the delay equation produces:

WiXpg) = 1w? 5 (Kp;/—j ) wM)/(ﬁ‘_ﬂ)

This is then a proof of the theorem.

Corollary 1
The optimal pricrity threshold will always be greater than or
equal to the mean service requirement, regardless of the
service time distribution.

Proof:

The theorem proves that:

W(Fcrs) _ Xro
W(X,N)) X

As the arrival rate, A, becomes very small, we know that W(Xro) be-

comes approximately equal to W(FCFS), since fram Theorem 5.1.1,

1 - a\x.

. W(FCFS) . 1
lim = lim ——— = ] (5.64)
0 ") 3301 - o
and that:
W(FCFS) > W(xm) L 2D (5.65)

because x; < X. Therefore, Xpg and X are related by the
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inequality,

> X (5.66)

with equality for the special cases of A = 0 or for the degenerate

case of x1 = X = constant. This conpletes the proof of the corollary.
Another relationship which seemed to have same possible

generality was the function relating o to x,ro with an observed form

of:

f(Xpg +X
S0 %) (5.67)
Xpo = X

This relationship is generalized in the following theorem.

—_= ] 4
pl

Theorem 5.1.3

The general relationship between the optimal priority
threshold, and the traffic intensity is:

(1 - a)lx, = X.n)
X2 ~ *ro (5.68)
Xpo = x
for any arbitrary service density, b(x) where a is the

fraction of messages thal are of the prioritv class, and X,

1
) 1+

is the average service time of a non-priority message.
Proof :

We know fram Bquation (5.62) that,

D[l - M’_(ll = ero[]. - GD]
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where a and o&l are computed at X, from Ruations (5.60) and
(5.61).
Expanding the above equation, we obtain:

b = ahxyp + alXpgp = Ay
or, by recalling that p = AX,

X - oxp + aXparl = AX
vhich results in:

[aXpg = &%) = Xpg = X

If we solve for 1/p we obtain:

o - X,)
%= -—x'ﬂ——_-l— (5.69)
Xro ~ X

which by adding and subtracting like quantities, cne can write as:

xm-§+a()ﬁr0-§1)-(xm-i)_
x.m-I

g

or:

(X - axy) = (1 - a)
%=1+ 1 *ro (5.70)

Xpo ~ %
We recognize fram Equation (5.23), that:
= (1 - a)§2 (5.71)

X - oX,
4

such that
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(1 - a) (%, = Xy

XTo-x

which is the desired result.

1
-3 +
5 1

Thearem 5.1.3 can be utilized to determine the plot of Xro
versus p for any given service time density function. For the ex-
ponential case considered by Cox (CO6l), we can write the result by

inspection since we know that:

a(Xpg) = BlXpg) = e 10 (5.72)
and the mean of the exponential tail is,

Bt ¥
such that:

%- 1+ i:___%_% (5.73)

This equation is equivalent to the result given in Baquation (5.36) and
plotted in Figure 5.1.3.

5.1.2.3 Introduction of a Delay Cost Function

A surprising aspect of the priority threshold analysis of
Section 5.1.2 was the fact that a large fraction of messages should be
included in the priority class. A more intuitive approach might select
only 5% to 20% of the messages for such preferential treatment, and
while intuition should not rule over analysis, it does signal a poten-
tial oversight in the model.
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If one considers the various classes of messages that might
be serviced by a network, the list would include the short messages
such as single character echoplex traffic, terse cammands (such as
/LOGIN), short lines of code, and brief computer responses, and would
cover a wide range of message sizes up to the transmission of large
files. These classes are ordared by message length, but this same
ordering applies reasonably well to one's response time expectations,
and therefore a weighting of delay as a function of the message length
seems appropriate. One such weighting is introduced by the utilization
of a delay cost function, c(x), which is defined as the "cost" of
delaying a message by one second given that the message requires x
seconds of service. This cost can be expressed in arhitrary units, and
is merely a relative weighting of the delcy values for the various
message lengths.

An alternative approach would be to implement N priority
classes for the different message classifications, but the cost func-
tion approach may allow us =0 acoamplish nearly the same effect without
the additimnal overhead of a multiple priority scheme.* We consider
6nly cost functions which are a monotonically non-increasing function
of the service requirement, x, and therefore a family of exponential
curves is felt to be adequate, but they should he normalized to have a

camon expected cost over all message lengths, with a convenient

*Cox and Smith (CO61) consider the case of N priority classes, with
the cost of delay for any message in the ith class being w; units of
cost per second. In our example, the cost function is continuous,
rather than being discrete by class.
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normalization being:
Elc(x)] =1 (5.74)

This expected value will be a function of the service time density,
b(x), but for the exponential cost function, the expected value takes
on a particularly interesting form as shown in the following theorem.

Theorem 5.1.4

An exponential weighting for the cost of queueing delay as a
function of the service requirement, x, and nomalized such

that the expected cost is unity, is:
clx) = e X/B* (k) (5.75)

where B* (K} is the Laplace transform of the service time
density, and K is an arbitrary positive constant that con-
trols the degree of the weighting.

Proof:
An exponential cost function is desired of the form:

clx) =a e, 0<x (5.76)
with the constraint that:
Elc(x)] = 1.

The expected value of the cost function is, in general:

Elc(x)] = { T ()b (x)dx (5.77)

With the exponential form of c(x), we cbtain:
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Elctx] = f a e Pomax (5.78)
0

which can be rcoognized as being of the form of a Laplace transform,

b} = B*(s) = [ e Pbiaax (5.79)
0

which for s = K results in:
Elc(x)]) = a B*(K)

Since this expected value is equal to unity, we have the relationship:

a = 1/B*(K) (5.80)

and therefore the generalized exponential cost function is found to be:

c(x) = e F%/B# (k) (5.81)
which proves the theorem.

For the exponential service density,

b(x) = pe %, 0< x

the Laplace transform is:

U
s+ U

B*(s) =
and the cost function becomes:

c(x) = %ﬂ e & (5.82)

A more convenient notational form results if we make the substitution

of variables,
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k' = k/u (5.83)

such that:

clx) = (k' + l)e-k'ux (5.84)
A family of exponential cost functions are thereby produced, ranging
fram the extreme case of a constant, c(x) equal to unity, for k'
equal to zero, to very sharply peaked functions near the arigin. The
latter would heavily weight the delay for messages requiring very short
service times, as shown in Figure 5.1.6.

clx) = (Kk° + 1) ¢ KHx

Figure 5.1.6 Examples of the Exponentiai Family of Cost Functions

The introduction of a delay cost function changes the priority
analysis of Section 5.1.2, such that for a message requiring x seconds
of service, the expected delay cost is:
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E[delay cost | x] = c(x) * E{queue delay | x] {5.85)

For the two priority class system,

]
=

Elqueue delay | x < Xp) 1

it
=

E[quene delay| x > Xp) )

such that the unconditional delay cost function beocames:

X

Eldelay cost] = W, f ctobtax +w, J ctibxiax
o

We shall introduce the notation:

S

a_ £ [ coobmax (5.86)
0

resulting in:

E[delay cost] = acwl + (1 - GC)WZ

The equations for w1 and w2 are not functicns of c(x), and there-
fore are as in Pguations (5.16) and (5.19). Substitution and simplifi-

cation produces:

: _ W0 1 - a.p
[delay cost] = m-5" — (5.87)
1- u)\xl
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in which both a and a, appear. For the exponential cost function
and the exponential service density, the equation for a, becames :

Xr et
a. =f ulk' + le G +]')m‘dx
0

- (k'+1)
i =3 Ete W (5.88)

(o

The resulting cost-weighted delay as a function of the priority thresh-
old, is shown in Figure 5.1.7. The reader should recall that, with the

08 =

5
.|
8
E k' = 100

Figure 5.1.7 Optimal Priority Threshold Curves for Several
Parameter Values of the Exponential Cost Function
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exception of k' = 0, the delay is not scaled in normal time units, so
the apparent delay reduction for k' > 0 is merely due to the lesser
weighting of the delay for long messages. However, the net effect of
the cost function is to decrease the optimal priority threshold, Xpe
which also reduces the fraction of the messages in the priority class.
This reduction is consistent with one's intuitive expectations, which
implies that sare similar cost-weighting may be inherent in the
intuition.

5.1.2.4 Reduction in Buffering Needs Due to Priority Handling of
Messages

Little's result, n = AW, would lead one to believe that we
can reduce the buffering needs at the same time that we reduce the
expected queueing delay, since the number of messages in the queue is
proportional to the average queueing delay. However, the extent to
which the delay reduction results in a similar reduction in the bu.fer-
irg requirements is dependent on the storage allocation scheme. For
example, if storage is allocated with an arkitrarily small number of
bits in a segment, then the priority system will have no storage ad-
vantage since bits will be freed at the service rate of the channel
regardls ;s of whether long or short m:ssages are being served. The
other extreme is when storage is allocated in fixed length blocks, in
which case serving short messages frees these blocks of storage most
rapidly. These two allocation schemes are bounds on the effect of pri-

orities, and will be discussed in more detail in the following

paragraphs.
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a. The continuous storage allocation model

Although we know fram the above argument that introduction of
priorities should not effect the storage considerations for this case,
let us lock at the analysis in more detail since it brings out several
interesting aspects of the problem. The expected storage requirement
is:

E[storage requirement] = C[ﬁl)-:l + ﬁz)-czl (5.89)

vhere C is the service rate in bits per secord. Using Little's re-
sult aqain we can obtain:

E[storage requirement] = Afwldt'l + (1- a)wzd'czl (5.90)

in which C)-cl is the expected length (in kits) of a priority message,
and W, is the expected time that such a ne.ssage requires this storage
due to its queue delay. (Storage is also required during service and
until an ackrowledgument has been received but we are not considering
these effects here.)* These products of storage rceded and the time
period fur which it is hLeld form a measure of buffer utilization,
namely the bit-seconds of storage requirement.

If we substitute for the values W,, LY and )-:2 and sim-

plify the resulting expression we obtain:

-4 W
E[starage requirement] = ACx(l—_D—p-) =.91)

*'lhe time required for serial transmission, propagation delays, and
acknowledgement return are indeperdlent of the factors being considered
here.
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which is merely the FCFS storage requirement. ‘lhis result could hawve
been obtained directly fram the conservation law since this law is
based on the fact that the expected amount of unfinished work in the

queue is independent of the queue discipline.

b. The fixed length storage allocation model

If all message lengths are less than same finite maximal
length, L, and if storage is allocated in segments of this maximal

length, then the expected storage requirement is:

Elstorage requirement] = L[r-m1 + 52] (5.92)
or from Little's result,
E(storage requiraement) = axwlL + (1- a)szL

which upon substitution for w1 and w2 becames:
"y 1 - ok

1 - alx

E(storage requirement] = AL 1
1

The expected reduction in the storage reguirement due to the priorities
is the same as the reduction in the expected queueing delay, as would
be expected since in this case the storage requirement is directly
proportional to the number of messages in the system. In fact, Bquation
(5.93) could have heen obtained directly from Equation (5.12) and
Little's result, since the proportionality factor is know to be L.
Since this is the same reduction factor as was previously
seen in terms of the average queueing delay, all of those plots are

equally applicable to the buffer considerations. However, one
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additional plot is shown in Figure 5.1.8 to indicate the typical range
of values of n, and to show the relative insensitivity of the selec-
tion of the priority threshold. Even when the threshold is varied from
one-half to twice the optimal value, the improvement factor is only

slightly degraded for this example case.

HYPZREXPONENTIAL DENSITY FCFS
vy=%

% Xpo < Xp <2 Xgq

AVG. NO. OF BUFFERS UTILIZED

Figure 5.1.8. The Effect of Priorities on the Buffer Requirements {or the Case
of Fixed Length Buffer Allocation
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5.1.2.5 Experimental Verification of the Priority Model

The priority model was evaluated via an experiment in which
the priority threshold parameter of the IMP was varied and the resultim
queueing delays were measured for several values of the traffic inten—
sity, p. The values of p were selected using the techniques of
Section 4.1.3, with the nuwber of active generators being selected as
the alterable parameter. (Changes of the message lengths would have
complicated the comparison with the theoretical results since both a
and x would vary.) The set of simulated parameter values were selec-
ted from Figure 4.1.3, with the simulated values of p of 0.3, 0.5,
0.6, and 0.8 being generated Ly the selection of 5, 8, 10, and 14
messace generators respectively. The time parameter, T,, was set
accordingly at 200 msec. for all of the tests. An average message
length of 320 bits was selected as a compromise between (1) desiring a
reasonably large variable component for the message servics time, and
(2) being able to neglect the effect of message segmentation into pack-
ets. The service time for a message therefore consists of an average
of 1/u = 6.4 msec. for the exponentially distributed message length
portion, plus an average overhead cawonent of )(0 = 2,9 msec. for the
header ard lire control characters, as shown in Figure 5.1.9. The fig-
ure also indicates the service time requirement for the acknowledgement
traffic which occurs due to the RFNM (Request For Next Message) mechan-
ism, (i.e., each RFNM must be acknowledged). Acknowledgements require
a service time of X, = 3.0 msec. for serial transmission, and occur
with an average arrival rate, Aa' that is equal to the average arrival

rate of messages, )\n' such that the camposite average arrival rate
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b(x)

| %
Xq

Figure 5.1.9 The Composite Service Time Density

becames :
A= Aa + )\n

and the canposite traffic intensity is:
e = )‘a xa + Am(xt') + M)

Since )‘a and )‘m are equal, the value of Pe can be written as:

o xa+x0+1/p
c 2

which is of the usual form, i.e., the product of the average arrival
rate and the average service time.
The effect of the acknowledgement traffic was shown in

Equation (4.5) to result in an average message delay of:

W
W(FCFS message traffic) = =% )":1 =)
“a c
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where G is the traffic intensity of acknowledgements,
by = A xa/z

and W is the expected time to camlete any existing service, which is
from Byuation (5.15):

W. = \ E[x%]/2

0

Since the service is the corposite of two camponents, wo beocomes:
2 2
Wo = A, E[x" | an ACK]/2 + Ay Elx |a mes.]/2
which can be shown to be:

2 2
Xy )%+ (x)

_ A 2

For the values of the service time variables given above, the expres-
sion reduces to:
W, = 168.3]
o 2"
and results in an expected FCFS message delay of:

A[34.2]
(1- p) (1 - o:T

W(FCFS) =

For the p = 0.8 case, ) is equal to 0.13, and Py
becames equal to 0.195, which results in a theoretical FCFS queueing
delay of approximately 28 msec., campared to a measured value of 32
msec. This error is quite acceptable when one considers that a 1%
error in the arrival rate at a value of P near 0.8 will result in a

queueing delay error of about 1.5 msec. The fact that the shape of the
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theoretical and measured delay curves match well as a function of the
threshold value, and that the two sets of values agree quite well for
p = 0.6, gives good support for the validity of the model. The relative
error for the p = 0.5 case is surprisingly large, but is believed to
be due to two sources cf error; (1) the resolution of the round trip
time measurement is 0.8 msec., and (2) the queueing delay value is deter-
mined by subtracting the relatively large fixed portion of the rowd
trip time (about 20 msec.) from the average round trip measurement.
Hence, the queueing delay values far the lower values of p are subject
to much larger relative errors, i.e., the same fixed value error has a
much larger apparent effect. More precise maasurements oould have been
made by the use of trace data, but were not felt to be justified since
differences between the queueing model and the actual system perform-
ance are typically more acute at the higher values of p.

The data of Figure 5.1.10 is shown with the queueing delay
scaled in msec., but can be normalized by dividing by the average ser-

vice time of the composite traffic,
E[x | composite traffic] = 0.5(3.0 msec.) + 0.5(9.3 msec.)

for an average value of 6.2 msec. Therefore, the normalized queueing
delay for the p = 0.8 case is 4.5 campared to a normalized value of

4.0 for the exponential exanple of Figure 5.1.1. The cawposite density
has a larger delay value due to the added delays of the higher priority
acknowledgement traffic, although the exponential service density has a
larger variance and hence would otherwise have the greater queueing

delay.
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Figure 5.1.10 A Comparison of the Theoretical and Experimental Values of
Queueing Delay Versus the Priority Threshold Location
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The degree of improvement between the p = 0.8 c:zses of
Figures 5.1.1 and 5.1.10 also makes an interesting camparison. For the
exponential service density, the average delay was reduced by 42% com-
pared to the FCFS delay, while the delay reduction for the camposite
service density was only 30%. This lesser reduction in delay is due to
the fixed service time camponents, which cause the theoretical model of
Bquation (5.12) to take on the form:

W = W(FCFS) I'GA[X*'}-/U]

l-al[X+ xl]

This relationship shows that as the fixed component, X, is increased
relative to the variable camponent, 1/u, the degree of improvement will
be decreased accordingly. Future analysis and experimentation should
probably consider the overhead due to the HOST-to-HOST protocol as part
of this fixed component.

The general agreement between the predictions of the theoreti-
cal model and the experimental data was very enocouraging, but an even
more important aspect of the experiment was that it brought about im-
provements in the model. For example, the fixed time camponents that
acoampany each message had not been included in the originai model, but
became abvious when the experiment was being designed. However, a more
subtle effect involved the handling of the acknowledgements for the
RFM's which had also been overlooked. This effect was uncovered while
attempting Lo reooncile earlier experimental data, but was finally in-
cluded in the model by utilizing part of the original priority analysis.
This iterative and complementary usage of the measurement and modeling

techniques is believed to be a significant advantage over the use of
either approach by itself.
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5.1.3 The Introduction of Additional Priority Classes

For the case of priorities being determined by an a priori
knowledge of the vervice requirement, we can generalize the categoriza-
tion process by defining the i™ priority class to be that set of
messages which have service requirements in the rarge, ST} < x < X,

The fraction of the messages in the class is then:

X,
i
0, = f b (x)dx (5.94)
¥i-1
and the expected service time, given that a message is in the ith
class is:
X,
= 1 i
X == f X b{(x)dx (5.95)
ig,
i-1

For a system with P priority classes, there are P - 1 priority

threshold to select, subject only to the constraint that:

< < ...~ (5.9€¢)
xI‘l xr2 xTP—l

This is a situation that leads to an increasingly complex optimization
problem as the value of P becomes larger. To avoid this combinatorial
explosion, we will only consider two special cases; (1) the three
priority class case with xrz = B)er 8 >1, and (2) the case of equal

probability areas for each class.

5.1.3.1 An Example With Three Priority Classes

A priority threshold, YT which divided messages into two

priority classes was oconsidered in Section 5.1.2, and we now wish to
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extend this notion to additional priority classes. If we consider as
an example, the case of two priority thresholds, Xp and Xp we

1 2
will have three priority classes, and will define these classes and the

associated variables as shown in Table 5.1.1.

TABLE 5.1.1
NOMENCIATURE FOR THE THREE PRIORITY CLASS CASE

class 1 class 2 class 3
Priority high medium low
Service times xfx,r xr<x5xr Xp <X

1 1 2 2

Average queue delay w1 w2 w3
Fraction of messages a a, ay
Arrival rate al)‘ “2)‘ a3)‘

Follcwing the approach of Section 5.1.1, we have:

W

wl = —-9—:' (5.97«3)
l - )‘ulx1
W, + Ao, X, W
Wy = —2—L11 (5.97b)
1 - )‘(mlx1 + azxz)
W. + Aa X, W, + Ao, X, W
0 1% 25272
w3 =5 (5.97c)
and an expected queueing delay of:
W= °1w1 + aW, + a3w3 (5.98)
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This result is shown in Figure 5.L11 for the special case of an
exponential service density, a traffic intensity of p = 0.8, and
priority threshold of XTZ = 2&1,1. The two priority class case from
Figure 5.1.12 hasbeen superimposed to indicate the effect of the addi-
tional priority class, and as usual, the axes are nomalized with re-
spect to the mean service time. The comparison shows a relatively
small improvement in the average queueing delay, but a somewhat extended
latitude of threshold values for vhich good improvements were obtained.
The delay of the third priority class shows a rapidly increasing value
as xrz increases, but of course, there are relatively few such mes-
sages at high value of xrz for this distribution. The middle class
messages have a delay varying from that of the highest priority messages
for xrl near zero, to that of the two priority case for large values
of xrl, since at both extremes, the system is essentially a two pri-
ority class system. The highest priority message delays are the same
for both systems since the further subdivision of lower priority mes-
sages does not affect the class 1 messages.

In the above example, the two priority thresholds were related
by xrz = 2xr1. We can expand this relationship by introducing the

parameter, 8 such that:

N = BXT,
L

2
The effect of varying this parameter is illustrated in Figure 5.1.12
for a hyperexponential s=rvice density, and for a traffic intensity of
p=0.6. Note that for B =1, the two thresholds are superimposed,

ard degenerate to the two priority class case. The improvement for
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Figure 5.1.11, A Comparison of the Delay Curves for Two and Three
Priority Classes. (Exponential service)
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Figure 5.1.12, The Effect of a Second Priority Threshold, th = ﬁX"
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B =~ 2 is similar to that observed for the exponential dersity in
Figure 5.1.11 and a slight additional improvement is obtained for

B = 4. However, for higher values of £, no further decreases were
observed, and the curve begins to revert to the 8 =1 case which it
will approach agynptotically as B8 becaomes infinitely large.

One should not be too dogmatic about conclusions drawn fram
these two exanples, but they seem to indicate that additional priority
Cclasses provide little improvement in the queueing delay, but do in-
crease the latitude of the improvement relative to the threshold loca-
tion. That is, the precise threshold locaticu is not as critical for a
given servioe density, and conversely, a éive.n set of thresholds may be

reasonable for a wider class of service density functions.

5.1.3.2 The Analysis for P Priority Classes

The queueing delay expressions of Equation (5.97 a-c) can be
readily extended to the case of P priority classes by first rewriting

them in terms of W_,

0
Yo
wl = — (5.99a)
1~ Aalxl
)
W, = — — - (5.99b)
(1- Aalxl) - A(ulxl + u2x2)]
W
. 0 Q0
W3 (5-.9\')

1- A(u1§1 + uz)—cz)]'[l - A(al'il + o.2§2 + a3§3)]

and noting that the results are of the form:
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W
W= ] (5.99d)

ST Y
) a.xX. 111 - X o.X.

which is Cobham's result (0054). We are more concerned with the

expected queueing delay averaged over all message classes,

W= “1“"1 + °2w2 + ... + apwp (5.100)

which after considerable algebra, can be represented in the form of the

FCFS delay and an improvement factor,
p ke
. n 1-) 2, a.x

P p-2 3
Sl 1 |- & o
1 e llk=p+l j=mp 11
l-p pP-1 ]
n l-Aﬁaixi

This is the generalization of Theorem 5.1.2 to the P priority class

(5.101)

case, and has the same generality of priority classification as the
original theorem.*
If one expards the products of Bquation (5.101), the numerator

and denominator cancel except for two factors leaving,

2]

W = a (1 - p)
W= I QTI Z P - (5.102)
p=1 Il-Aiglaix:.L-Il-).ngajxj

in which the 1 - p factors cancel leaving a result given by Cox and

Suith (CO61). However, the cr.ellation cf the 1 - p factor in their

t 3
Due to the gererality of the priority classification of Equation (5.101)
the factor witnin the braces will not necessarily be less than unity.
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previous analysis lost the more explicit and intuitive form or repre-
sentingthee:q)ecteddelayastheprodwtofmee@ectedMSdelay
and a reduction factor as shown in Bquation (5.101).

5.1.3.3 The Limiting Case of a Continuum of Priority Classes

If the nunber of priority classes is allowed to increase
indefinitely, the sumation of BEquation (5.102) approaches the integral

result of Phipps (PH56),

_2_ oo
waAX f B (x) (5.103)
2
5 |1-A fxydB(y)]
0

where the expected remaining service time, wo, is replaced by its

equivalent,

- A

and the an's become the elemental areas dB(x), or in the case of

continuous functions, b(x)dx.

If we oonsider the hyperexponential service time example,

b(x) = 0.5ue "™ +0.5ynue ¥

then we know fram Bquation (5.45) that:

;2— = (1+ Yz)/(u Y)2

and one can show that:

X
[y ptay = 43 (5.104)
0
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where:

v(ux) = [1 - (1 + uxjexp(-ux)] + é (1 - (1 + yux)exp(-yux) )

The integral for the expected delay then beomes:

ALty [Tbx

2u 2

u Elqueue delay] = 5
Y -
0 N 21]1

dx (5.1n5)
Due to the complexity of the integral when we include the expressions

for b(x) and y(ux), the evaluation was performed numerically to ob-
tain the results shown in Figures 5.1.13 and 5.1.14. The first figure

FCFS

HYPEREXPONENTIAL
y=*%

2 PRIORITY CLASSES
3 PRIORITY CLASSES
CONT. PRIORITIES

1.0

Figure 5.1.13. A Comparison of the Queueing Delays for the Cases of No
Priorities, Two Priority Classes, Three Priority Classes, and
a Continuum of Priority Classes
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i CONTINUOUS PRIORITIES
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Figure 5.1.14. Typical Plots of Queusing Delay Versus Priority Threshold

is a comparison of the optimal delay values for the cases of two and
three priority classes, with the FCFS delay and the continuous priority
delay shown as bounds on the delays. The introduction of a single pri-
ority threshold, i.e., two priority classes, can be seen to accamplish
the major portion of the available reduction in delay, but one should
recall that the latitude of reasonably optimal values was also improved
by further priority classifications. In cases where the density func-
tion is unknown or is variable, this increase in latitude may be par-
ticularly important. Figure 5.1.14 shows a typical plot of the delay
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versus the threshold value and includes the contimuous priority model
as the lower bound. Here again, one can see the closeness to this

limiting case for the case of merely two or three priority classes.

5.1.3.4 Considerations of the Cost to Implement an Additional
Priority Class

The optimal priority system was shown to be one with a
continam of priority classes. However, if one associates a non-zero
cost to implementing the priority classifications, the optimal value
will be for same finite number of priority classes, and we will next
censider the problem of how to find that optimal number of classes.

One of the problems in the optimization of multiple priority
classes is the selection of the various priority thresholds, i.e., the
borders between the classes. We shall arbitrarily resolve this by
selecting equal probability areas for the priority classes. For ex-
ample, if one has P different priority classes, the boundaries shall
be selected such that:

Xp

i
b(x)dx = 1/P for i=1,2,...,P (5.106)

i-1
where:

oandxr%m
P

Xp

0

Cobham's result which was derived in Section 5.1.3.2 states that:

1-2 ng aj;c'jl

W = "o
P p-l

’ p = 1,2,...,p (5-107)
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Where:

wp = E[queue delay for a priority class p message]
and the priority precedence relations are such that class 1 messages
have priority over class 2 messages, etc. The average queue delay is:

W= alwl + “2w2 + ...+ apwp (5.1n8)

but for the case of:

W=

| =~

[w1 + w2 + ...+ WP] (5.109)

with each delay tem, wp, being as given in Bquation (5.107). A plot
of the delay, W, versus the number of priority classes is shown in
Figure 5.1.15 for several values of p and an exponential service den-
sity. Once again the rapidity with which the delay reduces as the first
few priority classes are introduced is apparent. The figure also

shows the delay values for the optimal two priarity-class case, which
for p equal to 0.8, results in a further delay reduction of about 10%
beyord that of the "equal probability area" threshold.

If we include a cost function to account for the overhead
associated with the priority mechanism, we must establish two criteria.
First the unit of cost must be selected, e.g., in actual dollar costs,
in CPU utilization, in added message delay, or perhaps in terms of mem-
ory requirements; and secondly, the functional relationship between the

cost and the number of priority classes must be approximated. An
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Figure 5.1.15. The Effect of the Number of Priority Classes on the
Expected Q..eueing Delay
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investigation of several possible priority implementation schemes

indicated that the most critical cost effect was the core storage re-
quirement for the priority determination and marking routines, and
the additional linked lists to mechanize the priority queues. These

costs grow in a manner which we will approximate by:
cost = K 1In(N) (5.110)

where N is the number of priority classes and K is a free variable
to be selected. The choice of the base for the logarithm is arbitrary,
since it merely changes the value of K, but for convenience in hand-
ling the integer values of N, we will utilize base .wo logarithms.

The cost function then becames:;

cost (in memory requirements) = K'logz(N) (5.111)

where K' is equal to the memory requirement to implewent the two
priority class case, which we will refer to as M2 The cost function

to implement P priority classes can then be written as:

Cp = Cost (in memory requirements) = leog2 (P) (5.112)

and is the cost that must be considered when one implements additional
priority classes. The logarithmic cost function was chosen for a
variety of reasons including; (1) it has a zero value for a single
priority class, i.e., FCFS, (2) it has a decreasing slope as the number
of priority classes is increased (which accounts for the use of more
efficient priority queue handling mechanisms), and (3) because the time
required for the priority classification via a binary search is known
to be proportional to the logarithm of the number of categories.
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If we assume, as in Section 5.1.2.4, that messages have same
predefined maximal length, L, which defines the block size for storage
allocation, then on the average, n such blocks will be linked to-

gether on an output queue, where by Little's result:
E[number in queue] = n = W

If each such storage block is of length L, then the expected storage

requirement for the enqueued messages is:
E[storage for buffering] = AWL (5.113)

The requirement that message lengths have same such finite upper bound
is a practical necessity, but does not introduce any theoretical prob-
lem in the model since the message length distributions can include a

discrete (delta function) camponent at the length, L. Under these con-
ditions, the expected storage requirement for buffering can be reduced
by the same priority techniques that reduce the average queueing delay,
W, and when both the priority implamentation and buffering considera-

tions of Bguations (5.112) and (5.113) are conbined, the total storage

requirement for a store-and-forward node with Q output queues becames:

E[storage] = QALW(P) + leoqz(P) (5.114)

If it were not for the leogz(P) component, this expected value
would be a continually decreasing function of the nunber of priority
classes. However, the growing implementation cost camponent will re-
sult in a finite optimal number of priority classes, and it is this
number of priority classes which we wish to determine.

The example of Figure 5.1.15 was extended to include this
cost function, using the approximate implementation costs of the ARPA
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network IMP, i.e., a requirement of about 25 IMP-words to implencnt the
two-priority class mechanism, and L = 63 I'fP-words, for a value of

Mz of:

M, =2L=0.4L

DN
wijnn

The expression for the average storage requirement is then:

E[storage] = Q\x w—il—)l- L + 0.4L log, (P)
X
which can be written as:
Elstorage) = QoL uW(P) + 0.4L logz(P) (5.115)

This function is plotted in Figure 5.1.16 for the exponential service
example of Figure 5.1.15 and for Q = 3. Several values of p are
shown, with definite optimal, i.e., minimal cost, values being indi-
cated. As expected, the higher values of p show the greatest im-
provement due to the priority implementation, and show the benefit of
introducing additional priroity classes, up to a maximm of about three
or four classes. In contrast, the lower values of p indicate that
the FCFS system has the minimal cost since the average mmber of mes-
sages in the queue is very small. However, the effects are of primary
concern at the higher values of p, since effective buffer utilization

is more critical wxder heavy loading.

5.1.3.5 Design of an Experiment to Verify the Multiple Priority Model

An experiment could be run to verify the multiple priority
model by an approach quite similar to that utilized in Section 5.1.2.5
for the two priority model. Artificial traffic would be set up as
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Figure 5.1.16 The Expected Storage Requirements Including the Priority Implementation Costs
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before using fixed length messages and varying the number of active
generators to establish the desired levels of the traffic intensity, o.
For purposes of the design of a suggested cxperiment, it will
be assumed that a multi-priority syster will be investigated using the
equal probability area criterion for determining the priority classes.
An exponential distribution of message lengths would be utilized with
an average length of 40 bytes (to minimize the truncation effect of
packet segmentation). Therefore, the priority threshold fcr the two

priority class system would be set at a length, I'b' where:

e-Lp/r=0 5

.

with ¥ equal to 20, i.e., the average message length in terms of
16-bit IMP words. (The priority threshold should be expressed in terms
of IMP words since that is the way in which the variations would be
made during the experiment.) For the two priority class system the

priority threshold is therefore,

Lp = 0.69% = 14 words

This value will be sub-optimal because the optimal threshold is known
to be greater than the mean value. However, it should serve as an
experimental test point to compare with the theoretical results of
Figure 5.1.15. The thresholds for the three priority case can be de-

termined in a similar manner by:

-1, _

p
e 1/2'= 0.67
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with resulting threshold values of:

0.402 = 8 words

L
"

L. = 1.112 = 22 words.

The thresholds for higher numbers of priority classes would he deter-
mined in a similar manner, with experimental data taken for each such
set of values and campared with the theoretical results of Figure
5.1.15. Values of p equal to 0.4, 0.6, ad 0.8 would be adequate to
verify the model, and should give large enough queueing delays to give
good results fram the round-trip delay pcrtion of the accumilated
statistics. The UCLA-to-RAND path would again be utilized for the test
to avoid alternate routing effects.

The larcest error for such a test should occur for the highest
value of p, which for p equal to 0.8 * 0,05, would result in errors
of about #20% to 30% about the naminal delay value. The accuracy of
creating a traffic level of p equal to 0.8 should be samewhat better
than this *0.05 value, so that the error would not be expected to be
quite that large, but could easily be in the 10% to 15% region.

This experiment was not performed due to the difficulty of
implementing the various priority mechanisms by IMP program changes, and
the fact that such changes would have to be performed by the network

contractor, BBN.
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5.2 Models for the Segmented Message Case

The preceding analysis assumed that messages would be
serviced in a contiguous manner, and that message buffers were of suf-
ficient length to hold a maximal size message. A number of practical
desires and constraints can not necessarily be met by such a scheme,
and therefore most message switching systems are designed to handle
fixed length message segments. Same of the consequences of such seg-

mentation are considered in the following sections.

5.2.1 Rationale and Effects of Segmentation

The wide variation in possible message lengths leads to the
segmentation of messages into shorter fixed length blocks or packets,
to smooth the service demands, and to give better response to short
interactive messages. The buffer allocation problem may also be af-
fected by the segmentation because of the need, in most equipment, to
allocate space in fixed size blocks, but such segmentation does not
necessarily affect the message flow since small buffers can be linked
together to store a given lengt!: message. However, if the messages
must be transmitted as a contiguous bit stream, interactive messages
may be delayed excessively, so that somc type of preemptive or pre-
emptive-resume discipline might be considered. The segmentation of
messages into packets is similar to the preenptive-resume situation,
but preemption is allowed only at the packet boundaries. Some overhead
is required in either case, with the individual packet overhead being
the camunication control characters and the header information. The

advantages of segmenting messages into packets generally favor small
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packet sizes, but the packet overhead cost must be balanced against
these gains to determine the optimal packet size. We will consider
some of these packet size selection criteria in Section 5.2.4, but for
now will further explore the advantages of reducing the packet size.

The analysis of Section 5.1.1 showed that the expected
queueing delay is proportional to the average time to complete an ex-
isting service, wo, which in turn is proportional to the second moment
of the service time. Truncation of the service time density reduces
this second moment, as shown in Appendix A, and thereby leads to shorter
queueing delays for priority messages.

A second effect of interest involves the changes in the
arrival times when messages are segmented. By definition, an arrival
occurs when the last hit of a contiguous bit stream reaches the IMP,
and the effect of the different arrival epochs in reducing the amount
of unfinished work in the system is shown in Figure S5.2.1. “ie seg-
mented message case also decreases the total delay by the fact that
arrivals occur earlier, and that the input and output processes temd to
be overlapped. The reduction in the amount of unfinished work implies
that the storage requirement should also be less for the segmented
case, a consideration that will be pursued in Section 5.2.3.1.

A third consequence of segmentation is its effect on the
error control techniques used to detect and correct transmission errors.
Longer segments are more likely to contain random errors and also make
retransmission more costly, but allow the use of more efficient error
control codes. An optimal balance of these factors depends on the

error mechanism and rates involved, and has been considered in previous
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studies including that of Kirlin (KI69). The line quality and error
control in the ARPA network have been quite effective and do not appear
to be a determining factor for packet size, and therefore will not be
considered further., (A 24-bil cyclic orror checking code s appended
to each packet, and is checked and regenerated at each store-and-
forward IMP).

The segmentation of messages into separate packets which can
flow through the network independently irtroduces the possibility of
gaps between packet transmissions. These gaps are typically due to
other traffic in campetition for the service facility, and cause addi-
tional delay components at the destination because the message must be
fully reassembled prior to transmission to the HOST. Aside from such
gaps between packets, the individual packets may have arrived out of
sequence, duplicate packets may have been recieved, or in rare cases
one or more packets may have been lost, so that the reassembly process
requires numbering the packets and indicating the final packet of a
message, as well as time-outs to discard message fragments in the latter
case. The selection of this time-out value and the mechanism for allo-
cating reassembly buffers are important system parameters, and need
careful attention. Several possible allocation procedures are possible
including; (1) reserving the proper number in advance by a "request to
send", (2) setting aside a full set of message reassembly buffers upon
the receipt of the first packet of a message, and (3) allocating buffers
on an "as arrived" basis. A concern in the latter case is that in
r2riods of congestion, few complete messages might be reassembled due

to the exhaustion of the buffer supply by numerous partially reassembled
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messages.

The area of message segmentation is rich in possible
advantages and pitfalls, which makes it a viable area of analysis and
measurement, with the goal of improving the network performance by
finding more optimal techniques and parameter values. Several such
aspects are oconsidered in the following sections, with both analytic
and experimental methods being utilized.

5.2.2 The Separation Between Packets

If there were no other traffic in a store-and-forward network,
the packets of a message would flow through the net in a contimuous
stream. However, when other traffic is introduced at the various nodes,
the various message packets tend to became interspersed, and the packets
of any given message may become separated. This intermixing does not
necessarily change the average delay in flowing through the network,
since the messages are essentially time-sharing the channel capacity,
and analogous time-shared.computer analysis results have indicated cer-
tain conservation relationships (KL64). However, the network problem
differs in several ways including the lack of well ordered service
scheduling, and also in the fact that the net involves a sequence of
such facilities. There is an intuitive feeling that as packets became
separated, interference may became more likely and therefore that the
expected gap size may tend to grow as the message flows through a large
network. We will show in Theorems 5.2.1 and 5.2.2 that the expected
gap size is bounded for both the FCFS and priority disciplines respec-
tively. Interestingly, this bound is the same in both cases, and is

equal to:
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lim E[(interpacket gap after traveling thourgh n nodes]
n>e

= (5.116)

where 05 is the traffic intensity of the interfering traffic.

Theorem 5.:2.1

Proof:

The expected interpacket gap for a segmented message, and a
FCFS queue discipline, is:
E[t])=1(1-( )n-l] ——-c,—l-—- ¢ X (5.117)
n i 1 - :

P; S

where T is the extra interpacket spacing at the output of
the nth node due to interfering traffic along a store-and-
forward path, Xy is the service time of a maximal length
packet, and 0; is the traffic intensity in terms of the
average arrival rate of interfering packets and their service
requirements., All pi's are assumed to be equal along the
entire network path. Interfering packet arrivals at each

node are also assumed to be Poisson, with parameter Ai.

If we consider a "tagged" multipacket message at the originating node,

oonsisting of packets Pl'PZ""'Pj""' we find a situatinn as shown

in Figure 5.2.2(a). The packets are presented to the queue as a group,

and for the FCFS system, are transmitted continguously. The arrivals at

the secord nude are therefore spaced at regular intervals of Tl = Xs
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secords, where XS is the time required to service one maximal length
packet. However, at this second node there may be interfering traffic
arriving on other input channels with an arrival rate of Ai and as
shown in Figure 5.2.2(b), these packets will become interspersed with
the packets of the tagged message. The expected value of the time be-
tween the tagged packet departures will be:

T2 = XS + 1, (5.118)

where the gap between the now non-contiguous packets will have an

expected value of :

Ty = ngo X, (5.119)

with the subscripts i referring to the interfering traffic and the
subscript 2 indicating that this delay is at the output of the second
node along the path. The expected value Hiz is the average number of
interfering arrivals during the interarrival time between the tagged

packets, which for Poisson interference arrivals is:

N, = Ai XS (5.120)

and the value §J._ is the average service requirement of the interfering
traffic, such that:

p; = Ai X, (5.121)

The expected gap between the packets at the output of the second node

can then be written as:

E[‘rz] =05 XS (5.122)
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and this gap becames the interarrival gap at the third node. There is a
non-zero probability that the interfering packets which separate the
tagged packets will be routed to the same output channel at the third
node, but we shall ignore this effect and assume that only new arrivals
will be contending for the channel. Interfering traffic can occur any-
time during the interarrival time which has now grown to X, + T, such
that the expected number of interfering arrivals becomes:

n;y = Ai (Xs + 12) (5.123)

and the resulting gap between the tagged packets at the output of the

third node becomes:

E['r3] = Ai (xs + E[Tz])xi

or substituting for E[rzl , anmd simplifying:

E[‘r3] = pi(l + pi)xs (5.124)

A similar line of reasoning at the fourth node produces,

E['r4] pi(xs + E[T3])

or:

2

E[T4] pi(l +p; to; )xs

ard leads to the general iterative expression:

Elt,) = p; (X, + Elr__,]) (5.125a)
or:
n-2
Elt ) = p; X, k);,O(p )k (5.125b)
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Bquation (5.125) can be expressed in closed form as:

1- (™!

Elt,) =05 X5 “I-p,

1

and by grouping terms:

p.
Blr) = 11 - (o)™ M1(7=5)x,

with T being the gap between a pair of tagged packets at the outout
of the nth stare-and-forward node. This completes the proof of

Theorem 5.2.1.

The expected intervacket gap is shown in Figure 5.2.3 for
several values of pi, and indicates several interesting aspects about
the gap size. For relatively small values of Y the expected gap
length reaches an asymptotic value after going through a few nodes, with
larger valties of Py requiring long paths to reach a similar asymptote.
The fact that in each case an asymptote exists is of interest, since it
shows that the gap does not grow in an unbounded fashion, but of par-

ticular interest is the mathematical form of this asynptotic value,*

. Py
Lim E[1,] = y——5— X, (5.126)

e 1

It is interesting to note that for the expected interpacket gap to be-

came within a factor, F, of the asymptotic value, T_, we need:

n21+l g;l’)
i

*'I'nis form is believed to be analogous to the conservation results of
Kleinrock (KL64) for various time-sharing queue disciplines.
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This can be shown by noting that the expression for E['rn] can be

written as:
Elr]l=111- ()" T =FT
n 1 o )
such that:
n~1l_ . _
(pi) =1-F
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and by taking logarithms of both sides,

n=1+090-F)
log py
Therefore, any value of n equal to or greater than this value will
cause the expected gap to be within the factor, F, of the asymptotic
delay value.

An extension of interpacket gap model was obtained by a
colleague* who considered the case of non-uniform traffic intensities
along the store-and-forward path. This change meant that the expected
interpacket delay would not necessarily increase at each subsequent
node, resulting in an extension of the iterative relationship of

Bquation (5.125a) to include this case,

Elt,] = max{p, (X + Elt ;) - E[Tn_ll} (5.127)

where Pin is the traffic intensity of the interfering packets at the

nth node.

The interpacket gap analysis is a priority system differs in
two aspects from that of the FCFS system. 1In the FCFS system, any
arrivals occurring between the arrivals of packets Pj and Pj y were

also serviced between Pj and P. Ir the priority system, the

j+1°
interfering arrivals will be any non-priority packets between the

arrivals of Pj and Pj 41’

service but before Pj +1 begins. The resulting interpackel gap given

and any priority arrivals after Pj begins

*'I'his extension was made by Gary Fultz, who was concerned with differ-
ing traffic intensities across the net in routing simulation studies.
This interpacket gap time was of concern to him because of its effect
on the reassembly time of messages at the eventual destination.
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in Theorem 5.2.2 is shown to increase more rapidly than that of the

non-priority case, but to have the same limiting value.

Theorem 5.2.2

The expected interpacket gap for a segmented message with
higher priority traffic campeting for the server is:

X
_ s
Elt] = 1= l (1 =5 ) I (5.128)

where the conditions and variables are as defined in
Theorem 5.2.1 with op and onp being the traffic inten-
sities of priority and non-priority traffic respectively.

Proof :

Assume that a multipacket message is initially entered into the network

th .nd §+15% packets of the

as shown in Figure 5.2.4(a). The j
message are not necessarily served contiquously (as in the FCFS case)
since priority arrivals during the service of Pj will be serviced

before P. as will other priority arrivals during the service of the

I+l
priority messages. If the arrival rate of interfering priority messages
is Aip then the expected time between the departures of Pj and

Pj +1 1s:

E[T|] = X + E[-rl] (5.129)
where T is the time to service the 21 priority arrivals, with:

E[vlj = xip(xs + E[‘tl]) (5.139)
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and since the arrivals and service requirements are independent,

Elt;] = Elv] * Elx | mes. is priority)

E[tl] = Aip(xs + E[rll)EI (5.131)

Solving for .E['rl] we obtain:

. X% X p X
Elt,] = Aip 1 ® . = > (5.132)
1l- Aip X P

where pp is the traffic intensity for interfering priority messages,

The expected interdeparture time of packets Pj and Pj +1 at the

first node is then:

2 X X
m~ o= pP's __'s
E[7] = X, + 1= o = N (5.133)

so that at the second node we can expect to find n interfering
arrivals of regular messages, where:

E[n] = Ainp E[Tll =A_ (X + E[‘rl]) (5.134)

inp*“s

Only the non-priority messages are considered to be inte~fering in the
sense of adding to the interpacket gap. Any priority arrivals are
either served prior to Pj or are considered in the vy interfering

priority arrivals, where v., has an expected value of:

E[v2] = )\ip(xs + E[‘rz]) (5.135)
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If we again assume an independence of service and arrivals, the

expected interdeparture time becomes:

E[T,) = X, + E[ny] * X, + Elv,] - X (5.136)

or substituting for the expected values,
E[T2] = XS + Ainp xz(Xs + E[Tl]) + Aip xl (XS + E[TZ]

However, since:

E[T2] XS + Elt

5]

and substituting:

we can solve for E[rzl as:

E[Tzl = an X, + pnp E['rll + pp X, + op E[TZ]
or:
p X, _p . Eltl
pir.] = —2 o 1 (5.137)
2 l1-po
P
where:
pp + onp = anl + (1 -a)A X, (5.138)
and:
a.xl+ (l-a)x2=x
so that
= +
(o] Dp an
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By repeating the above arguments at subsequent nodes, the result of

Equation (5.137) can be seen to be a general iterative relationship

such that,
pX +p Elt .l
Efr,] = —5 2 r-l (5.139)
p
with:
0. X
Elt,] = iP—_-—fg— (5.140)
P

Elt ) = llf—p [p - (_&wp_)n}

which for p b equal to zero, becames the FCFS result of Bquation
(5.117).

If we compare the two results, we see that unlike the FCFS
system, the priority system has a non-zero expected gap at the first
node, but that both have the same limiting value as n becones very
large. The latter effect is not abvious, but can be shown by noting
that:

pP=p_ +0
such that:

an=D'Dp

*
This form is a variation of the closed form represertat<on developed
by Fultz from the iterative result of Equation (5.119).
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which is less than the denominator, 1 - op, and therefore in the limit,

o
lim (l_r-\B_) =0
o °p
leaving:
lim E[t_| priority system] = —&—x
. n l1-p"7s

which is identical to the limit for the FCFS case

These effects are shown in Fiqure 5.2.5 for various values of
p, and with pp and pnp being arbitrarily made equal. This assumes
that o&p is equal to (1 - a)xnp in Equation (5.138), which fram the
priority threshold analysis, seems reasonable.

The preceding analysis was based on the assumption that all
of the packets of a message arrive at the source IMP simultaneously,
i.e., as a bulk arrival. If we assign a finite rate to these HOST-to-
IMP transfers, such that a full packet requires xl seconds to cross
this boundary, then the analysis must he modified to include this
effect. The interpacket gap at the output of the originating node then

becomes :

Elt x2 X

1 + )‘ip X, (xs + E[rll) (5.141)

1] = xinp
which is a modification to Equation (5.131) to include the non-priority

interference. Solving for the average gap time, we obtain:

0] X1+ppxs

= P

o)

The delays at subsequent nodes can be determined by the previous
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iterative relationship,

which leads to the closed form result:
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n n
_ s _ n n
BT} = 1= [" (Fp‘p;) ] t (1—-%]0') X (5.143)

where XS and X, are the full packet service times for the IMP-IMP

1
and HOST-IMP transmissions respactively, then T, is the interpacket
gap at the output of the nth store-amd-forward node. (This result
also shows that the non-zero HOST-IMP transfer time deos not effect the

limiting value as n becomes arbitrarily large.)

5.2.3 Experimental Verification of the Packet Separation Model

A complete experimental verification of the packet separation
model would require the ability to generate artificial traffic at each
node along the store-and-forward path of a test message. Since such
facilities are available at only one site, the UCLA Network Measurement
Center, the verification test was much less extensive than would normal-
ly be desired.

The test was designed to test the validity of Pquation (5.143)

for the special case of n =1,

(5.144)

Xs pnp
E[Tll = =% [D -

The interference traffic was generated by the pseudo-random artificial
traffic generator (as described in Section 2.5.8) with the traffic in-
tensity, p, being determined by selection of the average message length.
The number of active message generators was a campramise between, (1)
the desire to avoid alternate routing, and (2) the desire to minimize
the RFNM dependency of the arrivals. Eight generators were found to

meat both desires satisfactorily.
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The generation of the multi-packet test traffic was originally
planned utilizing three different techniques to obtain a range of val-
ues of the parameter, X, (the time required for the serial "arrival" of
a packet). The "fake HOST" pseudo-message generator facility within the
IMP was selected to provide a minimal value of Xy of 3.3 msec., which
is the typical time required for the background program to generate a
full packet of data. Similarly, the "fake HOST" generated traffic at a
neighboring IMP was utilized for the maximal value of xl = 23.0 msec.
which is the time required for the seri:l arrival of a full packet at
the IICLA IMP, which in that case serves as a store-and-forward node.

The third source of multi-packet traffic was to be from the network
measurement center itself since the interference traffic and the test
traffic could be created using separate message generators and message
leaders (to trace only the test traffic). However, the latter condition
does not provide a meaningful set of interference traiffic since both

the test traffic and the interference traffic must arrive on the same
serial HOST-IMP interface, so only the theoretical curve is shown for
the case of X, equal to 10.5 msec.

The theoretical values of the inter-packet gap time, 71, for
various message lengths and values of xl are plotted in Figure 5.2.6
along with the test data fram the experiment. The increase in the value
of 1 for very short messages is due to the fact that most of these
messages are of the priority class, and therefore cause an increased
amoun“ of interference. Equation (5.144) indicates that for the special
case in which all of the interference traffic is of the priority class,

the value of 1 will not be a function of xl, and this effect was

265



25

e = = «= THEORETICAL
* CURVE FIT TOEXPERIMENTALDATA  /Z } Xq =230
MSEC

7 MSEC

40 60 80 100
MESSAGE LENGTH, BYTES

6 1l 1 ! I J
20
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also verified by the experimental data. This effect is due to the fact
that the only arrivals that will contribute to the inter-packet gap are
those that occur during the xs seconds that a packet requires for
service, and the subsequent arrivals during their service, etc., as

expressed in the iterative result of Ewation (5.131).

266



The experimental and theoretical results agree reasonably
well for both the case of Xl equal to 3.3 msec. ard for X1 equal to
23.0. Both the shape of the curves and the magnitude of the inter-
packet gap (as measured by trace data at the destination) indicate

that the model represents the actual system behavior satisfactorily.

The theoretical curves include the effects of the acknowledge-
ments, the priority messsages, and the non-priority messages by con-

sidering the expected service time to be:

E{x] = E[x |an ACK] * Pr[an ACK]
+ E[x | apri. mes.] * Pr{a pri. mes.]

+ E[x | non-pri. mes.] *Pr[non-pri. mes.]

The acknowledgements are in response to the RFNM's (Request For Next
Message), and therefore occur with the same frequency as messages, such

that:
Pr{an ACK] = 0.5

Messages are considered to be in the priority class if they are less
than or equal to 10 bytes in length, which for the exponential density
of message length, results in:
-lO/E

@, = l-e
where L is the average message length in bytes, and o is the
fraction of messages that are in the priority class. (The ACK's will
also be in the priority class). The expected service time for a prior-

ity message can be found from the truncated exponential result of
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Appendix A,

and the expected service time for a non-priority message is also shown

to be:

gnp=E[>gnlxm>xr] =Xp + 1/u
Using these results, one can write the expected service time (of mes-
sages and ACK's) as:

E[x] = 0.5X_ + 0.5q [X, + §p] +0.5(1 = o) [Xy + Xy, + 1/u)
where the first two terms represent the priority service times, and the

last term considers the non-priority service times. The equation is of

the form:
E[x] = o E[x | pricrity] + (1 - a)E[x | non-priority]

and if multiplied by the net arrival rate (of messages and ACK's),

produces:
X E[x] = A{o.sxa + 0.5 [X, + §p]} + x{0.5(1 - a ) [X, + Xp + 1/u]}

where:

with the subscripts referring to ACK's and messages. The values of the
priority and non-priority interference traffic intensities can then be

written as:
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pp = 2\ (0.5%_ + 0.5a X, + Ep]}

Prp = 2Am{0.5(1 - o) [X, + Xy + 1/ul}

with the composite traffic intensity being:

Pe = Dp + an

If we consider an example in which the messages have an average length
of 20 bytes, we find that 40% of the messages are in the priority class,
and such messages have an average service time of 3.44 msec., compared
to an average of 7.5 msec. for the non-priority messages (including the
overhead characters for each). The service time of an acknowledgement
is 3.0 msec., and when cambined with the priority messages, produces a

traffic intensity of:

pp = Am[3.0 + 0.4(3.44)] = 0.175

where A - is 1/(25 msec.) for the artificial traffic being generated.
The traffic intensity for the non-priority traffic can be found in a

similar manner, since:

Prp = Am{(l - o) Xy + X+ 1/ul}

which becames:

_ 0.6 _

such that:

pc = pp + pnp = 0.36
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The expected value of T can then be calculated for the known value of

XS equal to 23.0 msec., and for the desired value of Xl. These re-

sults are tabulated in Table 5.2.1 along with the associated values of

and .
Dp an
TABLE 5.2.1
THEORETICAL VALUES OF THE INTER-PACKET GAP, T
Avg.Mes., Expected Value of T
Length p o P = D ow= 2
B Bn b np | X=3.3 . X;=10.5 | X,=23.0
.23 [1.00 | .23 , .00 6.9 . 6.9 5.9
{ 8 .28 .72 .22 .06 6.7 7.3 8.3
20 .36 .39 | .18 | .18 5.8 7.3 10.1
40 .49 221 .15 | .34 5.3 8.3 13.3
60 .63 A5 .14 | .49 5.6 9.7 16.8
80 .77 A2 1 .14 | .63 6.0 | 11.3 20.4 |

5.2.4 The Special Case of Exponential Message Lengths

As in so much analysis, the assumption of an exponential
service requirement simplifies the analysis by decoupling several ef-
fects which would otherwise be highly interdeperdent. This attrioute
of *he exponential density is the well known memoryless property, i.e.,
the conditinnal density for the case of x > X 1is also exponential
with the same parameter value. This aspect of the exponential p.d.f.
is useful in the segmented message case because of the fact that cut-
ting off an arbitrary number of bits fram the beginning of a message

does not affect the statistics on the remaining portion of the message.
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We will take advantage of this memoryless property i: the following
analysis, and subsequently will evaluate the results by an actual
network experiment.

We will assume that message lengths are considered to be
random variables, but that messages are partitioned into packet length
segments for transmissicn through the network. That is, the bits of a
message from the HOST are to be examined serially, until lp bits have
been received, at which time a packet is formed, and the bit count is
restarted. The service time for such a packet is assumed to be Xg
seconds, such that for the exponential message length density with a

mean message service requirement of 1/u.

_ux
Pr [message service < xs] =l-¢e ° (5.145)
and due to the memoryless property, this same probability applies to
the remaining service requirement after an arbitrary number of packets
have already been formed fram the message. Therefore, since the proba-
hility that the message service will not be campleted at any given

packet, is:

-uX
Pr(service not campleted] = e g (5.146)

Such a process, in which the probability of continuing is the same at
each epoch in time until a "success" is finally reached, leads to a
geometric distribution of the number of trails, such that the number of
packets in a message is governed by the probabil:%y law:

n-1
o =(e ¥ (1-e"%  n=lzs.. (5.147)
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and the expected number of packets per message is simply:

1(n] = 1/(] _ Q-"XS) (.148)

These results are well known, and have been utilized extensively in
analysis, including as a model for the number of time-sharing quanta
required to service a request (AD69). In many ways, the problem of
multiplexing messages at a communications channel is similar to that of
time-shared systems, and many of the following results may be applicable
in both fields.

If messages are not segmented, then the queueing delay
analysis is simply that of the well known M/M/1 case, i.e., messages
arrive at an average rate of ) messages per second and require an
average service time of 1/p seconds per job. The server utilization,
o, for such a system is simply )/u, and we are interested in camparing
this simple case with the segmented message situation. The following
argument considers these factors for the two cases, and shows that for
the M/M/1 system, the server utilization for the contiguous message
case, P is the same as for the seamented message case, P, in which
the message is partitioned into fixed length packets with & service
requirement for a full packet of X seconds.

We know that for the contiguous message case, the arrival

rate and average service time are:

Am=>\

1/u

=o
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such that:
O = Ay Ry = M
For the sagmented message case, the arrival rate of packets is more than

the corresponding rate for messages by a factor equal to the average

number of packets per message,

Ap = A *E[no. of pkts. per mes.]

which fram Bquation (5.148) is:

l- e-uxs)

o = */( (5.149)

The expected service time of a packet can be found fram the servic:
time distribution which is a truncated exponential with an impulse
function at x = xs. The first moment of such a function is shown in

Appendix A to be:

“ux
-xsz[x|05:<_<_xs]=%(1-e S)

such that:

or:

= .150
pp A/u (5.150)

which is precisely the same as the result for Pm and thereby proves

that the two values of p are equal.
If we pursue this same line of reasoning, we can obtain same

additional results relating the contiguous and segmented message
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situations. One such case, which does not necessarily meet with one's
intuitive expectations, relates the average number of packets in the
queve for a segmented system to the number of messages in queue for a
contiquous system. If there are an average of N packets per message,
the intuitive expectation would be to find more than one, i.e., approxi-
mately N packets in the queue of the segmented system for each mes-
sage in the queue of a camparable contiguous message system. However,
we will show in Theorem 5.2.3 that just the opposite is true, if we can
assume that the packet arrivals obey a Poisson process. This is not
necessarily an acceptable assumption for the case where the network
traffic is low, since in such cases the packets of a message would flow
in a reasonably contiguous manner, and the interarrival times would be
deterministic, i.e., Xq seconds apart (except for the arrival of the
first packet). At higher traffic loads the packets tend to separate and
would have more random interarrival times, which is encouraging since
the analysis is of more concern at higher network loading. A second
effect which introduces a randomization, is the multiplicity of input
channels. Because the arrivals of interest are arrivals at the output
modem queue, and a given packet may have reached the IMP £rcam any one of
several input channels, the camposite arrivals to the queue have a more
random pattern than the arrivals on any one input channel. However, the
validity of the Poisson arrival assumption should be carefully con-

sidered in using the theorem result.

Theorem 5.2.3

The expected number of packets in queue for a segmented mes-
sage case is less than or equal to the expected number of
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messades in queue for a corresponding contiguous message
system, for the case of Poisson arrivals and exponential
message service requirements.

Proof -

The expected number of messages in the queue for a contiguous message
M/M/1 system is known to be:

E[no. of mes. in Q | contig. mes.] = lp_ = (5.151)

The expected number of packets in the queue for the segmented case can
be shown by use of the Pollaczek-kKhinchine formula to be:

2

2
()
E[no. of pkts in Q | seg. mes.] = 2—%77)%—)- (5.152)
P

where lp is the arrival rate of packets, pp is the server utiliza-

tion factor for packets which was shown previously t» be merely equal
to p, and g is the second mament of the packet service time. We
ynow from Bquation (5.149) that the arrival rate of packets is-

1l- e-uxs)

Ap = A/(

and fram Appendix A, the second mament of the service time is:

xé = ;‘;-(1 - 1+ ux)e

)

such that the expected number of packets in the queue becomes:

(1 -+ uxs)e-uxs)

v 7

- A
li‘ _< -uxs) 2(1 - p)
l-e

t:tolN
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or:

-uxs
2 |1- (1+ux)e
n P L

p=l-p -uxsz
l-e

(5.153)

where we have replaced A/u by its equivalent, p. Since the ractor
involving p is equal to the expected number of messages in queue for
a ocontiguous message system, we must then show that the second factor
is always less than unity to prove the theorem. This can be done by
showing that the numerator is never greater than the dencminator for

all 0 gxs, i.e.,

-uX -uX | ? -uX -uX \2
[1-e s-uxse 5]5[1-2e 5+(e S)] (5.154)

Subtracting the first two terms from both sides results in:

[—uxs e-uxs] ; [—e_uxs (1 - e-uxs)]

Dividing by the common term reverses the inequality due to the negative

sign, such that:

For uX, 2 1, the inequality is obviously true. For uxs <1 we can

expand the exponential in an infinite series, such that:

2 (ux)?
M%) 2 [1- (-, + —57—- ..)]
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‘» + = ewe

2! 3!

2 3
0 ; (UXS) (uXS)

and since uxs <1, the absolute value of each term decreases and so
the first term is dominant, and the inequality must hold. Therefore,
the average mumber of packets in the queue as expressed in Equation
(5.153) must be less than, or at most equal to, that of the contiguous

message case, which proves the theorem.

Corollary 1
The expected nurber of packets in the queue for the segmented
message case of Theorea 5.2.3 will vary fram that of the
M/M/1 case for X_+ =, to that of the deterministic service,

M/D/1 case for XS + 0,
Proof:

The expected number of packets in the queue is expressed in Equation
(5.153) for a full packet service requirement of X, secords. Both
the numerator and the denominator of the term in brackets are functions
of xS and both go to zero as XS becares very small. The use of

L'Hospital's rule produces:

-uX -uX -uX
[l - 1+ uXS)e o [(1 + uXS)e =g v
= lim
-uxX \2 -uX \ -uX
S) uxg>0 2(1 -e S)e .

s

lim

uxs->0 (1 -e

or:
uX
lim | —2
D [2(1 —e qu> ]
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which is still indeterminate. A second application of the rule results

in:

1im
uxs-»()

. 1
-uX 2
]

2e

Therefore, we have the limiting case of:

2

lim n =§-a——,-"_ (5.155)
ux;o np e

which is the expected number in qucues for an M/D/1 queueing system.
This result can be seen intuitively by noting that as X A Leacames
small, most of the packets will be full length packets and will there-
fore require a fixed (deterministic) service time.

At the other extreme, as Xs becomes very large, the system

reverts to the contiguous message M/M/1 case, with:

2
. = p
lim n_= 5.156
lin % =T (5.156)
S
Thus the two extrame cases are shovm to be the M/D’1 system for

uxs->0 ard thc MM/1 system for uxs-»m, which proves the corollary.

We noted in Section 5.2.1 that the arrival epochs changed
when we segmented messages because, by definition, an arrival occurs
when the last bit of a contiguous stream is received. Making these
message segments shorter reduced the unfinished work in the system, and
from the corollary result, reduces the expected unfinished work to an
arbitrarily small value since we have a lesser nurber of message seg-

ments in the queue, and each segment is of arbitrarily small size. Of
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ocourse, in practice one must include same fixed length header and
cammunications control information with each such segment, so it is not
practical to segment messages to that extent. This leads one to assume
that there must be same optimul packet length which will be a function
of both the overhead and the average message length, and such an
extension of this analysis is considered in Section 5.2.5.

5.2.5 The Optimal Segment Size

We abserved in Section 5.2.3 that making a segment (or packet
in ARPA network terminology) as small as possible improved the network
performance, and therefoir, indicated that segmentation should be done
in very small increments. However, each packet must contain identifica-
tion information (its header) and line control characters which con-
stitute a fixed overhead per packet and preclude the usage of very
small segment sizes. An optimal packet size must then exist, which
will be a function of the message length distribution and the packet
overhead.

The criteria for the optimization will depend on the aspect
of the netwark behavior which is considered to be most sensitiv.e to
this selection, and might inclide the preemptive-resume-like behavior
described in Section 5.1, the need for retransuission due to errors as
considered by Kirlin (KI69), or the efficient utilization of buffer
storage. This latter effect is felt to be of particular significance
in the ARPA network, and will be considered to be the criteria for the

optimization.
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5.2.5.1 The Optimal Segmentation for Exponential Message Lengths

If we consider an exponential density of message lengths as
shown in Figure 5.2.7(a), and the effect of segmenting messages into
packets of length L., (e.g., by taking the first L, units of the
message and farming a packet) then we have the packet length densit;
shown ir Figure 5.2.7(b), which includes an impulse function whose area
is equal to that of the portion of the density for 2 > L. The re-
maining portion of the density then becomes the new density of interest,
conditioned on the fact that 2 > Lg- For the exponential density, the
conditional form is identical to the original function, a characteristic
which is unique to the exponential and leads to its "memoryless" prop-
erty which makes it so tractable in analysis.

Another aspect of the optimization is the selection of the
buffering attribute to be optimized, e.g., to minimize the total wasted
space, or same other criteria of concern. The selected criterion was
to optimize the efficiency of buffer storaje utilization, i.e., to
maximize the ratio of effective storage utilized for message text rela-
tive to the total storage required for the fixed length block, the
header information, and any other packet overhead. (The line control
characters do not need to be considered since they are hardware genera-
t-=3, and we are only concerned with memory utilization. However, any
necessary pointers for linking buffers should be included.)

If we assume an exponential distribution of message lengths
with a mean length of R‘m characters, a maximum text length of L,
characters per buffer, and a header of H characters, we will have an

average buffer efficiency of:
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Figure 5.2.7. The Effect of Segmentation on the Exponentential Density of Message Lengths.
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—LS/SLm
I lmll - e ]
=7 T T {5.157)
s s

where T i3 the mean of a truncated exponential as derived in Appendix

A. This efficiency is shown in Figurc 5.2.8 as a function of length

L, for several values of H. Both L. and H are shown normalized

with respect to the mean message length, Em.
The optimal value of Ls/lm is the point at which the

efficiency is maximized. We can therefore calculate these optimal

points by differentiating Equation (5.157) with respect to L, which

yields:
-L /%
-L_/4
dn eLs/m zmll—e S/m]
- - =0
dig Lg +H (L + H)°
S
such that:
-L /% -L /4%
an L, +H -2 (1-e S M=o (5.158)

A root of the equation will be the value of the lergth, L., at which
the optimal efficiency ocaurs. If we find the proper root of this
equation and then insert it in Equation (5.157), we can find the equa-
tion for the locus of the optimal points (shown as a dashed line in
Figure 5.2.8). However, to avoid the necessity of solving Equation
(5.158) for its roots, we will take advantage of the form of the num—
erator of Equation (7.157) and note that:

Lo/ *m

Ipll - ]_ “Lso/
+ H =e

LsO
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Figure 5.2.8. Buffer Utilization Efficiency as a Function of the Normalized Packet
Length and Packet Storage Overhead.
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with the subscripts indicating that Ls is the length corresponding

0
to an optimal value of the efficiency. If we substitute into Equation

(5.157) we obtain:

-L_ /%
nlopt) = e S0 m (5.159)

which defines the locus of points shown in Figure 5.2.8.

The optimal buffer size as determined in the above analysis
was later found to be consistent with an earlier result obtained by
Wolman (WO65), although the two approaches were quite different. Wolman
obtained a relationship betweer the parameters, which, using our

symbols, is:

LsE! 2H2.m

and he found this result to be applicable to most “smooth" density
functions, i.e., those which do not have larye discrete or concentrated
probability components. His approach was to minimize the wasted space,
as compared to our maximization of the utiiized space, and both analyses
considered the same overhead components. His result has the advantages
of some generality and of being an explicit equation for the segment
size in terms of the average message length and the overhead per packet.
However, it does not indicate the effect of non-optimal segment size
selection, i.e., the sensitivity of the efficiency to the choice of the
packet length as indicated in our Figure 5.2.8. The two results are,
therefore, felt to be very cawplementary, and tend to confirm the re-

sulting selection criteria for packet size.
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5.2.5.2 Experimental Verification of the Model

The buffer utilization efficiency can be viewed as the ratio
of the average packet size (of useful information) to the total storage
requirement of a fixed length buffer. The latter fiqure includes any
packet header information, marking, padding, and the necessary
pointer (s) for linking the buffers on the queues. The model was de-
veloped to give same indication of the optimal buffer size for a given
average message length (assuaing an exponential density of lengths).

A logical verification test would be to vary the buffer size and meas-
ure the resulting stcrage efficiency, n. However, it is difficult to
change the buffzr size since it is an IMP design parameter, so an
alternative method of varying the average message size was pursued.
Changes in the parameter, lm, are equally effective in changing the
ratio L s/lm as variations in Ls, and result in the efficiency curve
shown in Figure 5.2.9. This plot was obtained by generating artificial
traffic with an exponential distribution of lengths, and measuring the
average information content of packets as the average message length
was varied. Fach buffer was assumed to consist of a total of 138 bytes
of message content plus 12 bytes of overhead), with a resulting effi-

ciency of::

ny (# bytcs sentﬁspjcts. sent) (5. 160)

The two measured values were the number of message content bytes trans-
mitted on the mxdcem channel, and the murber of packets sent on that
same channel. (Both of these values are available fram the accumlated

statistics as described in Section 2.5.1)
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of Average Message length (Exponential Density)
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Figure 5.2.¢ differs fram the theoretical curve of Figure
5.2.8 since the latter was based on the independent variable being L.
However, a secord theoretical curve is shown in Figure 5.2.9 as a
functior. of R'm' and a reasonably close agreement can be seen beitween
the theoretical and measured data. The difference at higher values of
lm is due to the fact that message sizes are limited to a maximum of
1000 bytes, amd this wes not taken into account in the theoretical
model.

This same dat:' can be compared with the thearetical curve of
Figure 5.2.8 by rescaling the effective overhead, H, to be:

Hleff.) _ 6
T- 3 (5.161)

That is, the value of H 1is six for Ls equal to 63 and should retain

that same normalized value as P,m is varied. Therefore,

H(eff.) = 6 nm/sa (5.162)

will retain the effective value of H equal to approximately 0.1 as
the ratio L S/R.m is varied. The resulting theoretical and measured
values are campared in Figure 5.2.10, and again indicate a reasonably
good match hetween theory and experiment. The same truncation effects
that influenced the upper portion of the curve in Figure 5.2.9 are now
seen in the lower values of Ls/zm, and cause the two curves to be

samewhat different in that range.
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CH®PTER 6
CONCLUSIONS AND SUGGESTED FUTURE RESEARCH

This research has shown that an extensive measurement
capability can be developed within a store-and-forward commnications
netwark, and that with proper care, these measurement facilities can
utilize the processing and transmission facilities nof the data network.
However, we found it necessary to work very closely with the network
implementation group to ensure that the necessary data could be cbtained
with a minimum perturbation to the system behavior. These measurement
oonsiderations included the selection of the proper set of measuremert
facilities, and the introduction of the capability to selectively en-
able or disable the various measurement: routines at each node in the
network.

The measurement facilities were initially utilized to verify
the design and operation of the network, and as part of this activity,
an extensive artificial traffic generation capability was added to the
set of measurement tools. This artificial traffic generation capability
was later found to be extremely valuable for the simulation of traffic
flow conditions, and was subsequently modified to include random mes-
sage length and transmission time capabilities, in addition to the
original deterministic traffic generation capabilities. The importance
of artificial traffic generation was not fully appreciated initially,
but evolved to be one of the more valuable network measurement tools.
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Subsequent network measurement activities have datonstrated
that the network performance can be evaluated, and that anomalous
behavior can be discovered and information .1n be gained regarding its
cause. The camplementary nature of the measurement and modeling
effarts was also demonstrated, with the experimental results being
utilized in several instances to improve or correct the models. The
models have, in turn, been utilized as the basis of further network
experimentation, with the modeling and measurement functions being
found to be mutually constructive in an iterative scheme of model
development and verification testing.

Several application areas are envisioned for future network
experimentation including the measurement of the neatwork traffic for
use in determining future topological and bandwidth changes, as well as
to identify the different user transmission characteristics such as
those due to interactive teletypewriter activity and graphic display
data requirements. Measurements are also plar;ned to determine areas in
which dynamic control mechanisms could be effectively utilized to en-
hance the networi performance, and to determine more extensive measures
of such system performance.

‘ A number of possible measurements of interest would require
the ocooperation of one or more HOST facilities to obtain the necessary
data. These experiments include measurements of the performance of the
overall network facilities including the HOST-implemented protocol func-
tions, and the degree of system degradation iwposed by such protoccl
implementations in terms of both the memory space and response time

considerations. A final suggestion for future research which may be of
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particular interest in determining the viability of network techniques,
is to detemmine the degree to which users at the various sites are able
to utilize each other's resources rather than regenerating a local ver-
sion of the same facilities. Such measurements would also determine
the features that should be available in future program and hardware
developments that wiil make them more useful in a network enviromment.
It is hoped that such future measurement activities can extend and
build upon the measurement facilities which were developed as part of

this research.
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APPENDIX A
THE MOMENTS OF THE TRUNCATED EXPONENTIAL DENSITY

The analy<is of both the two class prioriiy queueing system
and the segmented message service case required that one calculate the
maments of truncated density functions. Such maments have been derived
by Adiri (AD69) and also by Coffman and Kleinrock (CO68), and are sum-
marized in the following equations, although the notation and form of
the results have been modified to suit our purposes more directly.

a. The Truncated Exponential With a Deterministic Camponent

When messages are segmented into fixed length seaments or
packets, same fraction of the segments are of the maximal lenjyth, and
result in a deterministic companent of the service time density func-
tion as shown in Figure A.1(b). The density also has a fixed offset at
the origin to account for the overhead service requirement such as the
line control characters and the header.

The maments of this function can be shown to be:

~uX
E[x]=xo+%-[l-e 8y (.1)

-uX
) =2 + 35 (1 - (L+ux)e
u

~uX
o ; | (A.2)

+—u—-[l-e

Preceding page blank
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]
]
Xo  (a) THE EXPONENTIAL DENSITY FUNCTION

Xy _— Xy
Ay Xo+Xg oy Xg + Xy
{b) TRUNCATED EXPONENTIAL WITH A (¢) TRUNCATED AND RENORMALIZED
DETERMINISTIC COMPONENT DENSITY
Xy

(d) A RENORMALIZED EXPONENTIAL TAIL FROM THE TRUNCATION

Figure A.1. The Exponential Density and Several Variations of its Truncated Form.
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b. The Truncated and Renormalized Density

The truncation effect in the priority analysis did not involve
an impulse function at the truncation value, and therefore resulted in
the two conditional densities shown in Figure A.1 (c) and (d). To
differentiate between the twu types of truncation, and to be consistent
with the notation used in the priority analysis, we shall consider this
truncation value to be Xg + Xpe The maments of the first of these two

truncated functions are:

-uxr
E[x|x5x0+xr]=xo+% 1-%9'_%] (A.3)
l-e
and:
(“"r (wcr)z)-wcr
+ e
2 2 2
E(x |x5xo+xr]=o+_.2. 1- g
W l_e“"r
2x° 1 ux,re“xl‘ . (A.4)
+ - .
U =u
l-e Xr

Although Adiri did not consider the second function directly, it can be
considered to be a special case of part (a) with Xy becoming equal to
xi, and Xg becoming arbitrarily large. The moments are then:

E[xlxg)q,]-xl',+% (A.5)

u
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APPENDIX B

THE TRUNCATED 1/x DENSITY FUNCTION

An interesting density function for much of our analysis is

the truncated density,
f(x) =1/x In M l<x<M (B.1)

The function has a very sharp peak at its initial value, x =1, and a
relatively flat slope near its maximum of x = M.

The maments of the function can be found by:

M
— n
n X
g / xIn &
1
which can be integrated for the general case, resulting in:

M
n, X M -1 (B.2)

X *hninn 1 " nInM

Using the first and seocond moments, we can find an expression for the

variance,
2. 8- Dinm-20-1)?
2(1n M? (B.3)
and for the coefficient of variation,
1/2
c - s PMM- 1 (B.4)
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The truncation of the function at same finite upper bound is necessary
to meet the unit area requirement. Also, since the cumilative distribu
tion function is:

F(x) = In x/ln M (B.S)

the lower bound can not be less than unity (to avoid negative values).
For our purposes, this lower bound shall always be considered to be
unity.

The 1/x density has several valuable features which make it
of interest, including the fact that it trarsforms into a uniform den-

sity for the transformation of variable,
£ = logbx

which is the continuous equivalent of the log histoxram reshaping
effect. The availability of readily calculated higher moments is also
a convenience for use as a test case in the mament transformation work

of Section 3.3.2.1.
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APPENDIX C

TEST CASES FOR THE MOMENT TRANSFORMATIONS

Pairs of f(x) and ¢(E) functions are needed for evaluation
of the moment transformations derived in Section 3.3.2.1. Since these
equations require the calculation of many higher maments of ¢(£), we
will investigate functions with readily obtainable moments, and in
particular, will consider uniform and exponential forms of the function,
¢(E).

a. Uaiform ¢(£) Density

The logarithmic transform function pair for which ¢(£) is

uniform, has an f(x) function of the form:
f(x) =1/x In M 1<x<M (C.1l)
and from the transformation of variables,

¢(€) = 1n 2/In M 0 < g < logM (C.2)

The maments of the function, ¢(3) can be shown to be:

" - [113“7%]“/ (n+ 1) SR

with the central maments being:

0 for n = odd
(Co4)

n In M n/
[m] (n+1) for n = even
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From Bquation (3.44), we have the relationship:

) wn
x=1+fm2+& M2’ +..+5m2"+... €5
which upon substitution for the maments of ¢(£) becomes:

(In M)"

=3 = + ... (C.6)

x=1+

InM, anm?,

A nore convenient form can be obtained by adding and subtracting unity,

resulting in:

2 3
K=y 1+ mue Gg, Gamo, 1] .7)

The expression within the parentheses can be recognized as the infinite
series equivalent of the exponential, which further simplifies to:

eer:M

The resulting expression for x is:
x=(M-1)/InM (c.8)

which from Equaticr. (B.2) is known to be the mean value of the 1/x
density. This result serves as a check on the correctress of the expan-
sion, but does not answer the real question of concern, namely, how
rapidly does the series converge?

We cnuld pursue this problem for the general value of M,
but since such a result would still be a special case as far as general
p.d.f.'s are concerned, we shall not bother with such a pseudo-general-
ity. Instead, we shall consider the special case shown in Figure C.1
for which the mean value of x is known to be 15.15. When we
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fix) =1/xIn64

fix)

20

411N EEPYTIpS
1/6 oo
40 60 00 6 E

(a) THE f(x) DENSITY AND ITS LOGARITHMIC TRANSFORMED EQUIVALENT DENSITY.

15

10

ESTIMATE OF THE MEAN VA'.UE

ACTUAL MEAN = 15.15

w——u_a_J

A N N T R

4 6 8 10
NO. OF MOMENTS CONSIDERED

(b) THE RELATIVE CONVERGENCE OF THE ESTIMATES OF X FROM THE
MOMENTS OF ().

Figure C.1. The Density Functions and Convergence of the Estimate of
the Mean for the Example Considered.
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calculate the moments of ¢(£) and substitute these maments into
Ppuations (3.44) and (3.50), we find that the former converges very
slowly, requiring the tirst 6 to 10 moments to obtain a reasonable es-
timate of the mean, while the latter converges much more rapidly. In
fact, the expansion in terms of the central maments converges to within
0.3% of the actual value when only three moments are considered, ocom-
pared to a 1.0% error in the estimate when the first ten moments about
the origin are considered. However, these figures should not be con-
sidered to hold with any generality, or as necessarily being typical of

the convergence of each series.

b. Exponential ¢(f) Density

A second transform pair involves a uniform ¢(£) density
with its logarithmic transform function being an exponential in the
left half plane. The f(x) function is:

2 1l 0<¢cxc<l (€.9)
(x) = 0 otherwise *

and the corresponding ¢(£) function can be shown to be:

o) =n2e ™ w<cE<o (C.10)

This example is of particular interest because it does not result in
convergence of either Bquation (3.44) in terms of moments about the
oricin, or Bquation (3.50) in terms of the central moments. However,
the latter expansion does oscillate in a reasonably restricted range
about the mean as shown in Figure C.2. The expansion in terms of mo-
ments about the origin oscillates between zero and unity because of the
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Figure C.2. An Example in Which the Moment Transforms Do Not Converge.
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alternating series which results for these val.es of the moments of
¢(£). The functions used in the example are not considered to be rep-
resentative of actual densities which would be encountered in practice,
but are a convenient functicn-pair to demonstrate the convergence

problem,
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APPENDIX D

MOMENT CORRECTIONS FOR GROUPED DATA

The calculation of maments from grouped data such as
histograms can result in systematic bias errors depending on the shape
of the density function and the order of the moment being estimated.
Sheppard (SH98) developed correction formulas for gaussian-like dern—
sities using the Euler-“acLaurin sum formula as a discrete approximation
to the definite integral representation of the moments. The necessary
and sufficient conditions for the applicability of the correction for-
mulas are met by functions which are continuous and finite over the
range of interest, and which taper to zero at each extreme.* For such
functions, the first moment is unbiased, and the variance has a cor-

rection of:

2, _ 2 _.2
(o )c-(c )uc h%/12 (D.1)

where the subscripts ¢ and uc denote the corrected and uncorrected
estimates respectively, and h is the histogram interval size.

Most of the density functions that we have considered do not
meet the above conditions, since the exponential and other "J-shaped"
densities do not taper to zero smoothly at both extremes. Elderton
(EL33) has made adjustments for these shape differences using an em-
pirically derived rule based on observations of the exponential density,

*A more formal description of Sheppard's corrections can be found in
Cramér (CR61).
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but in a conpanion paper, Pecrson showed that these corrections degrade
considerably for densities with shapes that radically depart from that
of the exponential. (One such deviation is the so-called "twisted
J-shaped" curve which has a large, but finite, slope at its origin.)
Pearson also compared Elderton's corrections with other adjustment for-
mulas by Pearse and by Martin which were more accurate, but required
considerably more computational effort. The Pearse method also included
an "abruptness" coefficient for truncated density functions. Abernathy
(AB33) took a different approach to densities which do not meet the
restriction of Sheppard's formulas, in that he removed the need for the
slowly tapering tails of the density at each extreme, and only required
the existence of the marents of the density function.

These mament corrections as developed by Sheppard and as
modified by Elderton, Abernmathy,and others, have all been based on
uniform interval histograms. We will take a different approach which
is not limited to unifoim intervals, and which takes advantage of the
information available in the neighboring interval heights. For example,

if we considered the it'h

interval by itself, we could only assume a
uniform distribution across the interval. however, if we know that the
interval to th- left is greater, and the interval to the right is

£ interval, we have ad-liticnal information regard-

smaller than the i
ing the most likely distrihution of the probability mass across the

1™ interval. This usage of neighboring interval heights to determine
a linear slope function will be referred to as a first-order approxima-
tion to the density shape, as opposed to the zero-order approximation

of the uniform density assumption. This terminology and approach is
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analogous to that used in sampled data reconstruction, and in keeping
with the analogy, higher order approximations are of rapidly increasing
camplexity, and are felt to have marginal value considering this added
camplexity.

In order to develop techniques which are applicable to both
uniform and log-histograms, we will first consider a more genera: ap-
proach to histograms as shown in Figure D.l. The intervals are

B4
Ml B=11

Figure D.1. A First-Order Approximation to a Generaiized Histogram Format.

determined by a functional ielationship such that h(i) is the width
of the ith interval. If n; out of a total of N abservations occur
in the i™ interval, then the probability associated with the interval
is ni/N, and for the zero-order appiroximation, the elemental density

function is:
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£, (x) = Ti/ANh(i) X, <X <X o (.2)

The component of the nt'h mament due to this interval for any approxi-

mation, fi (x) , will be denoted by:

X.
A +1
AE[xn]i--/ e £, (x) dx (D.3)
Xy

and since the mament contributions are additive, the moment estimates

will be:
N-1

El") = 3 B[, (D. 4)

i=0

The approximate slope for the ith interval, m, will be the weighted
average of the slopes to the midpoints of the two neighboring intervals,

n 1-1 1+1 n1
m m“ ) _ME-T) ’i“‘I 1) (D.5)
i” Hima -1 +nan ¥y >h{) - h(i + 1)1

If we select the weighting according to the length of each slope sed-

ment, i.e.,
_ h(i - 1) + h(i)
I RE-D F @) FRAF (B=%)
and:
} h(i) +h(i + 1)
1 =w 1- ¥ h(i) + h(1 +

then the slope becames:
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L [mar;?i Iy - ﬁ\'&-}i ]

" RA -1 +2h() +hI + 1) ®.7)
The first ovder approrimation function for the ith interval is:
fi(x) =m.x + Bi xi < x < Xi41 (D.8)
for which:
hi)y\_n ;
fi(xi + T) i/Nh (i) (D.9)
such that:
B, = b o m [x, + DG (.10)
i Nh(1) i\’ 2 *
'The function can then be written as:
f.(x) =m,x + N -mx+h(i) (D.11)
i et Nh (1) i\"i 2 *
The camponent of the nt‘h mament is fram Bquation (D.3),
X Xi+1
AEM], = Lm.x + B.] dx 0.12)
i i i
X.
1
or:
Xi41
~ nt2 xn+1
n - x
]y =m 5¥7 *BinvT
X.
1

which becames:
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. m, B,
SO, = gy [ ™2 - ™2 ¢ [ ™ - ™Y 0oy

1 1

where m, B, and X, are as defincd in Pguations (D.7), (D.10), and
Figure D.l respectively. This is as far as we can carry the develop-
ment without introducing a functional relationship between the h(i)'s
and the xi's so we will next consider the two special cases of in-
terest, namely the uniform and log-histograms.

a. The Uniform Interval Histogram

For an M-interval uniform histogram, all of the intervals
are of length h such that:

h(i, = h i=0,1,2,...,M1 (D.14)

X; = ih D.15)

with the range of x equal to:
0 <x<hM

If we evaluate Pguation (D.12) for the expected value of x, in the
im interval, we obtain:

5 ™ ;s 3 N, 5 2 _ 02
itxy = 2t + pd - )+ e e om? - an?

or:

B,h?

3
Bl + 31+1}+%—{21+ 1} (D.16)

AE(x] = -§--{312

Sinoewtv:kncwthat:Bi is equal to:
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n.
Mo h

i Xh
then:
3
m.h n. 2
TR .| 2 .. oo L hlf(h ( . )
AE[x]i- 3 (31“ + 31 +1) + " mi(lh+§)(§—)21+l
and by collecting like terms:
mh® 2 [r40]
E[XIi = —1—2— + -4- (21 + 1)] 'i/Mh (D.17)
which upon substituting for m.
AE[x] -(ih+h)2j;+—h-' - ] (D. 18)
i~ N TN N T Nia1 .

becomes the desired result. The first term is the conventional com-
ponent of the mean, and the second term is the first-order correction
camponent. Note that if ey is greater than n;_q¢ i.e., for a
function with a positive slope, the corraction is positive since more
of the mass is beyond the midpoint, and conversely, if the slope is
negative, the mass is nearer the origin so the correction component is
negative. The total correction will be the sum of these components,
but we must also account for the end conditions where the slope func-
tions are undefined.* A reasonable ¢pproach was found to be to assume
that, for slope concsiderations, we should let n_; =9 and

" = My-1’ such that the correction formula,

*
The ersd conditions correspond to the "abruptness" coefficient
mentioned earlier.
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M-1

. h
correction = o E ("i+1 - "i--l) (D.19)
i=0
becomes:
h
ocorrection = N [r\M_1 - nol (D.20]

This result is oconsistent with Sheppard's correction for functions
which taper to zero at the two extremes since for such functions the
correction would be zero.

The second mament correction is more camplicated because of
the terms being raised to the higher powers, but can otherwise be
evaluated in a similar manner. However, there are two choices for the
oconventional representation; (1) assuming that all of the probability
mass is locateu at the center of the interval, at ih + h/2, and (2)
assuming that the mass is spread uniformly over the interval, in which
case the effective mass location would be ih + h//3. After consider-
able algebra, one can show that the component contributicns for the
first case are:

h )2 n.

o 2 . h L h
gl = [(in + B)° g) « By tngn+ s Brngyy - g )

for which the total correction becames,

2
_=h
correction = V] (no Tttt "M-l)

or simply,
2

correction = 13 (D.21)

320



which is equivalent to Sheppard's correction, since the estimate of

variance is:

o2 = B1x?] - (E!x]}2 (D.22)

and the estimate of the mean was unbiased for the set of applicable
density functions. The cumbinatior: of the two correction formulas of
Equations (D.20) and (D.21) are applicable o any density functions for
which the moment integral of BEquation (D.3) is defined.

For the second case, i.e., where the effective probability

mass location is ih + h/v3, the camparent contributions are:

. n;
102 = [in + b3’ o]+ n s %g-[niﬂ - ngy]

for which the total correction is:

2 /= M-1
. h®v/3 A |
correction = P (1 + ——)(n -n,_ )

and results in a first-order correction of:

2
. _=h“V/3
ocorrection = 7 (D.23)

This correction is of the same sign as in case (1), but is of smaller
magnitude since the initial estimate is bhased on a better approximation
of the density function. Intuitively, one prefers an estimate requir-
ing a minimal correction, so the latter method was used in the com-

parative Monte Carlo tests of Section 3.3.2.4.

321



b. The Logarithmic Interval Histogram

Data taken in log-histogram fo.m can be considered in either

of two domains, as discussed in Section 3.2.2. In the £ domain, the

histogram has uniform intervals of unit length such that:

m o= Prli ¢ £ < i+

The equivalent probability density in the x domain is:

P, = "i/h() o< x < mit
where the interval bourdaries are:
X, = )t i=0,1,2,...,M1

and the interval length functions are:

h(i) = ®-1) ®)t

(D. 24)

(D.25)

(D.26)

(D.27)

for all b > 1, where b is the base of the logarithmic transforma-

tion,
£ = 1°9bx

For these values of xi, Equation (D.12) becames:

,\ m oo . B, r . .

i, = 3_1 [(b1+1)3 _ (b1)3] " % [(b1+1)2 _ (b1)2]
or:

~ mo3 3 . B 2 2i

AE[x]i=§-(b - 1) (b) +2—(b - 1) (b)

The values of m, and Bi can be shown to be:
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2b[P, - P, .]
m, = 1+ 151 — (D.28a)
b-1)0b+ 1) D)

i
B, =P, -m -{—b%l-@— (D. 28b)

fram Equations (D.7) and (D.10) respectively, such that:

b2 -1) By 2 3[p3-1 _ b+ 1) ®3-1)
2 4

L\.I:i[x]i = P, +mi(b) 3

1

or:

2 2i 3i
P; " - 1) (b) m, ()

AE[X], = 5 + Ly b - 1)
and substituting for m., we cbtain:
2 2i .
P, ®"-1) () 2,,.,2i
A o _b(-1)"(b) _

6(b+1)2

Equation (D.29) is of the desired form in that it consists of a con-
ventional zero-order estimate term,
. i+l
P, b2 - 1) )% (b)

5 = ' Pi x dx (D.30a)
)t

and a first-order correction term,

i+l Pi-1]

2,421
th bb - 1)"(b) (P

i~ correction = 3 (D.30b)
6€b + 1)

A more convenient form of the correction ecquation involves the m

values since those represent the actual measured data. The correction
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equation then becames:

m

2i . m,
M correction = &= 1)2“’-} i Tl
6b+1)° 1 ®-1)®) b- 1) ®)

i
® correction = &=V O 1 - p2

i 60 + 1) i+l "i-ll

The end conditions for the log-histogram do not simplify as readily as
they did for the uniform interval case, but are particularly important
due to the potential moment contribution of such large segments at a
large distance fram the origin. (Note that the end condition at the
origin is not significant due to its relatively small effect on the
maments., )

At the upper end of the histogram, we will assume that the
nonexistent Mth interval mirrors the value of the last actual inter-

val, i.e., that for slope considerations;

P, =P (D.32)

M M-1

th

Since the M interval is b times as long as the M-ISt interval,

the n, value must then be:

M
Ty = b"M—l (D.33)
such that the slope correction to the M-ISt interval becomes:
M-1
©-DB)_ g, . - b2, ) (D.34)
6 + 1)

The resulting total correction is therefore,
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e }:[n - b?r,_ 10" + pom, | - nM_zl(b)”'l% ©.35)

6 + 1) i=1
with the uncorrected estimate being:

M-1

ﬁ[x]uc 2i
i=0
or:
Bix =231 2 Sk (D. 36)
i=0

For the practical case of concern to us, the base of the logarithmic

transform is equal to two, with the uncorrected estimate being:
. 5 1L ;
Elx] =5 D72 (D.37)
i=0

and the corresponding correction formula being:

—i }:[n - am_ 1@t + [2m, | - 41rM_2](2)M-1: (D. 38)

The second mament estimate and correction can be found by

evaluating BEquation (D.12) for n = 2, with the ith component being:
sz _Mifoivra_ i) Bif a3 i3
AE[x]i=4—'[(b )" - (b)) +3—'(b )T - (b))

which simplifies to:
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3
-1) . B.b" - 1)
4i + 'L—j__ (b)3i (D.39)

Substituting the value of B; from Bquation (D.28b), we abtain:

. 4i
. 3 _ 3i| m, (b)
AE[lei = pil(b :1;) (b) ] 4+ 1 I [ - 1)2(1)2 - 1)

which upon substitution for m. fram Bguation (D.28a) becomes:

3 3i 2 :
2, _ b~ -1) b) bbb -1)b"-1) 3i _
Elx7ly = pi[ 3 ] T A T R S U
Bquation (D.40) consists of a zero-order estimate camponent,
{41
I3 3 ®)*

b~ - 1)) = 2

pil 1 ] = fi x° Py dx (D. 41)
()

ard a first-order correction component:

2,.31
.th . _bb-1)"Mh) -
1 oorrection = g6 + 1) [11'i +1 pi-1]

If we substitute for the m. values as in Equation (D.31) we obtain:

2i

.th . _(b-1)Db) .2
1 correction = -—6-(5_"'_17_ [‘H‘i+1 b ‘ﬂ’i_ll (D.42a
except for the N-15% term which is:
N-2
b=-1)() .2
€b 7 1) [b"N-l b ﬂN—Z] (D.42b)

The zero-order estimate can be also cbtained in terms of ™ by sub-
stitution in Bquation (D.41) which leads to an uncorrected estimate of:
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A 2 M-1 )
iy =2tbrl 2: ™, (b) 2 (D. 43)
1=0

For the limiting case of b approaching unity, the histogram becames
arbitrarily close to the continucus case, and the zero-order second
moment is seen to be unbiased. The correction term goes to zero in
this limiting case, as can be seen fram Equations (D.42a, b). For the

practical case of concern, b = 2, and the equations become:

N M-1
Epd) =2 ¥ m @)% (D.44)
i=0
and:
1 (M2 24
correction = I-gl Z [1r - 41ri_1] (4)
i=
M-l )
+ [2my ) - 4my o1 (4] ‘ (3.45)

The correction formulas for the first and second maments of both
uniform and log-histograms were utilized in the Monte Carlo tests as
described in Section 3.3.2.4, and on the average, produced significant
improvements in the moment estimates. In same cases the resulting
estimates were overcorrected, i.e., produced equally large errors but
of the opposite sign, and in isolated cases, produced even larger errors
than the "uncorrected" estimates. However, more typical correction re-
sults were to reduce estimate errors as shown in Table 3.3.2.

The effect of the first-order correction for the exponential
density is shown in Figure D.2, and indicates a reasonable slope curve

fit over each segment of the log-histogram. However, the last intervai
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f(x)

.010

fix) = (1/80) ¢ (-x/80)

Figure D.2. An Exponential Density Shown with the Theoretical Log-Histogram Vaiues
and the First-Order Slope Approximation.
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shows an effect which can result in significant errors, and is shown
on a mgnified scale in Figure D.3. The first-order slope, in this
case, causes the approximating function to boeree negative, and in-
traduces extra positive mass at the lower portion ol the interval.

Both effects tend to bias the mament estimates to be lov, with an in-
creasingly imoortant effect on higher moments. Such a condition can be

determined fram the probability heights, i.e., it will occur if:

L]
[]
0015 |- '
= 0010 |-
0005 |~
%-h..,
R_'h...
" | i | o f
] 100 200 300 400 Teees

Figure D.3. An Enlarged Portion of the First-Order Approximation of Figure D.2.
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i
m, “’; > P, (D. 46)

or substituting for m. and reducing, if:

bR,y = Py 1] > Pl - ) + 1)? (D.47)

In terms of the m; probabilities, the test becones:

2
(Mieg = b7 ]

b - 1)

> (b + 1)2 m (D.48)

The appropriate action to take when the test fails is not clear, and
probably should be handled on an incCividual basis.
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APPENDIX E
MOMENT ESTIMATION CAPABILITIES OF
UNIFORM AND LOG-HISTOGRAMS
Monte Carlo tests were run to evaluate the moment estimating
capabilities of relatively coarse histograms with both uniform and
logarithmic intervals. These tests were devised tc check for any par-
ticular sensitivities to sample size, location of the mean, or density

shape.

a. Overview of the Monte Carlo Tests

Uniform randam variables over the range of 0 to 1 were
generated by a conventional psuedo-randam number generator, and were
converted into the density of interest by a transformation of variables

of the form,
f(x) dx = g(y) dy (E.1)
where £(x) is the desired density function, and

1 0<y<1
1

gly) = (E.2)

' 0 otherwise

The random variables were sorted into both uriform and logarithmic
histograms, and also were accumulated as a sum and a sum of squares to
provide a known record of the true sample mean, mean-square, and vari-
ance. Estimates of these moments were then made from the histograms
and were campared with the known sample statistics. The test included

the first-order moment corrections for both the uniform and
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log-histograms, as well as evaluating the superposition method of
Section 3.3.2,2,

b. Selection of the Parameters for the Exper iment

A variety of density shapes was desired, so the tests
included the uniform, Erlang(2), exponential, hyperexponential, and
truncated 1/x density functions. The uniform and truncated 1/x
densities were optimal for density estimates because of the equal area
segments for the uniform and log-histograms respectively, and therefore
were included in the mament estimate tests as well. The Erlarg(2),
expoential, and hyperexponential were considered to be moce typical of
the densities that might be encountered and represent an interesting
spectrum of possible density shapes.

The range of the random variables was set fairly arbitrarily
at 0 to 500, and for base two logarithms, resulted in 10 increments for
the log-histogram. Ten intervals of size 50 were then selected for the
uniform histogram. The values of the moments for the uniform and 1/x
densities were defined by the range, and so were not free variables.
However, the Erlang(2), exponential, and hyperexponential densities had
no such constraints, but their parameters were arbitrarily set to have
approximately the same mean value as the 1/x density. The means are
only approximately equal due to the truncation effects, i.e., no values
over 500 are allowed. This selection of intervals and mean values
should be a highly unfavarable test for the log-histogram since seven
of its ten intervals fall well below the mean value.

The density functions being considered are shown in Table E.1
which lists their parameter values and the resulting mean, variance,
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and coefficient of variation, where these latter values include the

truncation effect.

TABLE E.1

THEORETICAL VALUES OF THE MOMENTS OF THE
TRUNCATED DENSITY FUNCTIONS BEING OONSIDERED

N T l'"m | Coefficient
Density Range | Parameters | Mean | Variance | of Variation
Uni form 0-500 = 250.0] 20,83 0.58
Erlang (2) 0-500 80 | 80.0| 3,170 n.70
Exponential 0-500 80 | 79.0, 5,960 0.98
Hyperexponential | 0-500 | 40 and 120 | 76.01 8,820 1.23
1/x density 1-500 | - | 80.3| 13,670 |  1.46 |

c. Generation of the Desired Densities

The random numbers that were obtained fram the randam number
generator were uniformly dicstributed over the range of zero to one.

If we call this uniform density g(y) where:

1 0<y<l1

gly) =
0 otherwise

ard desire a transformed density, £(x), then we can relate the two
densities by:
f(x) dx = g(y) dy
which for gf(y) =1 becames:
X

y= [ f&x) dx=F(x) (E.3)
0
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We want the inverse function, i.e., the relationship of x to same
function of y, and can most easily obtain this by a slight change cf
v-oriable,

y'=1l-y=1-F(x) (E.4)

where y' will also be uniformly distributed over the unit interval.

For example, if f(x) is the exponential density,

f(x) = pe ™ 0<x (E.5)
then,

F(x) =1-e ¥
and

y'=1-=-F(x) = e WX
so that:

-1 '
X = T In(y') (E.6)

A similar transformation can be found for the truncated 1/x density,

f(x) = 1/x In M (E.7)
with:

y'=1-Fx%) =1lnx/InM
or:

x =exp(y' InM) (E.8)

The transformmations for the Erlang and hyperexponential densities can
readily be found from exponential components; the Erlang (2) being the
sum of two exponential randam variables, and the hyperexponential being
the randona selection between two equally likely exponential random

variables with different means.
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d. Mament Estimates Using the Superposition Method

The technique described in Section 3.3.2.2, in which the log-
histogram camponents were transformed into 1/x density segments, was
evaluated by a series of Monte Carlo tests with uniform, Erlang (2),
exponential, hyperexponential, and truncated 1/x ensity functions.
The method produced excellent results for the 1/x density, as would
be expected, and samewhat surprisingly, also gave gnod results for the
uniform densi*y. However, for the Erlang (2), exponential, and hyper-
exponeritial cases, the estimates of the mean were in error by about 5%
to 6%, and the variance estimates were about 30% too large.

The reason for both the good estimates of the uniform density
case, and the poor estimates of the "long tail" densities, is the fact
that the 1/x density is reasonably flat at the larger values of Xx.
This upper region provides a predominant contribution to the moment
calculation, and must be approximated quite closely if good estimates
are to be obtained. Since the 1/x density approximation has a sig-

nificant weakress in this area, it was not pursued any further.

e. Moment Estimates Using the First-Order Correction Equatias

The five density functions shown in Table E.l1 were utilized
as test cases to evaluate and compare the moment estimation capabilities
of the first-order correction equations for both uniform and log-histo-
grams. The resulting estimates of the mean values are shown in Table
E.2 with the variance estimates being shown in Table E.3. The sur-
prising result is that the costimates from the log-histograms were often

actually better than those fram the uniform histogram, even though the
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TABLE E.2

A COMPARISON OF ESTIMATES OF THE MEAN FROM UNIFORM AND LOG-HISTOGRAMS

Estimates of the Mean

Density Lot Sample Uniform Histogram Log-Histogram

Function No. Mean Estimate | $ Frror | Estimate | % Error

1 242 242 +0.12 244 +0.7%

2 250 250 +0.1% 247 -0.9%

Uniform 3 243 244 +0.5% 250 +2.8%

4 253 254 +0.6% 256 +1.2%

Total | 247 248 +0.3% 249 +1.08

84.5 84.5 +0.0% 84.7 +0.2%

90.1 89.6 -0.6 87.0 -3.5%

Erlang (2) 75.0 72.3 -3.7% 4.6 -0.6%

78.4 77.4 -1.2% 79.3 +1.18

Total | 82.0 80.9 -1.4% 81.4 -0.7%

1 81.8 83.7 +2.3% 81.8 +0.0%

2 82.4 85.1 +3.38 81.9 -0.7%

Exponential | 4 80.5 81.1 +0.7 81.2 +0.9%
4 78.1 80.2 +2.7% 76.0 -2.8%_

Total | 80.7 82.5 +2.3% 80.2 ~0.6%

1 84.9 86.9 +2.4% 84.1 -0.9%

Hyper- 2 73.3 75.4 +2.8% 74.3 +1.3%

exponential | 3 81.7 82.6 +1.0% 82.8 +1.3%

4 83.4 86.7 +3.9% 83.0 -0.63

Total | 80.8 82.9 +2.5% 81.0 +0.3%

1 80,2 87.9 +9.6% 81.7 +1.9%

L ] q L ] L]

—— 2 91.2 98.8 +3.3% 93.8 +2.8%

1/x density | 3 73.5 80.0 +8.9% 71.5 -2.8%

4 78.6 85.8 +9.0% 82.0 +4.3%

Total | 80.9 88.1 +9.0% 82.2 +1.6%
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TABLE E.3

A COMPARISON OF ESTIMATES OF THE
VARIANCE FROM UNIFORM AND LOG-HISTOGRAMS

Estimates of the Variance
. : P e -
L ity Lot Samole Uniform Histogram | Log Hlst:ogram l
Function No. Variance | Estimate| % Error ! Estimate | $ Error
1

1 21,80 23.300 |+ 6.68 | 22,100 |+ 1.2%

_ 2 23,700 25,100 | + 5.8% | 22,800 | - 3.8%

SRk 3 19,600 20,900 | + 6.6% | 21,000 | + 7.1%

4 20,200 22,100 |+ 9.1% | 21,600 | + 6.8%

Total | 21,300 22,800 |+ 7.0% | 21,900 | + 2.8%

{ |

1 3,470 4,110 | +18.6% 2,200 | -36.5%

2 4,050 4,810 | +18.9% 2,390 | -41.0%

Erlang (2) 3 2,470 3,020 | +22.2% | 1,080 | -56.3%
4 3,130 3,810 | +21.5% | 2,940 | - 6.1%

Total | 3,280 3,940 | +20.32 | 2,150 | -35.08

1 5,650 6,110 | +8.3% | 5,300 ; - 6.13

2 6,950 7,450 |+ 7.1% | 6,820 | - 1.9%

Exponential 3 5,610 6,200 | +10.4% 6,010 | + 7.1%

4 6,160 6,530 | + 6.1% ' 4,890 | -20.6%

Total | 6,090 6,570 | + 8.08 ' 5,760 | - 5.4%

1 7,100 7,510 | + 5.7% | 6,250 | -12.0%

2 7,090 7,270 | + 2.6% | 7,260 | + 2.3%

Hyper-

exponential 3 7,540 7,880 |+ 4.,5% | 7,410 | - 1.8%

4 7,510 7,860 | + 4.6% | 6,940 | - 7.6%
Total 7,310 | 7,630 | + 4.3% 6,960 | - 4.8% |

1 14,500 } 13,900 | - 4.7% 15,000 | + 2.8%

TFinestad 2 17,200 | 16,500 | - 4.2% | 17,600 | + 2.3%

1/x density 3 12,500 12,000 | - 4.1% 12,000 | - 3.8%
!

4 12,300 ' 12,000 | - 3.2% 14,200 | +15.2%

Total | 14,100 @ 13,500 | - 4.0% 14,700 | + 4.1%
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latter has much better resolution at the higher data values, and
consequently should yield better esvimates.

Some insight into this apparent discrepency can be gained
from Table E.4 which campares the corrected and uncorrected estimates

TABLE E.4

THE EFFECT OF THE FIRST-ORDER MOMENT
OORRECTIONS FOR AN EXPONENTIAL DENSITY

Mean Mean Square Variance
Uniform intervals
* uncorrected +3.5% + 7.9% + 9.2%
* corrected +2.3% + 6.3% + 8.0%
Log intervals
* unoorrected +6.9% +21.4% +29.2%
* corrected -0.6% - 3.2% ~ 5.4%

for the two types of histograms with an exponential density function.
The uncorrected estimates of the first and second moments have rela-
tively large errors for the log-histogram procedure, but the correction
can be seen to be quite effective in decreasing the error; and in fac:
tends to samewhat overcorrect the values,producing an error of the
opposite sign. In oontrast, the uniform histogram corrections are not
necrly large enough and Tables E.2 and E.3 show that this was typically
the case. The log-histogram cor:ections were far more effective and
produced overall estimates which appeared to be reasonably unbiased.
The same basic correction technique was used for both types of histo-

grams, as described in Appendix D, but the data indicates that same
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other weighting of the adjacent slopes would probably give better
results for the uniform histogram, since they should inherently give
better moment estimates than the log-histograms. This subject was not
pursued, since for our purposes the log-histograms were shown to be
preferable for density estimates, and when corrected, produce good
estimates of at least the first and second maments.

The five density functions were selected to have a variety of
density shapes, and indeed some shape-dependent errors were seen in the
test data. For example, the Erlang (2) density test was found to have
very large errors in the variance estimates. This effect was due to
two factors; (a) the second mament about the origin is somewhat over-

corrected, and (b) the variance is the difference between two estimates,

62 = Elx?] - {Ex]}? (E.7)

and since the variance of the Erlang density is relatively small, this
becomes a large percentage error. For example, in the first sample,

the errors in the mean and meansquare values were 0.2% and -11.6%
respectively, but the resulting error in the variance was -36.5%. For-
tunately, the Erlang density shape is not expected in any of the message
size data, so the log-histogram data reduction for the network measure-

ments should not involve this kind of error.

f. A Comparison of the Estimates for Different Mean Values

In many measurefent situations, one knows the range of allow-
able values but does not have much insight into the expected value of
the variable. We will now campare the uniform and log-histogram for

such a case, with the value constrained to be within the range of 0 to
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500, but with various values of the mean. The resulting errors are
plotted in Figure E.l1 as a function of the sample mean (for an exponen-
tial density). The log-histogram estimates have errors in the estimate
of the mean value which are reasonably independent of the actual mean
value, while the uniform histogram estimates are a strong function of
the location of the mean. While this example does not necessarily in-
ciated a general relationship, it does seem to be reasonable to expect
many distributions to have such a characteristic because of the nature
of the errors involved. That is, the uniform histogram will be expected
to have a reasonably constant absolute error in its estimates, which
will be a decreasing percentage error as the nominal mean value is in-
creased. In contrast, the log-histogram has an absolute error which is
approximately proportional to the nominal value, and hence produces a
fairly constant percentage error.

The second moments are seen to have a larger percentage error
in both cases, although the log-histogram has samewhat less error than
the uniform histogram. In contrast, the variance estimates of the uni-
form histogram are reasonably constant over the entire range, and are
often less than those of the log-histogram. This is due to the fact
that, for the exponential density, the error in the variance is propor-
tional to the difference between the percentage errors of the first and

second maments,

- -
er(gz) =5 er (x7) _ er_(_x) (E.8)
o] ? X
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PERCENTAGE ERROR IN THE ESTIMATE
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Figure E.1. A Comparison of the Errors in the Moment Estimates

from Uniform and Log-Histograms.
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and this difference is fairly oconstant for the uniform histogram case.

This relationship can be shown by considering the error of the

estimates:
er(X) = Elx] - E[x] (E.%)
er () = £ = Bl (E. 9b)
er(oz) = 32 - 02 (E.9c)

The estimated variance is:

A A

o = Ex%] - Elx1)? (E.10)
arnd the actual variance is:

o = Ex?] - E®Ix1)? (E.11)
If we subtract Equation (E.11) from Equation (E.10), we cbtain the
error in the variance,

& - o? = (Etx) - EBPD) - (E1xD? - E®1x)D)

which can be written as:

er(oz) = er(x—f) - {E{x] + E[x]} * er (%) (E.12)
For small errors, the sum term will be approximately equal to twice
the mean value, such that:

er(oz) = er(?) - 2xer(x) (E.13)
This expression simplifies for the case of the exponenti~l density with,

2 = 20% = 2(0)2 (E.14)
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resulting in:

er (o) = er (x) _er(x)

2cJ2 -;? X

which yields Equation (E.8).
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GLOSSARY

Accunulated statistics: The measurement routine which gathers counts,
sums, and histograms of activity in an IMP over a time period

(presently 12.8 seconds).

ACK, acknowledgement: An IMP-to-IMP transmission from IMPi to ]MPJ.
that verifies that a packet was received and accepted by IMPi

from IMPj along the store-and-forward path.

ARPA: The Advanced Research Projects Agency, the agency of the Depart-

nment of Defense which sponsored the network development.

Artifact: Any measurement effect which results in a difference between
the observed system variables and the actual system variables

(as they would exist if the measurements had not been made).

Artificial traffic: Traffic that is generated solely for purposes of

network loading and tests.

BBN: Bolt Beranek and Newman, Inc., the network contractor and a node

in the network.

Blocking: The condition that occurs vhen an IMP cannot accept trans-

missions from its neighbors due to the lack of buffers.
Buffer: Storage space for a full packet.

Fake-10ST: An IMP routine which performs one or more of the HOST-like
functions, e.g., the source or destination of messages such

as the statistics data, the IMP console Teletype, and the

Preceding page blank
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discard facility.
FCFS: First-Come-First-Served queue discipline.

First-order mament correction: A correction technique for moment esti-
mates from histogram data using a linear slope approximation

based on neighboring interval heights.
GHOST: Same as a Fake-HOST.

Header: A 64-bit record preceding each packet, which contains the

source, the destination, the message nuwber, etc.

HOP: One IMP-to-IMP path or leg. The HOP # is the number of such legs
between two nodes.

HOST: One of the independent camputing centers of the network.

Hello: A periodic transmission between adjacent IMP's to pass routing

information and to test the operational status of the lines.

HOST-to-HOST protocol: The prescribed manner in which HOST camputers
communicate.

IHY: I Heard You; the response to a Hello message.

IMP: Interface Message Processor; the store-and-forward message

switches for the network.

Inter-packet gap: The time interval that occurs between otherwise con-
tiguous packet flow due to other traffic on the communication

channels.

Leader: The 32-bits of information which precede each message and

define its destination, message number, etc.
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Link: A logical (software) connection between the IMP's at the source
and destination nodes of a message transmission. The link
becames "blocked", (i.e., cannot be used again) until a RFNM

is returyed.
L L: Linocoln Laboratories

Log-histogram: A histogram in which the intervals are scaled in a
logarithmic (or exponential) manner. In the case of binary
log-histograms, each interval is twice the size of the

preceding interval.

Marking: A bit-string 00...01 preceding the first bit of a message (for

transmissions between HOST computers having differing word
lengths).
MIT: Massachusetts Institute of Technology

Message: A logical record of up to 8095 bits which is used for HOST-to-

[OST transmissions.

Modem: A modulator-demodulatar used to convert between digitzl data

and the frequency-modulated telephone carrier signal.

Mament corrections: The addition of term(s) to compenszte for the
systematic bias in moment: estimates from group:d data such as

histograms.
msec: millisecond, i.e., 192 aeconds.
usec: microsecond, i.e., 10-'6 secords.

Net, networ:: The commnications facilities (including IMP's) which

interconnect the HOST computers. Sometimes used in a larger
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soope including the HOST camputers as well.
NMC: The Network Measurement Center (at UCLA).

Node: One of the sites involved in the network, i.e., typically
referring to both the IMP and HOST(s).

Packet: A message segment of up to 1008 bits of information, (the
stardard IMP-to-IMP transmission block size).

Padding: A bit-string 10...00 following the last bit of a message to
fill out the remaining portion of the IMP (or destination
HOST) word length.

Poisson arrivals: Independent randmm arrivals to a queueing system
(with an exponential density of interarrival times).

Propagation delay: The transmission delay due to the finite propaga-
tion time of electrical energy along a transmission line
(about 10 psec. per mile).

Protocol: The established procedures and standzrds for network

transnissions.

Pseudo-messages: Fixed length artificial traffic generated by the
IMP's.

RAND: The RAND Corporation.

Reassembly: The process of collecting packets and placing them in the
proper sequence to recreate the segmented message.

RFNM: Request For Next Message; the response which is returned to the

message source to allow further transmission along a given
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link. (A congestion and flow control mechanism.)

RFNM driven traffic: Traffic flow that occurs as rapdily as the RFNM

mechanism will allow.

Routing: The selection of each store-and-forward "hop" along the

source-to-destination path.

Routing table: A table listing the estimated best known cammunication

channels for transmission to the various destinations.

Routing update: The process of exchanging routing information between

the nodes in a network.
SDC: System Development Corporation.
Sigma 7: The camputer system at the UCLA Network Measurement Center.
Segment: A portion of a message; often synonymous with packet.

Segmented messages: The division of messages into fixed size blocks

(called packets).

SENT queue: A linked list of packets which have been transmitted, but
not yet acknowledged.

Snap-shots: The measurement routine which records the state of the IMP
queues ard routing tables at periodic intervals (presently

every 0.8 sec.).
SRI: Stanford Research Institute.

Store-and-forward: The receipt and subsequent transmission of a packet

by an intermediate node in a network source-destination path.
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Thru-put: The effective rate at which data can be transmitted through

the network, i.e., between a given source and destination.

Traces: Measurement data taken at an IMP recording the time at which
a given packet was received and "processed".

UCIA: University of California at Los Angeles.
UCSB: University of California at Santa Barbara.

Unfinished work diagram: A diagram showing the amount of the service
“backlog" which is present in the system as a function' of
time.

Unifarm histogram: A conventional histogram in which all of the

intervals are of equal size.

Utah: The University of Utah.
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