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ABSTR" 'T

The three basic principles of experimental design: replication,
randomization, and local control, are briefly discussed. Advantages of
the proper application of the principles are given, and the importance
of the role of experimental design is illustrated by a numerical example.
Three analyses are performed on the same set of test data. First, an
analysis is performed on a set of empirical data to salvage as much
information as possible from the data of the uncontrolled experiment.
Secondly, some (but not all) information is obtained about the conduct
of the experiment, necessary assumptions are then made, and an analysis
of variance is performed, Finally, the data are properly analyzed by
performing a nested-factorial analysis of variance as dictated bv the

design and the actual conduct of the experiment. The validity and the

amount of information resulting from the three analyses are then compared.
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I. INTRODUCTION

The three general phases of experimentation are - the design phase,
the execution phase, and the analysis phase. The design phase involves
the complete set of actions taken prior to the conduct of the experiment;
the execution phase refers to the actusl conduct of the experiment; and
the analysis phase includes data reduction, numerical computations, and .
interpretation of results, The importance of the design phase of
experimentation cannot be overemphasized because of the dependence of
the analysis phase upon the design phase. That is, the basis of the
interpretation of experimental data is the analysis, but the analysis is
dictated by the experiaental design, Addelman (1969) recently expressed
concern over the fact that far more emphasis has been placed on analysis
than on design in the literatuve on the design and analysis of experiments.

"Designing" an experiment simply means "planning'" an experiment se
that information will be collected which is relevant to the problem under
investigation. Naturally, this planning phase is the time to ensure that
the appropriate quantity and quality of data will be obtained in a manner
which permits the proper application of inductive statistical methodology
and, consequently, an objective analysis leading to valid infevences with
respect to the stated problem,

The objective of any experimental deaign is to provide the maximum
amount of information at a minimum cost. Consequently, experimental
design 18 concerned with both statisties' efficiency and resource economy.

Both features should be present in any scientific investigation.

(2h by Emiain o=
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IT, BASIC PRINCIPLES OF EFXPERIMENTAL DESIGN

The three basic principles of experimental design, replication,

randomization, and local control, are well summarized by Chew (1958).

Replication serves a dual purpose. It makes a statistical teet of
significance possible (by providing a valid estimate of experimental
error), and it improves the precision of tae estimated effects of the
factors under investigation. While replication makes a test of
significance possible, randomization mekes the test wvalid by eliminating
bias and by making it appropriate to analyze the data as though the
errors were independent., Errors from experimental units adjacent in
tirne or space tend to be correlated, but the randomization gives any

two "tyreatments" being compared an equal chance of being adjacent.

For example, suppose two tank types (A and B) are to be compared with
four test runs each. The order of the eigl. runs should be completely
randomized. From an operational viewpolnt, a design like AAAABBBY oy
BBBBAAAA might be more convenient. However, both of these designa are
poor because tank effect and time effect are "confounded.” The weather,
vigibility, ground condition, crew fatigue, atc., may be guite different
during the first four runs than they are duripg the last four runs.
Consequently, that di fference attributed to tank effoct may be grosaly
inflated due to the presence of other indistinguishable effects because
of improper randomization. Proper randomization would guard against

continually favoring or handicapping either tenk type. Cochran and Cox

o
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(1957) describe randomization as "insurance against disturbances that

may or may not occur and that may or may not be serious if they do

occur,'r

Replication and randomization make a valid test of significance

possible. Local control then makes the test more sensitive (or powerful)

by reducing experimental error. That is, local control makes the

experimental design more efficient through the use of such features as
balancing, blocking, and grouping of the experimental units.

The following partial list conteins areas of concern during the design

phase:

1. Choice vf response or dependeut variable.

2., Tdentification of existing independent variables (factors)
involved.

3. 1ldentification of controllable and uncontrollable factors.

4, Selectioun of controllable factors to be varied,

5. Ildentification of levels of these comtrollable factoxs.

6. Identification of qualitative and quantitative factors.

7. Identify factors having fixed levels and those having
random levels, {

8.

Relationship of factors (crossed or nested),
9. Restriction upon randomization.

10. Method of randomization.

11,

Order of experimentation,

12, Forwulation of hypotheses.

AR, GRS A s s
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A "check list" -can prove most helpful in assuring that nothing has
been overlooked during the design phase. Such a check list is provided
in Ostle (1963 and 1967).

Ultimately in the design phase, a mathematical model is hypothesized
for the relationship of the dependent variable to the independent
variables. That is, the response variable is expressed as a function of
the independent variables. This hypothesized model, along with all the
nacessary assumptions concerning the model, provides the basis for &
statistical analysis which is performed on the experimental data. An
outiine of a proposed statistical analysis at this point provides an
excellent opportunity for ensuring that the analysis will, in fact,
accomplish the objectives of the experiment.

Many advantages, both direct and indirect, can result if full use 1is
made of the principles of experimental design. A partial list of the
advantages of statistically designed experiments is as follows:

1., The statement of experimental objectives is usually
developed more completely,

ra

The required ccordination batween the «nalyst(s) and the
experimenter(s) facilitates the analyais, ths interpretetion
of results, and the drawing of conclusions.

3. Attention is focused on interralationships swong the
variables under investigation.

£~

Sources of variability are identified amd measured with
increased accuracy and precision,

5. The number of experimontal units required to achisve s
stated objective can generally be accurately astimated
and often reduced.




6. An estimate of experimental error is usually obtained,

7. A greater quantity of usable data is obtained for each
dollar expended,

8. Analysis can be improved by eliminating incorrect analysis
resulting from a lack of understanding how the experiment
was conducted,

9. Cooperation csn be improved between groups not in complete
contact with one another during the execution and the
analysis phases.

10. The invalid extrapclation of data beyond the range of
experimeatal comditions can be avoided.

In the sections which follow, the role of experimental design is
illustrated. 1In the first example, a ''salvage operation' is illustrated
for empirical data from an uncontrolled experiment. Then the data are
2iidlyzed as {f it were obtained from a designed expariment. But, a wrong
model i{s employed, and the underlying assumptions are ignored, Firally,
the data are properly analyzed as dictated by the design and conduct of
the experiment. The quality and quantity of the information obtaired
from the three analyses are discussed.

IIX1. YSALVAGE' OPERATIONS ON AN UNCONTROLLED EXPERIMENT

Consider an investigation concorning evaluation of concepts, doctrine,
and organization of field artillery. Suppose a spcecific facet of the test
{s an evalustion of a newly proposed loading mathod. Cost of the proposed
losding method 18 the same as the currently employed method; therefore,
the proposed method will be recomended {£ the loading rate of the new

mathod is cignificantly faster then the old method,

e e K L




A field test was conducted and 18 trials were psrfoxmed for each loeding
method. The number of rounds loaded were recorded for each trial. The

average number of rounds loaded per minute for each trial is shown below.

TABLE I

FIELD ARTILLERY DATA® .

Trial New Method 01ld Method
Number (Rounds per Min.) (Roundg pex Mim.)
1 20.2 14,2
2 26,2 18.0
3 23.8 12.5
A 22.0 14.1
5 22,6 14.0
6 22,9 13.7
7 23,1 14.1
8 22,9 12.2
9 21.8 12.7
10 241 16.2
11 26.9 19.1
12 26.9 15.4
13 23.5 16.1
14 24.6 18.1
15 25.0 16.0
1% 22,9 16.1
17 23.7 13.8
18 23.5% 15.1

*  Fyom Hicka (1964), Fundamental Concepts in the Jesign of
Experiments, p. 172.

With the above infouiwittion, the two loading methods are to be cvalusted.
Such an evaluation might take the form of a8 comparative analysis of the
number of rounds loaded per minute by the tw methods. The snalysis
should begin with a study of the two suample distribulfone, Suppose no
information exists suggesting that the parant populations of the two

saxples are mon-nonwal., An appropriate test such as the Kolsogorov Test
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eould be performed to test the null hypothesis that Lhe parent populaticn
of each of the two samples is &8 normal distributlon with mean and variance
equal to those of the coxrespcnding sample distribution. Rather than
illustrate the Kolmogorov Test, which is not the purpose of this psaper,
normality of the parent populations will be assumed (or assumed to have
been tested and not rejectad),

Having estublished noxmality of the two populations, equality of the
two population variances (0% and cg) nust be investigated. That is, the
null hypothesis Hoé o% = o% is tested sgainst the alternative hypothesis
Ryt ci # oﬁ. The appropriate test for testing equality of the population

variances is the variance ratio s%/sg which is F distributed with degrees

2 2
of freedom equal to the degrees of freedom of s% and s%, where 8y and 8y
are sample estimates of the population parameters, oi and oi. Notationally,

2
8

1
-—2- ~ F(n1~1,n2-1) ¢
82

where ny is the sample gize of the new method and n, iz the sample size of
the old method (ny = n, = 18) . ‘The familiar statistics (s?;j = 1,2)

estimating the population variances are:

: M 2
Sj = i}jl(in'-Yj) /(nj'l); 3 =12

i
where §5 = iflxjilnj; J=1,2

sk
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and x;3; and x5; vefer to sample valucs {rom the new and the old method,

regpectively. The above four computed stacristics are:

Ty = 2359 F = 15.08

2 2
81 = 2,512 &8y = 3.88¢9

Because the alternative hypothesis (oi ¥ c%) contains both
2 2 2
inequalities, ci < Cy aad 01>99, the variance ratio test is &

two-sided test, That is, the rejection region for the test statistic

I .
15

2, 2
81/82 < F(G/Z,nlml,nz-l)
or

B%/Bg >»F(laﬁ123ﬂitlaﬁzzi)

Arbitrarily selecting & = 0,05 as the level of significance for
illustrative purposes, s%/s% = 0.646 1s compared with the eritical
F-values, F(0.025,17,17) = 0.37 and F(0.975,17,17) = 2,67, and 1is sesn
to be well within the acceptance region. The best estimate, them, of

theé common but unknown population variance (02) iz the pooled variance,

2 2
2 (ny-1) 81 + (n2~1) 8,
SP =

nl""nz" 2

= 3,022

Haviag established that the two parent normal' pepulatiovs-have:

8
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& conmon variance, the tﬁb-sample t-test i3 applicable for testing the

inequality of tha two population means (w1 and pa}. Unlike tne above
two-gided F-test, the appropriate t-test ig a one-gided test becsusce we
are intevested in replacing the old method with the new method only 1£
it is significantly faster (rounds losded per minute) than t&e old methed,
That is, we consider the serious error to be wrongly concluding that the
new method is faster when, in fect, it is uot'(type I1 arror is ignored).
Consequently, the null hypothesis H,: by S lp 18 Cested sgainst the
alternative hypothesis Hg: py > #o. The computed test statistic (t.) is:
te = —--i;:g ~ t(nl-}-nz-Z‘j
with ny+n,-2 degrees of freedom. If t. 2 t(l-agpifaayia, rejectr the null
hypothesis at the a-level of significance; otherwise do mot reject the
null hypothesis. Again, & = 0.05 is arbitrarily selected for illustration.
The tabulated critvical value is £(0.95,34) e 1.69, and the computed .
t-statistic is t, = 14.67. Therefore, the null hypothesgis is rejected at
the 0.05-level of significance, i.e., the number of rounds loaded per
minute by the new method is not equal to or lags than the number of rounds
loaded per minute by the old method.

A cursory examination of the above analysis might suggest Chat the
analysis accomplished the objective of the investigation. However, further
examination quickly reveals that the analysis leaves many questions
unanswered, These questions concern, but are not limitsd to, the order of

9




and have validity.

IV, "DESIGNED" AFTER EXECUTION

the three coutrolled factors,

Suppose a more thorough statistical analysis is desired.

method, ,«oup, team combination was tested twice.

TABLE II

THREE-WAY DATA ARRLY

testing the loading methods, the mumber of loading teame used in te test,

and the physique and level of training of the men participating ian the

to answer questions in the above cited areas. Because of incomplete
information concerning the conduct of the test, the above amalysis is,

essentially, the extent of the statistical analysis which can be performed

A query into
the onduct of the test revealed that in addition to the two loading

methods, two other factors were controlled. The loading teams consisted
of chree teams for each of three physique classification groups, and each

The same test data given

R I e

Group
1 2 3

Teams 1 2 3 1 2 3 1 2 3
20.2  26.2  23.8 | 22.0 22.6 22.9 | 2.1  22.9 218

Method 1
_ L2 269 2490|235 266 25.0 | 22,9 237 23,5
12,2 18,0 1205%] 14.1 160 137 161 127 127

Method 2
16,2 19.1 15., | 16.1 18.1 16.0 | 16.1 13.8 15.1

10

test. Unfortunately, the available information about the test is inadequate y

in TABLE I above is xetabulated in the following three-way table illustrating
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The test data is now analyzed by employing ti.c analysis of variance

(ANOVA) procedure. ANOVA is a method of partitioning the total variability
of a response. variable into component parts assoclated with the controlled
factors under investigatioa and éhe uncontrolled randém error. Methods,
Groups, and Teams are termed "factors," and the classifications of the
factors are termed "levels," That is, the number of levels for Methods,
Groups, and Teams are two, three, and three, reSpectivel&.. The ANOVA

model used is:

Yagyp = W ¥ Ay + Bg ++ C, + AByg + ACy + BCgy + ABCyg, + Roﬁyp3 g
Y
P

where y is the response variable; u is the true mean effect; A, B, and C
are the Method, Group, and Team effects, respectively; AB, AC, and BC are
the two-factor interaction effects between the factors; ABC is the
three-factor interaction effect; and R is the random error effact.

Neither the aseumptions of the model n.- the computational procedures
of the ANOVA are discussed., This is not to be construed that assumptions
of the model are not important; the assumptions are very important as will
be i1llustrated later. The computational results are illustrated and the
inferences from the analysis are discussed. The usual ANOVA table of

the computational yesults is below:

11




TABLE III

ANOVA FOR FACTORIAL EXPERIMENT

Source of Variation Degrees of Freedom Sum of Squares Mean Square F-Ratio

A R 1 651.95 651,95 282,23k
B ~ 2 16.05 8.02 3.47
c 2 12.77 6.38 2,76
‘ AB 2 .19 0.60 0.26
AC 2 5.56 2.78 1.20
BC 4 26.49 - 6.62 2,87
ABC 4 5.16 1.29 0.56
Error 18 41.59 2.31
Total 35 760.76

*%% - Significant at the 0,001-level of significance

NOTE - A fixed effects model is assumed.

The previously mentioned partitioning of the total variability is
{llustrated in the Sum of Sduares Column in the table. Note that the Total
Sum of Squares (760.76) 1s partitioned into eight component parts. For
example, of the total variability (760,76) within the 36 data values, 651.95
of it is attributed to Methods (represented by factor A). A visual inspection
of the Sum of Squares Column suggests that Methods is the predominant source
of variation of the average number of rounds loaded per wminute during the test.

The actual testing of the various hypotheses concerning the factorial

effects of the rodel is accomplished by a comparison of the values in the

12
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F-Ratio COIumn‘with appropriate critical F-valuee previously discussed.
For example, testing at the 0.05-level of significance for illustratiom,
282.23 is compared with F(0.95,1,18) = 4.4]1 and is found to be highly
significant. Continuing the testing as .illustrated, none of_the remaining
F-ratios are f&und to be significant.

A first impression of the above analysis of variance might be that
the analysis is thorough and complete, and the objective of the
investigation has been satisfactorily accomplished, An examination
of the analysis, however, reveals that the analysis 1s not valid. Recall
that the design of an experiment dictates the analysis of the experimental
data collected, |

In the above analysis of vagiance (TABLE IIY), ali factorial effects
were tested against the within error variance. That is, the F-ratios
were‘determined from MS(Factorial Effect)/MS(Erroy). However, the within
ervor variance 18 the denominator of all F-ratios only if the ANOVA wodel
18 a fixed effects model (or Model I). An examination of the methods of
selecting the levels of each of the three factors indicated that all three
factors were not fixed; the teams were randomly chosen. Therafore, the
ANOVA model 18 8 mixed model (or Model III), i.e., the model contains
both fixed and raudom factors; factors 4 and B are fixed, and factor C
is random. To determine the proper F-ratios for testing the factorial
effects, the expected mean squares (EMS's) must be determined because

the F-ratios are derived from the EMS's,

13
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The usuval rules available in the literature may be employed to

determine the EMS's (See, for example, Beunett and Franklin (1954), - %

Hicks (1964), or Johnson and Leome, Vol, II (1964)). The RMS's for the .

P R

above particular model, however, have already been derived and are

available, The correct F-rvatios for the particular mixed model are

illustrated, for example, in QOstle (1963), Wine (1964), and Beyer
(1966) - MS(A) /MS{AC), MS(B)/MS(BC), MS(C)/MS(Errox), MS(AB)/MS(ARC),
MS (AC) /MS (Error), MS(BC)/MS(Srror), MS(ABC)/MS(Error).

V. PROPERLY DESIGNED NESTED-FACTORIAL EXPERIMENT

In addition to the incorrect F-ratios in the above analysis, further
investigation into the conduct of the experiment vevealed that the ANOVA
model in Section IV was incorrect. The three randomly selected teams
(Factor C) were not the same teams for all three groups (Factor B). Three
different teams were randomly selected for 2ach of the three groups.
Therefore, nine teams were actually used in the experiment. The experiment,
therefore, was not a factorial experimenc; 1t was 4 nested-factorial
experiment.

To emphasize the nesting feature of the experiment, the data layout
of TABLE II 18 revised, TAILE IV below reflects the nesting of the
taauws within groups, and TABLE V contains the call and merginal meens

of TABLE 1V,

ol F L et et nh s P 82
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TABLE IV

DATA LAYOUT FOR NESTED-FACTORIAL EXPERIMENT

Group
1 2 3
Teams 1 2 3 4 5 6 7 8 9
20,2 2,2 23,8} 22,0 22.6 22,9 23,1 22,9 21.8
Method 1
26,1 26,9 24,9 | 23.5 24, 25,0 ] 22,9 23,7 23.5
14,2 18,0 12,51} 14,1 14,0 13.7 14,1 12,2 12.7
Method 2
16,2 19,1 15,4} 16,1 18.1 16.0] 16,1 13,8 15.1
TABLE V
CELL AND MARGINAL. MEANS
Group
1 2 3
Teams 1 2 3 4 5 6 7 8 9
22,15 26,55 284 2227%5 23.60 23,95 23.00 23.30 22.65 23.59
Method 1
24, 35% 23,43% 22,98% i
15.20 18.55 13.65] 15.10 16.05 14.85] 15.10 13,00 13,90 15.08
Method 2
15, 90% 15, 33% 146.00%
18.68 22,55 19.15 18.92 1%.82 19. 19.65 18.15 13.28
20,1 2% 16, 38wk 18,49 19.33

% - Method«Group Means

¥ - Group Means

Knowledge of the relationahips (crossed or neoted) of tue factors umder

investigation is aecessary before the correct analysis of variance model

can be specified., YHowever, this alone 18 not sufficient; knowledge of the

15
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order of experimentation is also necessary, In the field artillery
experiment, no blocking was performed; the order of experimentation
was completely randomized. Tharefore, the correct model for the

nested-factorial experiment in a completely randomized design is;

Yopyp = W + Ay + Bg + ABog + Gy(py + ACq gy + Rp(apy)

The parantheses in the model denote the nesting of the factors. The
factor(s) represented by the subscript(s) not in parentheses is (are)
nested within the factor(s) represented by the subscript(s) within
parentheses., For example, CY(B) denotes that factor C is nested within
factoy B. Note additionally, from the NJOVA model and from TABLE 1V
that Mathod (factor A) and Group (factor B) are crossed, while dathod is
crossed with Teams (factor C) within Groups.

The sums of squares corresponding to like terma of the correct mydel
and the incorrect model are identical. The sums of squarea corresponding

to the two uniike terms, CY(E) and ACGV(B)’ are

ss[cy(s)] . 39.26
ss | ac - 10,72
L W(Bg
In oxrder to determine the F-ratios in the snalysis of varisence, the

rules cited in Section 111 are applied., The resulting expected medn squares

and the F-ratios to be performod -sre {llustratad i the following table,

16
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TABLE VI

EXPECTED MEAN SQUARES

! Source Expected Mean Square
| A o2 + 202 + 18 g Aé
g o AC aml
f
2 3
| By o2 + tag +1225§/z ,
fal
2 9 2 3
ABQﬁ o + 2°AC + 6L I Jp Jp—
; =]l B=l
70} 0% + 40% e <
ACqy 8) ol 4 Zoic —_— G <
2
Bo oy of 4 “

The proper analysis of variance for the experiment 18 given in the
following table.

TABLE VII
ANOVA FOR NESTED-FACTORIAL EXPERIMERT

Source of Variation Degrees of Freedom Sum of Squares Mean Square F»Ratio‘___

] Ay 1 651,95 651.95 364, 22eaw
1 Bg 2 16.05 8.02 1.23

: AByg 2 1.19 0.60 0.3%

J & () 6 39.26 6.54 2.83%

§ ACor B 6 10.72 1.79 0.77
Exrroy 18 47,59 2,31

| Total 35 76G.76

H * - Significant at the 0.05-level of signi ficance

R L3 2

- Significant at the 0,001-level of signi ficance

17
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From a comparison of the sum of squares in TABLES IXI and VI, the
sum ¢f the two sum of squares due to C and 3C of the incorrect model is
found to be the sum of squares due to CY @ Similarly, the two sum of
squares due to AC and ABC of the jncorrect model are found to be the sum
of aquares due to Acuv(ﬂ)' That is, what was formerly thought to be Team
effect and Group-Team interaction effect ia, in fact, Team-within-Group
effect, And, what was wrongly thought to be Method-Group interaction
effect and Method-Group-Team intsraction effect is, in fact,
Method-Team-within-Group effect.

Although the F-ratios in TABLE III are incorrect, conclusions concerning
the significance of Methods, Groups, and Method-Group inteéraction are not
changed drastically. However, in the correct analysis a difference between
Teams-with-Groups is significant &t tha 0,05-level of significance which
was not detected in the inpcorrect analysis. This tean difference suggests
further team investigation is required. That ie, koowledge of the xaason
for the team difference would be Jdesirable, Further investigation of tesxs
within the threa physique groups might attribute the difference to such
things as extent of individual experfence, time since training, duraticm of
training, location of training, method of trainiang, etc.

VI. SUMMARY

The above three analyses (t-tecst, factorial ANOVA, and nested-factorial
ANDVA) performed on the ssme set of dats illustrate the important role of
design in experimental investigations. The t-test wss a valid analysie,

but the analysis did mot extract all the available informetion frow the
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experimental data. More information was available from the data than the

analysis revealed. The factorial ANOVA provided more information thaan the
t-test. However, because the ANOVA model and some of the underlying
assumptions were incorrect, the anslysis was invalid., Consequently, the
additionally obtained information was incorrect. The nested-factorial
ANOVA, on the ofher hand, did yield valid information as well as mre
information, Because the ANOVA model and the assumptions concerning the
mode] were éetermined from a complete description (to the extent possible)
of the actual conduct of the experiment, the vesulting anslysis was valid,
Further, the additionally obtained ifufommation concerning team differsnces
was bonus information that may be utilized when plamning future experiments.

The above analyses also illustrate the importaunce of plauning before
execution of the experiment. Deciding after the conduct of sn experiment
1s not the time to design an experiment. An experiment must be designed
before {ts execution. Ounly ther can asguiance ba made that all factors
have been properly considered, levels of the factors hawve been praperly
chosen, and the order of experimentation has been properly determined.

The value of atatistically designed cxperiments is evident and ehould
always be sought. Experience has shovn that the return for the effort
spent in designing en experiment far outweighs the eéxpense. In shore,
the {wportance of the design phase of sn experimental investigation

cannot be overewphasized,
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