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ABSTRACT

This report describes a study of estimation procedures for
the production iead tinme required in procurement of secondary
items. The accuracy of production lead time forecasting is par-
ticularly important in the computation of variable safety levels.

The study covers analysis of the performance of the present
method for estimating lead times and an attempt go fﬁrmulate an
.1ﬁprovéd methodology based on relationships existing between lead
times and variagbles readily available co the 1tem'manéger.

It was found that the present methbdology regsults in con-

siderable forecast error. Stepwise regression was then used to

develop modifications to the present methodology that zave better

forecasts, but significant forecest error remains.
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SUMMARY

1. Problem ard Background

Methodology now being used by Army Natioaal Inventory Control
Points for computation of variable (statistical) safety levels assumes
that the leng;b of the Production Lead Time 18 known and that only the
variability of demand within this time need be considered in the Variable
Safety Level compufation. This assumption was questioned, however, when
the ALPHA system was under development 80 the.Inventory Resaarch Office
undertook this study to determine the validity of the assumption
and, 1f 1nvali&, t; develop improved forecasting methodology.

2. Purpose & Obiectives

a., Part I of Studv

(1) Exemine presently used techniques of forecasting Production
Lead Time (PLT).
(2) Statistically determine forecast error of present system.

b. Part II of Study

(1) Develop, 1if possible, a new metnoa or rorecasting rui

that would give better accuracy,

3. Scope and Methods

a, Part I of Study | ﬁ3

. . 7
‘Computer records of the U.S. Army Aviation Systems Cotrmaud cone

taining the actual time till fifst éignificant delivery and the devia-
tion:(+ or =) of this time from the forecast PLT were used as the :
basgic ¥aw dnta. Statistical analysis.was done of these transactions
toﬂdetermina if these deviations were significant enough to warrant

further study. v
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b. Part II of Study

Since Part I showed large forecast errors, several alternative
forecasting models were formulated and then tested on the same data,
using stepwise regressioun techniques: An 1mportant constraint on this
study was thag only models incorporating easily available data were -
considered, since feasibility of implementation was of paramount
interest. |
4. Findings

a, Part I of Study

The presently used method of forecasting production lead time

is tp average, by FSN, lead times experienced in the past. A statistical

bias of 25.5 days was obsei.ed; if.e., thé average estimate of lead

time was 25.5 days less tha: the average lead time actually experienced

~ . .
for the contracts included in the sample data, This by itself is not

vigullficani. {sce Seetlon 2.75. -
Of significance is that even after ghe eséimates were
corrected for bias, ;verage error was 87 &ays. What this means is that
the difference betwecen estiﬁate and actual varied greatly from contract
to contract with tﬁe esgimate sometimes being much larger than actual,
and sometimes much smaller. If the differénces between actual and
estimate are bvetaged, without r;gard to whether the causé was a low
estimate ér a high eéiimate,.the average difference is 87 aaye.
Standard deviation of error was 122,6 da}s. The gistribution
of error, éxcluding outliers, was plotteé and was ciose t; the Normal
distriﬁutibn in appearance.
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b. Part IT of Study

A new method of forecczsting PLT that gives significantly better

forecast accuracy was fiund, This method

| (1).§upp1ements the completed procurement data available
for a given.FSN with available currently completed procurement data for
other items in the catalog.

(2) stratifies the data into procurement méthod (M)

codes. _ ‘ .
| (3) uses stepwise regression technique to determine how
the FSN data and the catalog Jdata are to be weighted to give the best
forecan Sf the PLT for the FSN. This is done for each PM code grouping
of the data and for all data ungrouped.

. (4) wuses the results of step (3) for one of the PM
groupings in projecting PLT when the typé of contract is known in
advance. Uses the ungiduped tésulio ol oiep (3) dbuve Lo project PLT
when there is no prior knowledge about the type of contract.

The models developed require annual updating. A program for
monitoring forecast acéu;acy and providing input to the model update
program could be incorporated in ALPHA. The model update program already

exists and could be run off-line.
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CHAPTER I

DATA SOURCE_AND BASIC ANALYSES

1.1 Source

The data base used in ghis study was originaily in the form of
magnetic tapes from U.S. Army Aviation-Systems Command Master Data
Record containing sector 0 (fixed sector) and sector 07 on all
items in procurement at a particular point in time (April 19, 1970).
1.2 Contents

The pertinent fixed sector data includes FSN,~ Procurement Lead
Time Estimate and Standard Unit Price. Procurement iead Time Estimate
(PROLT) is the total of Estimated Production Le&d Time (ELT), Eatiqatéd
belivery Lead Time and Estimated Administrative Lead Time. Stand;rd
estimates are used for administrative lead time (90 days)* and
delivery lead time (30 days) making ELT = PROLT - 120.

Sector 07 contains data on orders currently in the procuremant

process; data includes size of order, and actual deiivery dates.

‘Completed contracts are dropped from sector 07.: However, at any given

time, sector 07 will contain multi-delivery contracts waitirg for

completion of delivery schedules; it also cen contain single delivery
contracts which have beeﬁ completed but whigh are waiting for update 2
to sector 09 qf the AVSCOM FSN Master Dat& Record. 1In both caées,

actual production lead times can be computed; for multiple delivery

contracts production lead time is defined as time till first signi=-

ficant delivery. The data base reflects & high proportion of high
dollar (HDV) items, for which multiple deliveries arc used.

*After this work was completed, it was brought to light by Mr. W. Higgins,

USAMC Headiuarters. that there is an error in this statement. The
error and its impact on our results are discussed in Section 3.7.

1



Complete historical data found in Sector 09 was rot uced in this
study because it was impossible to examine the error of estimate on
eachipast procurement. Since the estimated Production Lead Time is
cAntinual}y uﬁdated, we were unable to determine what the estimates
correspénding to past procuraments were. Even using the data in Sector
07 did not completely avoid this problem as the estimate in the Fixed
Header is updated as soon as a delivery date 1s computed, except for
items bought sole source. Thig indicates that the conclusions made
in this report may be understated, with errors }arger than reported,
and the value of models to gupplement past exper;;nce would thus be
more 1mpoxéant. . '

An.extract program was written to create an easily accessible
data base. Tbe resulting data base 1d;1udes 145 different;fsc groups
with a totai:sample size of 2039 procurement actions.

1.3 Analysis

8. Basic data analysis consisted of computing various statistics
on actual production lead times, estimated production lead times, and
variables readiiy acceagible to an item manager (e.g. standard unit
price). The statistical results of this analvsis are shown in the first
column (total sample column) of Table 1l with the variable designated as follows:

.PLT = Actual Production Lead Time
ELT = Estimated Production Lead Time
‘SUP = Standard Unit Price

i
QTY = Quantity of Order &



o &

EXT = SUP x QTY, that is extended price of order, a
measure of economic importance of order.
VARLOG = Logarithm of whatever vagiable is specified, e.g.,
SUPLOG.
For the total sample column in Table 1 note the high variability
of PLT, and the low correlations with PLT for all variables but ELT;
b. In an attempt to find indications of underlying relationshiﬁs,
possibly non-linear in nat;re, scatter diagrams were plotted, first
of PLT vs ELT (figure 1), then of PLT vs the logarithms of Standard
Unit Pri?e, Quant}ty of contract, and Extended Price of contract
(figgre 2-4). As can be seen, all plots exhibit a high degree. of
scatter, but figure 1 shows the least scatter of all, This is con-
sistent with the c.rrelation statistics shown in the first column of

Tabl: 1.

1L Cevarifisapian Annluede

Further anflysis wag done in an effort to find an explanation for
the high variaﬁiiity in the data by stratifying the data base by pro=-
v curement method. The contracts in the data base were classified as
. follows:
Procurément Method Code 1: Already Competitive

2: ist Time Competitive
3: IAlready Direct Purchase Mftr.
4: lst Time Direct Purchase Mftr.
5: Nongg?mpetitive (Sole Source)

The same statistical analysis as dcscr}bed in Section 1.3(a) was

-
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done 6n each of the five groups. Theseiresults are also éﬁown in
Table 1. Again we noted poor correlations and high variability of PLT,
but ft is easy to see that the five groﬁps are different in the range
of variability. Pﬁ Code 5 (sole source) exhibits the most variable
behavior. .

Of particular importance are the sizeable differences in average

PLT between PM Codes 1, 2, 4 vs PM Code 3 vs PM Code 5.
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CHAPTER II

PRESENT FORECASTING TECHNIQUES

2.1 Computation of ELT

Estimated Production Lead Time (ELT) is computed by AVSCOM as
an average of past experignced lead times on contracts for the same
item.* Contradté completed more tﬁan 2 years past are excluded from
the average, &and generally provisioning buys and expedited deliyeries
' are excluded. For multiple delivery contracts, estimates are based
on time till first (non-expedited) delivery. For other than sole
éource contracta,'the ELT {8 updated as the new information becomes
available. For sole source contracts, only manual updates are made,
and for any item, regardless of procurement method, a manual update can
override the computer update.

Vhen no applicable history cf procurement ékfafs:'the

ELT may be entered as the minimum time allowed as follows:

' AVSCOM FORECAST LIMITS

Unit gricé ' Minimum Maximum
PLT Mos. PLT Mos.
$ 0.0l to 100.00 3 12 .
100.01 to 1,000.00 4 14 i
1,000.01 to 3,000.00 6 16
3,000:01 to 5,000.00 7 18
5,000.01 to 7,500.00 8 19
7,500.01 to 10,000.00 10 21
over 10,000.00 11 24

*The description of Section 2.1 is based on specifications for PLT up-
dating given AVSCOM ADP by AVSCOM Directorate of Materiel Management
(17 Moy 69) as well as direct personal contact with AVSCOM personnel.
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An inquiry was made to AVSCOM for a llst of constraints on ELT

_giving group type and parameter set. Only one constraint was found

to exist; FSC group 53XX with a CDC clessification GA has a maximum
of 240 days ELT. Our data sample only contained 27 of this group
(1.3%) so the possibility of constraints significantly affecting
performance was not further considered.

2.2 Performance Statistics

Three performance statistics are used in this report.

Let
N ) o th
PLTi = acltual production lead time for the { contract
' . . th *
ESTi = estimated production lead time for the i  contract
n = number of contracts for which statistic is computed
; Then

1 0
(la) Mean Error (ME) = = x 51 (PLT, - EST,)

n (=1 i i
(1b) " Mean Absolute Deviation of Error (M.A.D.) =

1 n

(= xx (PLT, = EST,) = ME{ =

n i i

i=l

1 °

=x 3 PLT, - (EST, + ME)

n i i

iw] .
: 1 - 2
(1lc) Standard Deviation of Error (S.D.) = (;:T) x o (PLTiﬂESTi~ME)
i=1

. #
* For analysis of Chapter 2, EST1 = ELTif(i.e. the AVSCOM historical
estimate). 6
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Mean error was termed “statistical bias" in the report
summary, and mean absolute deviation was termed ''average crror' -

in order to keep the summary non-technical. Note that mean absolute

deviation and standard deviation, in effect, compare PLTi to (EST1 + ME),

so that errors are computed after adjustment for bias, i.e., after ME

is added to ESTi.

2.3 Performance Achieved

The performance statistics were computed.for all coﬁtracts in
the data base, tre;tlng allldatg as one sample, and then stratifying
the data.into five samples by PM code. Results are giyen in Table 2.
.Additional statistics were then tabulated. A frequency distribu-
tion of error was aét up by subtracting ELT from PLT and putting'th;
resultant deviation into 30 dsay classeé (-ear@y, ; late)*. Resultsl

are shown in Figure 5. Analysis was also done on the relative error

PLT-ELT ©
PLT

with respect to the actual lead time (==:-3==). A frequency dis-
tribution was formed and Lue resuiis are shown in Figure 6.

*Distribution was truncated to ellmlnace Outliers, all error values
outside of the range + 300 days %Fre excluded.




CHAPTER III

NEW FORECASTINC MODELS

3.1 Approach
Technique

Regression analysis was used in the search for an improved
methodology for forecésting production lead times. A regression
analysis provides a relationship between a depeﬁqent variable (e.g. PLT)
and one or more independent variables (e.g. standard unit price,
quantity on order, etc.). Since there were several independent
variables, stepwise regression was used in which the regression pro-
gram (BMD 02R)* proceeds in a stepwise fashion forming successive
regression analyses. A single variable is added to the regression
equation with cach step — the variable which gives the greatest
improvement in estimate — aﬁd this continues as scng as statistically
significant improvement can be made., Improvement is measured in terms
of minimizing the "silandurd civor <f zztimate" ard etati;riqa‘
significance is indicated by an "F" test. For the regression equa-
tions, Standard Error of Estimate (S.E.) is essentially equal to the
Standard Deviation 6f the error distribution (equation lc), Sectibn 2.2). ‘
The stepwise regression program also computes Multiple Coefficient of
Correlation ('"Multiple R"). 8 T

Experimental Design

The data base was first separated into five data segments by

* BMD O2R Stepwise Regression Program, version of May 16, 1968.
Described in detail in Biomedical Computer Propramg; University of
California Press, Berkeley and Los Angeles, 1968.

**The denominator has number degrces of freedom 1nste5d of (n~l).
In current context they are very close.
8
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PM code, and the regression technique was then used to explure each
segment individually. The data analysis of Section 1.4 (Table 1)
and performance analysis of Chapter 2, summarized in Table 2, indicated

that such a stratification was meaningful.'
Next, for completeness and possible ease of implementation,

groupings were considered. That is, combinations of data segments

and the data base as a whole were also subjected to the regression

aﬁalyais. From the results to the above, prospective models were

chosen and their performance compared to that of ELT.

3.2 Regression

For the reader's convenience, agbbreviations for variables used

in the regression equations are repeated here:-

pn

PLT = Actual froduction Lead Time

N~

ELT = AVSCOM Estimate of Production Lead Time

SUP = Standard Unit Price

_ QTY = Quantity of Contract
SR,
G TNIvm ~ enp v Ty

VARLOG = Logaritbm of whatever variable is specified,

&

€. SUPLOG.

+ Regression results were quite promisiﬁg, both with stratification

/

by
4, the Multiple Correlation Coefficient (R) was brought to over .7.

PM code (TAble 3) and by groupings (Table 4). In PM codes 1, 2, and

and the significance level (F-test) was over 997 in each case. P¥
codes 3 and 5 have somewhat lower Multiple R.
v,

_Regression results for groupings of PM codes were not as good

9

p——

Lot

X L

Caabme s Wh et
-

2t MNNT o

e &

Nt




but still showed some promise. When all PM codes are grouped together,
a Mulgfple R of over .5 was still achieved along with standard error
o£ 113 days. To refer to the four groupings in Table 4, use the
following: - |
M Codes Crouped

1 &2 - Competitive

3&4 <~ Direct Purchase Mftrs,

1 &3 - Already in the Classification

2&4 - 'lst Time in the Classification

It 1is somewﬁatlsurprising to note that better results come from

the_"coﬁpegitives" than from the "Direct purchase Mftrs." But even
more notable is the fact that models for items already in a classifica~
tion showed substantially less promise than did the models for the
"1st time" item category. - 3 %y

" o AU I B . PR | E RPN,
Jdeo M0GEes Tormuiztizn

The models chesen for further accuracy testing are designated
by an asterisk (%) in Tables 3 and 4. Up to three models per PM code
or grouping weré selected, These include:

- "Simple" - Forecast modei'uses a congtant plus ELT

variable oniy.

: P

"Price" - Forecast model uses a constant, ELT, SUP and
LI ¢
 SUPLOG variables only (may not include
. = A . both SUP {ad SUPLOC). -

WA,
ot '

. "Complex" - Most promising complex equation for the PM code

or grouping. Might include any of the

variables studied.
10
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"Price" equations were examined in hope that they could achieve
approximately the accuracy of the complex models, but with a uniform
set of variables for all PM codes. It was noted that unit price and
log of unit price tended to be statistically significant as demonstrated
by their inclqgion, in most cases when using the automated stepwise
regression. Their contribution, however, in reducing error was
relatively small as compared with ELT.

3.4 Model Testing

The mean error (ME), mean absolute deviation of error (M.A.D.)
and standard deviation of error (S.D.) Qere used to compare the
AVSCOM ELT estimate and the various regression models designated for
testing. Results are given in Table 5. (%) denotes 7 improvement
of regressioﬁ model vs use of estimate equal to ELT only.

'Not shown ip Table 5 is that méan error was reduced to essgentially
zero. While this Is to be expected when using a regression equation
Sa Ll vel Uate Loue wition 4t wWa3s uerived, we believe it ilikely that
use of the models would reduce mean eérror in a real world context.

In nearly all cases, significant improvement was found in both
Standard Deviation and Mean Absolute Deviation of Error. These
improvéments over ELT are legitimate improvements in that both per-
formance meaéures were deXfined (cf. Section 2.2) to be unaffected by
the size of mean error,

In Table 5 even the simple model showed worthwhile improvement
over uge of ELT as the estimate; e.g., when the simple model is

applied to the data base as a whole, improvement is in the 5-6% range,

o
S -

- s

11
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apart from potential reduction in tias (mean error). The more complex
models, however, when applied by PM code, performed better than the
simple models, with percent improvements in the fange of 7.4%

(PM Code 5) to 15.47 (PM Code 4). When the PM code is not kncwn

in advance, the complex model offers small improvement over the
Blmple.model (cf ;esuits for "all" grouping).

When the stepwise regresgion progrem did not include the price
variables for a particular PM code or grouping, the program was run
with a special feature by which tﬂese variables could be forced into
éhe equations. The results of such runs are not shown because in no
case did the "price” equatton.chua'developed show real improvement

over the corresponding simple equation,

3.5 Analysis of Simple Model

The simple model is of the form:
(2) ’.'Estimafe ® 8 + 0 x ELT
where a, b are constants determined by regreséion; Since no
variables are used other than ELT, the question arises as to why the
estimates obtained shoulid be hetter than those obtaineﬁ by setting
estimate = ELT.
‘It is shown at the end of this aectioﬁ that the regression model
computes a and b so usc of Kquation 2 is equiyalent to use of:
3) Estimate b (1-o) p + o (ELT+B) .
~ where |

- t
u ™ mean production lead time for all contracts in sarple
B = (sample) bias in use of ELY as estimate of PLT
a=b

4

12



By equivalence is meant that equations (2) and (3) always have the
same value. An interpretation of the simple model is suggested by
equation (3).

Two different unbiased estimates of production lead time

" would be: .

Estimate = ELT+B

*Estimate =

Furthermore, the two estimates are statistically independent. ELT is

based on past expeéience for one FSN, while u is essentially inde-

pendent of that history since it is a sample mean based on the

current experience.for a large number of FSNs. Now, it is a well
known statistical property.thnt a weighted average of unbiased
independent estimators can always be f0una.which is superior

(has amaller variance) to either estimator used alone. The simple
model 48 a weighted sverese ~f unhécrad, dndeonmendent czzinmators,
although this is not obvious in the form of eqdation (2). 1In other
words, use of the simple model is equivalent to modifving tﬁe

eastimate based on ELT by the contract experience for other FSNs.

Proof of Equivalence of equations (2) and (3)

1) b= o ; by definition
AN — —
(11».%7 p = a + b x ELT; where ELT is, for all contracts in sample,

mean ELT. This is a well known property of linear
" regression,

(i11) p = ELT + B ; by definition of B.

%, ig unblased in that if used as an estimator for an item selected
randomly, expected mean error would be zero.

13



(iv) a=y<-bx iif ; Erom (ii), by algebra.
{(v) ) a=y -ox (u=B) = u x (l-o) + ¢ x B; substituting

(1), (i1i), (iv) into (ii)

(vi) a+bxELT=pyx (lew) roxB +ox ELT = (l-a) p + 0o
(ELT+B); substituting (i), (v) into (2)

Q.E.D.

3.6 Conclusions

a. Significant error exists abo&: the forecast mean;'thts
forecast‘crror should be taken {nto account in NICP Safety Level
computations.

b. Forecast error can ﬁe reduced by combining the individual
FSN's past experience with that of the other FSNs in the catalog.
Even better improvement can be had {f the Procurement Method is
known in advance. Stenwise vaprecsion techniques sra ueaful for
determining both the independent v;riables to use and the form of the
regression equations.

¢. Since condicioqs affecting the length of Production Lead
Times are subject to change, analyses like those done in this project
should be done perfodically, say annually. The ALPHA system should
incorporate a program for extracting data necded for analysis. The
actual BMD O2R stepwise regression analysis can be done off=line,

d. An "order of magnitude" analysis was made to estimate the
_sign;ft:ance of a 57 reduction in procurement lead time forecast error.

It was concluded that total NICP safety levels could be reduced in the
14

N

- , o=



raige of 0.5% teo 4.07 with no loss of supély performance, given a

5% reduction in procurement lead time forecast error. Since total
NICPIapportiﬁnment year safety level reduirements were 176.8 million
dollars, based on FY 71 ”Stret",ff even a O.Si re&uction is significant.
It should be recogni?ed, of course, that this figure is used just to
determine whether it is worth implementing the improved forecasting
method. 1t has no pperational significance since other factors such
as the manner in which statistical safety leVel_techniqugé are

applied, the supply performance targets, to be met, etc.,.have.to be
congidered in dec}ding on quantitative changes in safety level invest-
ﬁent. IIn general,_it suffices to say that imprévement in thé accuracy
of the PLT forecast will enhance the accuracy of prediction of supply
performance one expecte to achieve from a given investment and that

the degree of impfovemen; offered by the new methodology is sufficiently
' large to make its adOp;ion worthwhile.

3.7 yalidity of Results

The process for calculating ELT discussed in section 1.2 wﬁs
based on the belief that AVSCOM used a 90 day standa;d for administra-
tive lead time. In fact, as pointed out by W. Higgins of Aﬁc Head-
quarters, the average eséimate used was about 75 days; subsequenc
conversation with AVSCOM personnel indicated that the 90 day sﬁandard

was used only for the sole source iteme (PM code 5).
3

What this means is that for PM codes l-4, the values which

*Figures furnigshed by Mr. W. Higgins, AMC.

15



shouid have becn used for ELT in this study wevre an average of
something over 15 days gréater than the values actually used. It
is'Very unlikely that this error significantly affected the results
siﬁce in evaluating performance all ELT's uéed were first upward
adjusted anyway Eo remove statistical bias (section 2.2), and since
average érror after adjustment was 87 days.

In general, since the sample used was not random — having a
predominance of multi-delivery items — and since the sample repre-
sented only one NICP, at one point in.time, exact numerical resulrs
should not be extrapolated to other context. Thus, these particular
regressioa coefficiengs'should not be used at okher NICPs or, for
that matter, at the same NICP without periodic updating. The general

applicability of the methodology, however, is not affected by the

‘gpecial cﬁaracteristics of the particular data base used in this

analysis and the conciugsions oi seciion 3.0 are consiueivu vaiid,

15a
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TABLE 1

SUMMARY OF ANALYSIS OF VARIABLES

By Procurement Method (PM)

T 2

- S

pt

Total PM 1 PM 2 PM 3 PM 4 PM 5
Sample jAlready 1st Time ! Already lst Time Sole.
Compet Compet Direct Direct Source
Purch Purch
i lo. FSN's 2039 159 105 1176 317 282
! PLT (days)
i Mean 226 l61 183 238 161 301
i Std Dev 134 111 91 113 106 201
' ELT (days) : .
' Meen 201 143 164 216 143 247
Correlation Coefs .
PLT vs ELT .510 .688 .661 427 .693 .318
PLT vs SUP .021 625 .230 .019 .111 .243
PLT vs SUPLOG .275 412 466 .191 .124 .388
PLT vs QTY .025 .080 .151 .007 .048 .032
PLT vs QTYLOG .028 .083 .234 .036 .319 .010
PLT veg EXT .175 <234 117 091 242 .208
PLT vs EXTLOG .053 . 154 .328 .045 .315 .075
%
r o™
' 22
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- TABLE 2

lSUMMARY OF ERROR STATISTICS BY PROCUREMENT METHOD CODE

. MEAN(I), MEAN(Z) STAND.(Z)

Y ERROR OF ABSOLUTE DEVIATION

PM CODE ] ESTIMATE DEVIATION OF ERROR
All 26 86.9 122
1 18 59.0 84
2 - _ 18 50.3 .on
3 22 87.0 114
4 18 62.2 90
T 148.2 196

5 55

-Q:EE_

(1) Expressec in days late.
(2) Expressed in days.
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TABLE 3

RESULTS 70 EMD - STEPWISE REGRESSION

INDIVIDUAL P¥~CODES

. MULT. STD. F
PM ST P R FOUATICN ERROR RATIO
1 1 .688 PLT = 54.26 + .74 ELT 80.64  141.43
1 2 .750 PLT = 74.18 + .53 ELT 4 .10 SUP 73.76  100.32
'; 1 3 .761 'PLT = 54.9 + .52 ELT + .08 SUP + 7.85 SUPLOG72.61  71.01
3 2 1 .661 YPLT = 60.01+ .75 ELT 68.78 79.84
i
; 2 2 .683 PLT = 57.95 + .64 ELT + 8.2 SUPLOG 67.24 . 44,65
% 2 3 .697 “PLT = 47.86 + .67 ELT - .02 SUP + 11.7 SUPLOG66.34 - 31.84
| 2 4 ,708 PLT = 88.27 + .70 ELT ~ 02 SUP + 9.47 SUPIOG
3 - 6.34 QTYLOG 65.68 25.12
| 2 5 .716 “PLT = 123.46 + .68 ELT ~ .03 SUP + 7.9 SUPLOG '
- 7.6 QTYLOG = 3.3 EXTLOG 65.25  20.83
427 “PLT ~ 132.81 + .49 ELT 102.39  261.64
| 3 2 443  PLT = 45.12 + .30 ELT + 25.0 ELTLOG 101.56 /143.13
3 454 . PLT = 27.04 + .25 ELT + 26.9 ELTLOG
_ . $5.86 SUPLOG 100.95  101.62
3 4 .456 “PLT = 27.18 + .26 ELT + 26.8 ELTLOG
: -~ ,0C0L SUP? ++ 5.5 SUTLES 2O 7] 77 .03
"4 1 .693 "PLT = 74.37 + .61 ELT 76.51  290.55
4 2 .715  PLT = 38.22 4 .57 ELT + 9.57 QTYLOG 73.78  168.54
' "4 3 .737  PLT = 2.78 + .55 ELT + 8.96 QTYLOG
- _ + 7.05 EXTLOG 71.88  124.33
8 °*
“ 4 4 .755 TPLT = .05+ .53 ELT + 7.6 QTYLOG + .00012
i ‘ EXT + 8.45 EXTLOG 69.88 103.46
4 .5 .758  PLT = 4.3 + .52 ELT = .01 QTY + 10.1 QTYLOG
T + .00012 EXT + 8.2 EXTLOG 69.63 84.01
.318 “PLT = 159.22 + .58 EL: - ﬁ 191..01  31.42
436 "PLT = 99.69 + .38 ELT + 27.44 SUPLOG 181.58 32.79
450  YPLT = - 63.64 + .09 ELT + 43.88 ELTLOG
, + 28.03 SUPLOG 180.53 23.54
> } .
* Equations tested further 24
. .
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TABLE &

RESULTS_TO BMD - STEPWISE REGRESSION

PM-CODE_GROUPING

. STD. F
'™ STEP R EQUATION ERROR RATIO
a1 510 “PLT = 100.95 + .624 ELT | 115.52  71.5 ‘
2 .529 "PLT = 82.37 + .575 ELT + 9.25 SUPLOG 114.02 39.5
3 .537  PLT = 24.35 + .411 ELT + 17.92 ELTLOG
. + 9.86 SUPLOG 113.31  27.5
4  .539  PLT = 26.32 + .40 ELT + 18.06 ELTLOG -
- + 8.85 SUPLOG + .00003 EXT  113.17  20.8
162 1 .684 "PLT = 56.07 + .75 ELT - ,75.92  23.0
2 710 "PLT = 40.35 + .67 ELT + 10.08 SUPLOG  73.42  13.3
38 1 .525 ©"PLT = 109.07 + .56 ELT . - 98,77  56.6 ‘
2 :..54)  PLT = 47.44 + .36 ELT + 20.47 ELTLOG 97.65  30.7° |
3 .545 “PLT = 34.60 + .34 ELT + 21.71 ELTLOG - :
. o S .+ 4.24 SUPLOG S 9132 310
4 .547  PLT = 24,30 + .34 ELT + 20.64 ELTLOG ’
.+ 5,07 SUPLOG + 2.58 QTYLOG  97.22  15.9 "
<
163 1 .486 “PLT = 115.09 + .55 ELT ' 101,12 4l.1
.4%6 ELE = i0>.20 + .52 ELT + 5.83 SUPLGG SR 2T
.506  “PLT = 36.14 + .37 ELT + 17.40 ELTLOG -
; + 6.12 SUPLOG 99.87  15.2
264 687 “PLT = 73.49 + .63 ELT 74.77  37.5
.701  “PLT = 72.98 + .61 ELT + .00011 EXT - 73.43  20.3
710  PLT = 49.04 + .60 ELT + .00012 EXT ~ S
' + 4.20 EXTLOG 72.66 4.1
4 °.715  PLT = 33.15 + .59 ELT + 4.15 QTYLOG ‘
| .+ 4+ .00011 EXT + 3.91 EXTLOG  72.15  10.9
s .719 *PLT = 30.07 + .59 ELT - .003 QTY + 5.26 ,
QTYLOG + .00011 EXT + 4.08 EXTLOG  71.82 8.9

* Equations Tested Further

»

t

3

Gfoupings =

(162) = Competitives, (364) = Dir Purch Mftr.
(163) = Alreadies,  (2&64) = lst Times '

.25
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