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SUMMARY

Two-wavelength interferometry, employing either a ruby (69438) or a
neodymiun (10,60 §) laser with a second hermonic generator, was used to study
argon plasmas in a shock tube for shock Mach numbers from 17 to 24, initial
pressures from 3.0 to 0,3 mm Hg and for dcgrees of ionization up to 50% The
measured equilibrium electron densities for both vavelength pairs were asbout
1.9% greater than the caleculated values accounting for the excited states, but
1.6% less than the values based osx the neglect of these states. Assuming a :
plasma of free elactrons and ground-state atoms and ions, the interferograms %
yielded rstios of the polarizability for the argon ion to that. for the atom of N
0.650 + .033 at 34714 and 0.647 + .041 at 53008, These results are in general
agreement with the value of O. 716 for the ratio of the static polarizabilities
} obtained by the method of Slater screening constants. The uniformity of the
measured electron densities and polarizabilities with change in wavelength
suggests that the effect of the excited state refractivities are not 1mportant
for temperatures up to 13,500 oK.
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1. INTRODUCTION AND REVIEW

1.1 Introduction

A knowledge of the electric dipole polarlzablllty for atomlc or molecular
species is an essential prerequlslte to obtalnlng a better understandlng of how
individual atoms and molecules interact both with each other, with free electrons
and other forms. of matter and finally with static and dynamic electric and mag-
netic fields. Typical properties which are intimately related to the polariz-
ability are the long range intermolecular dispersion force constant, the Verdet
constant of Faraday optical rotalion, the diamagnetlc susceptlblllty, the Raylelgh
scattering cross section, the total effectlve oscillator strength and the dle-
lectric constant.

However, it is the relationship between the polarizability a for
species s and the phase refractive index p represenﬁlng the bulk property of.
the transmitting nediuim which is of prlmary 1nterest in the présent clrcumstance,
for dilute gases thls relatlonshlp iz given by (Ref. 3) ’

(p.s -1) =27 NC (1.1.1)
vhere N_ is the particle number density of species s.

Experlmentally measured refractlve indices provide a. relailvely accurate
yardstick against which the merits of the presently available theoretical cal—
culations can be judged. However, a more practlcal need arises durlng the
optical and particularly the 1Lterferometr1c study of transparent systems which
are underg01ng either phy51cal or - chem;eal changes, Clearly the refractlve
indices of all species present during fhe reaction.must be known prior to inter-

‘pretatlon of the experiméntal daté obtaiied through 1nterferometry.

' In particular, this laboratory is presently undertaklng an inter-
ferometric study of nonequilibriuin shceg generated argon plasmas whiéh requires
a knowledge of the refractivities of all the plasna species present, viz.; the
free electrons, the neutral argon atoms and the singly charged dons. As the. ,
refractivity for this latter spedies is .as yet unknoéwn, it is to bé the purpose
of the present study to experimentally determine a value for this quantlty,

1.2 Review

Previous measureinents of the polarizabilities of chemlcally actlve
gaseous species, normally existlng onlv at high temperatures, ‘have beehi made
almost exclusively using the shock tube in conaunctlon with & (Mach-Zehndﬁr)
interferometer (Refs. 1 to 9), the authors and respective species are indicateéed
in Table. 1.

Although numerous optical and partlcularly 1nterferometr1c studies.
have been made on argon plasmas, the contribution of the bound electrons to the
overall plasma refractive index is usually mneglected or at best approximated .
by the neutral atom ground state value in v1ew of the relatlvely large re-

There have been two studies which 'have specifically set out to
measure the refractivity of an argon plasma,., Firstly, Alpher and White (Refs.1, 2),
who pioneered the use of the shock tube-interferometer technique in measuring
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the polarizability of high temperature species, employed interferometry simul-
taneously at two wavelengths. By assuming the dispersion for the .atom and ion
to be regligibly small, they showed that the measured and calculated electron
densities were in good agreement, but with the average experimental value. be1ng
about 2% greater than the value calculated from the shock Hugoniot equation.
From this agreement, it was concluded that the theoretical free electron re-
fractive index Has given by (see Sectlon 2. 1),

(g - ) = < b.484 x 207 -4 52 N (1.2.1)

where A and Né are the wavelength and electron particle density respectively,

is a good description of reality in the optical region of the spectrum¥, ‘The

reason for this small but systematic dlscrepancy between the measured angd "
calculated electron densities is not clear. It appears that their theoretical .
calculation employed Saha and energy eguations using only the ground state v
terms in the summation for the electrdmic partltlon functions of the neutral
atom and first ion. Consequently this calculated value is an uppér bound (see
Section 4.3) suggesting that the dlscrepancy stems from some other unspecifié&d
source. In addition, Alpher and Whiteé indicated that the measured plasma
refractive index was consistently larger than the calculated value but gave

no numerical estimate for this difference. This calculation assumed a. plasma
of free electrons and ground-state atoms and. ions where the ion refractivity
was taken to be 0.67 of the corresponding neiitral atom valie as obtained

using Slater screening constant theory** (Ref. 10). However, it should be
noted that this theory is at best only approx1mate as ‘indicdted by the fact
that the absolute value of the neutral argon ground state static polarlzablllty
is about 21 times the wel‘ documented experlmental value. Alpher and ‘White
suggested several poss1b1e explanatlons for this observed dlfference ‘between
the measured and calculated plasma refractive indices and in partlcular that
the excited states mlght be contrlbutlng to the expe r1mental measurements.

It is therefore concluded from the work of Alpher and White that the
figure of 0.67 for the ratio of the polarlvablllty of the first fon to that
for the neutral atom i§ of ‘the correct order of magnltude but that due to un-
certainties in the measured plasma refractlve 1ndex and electron dens1ty, it is
not possible to place s flgure on the accuracy of this result,

The second study was made by Hug, Evans, Tankin ahd Cambel (Refs., -
13, 14) who employed optical interferometry to study axisymmetric argon plasmas
produced by either a plasma jet or a free burning arc. Experimental values
for the plasma refractive index were found to be generelly about 12% below the
calculated value based on aquasma of free electrons and ground state gtoms
and ions. It was suggested that th1s mlght be due to the éffedt, of the hlghly
excited bound electrons lying close to the contiAuum bebaving as if free there-
by produclng a reduction ih the value of thé observed plasma refractlve index.
However, it should be mentioned that Alpher and White made their measurements

# Alpher and White {Ref. 2) gave a value for'the.constant in Fg. 1.2.1 equal
to 4.46 whereas the present author calculates a value ‘of 4484 using the
self consistent set of physical constants given in Ref. 78.~

**Both the present author and Ascoli-Bartoli et al (Ref. 11) calculate
a value of 0.72 for this ratio using the same theory as glvenuin Ref.
10. 1In addition Alpher and White quote a yvalue of O. 69 in Ref. 12
using the same theoretical model.
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at 41228 and 54638 whereas Hug et al used a He-Ne laser at 63288 (Refss.13, 14)
and also at 11,523R (Ref. 15) so that the latter measurements were more sensitive
to the free electron concentration. It would therefore seem that the experiments
of Hug et al were not sufficiently sensitive to resolve the contribution of the
argon ion to the total plasma refractive index. '

It is therefore the purpose of the present work to measure the induced
electric dipole polarizebility for singly ionized .argon by employing short wave-
length interferometry to study a shock tube generated argon plasma. '

The shock tube is capable of providing a known concentration of a given
species at a well defined thermodynamic state over a wide range of temperature
and pressure. In addition, the gas sample is one~dimensional such that reduction &
of the interferometric data is most straightforward. - .

The refractive indices of the atom and ion plasma species are virtually
independent of wavelength whereas the value for the free electrons given Yy Egq. g
1.2.1, is strongly dispersive dictating that the experimental measurements be . ;
made at as short a wavelength as is consistent, with the .experimental system; :
this ideal is readily achieved by using the second. -harmonic .of the ruby laser ;
whose wavelength of 3&713 lies just below the cut-off frequency for conventional
glass optics.

In addition, by paying careful attention to accuracy in. the calculation
and solution of the shock Hugoniot equations and in the experimental measurements,
the ion refractivity was measured with a respectable degrée of accuracy in spite
of the dominant contributions of the free electron and neutral atom terms to St
the overall plasms refractivity. )

Finally, both theoretical -and experimental -approaches are made to de-
termine whether the neutral atom excited states contribute significantly to the
measured plasma refractive index.

2. THEORETICAL CONSIDERATIONS

2.1 Plasma Refractive Index

For pressures of the order of one atmosphere, the plasma refractive
index can be given by (Ref. 12)

i)y g = ) (11, g e
S

where the summation extends over all 's' species which constitute the plasma at
pressure p and temperature T, The assumption-of additivity implies that the -
individual plasma components do not interact with each other, viz, that the. ,
long range attractive intermolecular forces do not contribute to the refractivity.
Both experimental .and theoretical values of the polarizability for argon at '
high pressure show that .deviations from:the zero pressure value areuno .greater
than 1/2% at 100 atmospheres -(Ref. 16). It is thersfore assumed that the re-
fractivity for a given species exhibits a linear dependence of density (Refa 17)~

For a plasma of neutral atoms, first ions and free electrons, Eq.
2.1.1 can be expanded to give )
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where the free electron, neutral atom and first ion terms are denoted by sub-
scripts 'e', 'A' and 'I' respectively. The neutral atom and first ion components
implicitly contain the contributions from the excited electronic .states in
addition to that for the ground state.

Ditchburn (Ref. 18) has given.bhe classical derivation for the re-
fractive index pu_ of a gaseous species, .based on the dipole moment induced in
the bound optical electron oscillator by an indident electromagnetic wave;
this is given by (Ref. 18) !

6. = (2.1:3)

Mo = 1) = 5T — (2,143

s ™m 2C. 2. .
Sy

= (vr + 17rv)

where fr is the number of electron oscillators in-:each atom with resonant fre-
quency vr’ e is the electron charge, m is the electron mass, N is the number
density of species s; V is the frequency of the incident‘electrqmagnetic,radiaa
tion, and 7y is the absorption demping factor for electron“oscillatér>type'f¢

In the optical region of the spectrum two simplificatiouns can be made
to Eq. 2.1.3. PFirstly, 7 is very small compared to 7 so that provided v,

the frequency of the 1nc1dent radlatlon, is remote from theé resonance frequency
Vr’ then the absorptlon damplng teim can be éinitted. Secondly, in the optical
region p_ for gaseous species generally ‘has a valué close t6 uhity so that
Eq. 2. l.§ can be reliably approximated as

2

e N f

(10 = g ) ¥ «‘»,af"ve) N

For a free electron gas, the resonance frequen01es are all zero so
that Xq. 2.1.4 becomes
eN

-€ -1 .2 o

(kg-1) = -———752- = - 4,484k x 10 N - (2.1.5)
2mmv

where N is the electron density ahd A (=c/v) is thé wavelength of the incident

radiation. Alpher and White (Refs. 1, 2) who measured the free élec¢*ron re-
fractivity in the optical region found their results to be in close -agreement
with Eq. 2.L.5 (see Section 1.2).

The quantum mechanical analogue of Eq. (2.1.4) for thé species re-
fractive index is essentially ‘the same- except that tlie bound .electron is now
a quantized oscillator maeking transitions between any two statesxm and n;
rather than a fixed oscillator r, Due to the. existence of an infinlte array -of
possible quantum states, the quantized -analogue of Eq..2.L. h'must ‘be. obtained
by summiang qver all m states. This formulation was first given by Ladenberg
(Refs. 19,20) who showed that for dilute gases in the absence of external
fields, the total refractivity £6r a system of electrons bound in -atomic and
ionic configurations for incident radiation of frequency-Vv, can be given by

Wt
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62 & Nm )gn 6

(l-ls"l) = -2-7’-'_5 Nm ) fnm (va ) 1;2) ' (201. )
m=0 n=m+1 “mn
, o afmc av }-
Yy =y & (vi v )
me nl

where m and n refer to any two discrete energy levels, m being the lower of the
two states whose statistical weights are & and &, respectively. N _énd N

are the number densities of the atom: in these two states and Vmﬁ‘ls the frequengy
of the radiation emitted in the tremsition from n to m for which the absorption.
oscillator strength is fnm‘ Similexrly, subscripts L and ¢ refer to-energy levels
existing at the ionization limit and in the conbtinuum respecdtively. g

The second term in the expression for the discrete transitions repre-
sents the effect of negative dispersion -or ‘induced emission which only becomes
important at high temperatures where the populations of the excited states be-
come significant. It should be noted that the experimental demonstration of
the existence of this phenomenon by Ladenberg (Ref. 19) was an important .confir-
mation of the correctness of the theory of quantum mechanics.

The integral within the curly brackets in Ed. 2.1.6 represents the-
contribution to the species refractive index due to transitions from disérete
states M to continuun shates C, lying at energies gredter than thL -8becve the
ground state where hvO is the energy required to ionize a neutral gtbhnd state
atom. The partial derivative within the integral is relatéd to. the photoion1-
zation crosg-section o (v‘n ) associated with absorption. from discrete state M

to cortinuum state € by the expression (Ref. 23),

of me.
5—-——’ = 0 '(V ) —
‘ Vmc sz

It should be noted that these two phenomena are both predicted by the quantum
theory of matter and have no analogue in.the cla381ca1 theory, ] , ﬂ

At temperatures such that the populations of the éxeited states
are small, Eq. 2.1.6 can be simplified so that the species refractive index
us can be given by the ground state term for which m = 0, viz

neo Of R
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where N 15 the ground state number density and is hence: equlvalent to the total
species denszty in the low temperature limit,

(ng-1) =

Using the few available resonance oscillator strength values for
neutral argon (Ref. 21), the refractivity for this species was calculated
using the first term of Eq. 2.1.7 and was found to constitute only 24% of the
experimental value (Ref., 22) at 3471, the wavelength .of the second harmonic
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of the ruby laser. BSimilarly, the corresponding velue calculated for singly
ionized argon is only 9% of the value calculated from Slater screening constant
theory (see Section 1.2) where (pI-l)/(uAel).E 0.67. Clearly many more resonance
oscillator strengths for discrete transitions must be known before- this approach
can be used to obtain the refractive indices of species having relatively complex
spectra such as argon. In addition, resonance transitions to the continuum states
can be expected to make a significant contribubtion as is the case for helium

(Ref. 23). As yet no wave mechanical calculation appears to have been made for
tie dispersion of either neutral or singly ionized argon.

With regard to the experimental determination of the dispersion for
neutral argon, the situation is more satisfactory. Two recent measurements,
the first by Peck and Fisher (Ref. 22) for visible and near infrared wavélengths
and ‘the second by ‘Chaschina, Gladushchak and Schreider (Ref. 24) for vacuum
nltra-violet. wavelengths, ‘both show very close agreement when the data of Peck
and Fisher is extrapolated into the vacuum ultra-violet region (Ref. 24). Peck
and Fisher gave their.data in the form of the empirical dispersion formula

3.0182043 x 10792

(u,-1) . = 6.786711 x 10~ + 02913 x 10 A
A0 (1.4 x 10702 1)

(2.1.8)

where the subseript '0' denotes -conditions. of standard density .and temperature
(STP), viz. 0°C and 760 mm Hg and where A is the wavelength of the incident
wavelength in Angstrom units (X). As these measurements were made for ambient
conditions, the populahions of the excited states are therefore insignificant,
so that Eq. (2.1.8) in effect represents the refractivity for neutral ground
state argon and is, in principle, equivalent to the .expression given by Eq.
(2.117). The experimental date represented by Eq. (2.1.8) will therefore be
used to describe the dispérsion of neutral (ground state) argon &s it exists
in the preshock stateé for laser wavelengths from the near infra-red ‘through
to the near ultra-violét regions of the spectrum (see Séctions-3 and 4).

However, before Eq. 2,1.8 can be used to describe the neutral atom
refractivity component of the plasma refractive, index in Eq, 2.1.2, it has to
be shown that the refractivity for neutral argon remains, forall practical
purposes, constant for temperatures up to 13,500°K typical of the experiments
to be dgscribed in Section 4. This implies that the éffects of bothingggtive
dispersion and the excited state polarizabilities must make an insignificant
contribution to the overall species refractivity in the wavelength region of
interest.

In principle the species refractivity given by Eg. 2.1.6 is a function
of temperature due both to the strong temperature dependence of the population
number densities N and to the fact that the excited state polarizabilities
and statistical we?ghts diverge rapidly with increasing pripcipal quéntum. number.

Firstly, consideration is given to the contribution .of negative dis-
persion to the overall species refractivity. If the atomic and donic electronic
energy levels are assumed to exist in a Boltzmann distribution, then the popu-
lation number densities are given by

N &y o (B
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where the summation in the denominator is the electrcnic partition function for
species 's', N, is the total number density for species 's' and,Ex.n ir the energy
of the mth electronic state above the ground state (m = 0).

For the ground state, the negative dispersion factor in Eq. 2.1.5 is
(1-N /N . go/g ) which assumes the value (1 -exp(- En/kT)) for a Boltzmenn distri-

butlon. A Tworst case' estimate of this term can now be obtained by giving E

a constant value corresponding to the lowest eXC1ted state which for neutral
argon is that for the 3P, metastable level (3p bs .configuration) lying 93143 cm
above the ground state (ﬁef 25). This term is now a cohstant. with respect ‘to
m and can therefore be taken outs1de the summation in Eq. 2.1.6; at 13, SOOOK this
factor has a value of (1 - 2 x 107 ) which is essentially equal to unity.

-1

As the contribution of the excited state polarizabilities to the overall
species refractivity is itself considered to be of second order at least for the
range of temperatures for the present experiments, it is felt that the overall

effect of negative dispersion on these values will be small. However, as the
energies involved in discrete non-resonance transitions for neutral argon can te
considerably smaller than those for the resonance transitions, it was félt pru-
dent to include this correction term into. thé calculation made to estimate the
contribution of the excited state polarlzabllltles to the neutral argon refrac-
tivity. This calculation will be dealt with shortly.

An indication of the magnitude of polarizability for the excited stabes
can be gauged from the value for the first eéxcited state of neutral argon, i.e.,
the 3P, level of the 3 O4s configuration. Bederson et al (Refs. 26, 27) have

used an electric and magnetic field balance technique to measure the polarizability
for this metastable state and found it to Have a vdlue -about "30 times greater than
that for the ground state. Unfortunately this technique is only suitable for
measuring the polarizabilities of metastable excited states due to their rela-
tively long lifetimes, It should be noted that; at 13,500°K, ‘the poépulation -of
the 3P. level is about 1/5000 of the ground state value so that considered alone,
this contribution is negligible., However, for the hydrogenit¢~type gas, the polari-
zability for the qbh principal quantum level varies as-q® (Ref. 5). Although
this functional relationship is: not exactly true for the case iof argon, it does
demonstrate the very strong dependence of the. polarizability on-the principal
quantum number, This point receives addég emphasis when it is realized that the

= 21 level with a statistical weight g = 3200 .may be occupied: for .an. argon
plasma at 13,5000 K and 1 atmosphere pressure rrior to termination of the series
by the plasma microfield (Ref. 28). It should, however, be noted that although
the plasma microfield restricts the occupation of the discreté levels to-a. finite
number, it is pow possible to have transitions to continuum states at energles
which formerly -existed below the undepressed ionization limit. As a near con-
tinuous array of discrete terminal levels has now been replaced by & continuous
array, it is suggested that the effect of the plasma microfield .on the specles
refractive index is negligible, - ~

An atiempt ‘has therefore been made to estimete the summed effect of

the excited state polarizabilities for neutral argon by applying Eq. 2,1.6 with
m = 1 through to infinity together with the available tabulations of osclllator
strength values for discrete non-resonance transitions. A total of 657 terms
was obtained from the recent National Bureau of Standards compilation (Ref.. 21)
of most likely values, together with -additional theoretical values from the
calculations of Murphy (Ref. 29) and of Johnston (Ref.30) and additional experi-
mental values from the experiments
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of Wiese et al (Ref. 79).

Comprehensive calculations of the polarizability for any one exc¢ited
electronic state using this method requires a detailed khowledge of a very large
number of oscillator strength values, including the contribution from discrete-
continuous ‘ransitions. The present caleulation can therefore at best only hope
to estimate the dispersive effect due to the stronger discretertransitions in the
neutral argon spectrum.

The contribution..of discrete non-resonance transitions to the total
excited polarizability contribution, is obtained from B3. 2.1.5 in tae form

.2 = o £ Noog
m=1 n=m#l (Vnmfv ) Ron

For a Boltzmann distribution of level populations, this equation can be rewritten
as:

NAAE et vkingnexp(-En/kT)
b D) = i ) ) | B (em(R B ) M) g}
6Ty " 5 nmmy AR ‘
(2&1.11)
where A__ corresponds to transition n to m"NA is the geu@gal argon atom particle
density,

f 22
A = (-mmy (my o Bre”
mn 2 g 0 me
mn
iz the Einstein coefficient of spontaneous emission andfwA is the partition function
for neutral argon. . .

The calculation was performed for .a number of .air wavelengths in ‘the .
near ultra violet,visible and near infrared regions and in particular for those
wavelengths corresponding to.the ruby laser, A = 6943.5 & (Ref. .80) and its second
harmonic, to the neodymium laser, A = 10,6§0 ~.and its second harmonic and to the
He-Ne laser wavelengths at 63288 and 11523%. ‘ .

Whereas the spectral bandwidths for the ruby and. helium-neon lasers are
generally less than0.1lA, that for the neodymium laser .consists of a system of
lines distributed over a 5OX bandwidth. Unfortunately the spectral structuré of
the neodymium laser output is & function of a nuiber of Yasér paramebers; eivg.;
pump energy, Q-switch mode, laser glass typeamd quality, cavity .énd reflectors,
so that it is difficult to centrol or predict theé spectral nature of the neodymium
laser radiation. However, there appears to be as yet no..oscillator -strength
data available corresponding to any dominant neutral argon transitions which fall
in the spectral regions of the neodymium laser or its :se€cond harmonic. Hence the
use of an average valué for the wavelengths of the neodymium ldaser and its second
harmonic is felt to be permissible.

For wavelengths shorter than 10,0008 Wpight et al (Ref. 3%) have

tabulated both the allowed and the forbidden transitions for neutral -argon..
From these tables it is apparent that the only ellowed transition lying :close

8




to any of the visible 8r ultra-viglet laser lines is that in the 5d-ks array
with an air wavelength of 3&72.5&&. Unfortunately the oscillato. strength for
this transition has been neither calculated nor measured. However, Desai and
Corcoran, who measured oscillator strengths for neutral argon in this spectral
region (Ref. 32), have noted that the emission for this line lies at or below

the noise level of their measurements such that the Einstein spontanéous emission
coefficient for this transition has a value £ 1.3 x 10~2 sec-l (Ref. 33). This
value was therefore included in the calculation for the total excited state
refractivity although a preliminary calculation indicated that its contribution
at 3471.758 was not large.

Although there are a large nunber of neutral argon transitions in the
region of the He-Ne laser line at 11523K, no similar tabulation exists for the
transitions in the vicinity of this laser line. The results for this wavelength
should therefore only be considered as tentative although none of the known
transitions lie close to this wavelength.

o The calcu%ation was performed for temperatures of\l0,000pK, 13,500°K,
15,000°K and 20,000 K for a plasma pressure of one atmosphere with the corres-
ponding neutral atom partition function taken from the tabulation of Drellishak
et al (Ref. 28). :

The total excited state refractive index corbtributions for the sbove
mentioned laser wavelengths and plaﬁmaeconditions are shown in Table 2 where the
major contribution occurs at 6943,5A.

For plasma conditions of 13,500?K and 1 atmgsphgrg,prQSSurenat»69h3.58,
the refractivity for the excited electronic states of neutral argon is about
6.6% of the total species value or about §.1% of the .corresponding ground state
value. ' T

Figure 1 shows the total neutral argon refractivitylas,a function of
wavelength for the stated experimental conditions which in addition to the-ground.
state contributions, includes those either from the total of €57 Hon-resonance
discrete transitions or from the 30 transitions of the Lp-bs array.  The ground
state contribution to the overall neutral atom refractivity as iessured by Peck
and Fisher (Ref. 22) is also shown for comparison. '

It immediately becomés obvious that for wavelengths less than about .
90002, the transitions in the Up-bs array make the dominant contribution to
the excited state refractivity and are responsible for the broad resonance extrema
which are centered at about 82008~and19100 . This is not surprising as the
transitions for this array tend tp-fall into two wayelengthsgroups centered on
the transitions having vacuum wavelengths of 8117.5A and leﬁg‘whiqh,have by
far the largest (gnAmn) values in their respective groups,

For longér wavelengths, the influence of a great many relatifely strong
near infrared transitions becomes dpparent by vikhue of the irregular nature
of the data shown in Fig. 1. However, the fact that the shorter vavelength
data appears to be continuous is purely a result of choosing the diagnostic
wavelengths o be sufficiently remote from any individual transitions, i.e.,.
(-2 2> 208 say, so that local resonances d6 not occur. (Equation 2.1.11 is
by its wery nature a non-continuous function of the vavélength of the incident
radiation), '

An interesting observation regarding the two extrema shown in
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Fig. 1, is that they are not due to.a single transition but to about 20 out of
the total of 30 transitions in the # -ys array. In addition, these transitions

all originate from the resonance levels which for an equilibrium plasma are the
most highly populated of the excited states -of neutral argon.

It should be possible to confirm the existence of these resonances by
performing single frequency interferometry on an equilibrium plasms of known
thermodynamic and ground state refractivity properties at a number of different
wavelengths in the neighbourhood of these extrema. An ideal 'source of diagnostic
radiation for such measurements could be provided by & pulsed dye laser whibh
can be tuned to operate in this wavelength region.

It the existence of these extrema is conflrmed, then it should be

states for neutral argon. This could be achieved in a manner similar to that
proposed by Measures (Ref. 34), who suggests that by perfornung dual ffequency
interferometry at wavelengths close to and relatively remote from the Jine center
for a single transition, one can separate out the fringe shift contributions due
to changes 1n\the other unknown plasma species- from that due to the s1ngle tran-
sition under observation. In thie present situation, due to the broad spectral
nature of these extrema, phe fringe shifts at both wavelengths would contain
cohtributions due to *he transitions in the Up-Us array as well as those due to
the free electrons and the ground stgtes of neutral and singly ionized argon.
However, this is no obstacle to interpretation of the data as only those com-
ponents due to the excited state transitions will exhibit a marked wavelength
deperidence over a relatively small wavelength interval. For example, at

80008 with AA = hoﬂ, the change in the free electron refractivity is about 1%,
which to a first approx1mat1on can be 1gnored

Although these calculations appear to indicate that the exc¢ited states
make a small but real congrlbutlon to the neutral argon refractivity for tempera-
tures greater than 10,000 K and particularly for the ruby laser fundamental
wavelength of 69&3 58, it was de01ded to omit this eéxcited state contributlon
from the neutral argoq refract1v1ty. Thls was due to the uncertainty 1ntroduced
into the calculation by the omission of a large number of imknown osc111ator
strength values for transitions between bound states in addition to those for
discrete-continuum transitions. Rather, it was decmded to use the experlmental
data of Peck and Fisher (Ref. 22) given by Eq. 2.1. 8, to describe the total

neutral argon refractivity for the shock gererated argon plasma at ‘pressure p
and tempersiture T,

As thls excited state refract1v1t3 contrlbutlon should selectively
from the two-wavelength 1nterferometrlc technlque (see section 2. 3), which is
primarily dependent on the frlnge shift at 69&3 58 and not on the fringe shlft
at 3471. 758 then a comparison between the measured electron density made us1ng
the ruby and neodymium lasers and the corresponding calculated values should
reflect the presence of & s1gn1f1cant excitéd state refractivity contrlbutlon.‘

This comparison will be discussed in Sections 4. 3 and 4.4 in the light. of the
present experimental measurements.

In view of the Yelatively small neutral argon excited state refrac—’
tivity contributions to the plasma refractlve index for the chosen dlagnostic
wavelengths, a similar calculatlon to estimate the effect of the excited states
of singly ionized argon does not seem to be necessary. The populatlon of the
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first excited state for this species at 13,500?K is approgimately 3 x 10-6 of the
ground state value which is considerably smeller than for the resonance states

of neutral argon. In addition, a major obstacle to such a calculetion exists in
that no oscillator strength data is available for the non-=resonanc transitions
from this level, although numerous values are available for transitions between
the more energetic but sparsely populated levels [Ref. 21).

The expression for the plasma refractive index to be used in the analysis
of the present experimental measurements will thereforé be given by Eq. 2.1.2
with the free electron term provided by Eq. 2.1.5, the neutral atom term By Eq1281 8
and glﬁh the ion refractivity term to be determined as descrlbed in Sections 2.2
and

2.2 Relationship Between the Fringe Shift and the Change in the  Plasme
Phase Refractlve Inded

The fringe shift Sx as obtained using -a Mach-zehnder interferometer is

related to the change in the phase refractive indices betweén. any two states 1 end 4
2, by the reiationship.

sk@)-[iwz- L }: (g - -1>1‘]' ey

where superscript A refers to fhe wavelengths of the diagnostic radlation and "L
is the geometrical path length over vhich the change éccurs, Exnandlng the sum-
mation terms in Eq. 2.2.1 into the form given by Ed. 2. I. 2 and denoting the ’ pre-
shock and post shock (plasma) states by subscripts l and 2 respect1ve1y> the
fringe shift equation:mow ‘becomes -

(%)[ F60,403 0,260, |- {(u}l‘),_}«j@ N i (2..2;'2.)

where it is assumed that the preshook gas at state 1 consists entlrely of neutral.
argon atoms. x

As the component refractivites are- 11near1y dependent on their res<

pective dens1tiée then Eq. 2.2.2 can: be rewritt=n in terms.of the refract1v1t1eé
at standard,temperature and pressure (STP) to give

S;‘2= ( % >[ {(uz-l) o( g—i) ,(s_l-x'2)+(u:7[‘-l)o ( g—i{ > X,
* (ué"&l*')‘o.,‘(g%h) xz} -'{ (uﬁ-l)o‘ ( % >; }'] | | "(2}!2‘;3)

where suoscript ‘o' denotes conaztiogs at STP, xkls the degree of single ioni-
zation, p is the mass density and (p ~1) and (p 1) are givén by Egs. 2.1. 8"

s
and 2.1.5 respectively.

The expression to be used to determine u ~l) o the refractivity for
singly ionized argon at SPP, is.obtained directly from Eq 2.2.3:-as

11
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where Xy the degree of iomization is eliminated through use of.the equality

HEDE

and Ng = 2.687 x 1019 em™3 is Loschmidt's number. The quantities to be experi-
mentally determined are therefore S.',, the fringe shift between states 1 and 2, E
pl and 92 the preshock and equilibr}gm plasma mass densities and N e ,2 the plasma -
free elecgron density.oal sbub: 2,

In the optical region of the spectrum,the rerractivities for the heavy
particles (neutral,atoms, ions) are effectively non-dispersivé whereas the free
electron refractivity varies as N2; Tt is therefore clear from Eq. 2.2% 3 that.
the fringe shift contribution for the heavy particles varies as A"l whereas that
for the free electrons waries as A. Hence in order to increase the frlnge shift -
contribution due to the argon ion and consequently the sensitivity of the experi- 2
mental measurements while simultaneously depressing thé contribution due to the i
free electrons, it is essential to conduct the experiment at as short a wave-
length as possible. As will be described in Sections 3 and U, thig is accompll-
shed by employing the second harmonlc of the ruby lasetr &t 3&71 7ER whlch llas ;
just below the cub-off frequency for conventlonal glass opt1cs. L #

2.3 Determination of the Plasma Electron Dens1ty by the Method of Two ) c
Havelength Interferometry . cst

In order to obtain (uI l) from Ed, 2.5 we must know in addition to -
the fringe shift 512 the values of 92 and x2. ‘These ¢éan be obtained from the

shock Hygoniot equations for given valués of the shock Mach number ¥ , p and
T, on the assumption that the gas is in Saha- -eéquilibrium. However, 1in the ‘

p}esence of radiation cooling, it cannot. be categorlcally stated that the shock ¢
génerated plasma attains Saha equilibrium (Refs. 58, 59,. 60). Clearly Saha :
equilibrium will exist if the -électroh density calculated via the shock
Hugoniot equations is in agreement w1th tlhie corresponding experlmentally

measured value. It is the determination: of this 1ldtter value with wk.ch we
are now concerned.

As digscussed in Section 1.2 and 2. l, the two wavelength interferometric . i
technique of Alpher and White (Refs. 2, 12) is capable of providing an accurate §
measure of the electron-density for both equilibrium and non equilibrium plasmas.

Two simultaneous interferograms. of the same -shocked gas sample are - * ?
obtained for wavelengths A and X as far apart as possible, with A_> A at as
long a wavelength as the plasma or optlcal system gllows., The » *%er requlre-

ment reflects the strong dispersive nature of the free electron refractivity )
where (ue-l) o A2 in contrast to the weak dispersion of the heavv particle re-

fractivities. By simultaneously solving Eq. 2.2.3 for waveléngths }x:and A
ve have

’
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A
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where it is explicitly assumed that the excited states do not contribute to either T
the neutral atom or the ion refractivities.. The term in curly brackets in the "
denominator of Eq. 2.3.1 represents the difference between the ratio of the ion

, refractivity to the neutral atom refract1v1ty at A to that at K The resonance

X
ebsorption transitions for neutral argon occur at 10&8 o and 1066. 7R (Reﬂ 21)
with the result that the dispersion for neutral argon is very wegk in the near
ultra-violet, visible and near infrared regions of thé spectrum. The. correspon-
dlng transitlons for singly ionized argon occur at 918.88 and 932. oR (Reﬂ. 21)
so “hat the dispersion for this species can be expected to be -even weaker then
that for neutral argon in the .same spectral region. Hence this. difference térm
referred to above is likely to be very small. However, by taking the pessimisti-
cally large value\gi ) ’

{(pi Yo ('151\ l)°}vio.1 o ‘ |
; (lJ.AY-l)O ( A )O I o 3

vhich for the wavelengths of the ruby laser (69&3 SX) and;(3%7l¢12)respond to ‘about a
L6d change in the ion refract1v1ty, the denomlnator in Eq. 2.3.1 taKes a valug

of (1 ¥ 0,0063). Similarly for the wavelengths of the neodymium. laser (10600 )

and its second harmoric (5300. ), this term has & value of’ (l + Q. 0027 . It is
therefore ¢ledr that this térm hds a negllglble effect oh ‘the .electron density

given by Eq. 2.3.1 under normal condltlons and can hence be omltted.

) The expression to be used to obtain the éxpeérimental eleéctron density
‘ from the fringe shift data is therefore given by

F e =Ho7\\' [Sz\g 5, ( \,(uA -1, ”:< >2 (u 1 J =1 '(—2;3’.2) !
: ) L Loy 1) "

(u Js

Two points regarding Eq. 2.3.2 call for comment., Firstly this express1on
is completely independent of the {as yet unknown) ion refractivity -and only weakly
dependent on thenneutral atom refractivity through the ratio

A A
) (1, "-1) / (1, ¥1)

which has a value close to unity in the optical region. By assuming this ratio

P to be unity, an error .of 0. 85% is generated in N, for the wavelengths of the ruby
laser and its second harmohic. For the neodymlum laser -and its second,harmonlc,
the corresponding error of 0.2% is less s1gn1f1cant.

40‘ :,
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Secondly, the accuracy with which Ne can be measured is dependent on the
magnitude of (A -Kx)/(%y} kx). For a laser (A ) and its second harmonic (%x)

this terms takes a value of 1/3. As (A -Ax) approaches zero, then both the numera-

tor and denomlxator apRroach zero sn that the value e becomes highly susceptible
to errors in 8%, and S g It should be nbloned th Alpher and White (Ref. 2,
12) made the additional assumption that (u -l) (uA -1) = const. with the
result that °

n B (R EGONGY ] e

However, in their case, the wavelength separation was somewhat smaller
with (A = A )/(A + A ) = 0.14, so that this approximation is more: acceptable

although a prlce is pa1d in accuracy as has already been ncted.

3. EXPERIMENTAL FACILITIES

3.1 Shock Tube

A detailed account of the construction and operation of the UTIAS L™ x
7" combustion driven shock tube has been given by Boyer -(Réf. 35). However,
several modifications and improvements were made to this facility with a vieéw to
expediting the present experiments. Théser are described in the following sections.

3.1.1 Shock Tube Driver Section

4

A number of refinements have been made in the operation of the combus-
tion driver facility. It was noticed that the stoichiometric mixture -of hydrogen
and oxygen diluted by 75% of helium tended to exhlblt rough combustion.. This
became manifest as a series of hlgh frequency (~ lKhz), moderate amplltude ofeil-
latlons superinmposed on the main pressure rise. The reason for the pressure “races
given by Boyer (Ref. 35) not exhibiting these oscillations .may be related to the
change in length in the driver tube from the. orlglnal value of 13 75 f£t. to the
present length of 50 in. It should. be mentioned that the period of these pressure
pulses corresponds closely to that of a single sound wave reflecting between the
end walls of the 50 in. long combustion chamber cav1ty at the sound speed of the
75% helium combustion mixture (Ref. 36).

As it is conceivable that these preSéure pulses might -amplify into a
detonation wave or alternatively damage and possibly break the- ignition wire,
a change to 80% helium dilution was made in view of the experiences of Nagamatsu
and Martin (Ref. 37). Although this measure. had the de51red effect of achieving
smooth combustion, it was also observed to result in a small reduction in shock
Mach number for otherW1se identical initial condltlons together with a much
inereased time to peak combustion pressure, viz, 100 msec ‘as .against 10 msec.

There are several possible explanations for this reduction in per-
formance. Firstly, the more rapid rise time at 75% lielium dilution may tend to
accelerate the diaphragm opening process thereby promoting more efficient shock
formation. Secondly, a longer residence time for combustion, in principle;
leads to higher thermal losses with a consequent drop in pressure- and sound speed
of the driver gas. Finally and significantly, calculations (Ref. 36) indicate
that the peak combustion pressure at 80% helium dilution is ‘@bout 10% 1ess ‘than -
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for 75% dilution for the same precoﬁbgstion,pressurez

A compromise dilution of 77—% was, therefore tried and found to give
smooth combustion for which the risetime to peak combustion pressure was com-
parable to that for 75% helium dilution. Although Benoit (Ref. 36) indicates
that this degree of dilution achieves a peak pressure approximately 5% less than
-" that for the 75% dilution, a similar loss of shock tube performance was not

: observed. %

In addition, with a view to ensuring complete combustlon, the 774%
dilution was partitioned into components of 5% hydroger and 72-% helium, This )
ensures better hydrogen-oxygen contact and more rapid combustion while simul- !
taneously raising the post-combustion sound speed without creating any undue
hazard due to the presence of an unburnt hydrogén fraction in the dump tank.,

g For tHis 77—% ievel of L.ljum dilution, ‘the experimentally :‘determined ’
: shock tube characteristic for combustion dr1v1ng into argon using & ‘single 'dia-
phragm was found to be given by 4n (v /gp = {.0.422 M_ + 4,02} for 10:< M, < 24,
where Py, is the peak conmbustion pressure, 12 is the preshock (1n1tlal) test gas
pressure and Ms is the incident shock Mach number. The ratio of ph to p X’ the

pre-combustion pressure for the above conditions, was found: to havenan
experimental value of 6.85 + 0.25 whereas the -calculated. value was -about 8.05
(Ref. 36). As D, is initially determined by the shock requirements, the con-

servative value of (ph/Pmix) = 6.60 was therefore -employed in .conducting the
present experiments.

The other change made to the combustion system involved increasing the
thickness of the tungsten heating wire used to ignite the combustion mlxture from
a diameter :of 0,010" to 0.015" with a view to reducing the poss1billty of a break
before, during or after a run and hence to -ensure use .of the wire for several
runs., Initially, the 50 inch length of 0,015 in. dla. wire has a resistance of
0.51 ohms which tends o Gouble after each run due to ox1dat10n. The wire was
usually changed after the resistance exceeded 2 ohms or after every three runs
vwhichever comes first. For high pressure runs (p&> 5000 psi) however, thé wire

tended to bresk during combustion but without any otherwise dele@enlquseeffeqts
on the combustion process or the facility.

In order to heat the tungsten wire to the same temperature in order
to maintain smooth combustion, the voltage on the 4~uF capacitor was increased !
by 50% to 12.75 Kv providing an energy density of about 90 Joules per foot of
0.015" diameter wire, sufficient to make the wire glow a bright red-orange colour
vhen tested in air at one atmosphere pressure.

. A common cause of detonation is localized ignition. In the present .
system these conditions were observed to exist in the form of arcing at the
wire terminalsdue to inadequate clamping pressure. This became particularly
important in view of the above mentioned voltage increase. .Careful redes1gn
of the end clamps was found to be sufficiént to elimlnaqe this localized spark-
ing.

3.1.2 Criteria for Design of the Shock Tube Diaphragms.

The bursting pressure characteristics for circular scribed diaphragms
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given by Boyer (Ref. 35) refer to discs of annealed stainless steel type 302 with
an unsupported diasmeter of 6— inches. However, the diaphragms now used have been
standardized to stainless steel type 804 with a 2B finish for which the diaphragm

clemp has & clear diameter of 7-1/8 inches. The production. of new calibration
curves was therefore found to be necessary.

A series of tests using the hydraulic diaphragm bursting rig described
in Ref. 35 was performed on annealed diaphragms of type 304 stainless steellshaving
thicknesses of 0.062, 0.109 and 0.172 inches. The experimentally measured burst-
ing pressures for the scribed diaphragms p was adequately descrlbed by the -
dimensionless relationship

(2)-(8) (22

where p, is the bursting pressure of the unscribed diaphragm, h is the residual
diaphragm thickness after scribing and t is the total diaphragm thickness. The
measurements indicated & valne for n = 2.20 + 0.1 for (h/t) >.0,10 where the
error limits for n -are due to a number of uncertainties, e.g., variations in
raterial composition, degree of anneal, diaphragm wedge angle and. total thickness
h and also to errors in measurements of Pys Py and h.

The bursting pressure of the unscribed diaphragms, Py Was found %o be
given by the usual relationship (Ref. 81)

( 5?) X (3.1.2.2)

where 0 is the uktimate tensile strength Bor the. annedled material(85000 psi for
S8304), d is the unsupported diameter of the diaphragms and K is a factor which:
corrects for the non-ideality of the diaphragm performance due t6 the .competing
effects of work hardening and diephragim thinning which oceur during deformat;on
just prior to bursting. Ideally K -should be unity and in reality ‘hag-a valué close
to this value. Unfortunately a universal experimental valué -of K was. not .ob=
tained, possibly due to variations in material compdsition, degree of anneal,

vedge angle and surface finish. Specific values of K for each diaphragm thick-
ness are as follows: . .

t = 0,172 in, K =1.001
t =.0.109 in, K = 1.0 }- for SS304 and 4 = 7-1/8 &nn
t = 0.062 in, K=1.06- -~

For combining Eq. 3.1.2.1 and 3. l 2.2 the burstlng pressure for ‘a given scribed

diaphragm is given by
LYot 2V ,
<T)K Q.) | L (3.1.2:3) '

which when combined with the experimental values of n and K, gives a reliable
prediction of diaphragm performance,for (h/t) > 0.10.
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3.1.3 Shock Tube Driven Section

Modifications to the driven section were primarily centered around im-
proving the shock tube vacuum with a view to obtaining a high purity test .gas
sample in the test section prior to shock arrival,

Through the introduction of a 6 in. dia, vacuum diffusion pump between
the shock tube and Roots blower vacuum pump (see Ref. 35), a vacuum and leak-
outgassing rate of sbout 1 x 1072 mmHg, and 1 x 10~° mm Hg/mmn. respectively were
obtained after a 2l hour pumpdown period. The relatively long pumpdown period
is due to the large volume of the shock tube dump tank (35.4 cu.ft.) in relation
to the shock tube channel (9.6 cu.ft.) together with the low conductance of the
shock tube which connects the dump tank t6 the vacuum pumps.

If desired the vacuum and combined outgassing-leak rate could be im-
proved by about an order of magnitude by extending the pumpdown period -from
2 to 3 days. However, as events transpired, a high degree of test-gas purity
was not required particularly as the argon test gas was intentionally seeded

with approximately 0.4% of molecular hydrogen by pressure fo? reasons to be
discussed in Section 4.2,

The argon and hydrogen test. gases used inchhese experiments were both
of the 'Linde High Purity Grade' type. The argon. has a manufacturers minimum
purity of 99,996% by volume with a typical trace gas analysis of less than 15
ppm of nitrogen, 7 ppm of oxygen and 5 ppm of carbonaceous matter together with
a dev point of better than -71°F. Similarly the hydrogen has a quoted. purity of
99.99% by volume with less than 100 ppm_of nitrogen and 10 p, } of oxygen to-
gether with a dew point better than -71

The hydrogen was first admitted into a calibrated reservoir to a pre-
determined pressure and then released into the shock tube. The argon test gas
was then added directly to the shock tube until the desired total initial .
pressure was attained,

3.1.4t Measurement of the Incident Shock Wave Properties

The measurément of T. and p,, the initial (preshock) test .gas temperature
and pressure respectiveély and ﬁ the “incident shock velocity is In principle
most straightforward and has already been dlscussed‘by many authors,

However in the present experiments, a great deal of care had to be
taken to reduce errors in the measurenient of these parameters, partlcularly
as they define the boundary condltrons for calculatlng the shock properties
from the shock Hugoniot equatlons, For example, a I% error in the measurement
of 1j_ generabes a h% error in the calculated value of N & the electron densrty

for a M = 20 shock into 1 mm Hz of argon.

-0

(i) Initial Preshock\Temperature,’Tl;
The initial temperature was measured by means of a mercury bulb ‘ther-

mometer calibrated in 0,2°C intervals which was inserted into a 2 in, deep x

1/4 in.dia. oil filled port located close to the test section: It was agsumed

that the test gas rapidly comes into a state of thermal equllibrium with the

shock tube in the time period between test gas admission and shock initiati.on B

(~ 5 min). Vailues for the initial temperature were interpolated ‘to the neerest
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0.1% C with en estimated overall ervor of + 0.1°C. This corresponds to a
maximum error of + O. 03% in the absolute value of the initial temperature.

(ii) Initial (Preshock) Pressure, Dy

The initial pressure p, was monitored by means of ai oil manomete>

based on the design of Hayward (Ref. 38), which covers the pressure range from
0.1 to 40 mnHg.

The manometer consists of a 50 cm long x i-cm i.d. U-tube, which is
connected at one end to an oil reservoir and at the other end to the vacuum 1
sysgem via a length of flexible vacuum tubing. By rotating the .manometer through |
120" about a horizontal axis, the oil (Dow Corning type TO4 diffusion pump ’
0il) is allowed to collect in the reservoir and is vigorously agitated for
several minutes so as to induce rapid degassing. Hayward has shown that this |
type &f manometer gives & much better correlation with a McLeod gauge than tie
more conventional fixed U tube -0il manometer having a- cross tube with stopcock.

Dow Corning Corp. (Ref. 39) quote a .specific gravity of 1.07 at 25Qb
for DCTO4 oil with a corresponding temperature coefficient of 9.5 x 10?“/00. A
laboratory check on the specific gravity of the sample used produced a value
of 1.069 at 25°C which was therefore -employed in the present measurements to-
gether with the temperature coefficient given above.

The initial preshock pressure By in mnilg is obtained from the difference
in oil levels H mm oil by the relationship »

b, = N ( o.ulT]_C)man
PHg,0°C

where Py = 13,595 is the specific gravity of mercury at 0 c and Poi i1, T C
1.069 + %éS—T ) x 9.5 x 10 ' is the specific gravity of the oil &t Tlﬁc
where Tl is the laboratory air temperature in the neighbourhood of. the manometer.

With a view to ensuring an accurate measurement of p,, the manometer was
fitted with a viewing cursor .and back view mirror so as to provide & horlzontal
reference mark and to avoid a parallax rading error, 1In addltlon the vertlcal
position of the manometer was checked from timé to time w1th a plumb 11ne.

Originally it was only intended to use the oil manometer for pressurés
down to about 2 mnHg and to use a McLeod gauge (5 mmg to L uHg) for lover
pressures down to 0.3 mnHg. However, in thé range of overlap of the two ‘gauges,
the McLeod gauge gave readings which were about 3% higher than vhose for the
o0il manometer. This was initially thoughf to be due to a poor reference vacuum
in the isolated limb of the manometer but was ruled out after leak testing the -
manometer. In addition, tke vapour pressure of the DC 704 o0il is. -about
2 x 10-8 mmHg at 25° ¢ (Ref. 39) and is therefore not &, contributing factof
to this difference. >

In the absence of any obvious fault in the oil manometer, the error
was therefore ascribed to the calibration of the McLeod gruge (Stokes Model
No. 276-AA). Consequently all,pl measurements were made on the oil manometer

with the main source of error considered to be that due to. the visual reading.
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of the oil levels; this was estimated tobbe + C.1 mm of oil which .at P = 0.3
mmHg corresponds to a meximum random error of + 24%

However, in order to attain these limits of accuracy at low p, values,
the oil menometer should be isolated for at least 10 minutes after admiSsion of
the test gas before H is read in order to allow the oil adhering to the +tube
walls to drain back through the meniscus. A ‘'settling' readlng error betweeén the
left and right hand limbs is thereby avoided.

(ii1) Incident Shock Velocity, U R

The incident shock velocity is cbtained by the usuval method of measuring
the time interval between shock arrival at two axially displaced pressure sensi-
tive detectors. The detectors are separated by 609.6 +'0.1 mm and. located at
points which are equsl distances upstream and downstream of the. centre of the -
test section windows (see Fig. 2). The piezo-electric shock detectors (Atlantlc
Research LD 25 Blast Pressure Transducers) are flush mounted and. have 6 mm. dia
lead zirconate titanaté elements ccvered with. a thin translucent layer of" plaqtl-
cized epoxy resin. The output of these gauges is approximbtely O, 15Vﬁpsi.‘

The signals from the pressure detedtors are taken dlrectly via -short
leads to battery-driven emitter-follower units, having unit ampliflcatlonfand -
1/10usec risetime ard then to the start and ~top inputs of a + 1/iOusec resolutioh
electronic timer (Hewlett Packard Universal .ounter 5325A), This counteir-timer
has separate variable triggering level capability for éach chamnel so that varia-

tions in sensitivity between gauges can be accommodated. However, wherever: possible.

matched gauges were used so as to reduce -both temporal and spatial errors: Ancurred
in measuring the shock velocity. ST e

The finite size (6 mm dia) of the piezo-electric elements introdutes &
maximum uncertainty of + 6 mm intc the distance separating the gauges, However,
it was considered that by using matched gauges, this uncertainty could be reduced
to + 3 mm which correspords to + 1/2% uncertainty in the gauge separatlon,

The risetime of the output waveform of these gauges in-xesponse to.the
frozen shock front pressure jump is generally of the order of 1usec as 111ustrated
by the lower trace of oscillogram (b) in Fig. 3:. The firgt 'ring" of these
gauges has a risetime of about 1/2 usec and an amplitude of about 60% of. the total
pressure rise. The separate channels of the time¥ are therefore :set 40 trlgger
at 50% of the anticipated voltage rise for the frozen sshotk pressure rise. This
introduces a maximum uncertainty of + 1/2 psec into the time interval measurement
which in a typical period of 100 usec constitutes a random error of + 1/2%

Hence the temporal uncertainty of + 1/2% due to the flnlte rise time
of the gauge combinea with the spatial uncertalnty of + 1/2% 1ntroduces ‘8. cotal
possible random error of + 1% into the measurement -of The shock veloc1ty. ‘Check
measurements made using two pairs of similarly displaced gaugés with a: simillar
counter produced discrepancies between the two readings of the order of 1/10 usec
indicating that the +* 1% error referred to above is somewhat pes31mist1c.

A problem encountered with these pressure gauges at an early stage in
the project is illustrated by the apparent precursor profile in -oscillogram (a)
of Fig. 3 which tended to cause the varions electronic units to pre-trigger. -

As strong shocks into argon are known to produce signific¢ant photon and
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electron precursors (Ref. 40), it was suspected that the precursor signal monitored
by the pressure gauges was due to one or both of these aforementioned sources.

In the first instance the translucent epoxy resin covering the gauge was
given an additional covering of iransparent silicone (General Electric RTV) rubber,
This had no effect in blocking the precursor signal suggesting that electron leak-
age to the gauge elements was not the cause. However, a similar fllm of black sili-
cone rubber completely blhcked this precursor as illustrated by os01110gram (v)
in Fig. 3, suggesting that the precursor was due solely to the photon flux coming
from the strongly radiating equilibrium region behind the shock front, This is
not surprising as it is well known that the piezo-electric effect is always accom-
panied by the pyro-electric effect in which an electric charge is produced at
crystal surfaces exposed to thermal radiation (Ref. 31).

The general consensus in the literature concerning the precursor phenemenon
is that for strong shocks 1nto inert gases the observable precursor electron den-
sity is produced by photoionization (Ref. 4Q) whereas for relatively weak. shocks,
€efey M§5 10 into argon, the observed precursor electrons are now thought to be
due to electron diffusion (see Refs. 40, 42, 43) which for conditions of high Mach
number becomes masked by. the photoionizgtion process.

It is felt that some attention should be paid to the effect .of shock
attenuation both on the shock velocity measurement and on the plasma properties
behind the shock front..

For shock Mach numbers from 17 to 24 and initial pressures from. Q. 3 to
3 ma Hg, the shock front attenuation in the region. of the test. section was very
low being typically 1/3% per foot of the 7 in. x b in. shock tube. The attenua-
tion as monitored by several velority measurements in the test section region was
generally so low as to be less than the uncertainty in the measurement of the
shock velocity itself which has-been shown to be of the order #+ l%.

As will be indicated in Sectipn L, the iqnizatiop~requatiqp“région from
the shock front to. conditions 6f Saha egpilibrium is usually of the .order of
10 to 20 mm so that the effect of attenuation on the shock properties over this
distance can be neglected in view of the .attenuation figures .given .above,

3.2 Optical Diagnostics and. Recording Bquipment.

The description of the optical system is broadly divided into .arc=s:deal-
ing with the laser light source, the interferometer itself and finally the photo-
graphic recording .systen.

3.2.1 Laser Light Source

Dual-frequency lasers have been employed by a numSer -of authors_to-
observe various plasma phenoména either by interferometric or schliéren ¢echn1ques

(Ref. 4k to L49).

The duval frequency laser employed is a TRG 1OUA system, which is giant
pulsed by means of an integrally-mounted Pockels cell Q-switch and is capable of
operating either as a ruby or .a neodymium doped glass laser by suitable cheice
lasing element and cavity end reflectors. The ruby laser operates at a W velength
of 6943, 5§mét 24°C (Ref. 80) with a spectral bandwidth of less than O. lX .and when
Q-switched produces & 30-MW pulse of 15-nsec durat;on. Simllarly the Qgpdymlum
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laser operates at 106008 with a bandwidth of about 508 for which the Q~switched
power and pulse duration are 20-MW and l5-nsec, respectively.

The second harmonic generator for the ruby laser consists of a crltically
oriented crystal of potassium di-hvArogen phosphate (KDP) which is .mounted in .an
o0il-filled cell attached directly - the output end of the laser cavity. Dower
generation for this process is typically 5 to 10% efficient for the 3-cm. long
crystal and produces coherent radiation at 3h7l 753, which is both parallel to
and concurrent with the incident laser radiation., The spectral bandwidth -of the.
second harmonic of the ruby laser is typically O, 05 or less. Slmllarly -an
appropriately cut KDP crystal is used to achieve second ‘harmonic generation. of
the neodymium laser output at 53002 with a bandwidth of less than. 252

A certain measure of care should be taken in the adaustment and use of
these second harmonic generators. Although the fundemental and second harmenic
beams are parallel, the second harmenic beam becomes d1splaced from the axis of
the fundamental due to double refractlon thhin the KDP (Ref. 50) For both the j

currently employed., corresponds to an output beam displacement of 0 92 mm. It is
therefore clear that when the dual fregquency is used- to, 1llum1nate a schlleren
system, the laser should be arranged so that the axes of both ‘the. fundamental
and second harmonic heams intersect the schlleren knlfe edgep

The efficiency of second harmonic. generation is critically dependent
on the orientation of the KDP -crystal wif sh respect to. the 1nc1dent laser beam .
(Ref. 52) necessitating careful adjustment. Second harmonlc generatlon is also
strongly temperature. dependent (Refs. 52, 53) such that. small changes in the
tempe rature of the KDP induced by variable laboratory condltlons or by- frequent
lacer operation can result in a large reduction 1n~second-harmonlc pover conyer-
sion. Ideally this unit should be contained in a thermostatlcally controlled
environment. For second-harmenic .generation by the ruby laser (Ref,-53) and
the necdymium laser (Ref° 52) in KDP, the tempegature gradlents fér the phase.
matching angle are héaxgsec/ ¢ and: 33.6- arcsee/C respectively.

e

In the field of optical plasma. diagnostics,, the advantages of the
pulsed laser over the more conventional. spark or expleding wire, light are:as ‘
follows: . L :

(i) The short pulse duration-of the Q-switched laser, generally fiom 10 to 1
30 nsec, is about an order of magnitude shorter than for nhermal sources.
of adequate intensity. For the laser, thls results in excellent shock
front and relaxation zoné deflnltion when photographlc recordlng 1&
employed.

(ii) The high intensity laser radiation is ideal for discriminating against
plasma radiation particularly when employed in conjunction. with.a com~
binntion of spatial and: spectral fllters, However, care must be taken,
%o ensure that che spatial power density of the laser, radlation is
not sufficient to cause breakdown of the transmission or reflection
media. If the beam is brough; to a sharp focus either in air or some.
other gaseous system, local plasma formation may occur resulting in
a2 less of usable laser power due to absorptlon.' in, ‘the cace of mirror
and filter surfaces or transmission media such as absorptlon filters, . _
lenses, windows, etc., permanent radiation damage can occur, ' ‘
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(iii) The high degree of spectral (temporal) coherence of the laser output
makes for excellent wavelength definition e.g., the ruby laser wave-

(iv)

(v)

(vid

(vii)

length at 24°C is 6943.58 (Ref. 80) with a bandwidth of 0,1% when
resonant cavity end reflectors are used. With a white light source

’

an acceptable degree of monochromaticity can be obtained by means of
interference filters but at the expense of .a large drop in intensity.

As discussed in Section 2.1, it is necessary for the laser wave-
length to be remote from any absorption lines or bands -of thé trans-
mitting medium under investigation, in ordér to avoid the effects -of
anomalous dispersion or -absorption. However, in certain circumstances,
these effects can bevutilizad to selectivély moniter thé populations
and behaviour of specific internal states, particularly those involved

in transitions which control a given relaxation or reaction process

The ability of the pulséd laser to operate oyer a wile range of
wavelengthg from the near ultra-violet (3h7l§) to- thé near infra-
red (10600A) makes it an ideal light source for plasia ifterféro-
metry. This laser therefore -operates over the full -spectral band-
width of the present optical systém. The second harmonié of the
the ruby laser at 3h7lR lies just below the cutoff frequency of
conventional gless optics whereds the fundamental of the neodymium
laser at 106004 lies ‘at ‘the Yong wavelength sensitivity limit of
currently available photographic emulsiofis.

The two-wavelength plasma interfercmetry teéhniques of -Alpher
and White (Ref. 2) for measuring -electron dénsity; requires a long
wavelength light sourcé operating simultaneously at two different
wavelengths (see Section 2.3): ‘This role is ideally mét by the
neodymium laser and its second-harmonic generator- operatlng -simul-
taneously &t 106008 -and 53008

For the observation of changes in mass density a short wave-=
length source is required (seeé Seétion 2.2) -apd-is accompllshed by
use of the ruby laser sécond harmonic at- B47: :

By the nature of its formation, the laser beam is highly unidirectienal,
being in the form of & narrow nesr parallel béam with a divergence of

a few milliradiasns such that a system of condensing optics is not
necessary.

N

Due to the monochromatic ahd unidirectional state of the laser beam;

it can (in principle) be focusseéd down to a dlffraction limited spot.

The laser is therefore an ideal source- for use in schlleren ‘photo-
graphy as the sensitivity of this technique is an inverse function
of source size (Ref. 82).

2

However, plasma formation and knife edge demage may occur ohce.*

the laser power exceeds Some oritical valué. Also, fine control of

the small source image on the knlfe edge reéequires- an. extremely fine

degree of control.

The high degree of spatial and temporal :coherence of thé laser beanm
mekes it an ideal interferometer light Source. Wheh a white 1ght

(thermal) source is used to illuminate a Mach-Zehnder type interferometér,
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it is necessary to path length match the two beam paths to within half
a wave (A/2) if a fringe field of high contrast is tg:be ebtained.
However, with the laser, this requirement can be relaxed.

If the bantwidth of the lasér oubtput is AN for laser radiation.
of wavelength A, tnen it can be easily shown by a clas31ca1 wave
optics argument that the allowed path length. mlsmatch over which the
two beams become A/2 out of phase is .given by N /2Ahg For the ruby
1aser operating at 6943K with a spectral bandwidth of 0. 1K, _this means
that the path length of the two beams must not dlffer by more. than
2% cms if high fripge contrast is to be obtained. sThe~neodym1um laser
operating at 106004 has a bandwidth of about 50A so that in this
case a path length mismatch of only 0.1 mm is allowed.

However, the direct use of the laser beam does carry certain. dlS-
advantages. Flrstly, the spatlal or transverse modes of the. laser beam
result in non-uniform illumination of the. syst .m under 1nvest1gation
unless spatial mode sélection has. been employed usually resulting in a
reduction in beam intensity. Secondly, due to the coherent nature of
the laser radiation, small imperfections and dust partlcles in the
optical system tend to generate a system of diffraction rings which
are clearly visible in the photographic plane. Finally, humerous
sets of unwanted frlnges tend to form by 1nterference between. the many
optical surfaces in the system all of which become v1s1ble in. the
photographic plane. As will e descrlbed in Sectlon 3.4, these diffi-
culties can be ellmlnated by sp0111ng the phase coherence of the laser
beam by transmission through a diffuser, which in effect becomes the
interfercmeter light source.

3.2.2 Electronic Qperation

The operation of the laser as the shock tubealnterferometer light source
is complicated by the fact that the lasing elements must be. flash lamp pumped
for a fixed period of time prior to Q-switching in order that the reqnlred.
populatlon inversion is attained.

The Pockels cell Q-sthch is arranged to open at a time when the flash
lamp output is just beginning to decay, If.the Pockels cell is opened at -an
earlier time, then in addition to the required glant pulge, & series -of normal
mode pulses will be obtained, as the quarter-wave yoltage is re-applled to the
Pockels cell over A period of about 1 msec. ThlS vwill result in a-number of
undesired interferograms being super-imposed on the desired 1nterferogram of
the shock phenomenon under investigation. Alternatively, if the Pockels .cell
is opened at a later time, then a much weaker giant pulse will be obtalned
(Ref, 54). The flash lamp pumping times for the ruby and neodymlum 1asrng ¢le-
ments as used in the TRG 104A laser system .are 950 + 25 usec and 800 + 20.-usec
respectively. The 80G {Lsec delay perlod for the neodymlum lager provrdes a
giant pulse vwhich is just sufficient for 1nterference fringe photography but
which subsequently allows the laser to free run in .normal mode operation. This
effect manifests itself as a loss in fringe resélutlon rather than as a series
of multiple exposures as can be seen in tne interferogram produced by the neo-
dymium laser shown in Fig. 15(11) Hovwever the second harmdnic generation process
varies as the square of the fundamental laser pulse power so. that these normal
mode pulses are too weak to generate a perceptible level of second harmonic
radiation. This accounts for the relatively 'noise’ free interferogram produced
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by the second harmonic shown in Fig. 15{(i). Fortunately the ruby laser can be
Q-switched after a longer delay period ( ~ 950 psec) without incurring a seriodus
loss in giant pulse power but where the flash radiation has decayed to a level
which is below threshold for normal mode laser operation.

Hence a certain knowledge 6f the shock velocity and attenuation is
required prior %o each shock run in order that the laser flash lamp can be -arranged
to trigger at the appropriate time prior to shock arrival in the test section.

A schematic of the system by which this is achieved is shovwn in Fig. 2. Shock
arrival at pressure gauge 1 triggers the delay genérator which after the elapse
of the delay period triggers the flash lamp capacitor bank. The delay<genérator
period plus the flash lamp pump period is therefore equel to the time the shock
front takes %o travel from detector 1 to the centre of the.testusentlon.

The Pockels cell Q-switch is similarly activated via a delay circuit
initially triggered by shock detector 2., The delay period in this case is
arranged to be such that the Pockéls cell opens when the shock front is in the
desired position in the test section aperture. The delay generator for the
Pockels cell is conveniently triggered by the synchronized output signal of ‘ché

'start' channel of the counter timer.

3.2.3 Mach-Zehnder Interferometer

’

The construction :and operation of the 9 in. dia. aperture Mach~Zelinder
interferometer has been described by Hall (Ref. 55). The adjustment procedure
for obtaining and focussing the fringes, which is!essentially the same as described
by Hall but with small refinements and modifications resulting from the 1nsta11ation
of the pulsed laser light source, will be described in the following section

(3.2.4).

A scale drawing of the interferometer is shown in Fig. 4, The .central
body of the interferometer is formed by a 3/8 in. thick welded U-shaped box
frame structure. The projéctions at either -end supporting the parabolic colli-
mating and condensing mirrors are canvas coyéred to prevent dust -and 9ir currents
from entering the interferometer. :

During operation of the interferometer, it was found that small chenges
in the laboratory temperature had a marked effect. on the frlnge settings. The
small rise in the laboratory temperature generated by the electronﬁc equipment- .
used in the shock tube experiments was fournd tc have a con51dexab1e ‘effect on, the
setting of the focus, orientation and spacing of the frlnges durihg the 4 to_ .

5 minute interval between the tax1ng of the mo-flow ‘and flow interferograms.

Further investigations showed that the steel shell of the 1nterfezo-
meter wes expanding or contracting almost 1nstantaneously in response %o these
small changes in the laboratory air temperature. Temperature changes of the
order- of 1/100 C were found to induce changes in the interferometer settlng
sufficient to generate movements of the order of 1/10 fringe at 347

By lagging the outside ‘of the intérferometer shell with 1 in. tnick
foam sponge, the response time of the interferometer to temperature changes
was increased from about 30 seconds t0 about 10 minutes ‘thercby providing an
adequate delay period in which to conduct the shock tube—1nterfer9meter experi-
ments. Additional precautions involved placing non-interferometric -quality
windows over the entry and exit parts of the interferometer and énclosing: the
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optical paths between the shock tube test section and interferometer with foam
sponge tubes with a view to preventing the entry of both dust particles and air
currents into the interferometer.

3,2.4, Adjustment and Operation of the Interferometer

The laser system, the interferometer, the test and compensating chamber
sections and the camera are all initially centered and co-allgned by means of a
helium-neon laser as shown in Fig. 5 5(a). The purpose of the pentagonal prism
is to ensure that the optical axis of the helium-neon laser effectively coincides
with that of the ruby/neodymium laser.

As the position of the test section windows is fixed, all other components
in the system including the compensating chamber must be positioned with respect
to the test section aperture. The optlcal axis of the interferometer is arranged
to be perpendicular to the shock tube axis by adjusting the various system cotti=
ponents until the reflection of the laser beam from the test gect;gn windows is
returned to the laser cavity.

As discussed in Section 3.2.1, accurate path length matching of a two
beam inturferometer is not necessary when using & laser llght source having a
long corerence lehgth. However, this leads to the. undesirab;e effects of laser
mode stiveture, spurious fringes and dust generated dlffraction patterns being
visible in the photographic plane. These effects can be eliminated by passing
the laser beam through a diffuser which bécomes in effect 8. 1ight source of finite
size. The spatial modes of the laser beam becoie smedred. oub *esulting in uniform
illumination of the test section whereas the dlffractlon rlngs and the fringes are
effectively eliminated due to the reduced spatial coherence of the beam transmitted
by the diffuser. The diffuser is therefore located at the focug of the collimating
optics of the interferometer, which in this case is a 60 in,.focal length para~
bolic mirror (see Fig. U). As & result of this expedient, it now becomes neces-
sary to path length match the 1nterferometer according to the procedure described
by Hall (Ref. 55).

Path length matching is initially achieved using a hlgh pressure mercury-
vapour lamp ligh® source together with a-.condensing lens .and: -sdiice- slit as--gshown
in Fig° 5(b) (see Ref. 55 for details concerning. adjustment of interferometer
optics®). Once fringes are visible on the camera screen, the central order fringes
can be located using a hand spectroscope., By imaging three or four horizontal
fringes onto the vertical speétroscope slit, obllque fringes are observed in
the spectroscope. Beam splitter 1 (see Fig. ) is then translated until the
fringes in the spectroscope become horizontal., These are then the central
order fringes where the two optical paths of the interferometer are equal for

¥ Hall (Ref. 55) omitted to mention in his procedure that after path‘length
matching of the interferometer by translation of beam splitier 1 as described
in Section 3.2 of Ref. 55, the two beams are ho longer exactly .superimposed.
This therefore necessitates further adjustments of mirrors 1 and 2 as des-
cribed in Section 3.1 of Ref. 55 although this iterative procedure: rapidly
converges to point where high contrast monochromatic fringes can be seen.
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all wavelengths to within a distance of the order of one wavelength.

Both the virtual fringes focussed in the test section and the image of
the test section are then brought to a real focus on the camera screen by use
of a large diffuse light source (see Ref, 55 for procedural details). This con-
veniently takes the form of a domestic tungsten lamp as shown in Fig. 5 (d).

The pulsed (ruby or neodymium) laser is then centered and aligned with
the optical axes of the system using a helium-neon laser and pentsgonal prism
as shown in Fig. 5(e).

The optical system as employed in the dual frequency laser interfero-
meter experiments is shown in Fig. 5(f). The l-cm dia. dual-frequency laser
beam is reduced to a spot of about 5-mm dia. on a double sided diffuser by means
of & weak s1ng1e compcnent lens. The dlffuser was produced by grlndlng both

faceus of a mlcroscope slide with a 10 L alumina or carborundum grit. The .effective

source size was then defined by a 5-mm dia. stop affixed to the output 51de of
the diffuser (see Fig. 5(f)).

Although use of this diffuser resulted in a considerable reduction in
the intensity of the interferometer beam, it was s§ill found to be suffmcient
to activate 300 ASA panchromatic emulsions at 69h3g whlle simultaneously pro-
viding adequate discrimination agalnst the argon shock plasma radiation.

In principle the finite size of the source aperture tends to degrade
the degree of cdllimation of the interferometei beam and also to limit the number
of fringes visible in the plane of focus. For the present system, the 5-mm
diameter aperture corresponds to an 1nterferometer beam divergence of about
0.1 which over the 4,010-in. width of the shock tube path length,. results in a
limiting spatial resolutlon of about 0.01 in, Similarly the number of vis1ble
fringes, given by 1/62 (Ref. 56) where 6 is the interferometér divergence half
angle, is of the order of 10°. It is therefore clear that the finite size of
the diffuser light source does not é¢onstitute a real limitation on the use of
this system in the present circumstances,

3.2.5 Test Section and Compensating Chamber.Windows

The 8 in. dia. aperture x 3-3/4 in. vhick test section and compensating
chamber windows were manufactured from Schott BK7 optical quallty glass and
were polished flat so that the 8 in. diameter transmitted wavefront of each
window was flat to A/l at 63288 with wedge angles not exceeding 1 sec of arc.

The windows were mounted so as to provide a disturbance free flow
to_the shock wave. However, during manufacture, the inver edge was given a
45~ x 1/8" wide bevel as a precaution -asainst chipping. Although this de-
pression did not generate eny Interferometrically -observable flow disturbances,
the flow stagnation in this repion had the effect of causing severe exdsion
giving the glass surface a sand blasted appearance. This effect was satisfac-
torily eliminated by £illing the bevel in with fléxible type of .epoxy resin.
In order to facilitate removal of the windows from the frames, the bevel surface

was treated with an anti-bonding -agent so that the epoxy resin only adhered to
the window frames.

A serious problem with these test section windows as with a previous
pair of rectangular aperture windows (Ref. 35) involved the appearance of small
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cracks originating from the re-entrant corners of the 'T' shaped cross section of
the windows. These cracks were found to be caused by the application of uneven
clamping pressure rather than by shock wave pressure loading. Although etching of
the re-entrant corner region with hydrofluoric acid is known to réemove surface
microcracks from which these cracks originate, optical laboratories were not pre-
pared to perform this work in view of the proximity of the interferometric -quality
surfaces. Future window designs have therefore absndoned the 'T! shaped Ccross
section support mounting for a bevel edged support formet.

3.2.6 Interference Fringe Photography

The camera used for performing two wavelength interferometry is showan in
plan view in Fig. 4 and schematically in Fig. 5(£).

The interferometer beam is brought to a point focus at the iris diaphragm
which acts as o stop for the uncollimated plasme radiation. The image of the test
section is then focussed onto the photographic plane by an 80 cm focal length con-
verging meniscus type spectacle lens located just behind the iris diaphragm.

An aluminized beam splitter was found to be adequate for separating the
two beams although in circumstances of low intensity the uge of & colour selective
dichroic beam gplitter would be more advantageous. Narrow band interference filters
centered on the respective laser wavelengths provide further discrimination against
the plasms radistion. It is worth noting that in none of the experiments to be
described in Section U4, was the plasma radiation sufficiently intense as to be
observed on the interferograms. This contrasts sharply with the .expériencé of
Alpher and White (Ref. 2) who employed a spark light source to perform two wave-
length interferometry on shock generated argoh plasmas.

Due to the dispersive nature of the camera lens, care had to be teken to
ensure that the photographic emulsion was correctly positioned for each of the
four laser wavelengths employed in these experiments. Precise focussing of the
centre of the test section in the photographic plane was accomplished by mounting
a grid of 0.010 in. diameter wires on both sides of the test section windows. A
sharp focus of the.test section was then obtained by moving the camera viewing
screen to a point midway between the position of focus for the two sets of wires.
As these wires were also uséd as referencé markers from which the fringe.shifts
were measured, care was taken to ensure that the wires lay either parallel to: or
perpendicular to the shock tube axis. For the present optical system, the -depth
of field was sufficiently large that both sets of wires rémained in reasonably
sharp focus when the camera was focussed onto the centre of the test section.

Eastman Kodak RS Panchromatic (650 A.S.A) emulsion on- 0.007 in. thick
estar sheet base was found to provide -good reéponsé to the laser radiation at
3471 8, 5300 8 and 6943 & when proéessed in Kodak D19 developer.

Interference fringe photography at 10600 R; the wavelength of the
neodymium laser, presents more of & problem. Eastman Kodah I<Z spéétroscopic.
plates for use in the near infrared region were initially used in the unsensitized
condition but failed to give a sufficiently dense image., However when -sénsitized
in chilled ammonia solution immediately prior to use according to tne prescription
of Pope and Kirby (Ref. 57), the speed of the I-Z emulsion is increased by a
factor of about 400 which was more than adequate for the purposes of the present
experiments.
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A finsl check on the interference fringe field setting for the visibie
and ultraviolet laser wavelengths was.made immediately prdor to a shock run using
Polaroid (3000 A.S.A.) positive pript f£ilm thereby ensuring the satisfactory fun-
otioning of the optical -~ electronic system.

3.3 Data Analysis

The procedure adopted for extracting the fringe shift data from the flow
and no-flow interferograms is described in Appendix A. However there remsins the
problem of making a Jjudgement with regard to the location of the centre of any
given fringe.

Preliminary tests with a microdensitometer showed that the dark €ringes
gave relatively sharp extrems which were easy %o locate. Due to the over-exposure
of the bright fringes, these fringes become considerably broadened such that the
corresponding derk fringes in the limit of very high 1nten51ty, tend to become
well defined thin lines.

However a sufficiently accurate location of the dark fringe:icentres
was obtained by enlarging the interferograms by a factor of 10 and meking a direct
visual judgement of fringe location. The enlargements were.made on Kodak 159k
Aerial Mapping Paper which masintains a high degree of.dimensional stebility after
processing. It also has a matt (i.e., non-glossy) finish which makes for easy
visual interpretation.

The location of the dark fringe centre lines from the positive enlarge-
ments were mede to an. estimated accuracy of less than +.0.2 mm, This corresponds
to & maximum error of + 0.04 fringes at 3471 X and 5300 % for & minimum fringe
spacing of 10 mm and + 0.02 fringes at 6943 2 and 10600 & for a minimum fringe
spacing of 20 mm,

k, EXPERIMENTAL MEASUREMENTS, RESULTSQ'PISCPSSION AND CONCLUSIONS
k.1 Introduction

The structure.of the relaxation, equilibrium and recombination regions
behind strong shocks into argon has already been exam’ned both- experimentally and
theoretically by Bershader and his co-workers. (Refs.. 38, 59; 60). Hence only &
brief qualitative description of the non-equilibrium processes is .given here in
order to familiarize the reader with the context df the present. experiments:

Figure 6(i) shows typical fringe shift profiles behind a strong shock
into argon for both the laser fundamental(A) and second harmonic (MA/2) wavelengths.
The positive fringe shifts across the shock front is due to the compression of,
the neutral atom where the shift for the laser second harmonfc is, -pproximately
twica that for the fundamental wgvelength due to the inverse linear dependence
of the heavy pa.sicle fringe shift on wavelength (see Hect?2223). On -approaching
equilibrium there is a rapid increase in the free electron concentration, suffi- .
cient to produce & large negatlve fringe shift partlcularly &t the lager funda-
menteal weavelengths this is due to the linear dependence of the “free electron
fringe shift on wavelength (see Eq. 2.1.5 wnd Eq. 2.2, 3)

Figure 6(ii) demonsirates the two temperature nature of the incubation:
zone prior to equilibrium where the neutral atoms are initialxy brought to a
relatively high translational or 'frozen' temperature immediately behind the

-
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shock front. This gas of bighly energetic neutral atoms then acts as an energy
source both for the ionization process and for the thermalization of the free
electrons.

Finally Fig. 6(iii) illustrates in terms of the changes in the
degree of ionization the various stages of non-equilibrium which exist behind a
strong shock moving into an jnert gas. Regime I (in the nomenclature of Ref.
58) is the region in which ionization occurs through the relatively inefficient
atom-atom collision process in the absence of a significant concentration of free
electrons. Eventually, in Regime II, the free electron .concentration becomes
such that inelastic electron-atom colllslons dominate the reaction and the degree
of ionization approaches a maximum correspondlng to Saha equlllbrlum (Ref...58).
The onset of Regime III, at a point just prior to Saha equilibrium is characterized
by a strong emission of radiation (Refs. 59, 60) which results in.plasme cooling
and hence in electron-ion recombination. This effect is illustrated in Fig. 6
by the slow rise in the fringe shifts and the corresponding fall in the plasma
temperature and degree of ionization.

4.2 Experimental Measurements

L4,2,1 Flow Disturbances

An initial series of shock experiments performed in pure argon were
consistently plagued by a complex system of flow disturbances of wavelength and
amplitude sufficient to mzke accurate interpretation of the interférogramss
extremely difficult. Although present on all the interferograms of this series,
idential wave geometry was not reproducible from run to run for otherwise identical
boundary conditions. Typical interferograms shown in Fig. 7 for the ruby laser

and second harmonic wavelengths clwarly do not exhibit the stable behaviour
anticipated in Fig. 6(i).

Inspection of Fig. 7, especially the interferogram for<69h3'x
indicates the existence two opposing symmetrically displaced transverse waves with
a region of confluence in the centre. In addition the visible non-planarity of
the shock front appears to be directly related to this same system suggesting
that the transverse waves are weak forward moving oblique shocks. It is interest-
ing that no references to any such flow disturbances were made either by Alpher
and White (Ref. 2) or by Bershader et al (Refs. 58, 59, 60) both groups of which
performed space resolved optical interferometry on ionized argon shocks (although
the interferogram in Fig. 1 of Ref. €@ does show the presance of a relatively weak
system ¢f waves propagating in Eegime III).

It is therefore significant that the only difference between the.
conditions of the present experiment and those of the aforementioned workers
are the shock tube cross sectional dimensions. Alpher and White and Bershader
et al. used tubes of 8.25-cm x 8.25-cm and 5-emx 5-cm cross -section respectively.
whereas the dimensions of ‘the present facility are approx1mate1y 18-em x 10-cr.
This suggests the possibility of a resondnce effect in which the tube cross
sectional dimensions and the ionization relaxation zone lergth are such as to
form a cavity capable of supporting a system of transverse waves.

Figure 8 shows a s1m11ar pair of interferograms for a shock propa-
gating into nitrogen under similar Mach number end initial pressure conditions.
The exponential type dissociation relaxation zone is cléarly visible ‘for: which
the equilibrium degree of dissociation is about 249, It is interesting to: see
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that the flow is completely stable and devoid of disturbances with the shock front
exhibiting a high degree of planarity (as can be seen by comparison with the .ad-
jeécent reference wire). This suggests that the transverse wave phenomenon already
described is specific to ionized shocks for which the ratio of the shock tube: width
Or‘helght to the relaxation zone length exceeds some critical value. As these waves

<gre not observed behind dissociating nitrogen shecks, it seems reasonable towassume
that the argon plasma is providing & means for wave amplification. :

5 Normally, in the absence of applied electric or magnetic fields, plasma
1instab111t1es on a macroscopic scale occur due to the existence of a temperature”
Jdifference between the free electron and heavy particle gases where the: latter
‘.is ¢ompdsed of ions and neutral atoms. The amplification of initially aceustic .-
B sturbances in a collision dominated plasme has been treated by Morse and AR
I'ngard%(Refs° 61, 62). : VN

AT However, these authors chose to examine the more usual csse in whlch;
ﬁhe électron temperature Te is initially much larger than the heavy particle:
“%emperature Ts. Such conditions are typical of electrically generated plasmas,
;1n¢wh1ch the free electrons are initially excited to a high temperature by the .
appllcation of an electric field which is then terminated allowing the two ’
ﬁemperature plasma to relax to equitibrium, the kinetic energy of the free :
?electrons then being transmitted to the heavy particle gas through either a * ' .

random Oor a coherent collisior process,
D R
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. The model of Morse and Ingard -proposes that in the presence of ‘a
lom,frequency acoustic source where initially Te/‘l‘a >> 1, the electron energy -
can, become covpled to the acoustic wave such that a positive feedback occurs
/allow1ng the electronic energy to be transformed into acoustic energy. The
-geoustic waves then undergoes spontaneous amplification as a result of this
-coherent energy transfer where the plasma components all move in phase. In
addltlon, the variation in the state properties of the plasma componentc ar

all perturbed to the same degree. In the absence of an initial acoustic per-
turbatlon of the plasma the thermal energy of the frée electrons would be trans-
ferred to the heavy particle gas by random elastic collisions. ’

tte o s S

It is now relevant to discuss this wave amplification process as it might
apply to a thermally generated plasma of the type ehcountered in the present
experiments. The temperatures for the free electron and the heavy particle gases
existing in Regimes I and II behind the incident shock front, are the converse
of those discussed by Ingerd and Morse such that 1n1t1ally Te/T << 1.

Figure 9 shovs a typical two temperature relaxation profile for a M 18 ’ I?
gh;ck into argon at Py = 3 mnHg as calculated by Oettlnger and Be*sﬁader (Ref.
£0)..

Without any theoretical justification it is proposed that, in the = | .
case of the thermally generated plasma, the reverse process is pou31b1e where PRI <
the coherent transfer of energy is now directed from the heavy particle gas to )
the free electrons. There is however some experimental evidence to support this )
thesis in that the waves exist through the two temperature nature -of thg‘plasmg - "
existing in Regimes I and II.

Calculations by Measures and Belozerov for strong shocks into T
hydrogen (Ref. 48) have shown that the electron temperature Te is essent1a11y
equal to the heavy particle temperature Ta in the post shock relaxation zone.

As shown in Fig. 10, the temperature difference is virtually zero which contrasts
sharply with the large difference between the two temperatures for the case of
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argon as seen in Fig. 9.

This difference in behaviour between the hydrogen and argon plasmas

arises due to the much larger elastic energy transfer rate between the free electrons

and hydrogen in comparison to the corresponding value for argon. This is due to
two effects. Firstly (monatomic) hydrogen has 1/40 of the mass of argon and is
therefore in better mechanical contact with the electron gas. Secondly, unlike
that for argon, the hydrogen-electron elastic collision cross section does:.not
exhibit the Ramsauer effect (Ref. 63). This phenomenon constitutes an anomalous
minimum in the electron-atom elastic co}lision cross sections for the heavier
noble gases, which in the case of argon occurs at about 0.4t eV. However this
minimum is relatively broad so that for a thermal distribution of velocities at
13500°K, the transfer of kinetic energy to the electron gas from the neutral atom
gas through the process of elastic collisions is relatively inefficéient. It is
therefore clear that the influence of the Ramsauer effect on the relaxation process
will be felt primarily in Regime II where the temperatures for both the free
electrons and the neutral atoms are approaching the equilibrium value (see Fig.

6(ii)).

It was therefore proposed to add a small percentage of hydrogen
to the argon test gas with the purpose of reducing the temperature difference
existing between the electrons and the.neutral atoms and ions sufficiently to
create conditions unfavourable for wave amolification. The hydrogen additive,
which for the present shock conditions becomes completely dissociated on passing
through the translational shock, has the effect of increasing the rateée of energy
transfer from the argon atoms to the free electrons through a random elastic
collision process thereby raising the free electron temperature to a value closer
to that for the neutral atom gas, Simultaneously this should tend to eliminate
conditions suitable for the acoustic wave energy transfer mechanism which appears
to be highly competitive in the case of pure argon.

A series of experiments was therefore conducted in which. verying
percentages of hydrogen were added to the argon test gas for constant initial
conditions of MS = 17.10 and p, = 2.85 mmHg. Typical argon shock interférograms
are shown in Fig. 11 and Fig. }2 corresvonding to concentrations by pressure of
0.033, 0.2 and 0.4% of molecular hydrogén in the pre-shock test gas. The improved
planarity of the shock front and stability of the relaxdtion zone with increasing
hydrogen concentration is clearly visible,

Several interesting effects were observed. Firstly ir ~ing
the percentage of hydrogen in the test gas had the desired effect of uamping
out the previously observed wave disturbances until complete stability of the
shock relaxation zone was achieved for a hydrogen concentration: of :0.4% by
pressure., .

Secondly as anticipated the relaxation length for Regime I 'becomes
considerably reduced as the atom-atom ionization cross section- for hydrogen is
much larger than that for argon. Specifically the initial slope of the hydrogen-
hydrogen excitation collision cross section curve for thé rate controlling ground
state to first excited state transition (Ref. 48) is abéut two orders of magnitude
larger than the corresponding vatue for argon (Ref. 64). As already postulated,
the presence of small percentages of hydrogen in the argon test gas will raise
the electron temperature both in Regimes I and II. It can therefore be expected
that the lengths of Regime II will also be reduced a: the ionization rate  for
electron-atom collisions is strongly dependent on the electron temperature,
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varying approximately as Te3/2 (Ref. 58).

Figure 13 shows a plot of the normalized total relaxation zone
length p.X for argon shocks as a function of the conceutration of molecular
hydrogen in the initial test gas for M_ = 17 and p, = 2.85 mmHg where X is the
experimentally measured overall relaxalion zone le%gth. The (visually fitted)
curve turough the data points appears to asymptote satisfactorily towards the
value for pure argon (10 p p m impurity level) obtained by Wong and Bershader (Ref.
58)» The addition of relatively large concentrations of oxygen or helium had little
effect either on the wave disturbances or the relaxation zone length (see Fig.l3).

A further series of shogk runs indicated that the addition of 0.4%

* of modecular hydrogen to the argon test gas resulted in the comwplete damping of’

the previously observed disturbances for Ms = 17 to 24 and for corresponding

P = 3.0 to 0.3 mmHg. Consequently all shock runs made for the purpose of measur-
ing the refractivity of singly ionized argon, were made using a test gas contain-
ing 0.4% of molecular hydrogen by partial pressure.

The employment of this expedient immediately raises the question
concerning the effect of the hydrogen additive on the experimental fringe shift
data, on both the experimental and calculated shock properties used in the data
reduction and consequently on the final refractivity results for singly ionized
argon, A calculation was therefore performed to estimate the. effect of Oih% of
hydrogen on the frozen argon shock properties as exist immediately behind the:
translational shock front prior to the onset of ionization. It was assumed that
the molecular hydrogen becomes completely dissociated on passipg through the inci-
dent shock, For shock Mach numbers from 17 to 2% and for the corresponding frozen
shock temperatures ranging from 25,000 to 50,000°K, the assumption--of rapid: and.
complete dissociation of the small hydrogen concentration would seem plausible.
The results of this calculation are presented in Fig. 14 as percentage .deviations
from the pure argon case. Changes in the post shock pressure are negligible
whereas the values for the density and temperature are approximately + 0.h% and
~0.7% respectively for M_ = 17. These devistions become smaller with increasing
Mach number primarily beBause the dissociation energy for hydrogen becomes a,_,
progressively smaller fraction of the total energy. A similar calculation for
Saha equilibrium was not performed as it was considered that the results would
reflect the figures already obbained for the frozen. shock state, particularly
as the ionization potential for hydrogen (13.6 eV) is of a similar magnitude to
that for argon (15.8 eV).

Consequently as the effects of the 0.4% of hydrogen on the frozen
shock properties for argon are small, it is. suggested that the errors incurred
by ignoring the presence of the hydrogen on the shock properties .and the equili-
brium fringe shift measurements would be cousiderably smaller than those from
other sources of error. The analysis of the refractivity data was therefore
performed on the assumption that the _ringe shift measurements were made for pure
argon using equilibrium shock Hugoniot date calculated for the case of pure argon.

So far no comment has been made concerning either the source--of
the initial perturbation for the flow disturbances or the wave structure of the
unsteady ionized shock flow. There exist several types of inifial perturbation
sources capable of generating acoustic waves. These can conveniently be mub--
di¥ided into three categories as each type tends to act on the flow in a different
way.
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The first group consists of stationary ‘Sources located near the test
section such as small wall imperfections, window bevels, pressure trainsducér
plugs, etc,, which are capable of producing’ Mach. - ‘waves in.the: supersonic post -
shock flow, Although much effort was expended in reduczng the: rumber -and: idgni-
tude of these wall imperfections, this had no apparent éffect in improving the
stability of the shock flow. In addition it is difficult to visualize how the
observed disturbances as typified by the interferograms in Pigs., 7 and 11 might
develop in the region of the test section during the period of shock passédge,

. particularly in view of the stable nature of the shock flow 'in- the case of the
dissociating nitrogen shock shown in Fig. 8. The'second group of perturbatlons
can be considered as acoustic or wesk shock. dlsturbances produced.-eithér -at -or
upstream of the contact surface. The contact’ suriace 1s generally a dlffuse
turbulent region which might constitute a weak acoustic\source. In ‘addition
there exists the possibility of a Rayleigh-Taylor contact surface instability
(Ref. 65) which may be specific to combustion driving into the heavier argon
test gas but not into the lighter nltrogen test..gas, Combustion Enstabilities :
in the driver gas particularly in the case of constant préssufe combustion where
combustion continues after diaphragm rupture, has béen ‘obderved to generate
unsteady flow in the driven shocked gas (Ref: '66).; Thé third ‘and final -group -
of flow perturbations are those cléassified as remote stationary sources located
at distances greater than 60 ‘(equivalent) tube diameteérs upstream of the test
section. Such fedtures are the two 2<in. dia. vacuumn “puniping ports, the Found
to rectangular transition section and the ruptured diaphragm. Disturbance from
sources of this typé generally propagate -downstream via a -séries of ‘multiple
transverse Mach wave reflect10n7 (Ref. 67) which in the -absenée of any miecharism -
for amplification, decay ‘as X , Wherée x% is the dlstance from the source to:
the point of obsérvation (Ref 68)

In the case of the ionized shock flow, it is possible ~for these-per-
turbation sources to act in two ways. Flrstly, the flow -can 'pick-up” ‘the
disturbances as it passes the perturbation. source which is ‘then sustalned ata -
given level by wave amplificatioh as ‘the shéck £low ‘progresses. down ‘the tube.-
Alternatively, the disturbarnce can be transmltted.through the flow in a manner
similar to the transverse Mach waves feferred to above. - ‘

All:three types of perturbatlon source; w1th one possible exceptlon
should in pr1nc1ple generate a system of disturbances ‘in. the Ffori of -€ither
transvVerse or normal waves which §hould be detectable in uny equlllbrlum shock
flow. It is thérefore 51gn1f1cant that wave structure wes not ‘observed in the
nitrogen shock f£low 1nterferograms shown in Flg. 8. However 1t mist be recognlzed
that a schlieren picture of the nltrogen flow might Fevéal ‘the eXisténce of Wave
structure not visible on an 1nterferogram* The: exception referred to I8 the case
in which the initial disturbanée is generated at.’'a.point rémote £rom- the test
section. This system is then amplified by the.lonlzed 'shock flow 'as it is swepb

é downstream to the test section such that a stable systen.of transverse waves 18

maintained ‘where all knowledge of original source 15 lost. This latter mechanism
for wave initiation would seem to be the most plausible in View -of the éxisting
experimental evidence. But clearly a carefully controlled experimental Investi-
gation of this phenomenon is réquired in order to 1ocate the“origin -6f £his un-
steady shock flow. The interferograms presented in tnis work do however contain
information regarding the mode of propagation of the dlsturbances 1n the shock
front and varlous ionlzatlon reglons. -

*

* Figure 8(a) shows a similar 1nterferogram.for a; MI‘—'ll 6’shock 1nto oxygen
at p, = 40,0 mmHg for which the equilibrium degree - o% dlssoczatlon is .about 18%.
Due %o the relatively high initial pressure, the, dlsturbances referred to are
now visible as a system of transverse waves.
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If it assumed that the initial disturbance is either an acoustic or
a weak compression wave. propagating towards the shock front, then according to
the arguments presented, amplification should not occur until the disturbance
enters Regime IT (see Fig. 6(iii)). Although Regime IIT is one in which plasma
cooling occurs due to radiative losses leading to recombination, there appears
to be no reason to expect the electron temperature to differ from that for the
heavy partlcles, suggesting therefore that wave amplification does not occur in
this flow regime,

It would now seem reasonable to suggest that wave ampllflcatlon varies '
at some function of the product of the t{emperature difference (Ta~Te) and the
electron density Ne so that wave amplification will attain a maximum at some point
in Regime II where Ne is rising concurrently with the fall in (Ta-Te) as equilibrium
is approached. Inspection of the interferograms in Fig. 7 and 11(i) tends to
support this thesis in so much as the ‘disturbances appear to achieve their meximum
auplitude in this region partlcularly at the polnFs of wave confluence located be-
hind the shock front wave heads. The fact that ihecident shock front has. become
locally intensified by wave interaction indicates that the dlsturbances Jhave be-
come weak shock waves (Ref, 69), presumsbly due to. wave ampllflcatlon,

Under these conditions, the interaction. also produces. a rearward .
moving rarefaction wave (Ref, 69), which then interacts with and intensifies both
the weak incoming shocks and the ionization dens1ty Jump whllst the rarefaction
wave itself becomes attenuated (Ref. 69). It is possible that these qua31—normal
waves visible in Regime III of the 1nterferograms in ;Flg.? -and 11, are in fact
tne rearward moving rarefaction waves referred to above, Why these yaves should
decay so rapidly as they progress upstream into Reglme III is not clear unless wave
damping is accomplished through a coupling with the radiative cooling process.,
However, it must be pointed out that it is .not proven that these waves are in fact
rearwvard moving; multiple frame 1nterferometry of tne shock flow would resolve this
question. (N.B. A similar group of waves is V151b1e in Reglme III of the 1on1zed
argoa shock interferogram, shown in.Fig, 1 of Ref, 60).

There is however one aspect of the observed flow dlsturbances, .50 far

not discussed, which lends some creadence to'the foreg01ng qualltatlve analys1s,

It was notlced that there was a systematic tendency for the number of .shock induced

heeds on’the incident shock front te increase whilst sqmultaneously becomlng .smaller

in amplitude with reductlon in the 1onrzat10n relaxation zone. length due to. the

effect of the hydrogen additive on the 1onlzation process. The shocks shown in
Fig. 7, 11(i) end 11(ii) all for similer boundary conditions except . for the hydro-

gen concentrations of O, ‘o 033 and O, h% respectively, have 1, 3 and 4 heads res-
pectively., It therefore appears that the region. bounded by the shock front and

the ionization-induced density rise is tending to behave as.a resonant cav1ty in

which the initial wave perturbation becomes 1ntens;f1ed both. by the acoustlc wave
amplificetion process and by coalescence with addltlonal waves enterlng this zone,
This suggests that the ratio .of the shack tube W1ath to the lonization. relgxatlon

zone length in conjunction with the Mach wave angle is a governlng factor in thls .
process, particularly as these waves were-not observed in the argon shock floy

?nterfe§ograms of Bershader et al (Refs. 58, 59,. 60} .gnd of .Alpher gnd White. .

Ref, 2 , p

T ds 1nteresting that this behaviour, partlcularly as exampllfled
by the shocic flow in Fig, 1L(i). is. similar to. thet. observed by White. (Ref.. 70).
for detonations in stoichiometrie hydrogen-nxygen mixtires: diluted 4in xenon, A
resonant transverse wave structure Was also- obtained for wh1ch the number of wave
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heads was considerel to be related to the reaction zone thickness.

It is realized that the foregoing qualitative discussion perteining
to the origin and behaviour of these flow disturbances poses as many quastions as
it answers and must therefore only be considered as tentative. Clearly then an
experimentel and a theoretical investigation of this phenomenon must be conducted
with particular emphasis being put on the folléwing points:

a) Conduct an experimental investigation to locate the initial perturbation
source.

b) Perform & theoreticel study of the acoustic wave amplif.cation process for
collision dominated plasmas where (Ta/Te)>> 1 and N ¥ 1017 cm*3,

¢) Conduct an experimental and theoretical examination of the action of the
hydrogen additive.

(i) on the nonequilibrium temperature difference,
(ii) on the kinetics of regimes I, II and III and
(i1i) on the acoustic wave amplification process.

and

d) Analyze both theoretically and experimentally the various wave‘ipteractibn
pr- cesses which have been observed to exist iu the present ionized argon
shock flows.

4 ,2,2 Interferometric Measurements

A total of 23 shock runs were perforimed in argon containing 0.4%
of molecular hydrogen by partial pressure with flow and no-flow int?rferogrgms
obtained at the wavelengths of the ruby laser (6943R) and its second harmonic
(3&712). The shock boundary conditions ranged from M_ = 17 to 24 and-p. = 3
to 0.3 muHg with corre$ponding degrees of ionization Prom 17% to 48%,eldctron
densities df about lQl em™3 and pressures .of about 1 gtmosphere. The equilibrium
plasma temperature remeined virtually constant at about 13500°K for all the
shock runs due to the compensatory effect of the rise in the degree of ionization
with increasing shock Mach nunber.

The fringe shifts 822 between preshock state 1 and Saha equilibrium

stete 2 were obtained according to the procedure outlined in Appendix A using
Eq. A.4. The location of the point corresponding to Saha equilibrium along any
given fringe was taken to be that at which the plasma refractive index for
state 2 attains a minimum. With reference to the interferograms in'Fi%s.‘le
and 15, Saha equilibrium was taken to exist when the negative fringe 812 reaches

ite maximum numerical value prior to the onset of radiation cooling. Values of

84, were obtained for four vertically distributed locations acrdéévthéwshch.wave—
interferograms for a given wavelength and shock run. Hence as the valiie of S
given by Eq. A.l is itself the average of two measurements, then the final value
is the arithmetic mean of eight individual measurements.. :

"As dis:uised in Section 3.3, it was considered possible to locate
the fringe centre lines >0 an accuracy of 1,0,2 m which corresponds to a maximum
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uncertainty in the fringe shift measurements of + 0,04 fringes for A = 34718
for which the fringe spacing is a minimum,

An additional seven runs were performed using the neodymium glass
laser (10,600K) and its second harmonic generator (5,3008) thereby utilizing the
strong wavelengtin dependence of the free electron refractivity (see Eq. 2.1.5) in
order to obtain accurate experimental measurements of the electron density. '

Typical shock flow interferograms for the ruby and neodymium lasers
for this final series_are shown in Figs. 12 and 15 respectively. The large equili-
brium fringe shift (SM, = 7) for the neodymium laser wavelength (10,6002) and the
marked effect due to %ﬁe radiation cooling in Regime III demonstrates the large
negative contribution of the free electrons to the plasma refractive index, The

_ corresponding (positive) fringe shift across the frozen shock (3?2 = 0.2) is due

- - solely to the compression of the neutral atoms.

o The analysis and discussion of the electron density and ion refrac-
. tivity measurements are given in Sections 4.3 and 4.4 respectively.

4,3 The Experimental Determination of the Equilibrium Electron Density

Accurate values for the rneutral atoms, first ion and free electron
densities are clearly necessary if the refractivity for (singly) ionized argon is
to be measured by the interferometric method described in Section 2.2. The experi-
mentally determined free electron density is obtained by the two-wavelength inter-
ferometric method described in Section 2.3 which is independent of the existence
of either complete Or local thiermodynamic equilibrium for the plasma. Hence this
measured value can be used as an indicator to show whether the concentrations of
the plasma constituents have achieved the values given by the Saha equation for
the given boundary conditions. As electron-ion recombination-.due to radiative
cooling is known to commence at some point in Regime II (see Fig. 6) prior to
equilibrium (Ref. 60), it is possible for the measured equilibrium electron density
to lie below the Saiha equilibrium value at all times in which case it wéuld not be
possible to determine the ion refractivity from Eq. 2.2.4. =

For the laser fundamental wavelength Ay and i%s corresponding second
harmonic Ax (= Ay/2), NE the experimental, €lectron density is obtained from
Eq. 2.3.2 as ;

A
TN S (- 1), -
A et ( " ) !J
N ) By-1
NE = 0?\ y ( )\y 1) A o (ho3gl)
¥ Fq (Y-
(ue—l)ol' --,::Li- —r-—A.x ‘°-1J

where it is assumed that the ratio of the ion refractivity to the ato ,rgfrgciivity
is independent of wavelength. The experimental fringe shift terms, Sy and Slg‘fgr
the second harmonic and fundamental respectively were obtained as described in.

Section 4.2.2 and Appendix A. L is the test section geometrical path length and

is equal to 4.010 inches.
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The experimental electron densities were compared to two theoretical
values, both of which were calculated for Sahe equilibrium -assuming radiation losses
to be negligible and u51ng the shock Hugoniot equations for the given (exper;mental)
values of M > By and T The first calculated value, NéG, was obtained using

electronic exc1tat10n partltlon functions which 1nclpded only the ground state
terms. The second and more realistic calculated value, N F, was obtained using

pertition functions which included terms for the excited electronlc states in addi-
tion to that for the ground state. The effects of the plasma microfield on the
neutral atom partition function and the ionization potential were estimated accord-
ing to the method of Margenau and Lewis (Refs. 71, 72) in which all those electronic

orbits were suppressed whose classical major semi-axes exceeded the Debye shielding

distance. Data for the encrgy levels of neutral and -singly ionized argon up to a
principal quantum number or 32 were taken from the tabulations of Moore (Ref. 25)
together with predicted values taken from Ref. 73.

Before comparing NeE to these calculated values, it is pertinent to
discuss how and why these two calculations differ from each;gthér. Né_ and N

compared on a percentage basis in Fig. 16 in which (N -N F\ N Fie plotted_as a
function of M for p, = 10, 1 and 0.1 muHg. Several Somn%s of€interest apparent
frem this graph are ~discussed below,

(1) NeG is always greater than N;F because in the calculation of NeG, the

omission of the excited electronic state terms from the.partition
functions for the atom and ion results in an increase in energy avail-
able for investment in ionization. In addition the ratio of the ion
partition function to that for the atom as used in the Saha equatlon
increases due to the relatively large excitatién energles for the
excited states of s1ngly ionized argon, resulting in an incréase in
N G in relation to N

(ii) (N G N, ) increases with p, for a given M_ because as ‘the .degree of

1onlzat10n decreases with increasing p,, more energy becomes available
for populating the excited electronic States in the case of NéF as this
is a non-pressure sensitive process (if to a first approximation one
ignores the plasma microfield effect) Since this-efféct doés not
exist in the case of- N s then (N - N ) increa§és~wfth-pl for &
given value of M . ' : ’

(iii) (N - N ) increases with M, for a given p,. fhis can be understood

from (1) above, in which the excited state p0pulat10n in the case ,of

NéF increases with increasing M . 5 Solatne

(iv) It is observed from Fig. 16 that all of the urves of (N "N )/N

plotted for constant pl attain a maximum at a given value «of M ‘

This presumably occurs because as the neutral atom concent“ation
falls with increasing Mg for constant P> then- the total energy’

invested 1n populating the excited states of neutral argon (1n ‘the
case of N ) also falls thereby reducing (N - N ) ‘Due to the

large ex01tation energies for singly 1onlzed argon in relation to
those for neutral argon, the excited states for this species do not
become commensurately populated as the degree of ionization increases.
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. Sources of Error in Calculating N

Values of (NEG- N'eF)/NeF for the thirty experimental shock runs
are shown in Fig. 17 as a function as Ms' The average value of (NeG- NeF)/N;F

is approximately + 3.5% with the curve exhibiting a slow decrease with increase
in MS due to a corresponding drop in Py (for the reasons given in (ii) above).

The principal purpose of Fig. 17 is to compare the experimentally
measured electron density N ™ to the calculated value NeF' On average NeE = 1,02.

e
NeF + 3% or more specifically (NeF- NeF)/NeF = %.1.9% where the latter difference

expression exhibits a siow fall with increasing M for the reasons given in (i1)
above,

Discussion of this discrepancy between NeE and N F is treated in

e
two parts with consideration being given first to possible sources of systematic
errcr in NeF and then secondly to those in NeE'

F

a) An obvious source of error in N F exists in model used to terminate the
electronic excitation partitionefunction. For an argon plasma at 13,500 K
and 1 atmosphere pressure, the model of Margenau and Lewis (Refs. 71, 72)
terminates the neutral atom partition function at a principal quantum
number q = 21, Alternatively if one reduces the ionization potential
according to the Debye-Huckel method (Ref. Th4) and then terminates the
partition function at this new ionization limit, a principal quantum
number q = 9 is obtained. Clearly this will produce & reduction in N
by increasing the energy available for ionization thereby bringing N
into closer agreement with NeE. . ©

b) As N ¥ is related to a particular experiment through the measured values
€ . . F
of Ms’ Py and Tl’ then errors in these values generate errors in Ne
in relation to NE which is a product of the fringe shift measuements
As indicated in “Section 3.1, the maximum errors in measuri ‘M.S and p
are + 19, and + 2-1/2% respectively which produce errors in N_ of about

2-1/2% for conditions typical of thase experiments, However these error’
limits on N * are due to random errors and cannot therefore be considered
to be che séurce of the systematic 1.9% difference between N E and Ne

e .
although they are likely the major source of the + 3% scatter in the
(v E - NeF)/NeF data in Fig.-17.

gdources of Error Incurréd in the Measurement of N E

ey .

a) Ne was obtained grom the igperimental fringe shift data on the assumption
that the ratio (uI -l)o/(uA -1)o is independent of wavelength. As the
values of NeE obtained using both the ruby and neodymium glass lasers are
consistent, it is doubtful whether this assumption contributes to this
discrepancy. Additional confirmation of this conclusion (as will be shown
inxthe following section) is provided by the fact that the ratip
(uI —l)o/(p.A -L)o is efféctively constant in the optical and near infrared
regions of the spectrum,
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b)

d)

It was shown in Section 2.1, that the excited sﬁates meke a ~6:6% contribytion
to the total neutral argon refractivity at 69434 for conditions of 13;500 K
and 1 atmosphere pressure. If this excited state contributionh is introduced
into the data analysis for the.ruby laser experimants, it produces an approxi-
mately 1% reduction in NeE thereby halving the observed discrepancy between

NéE and NeF. However the same excited state refractivity calculation for

neutral argon indicated a negligible contribution at 10,6002. Consequettly
as the average valuesoof(NeE - NeF)/NeF for wavelengths of 69438 and 10,6OOX

are + 1.89% and + 2.22% respectively where this small difference is in, the
direction in-consistent with the calculated excited state refractivity con-
tributions, it is concluded that the excitedEstates %re not the principsal
cause of the observed discrepancy between Ne and Ne .
The prime purpose for monitoring N E was to observe whether there was any
significant lowering of the glectron density from.the value predicted for
Saha equilibrium due to radiative recombination. The intensity of the
emitted radiation is known to follow the growth of the free electron con-
centration in Regime II, attaining a maximum at the -point corresponding to
Saha equilibrium (Ref. 60). From thereon the loss of energy through radia-
tive cooling induces a fall in the electron density; this is characterized
by the relatively slow rise of the fringes in Regime III of the interfero-
grams in Fig,., 12 and 15.

It was therefore interesting'to find that the experimental values, NéE

were consistently larger than N;F although always lower than the upper
bound represented by NeGj NeE for the thirty shock runs of this

experiment are shown in Fig. 18 as a function of Mg together with N;F

for pl = 10, 1 and 0.1 mHg., In all cases NeE lies below the value of
+

7 x 10 o cm'-3 suggested by McWhirter (Ref. T5) to be necessary for the
abttainment of local thermodynamic quilibrium (LTE) in an argon plasma

at an electron tenperature of 13,500°K. Even if ITE does nét exist due
to radiative transitions creating a relative overpopulation of the ground
state with respect to a Boltzmann distribution, it is clear that ‘the
total neutral argon population must be in good agreement_with the Saha

value due to the close correspondence betwaeﬁ*Ne énd NeF. Hence any

deviations from LTE will increase the population of the ground state in
relation to the overall excited state population thereby reducing the
influence of the large refractivity terms for these states on the. re-
fractivity measvrements for singly ionized argon. However inspection

of the argon shock flow interferograms in Fig. 12 and 15 shows that the
collision induced electron-atom ionization relaxation process of Regiime
II'is very much more rapid them the radiative recombination process in
Regime III due in part to the presence of the hydrogen additive. It would
therefore seem plausible to suggest that uider these conditions, the plasma
achieves a Boltzmann distribution of internal states at the point
corresponding to Sahu equilibrium which is then maintained as the plasma |
cools on passage through Regime III. '

Griem (Ref. 76, see also Refs. 13, 14) has suggested- that elzctrons bound
in orbits lying close to the ionization continuum, behave as if free.in
the presence of electro-magnetic radiation. The effect of this phenomenon
would theregore be such as to create an apparent increase in the measured
value of Ne .
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e) As mentioned in Section 3.3, the fringe shifts at 10,6008 and 6943% were
measured to an estimated accuracy of + 0.02 fringes. For these measure-
ments at 10,600% and 6943%, the minimum fringe shifts were of the order of
5 and 2 respectively, which produce maximum errors in N_F of + 1/2% and
+ 1% respectively, This is confirmed by the reduced scétter of the

(NE - Ng )/Ni data obtained using the neodymium glass laser in relation to

that for the ruby laser. Although these error contribute to the scatter of
the (NeE- NéF)/NéF data as shown in Fig. 17, they are of a random nature

and thgrefore do not contribute to the systematic difference between NeE
and N ~,
e

E It is therefore suggested that the observed difference between
N =~ and N~ is due either to_the use of an unrealistic partition-function sum termi-
nétion model to calculate N F or to the effect of bound electrons lyingz close to
the continuum acting as if free. However it is felt that the experimental values
NeE are a better description of reality in the present experiment, particulerly
aS these values are obiained directly from the measured fringe shifts. These values
are therefore used in the following section to celculate the ion refractivity term
(pI --1)o from the experimental fringe shift data.,

L4,4 The Experimental Determination of the Refractivity for Singly Ionized Argon

As outlined in Section 2.2, the_ion refractivity at STP is related
to the experimentally measured fringe shifts SN at Saha equilibrium by Eq. 2.2,4
vwhich is 12 )

(4 -1), = 5y (VL)W /e, )- () -1)_ - (] -1) {(no/Ne,gmpa-pl)/po)-l }

(b.4.1)

where x, the degree of single ionization has been eliminated through use of the
equality x, = (Ne 2/N‘o)(po/pe). The neutral atom and free electron refractivities
2

at STP are given by Eq. 2.1.8 and 2.1.5 respectively. N _ and po are Loschmidt's
nunber and the standard density for (neutral) argon. p. the preshock density is
calculated directly from the measured quantities P, and T1 via the equation of
state. '

There are in principle two sources of information regarding the
values of the two remaining unknown quantities, p2 and Ne o (or for any pair of

the three guantities Pys X, and N_ , which can be employed to determine (pI 'l)o)"
3

Firstly, these quantities can be calculated directly from the shock
Hugoniot equations for conditions of Saba equilibrium correspording to the experi-
mental values of M, P and Tl using electrupic excitation partition functions
s

which include an, array of excited state terms as described in Section 4.3. The
accuracy of this calculation is limited principally by the random errors in the
measurements of M, and p, which have been estimated to be + 1% and + 2-1/2%

respectively (see Section 3,1). For a M.S = 20 shock into argon at P = 1 mmHg
and T, = 298°K, a + 1% error in M, generates & * 1% error in Py & F 2-1/2% error

in x2 and a i_h% error in Né o Similarly a + 2-1/2% error in 12 generates a
3
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+ 1/8% error in Pos & F 1/8% error in x, and a + 2-1/2% error in N, 5 It would
B

therefore seem desirable to avoid use of the calculated values of Ne 5 and x2
to determine (uI - l)O from Eq. 4.4.1 due to the relatively large errors produced

by the 1-audom errors incurred in measuring p, and M . In addition the calculated
value N ¥_ was shown in Section 4.3 to be on averagd about 2% below the experi-
mental %&%ue N E_ which was suggested to be due to use of an unrealistic model for

e
terminating the’partition function summation.

The second source of information regarding the values of p,, X, and
Ne o is provided by the method of two wavelength interferometry which has alréady

. been employed to determine NeEg (see Sections 2,3 and 4.3). By simultaneous
solution of Eq. 2.2,3 for Ay and Ax’ the laser fundamental and second harmonic

wavelengths respectively, expressions for the experimental values of p2, X5 and

Ne ~ are obtained directly in terms of the refractivities for fhe compo%ent
[4
spécies at STP and the experimentally measured fringe shifts S and S2¥ . Un-

12 12
fortunately the expressions for p, and x, are dependent on the 'as yet' unknown

2
values of (pé - l)o whereas that for N_ , (Eq. 2.3.2) is to a first approximation

independent of the ioa refractivity as discussed in Section 2.3,

In view of these foregoing comments and those already made in Section

4.3.regarding Ne X it was decided to use the experimental values of Ne 5 in the

expression for (’ (u§ -l)o together with the calculated values of Py as this
quantity has been shown toc be relatively insensitive to errors in Mg and_pl.

The meen values for the refractivity and polarizability of singly
ionized argon, calculated from the experimental data via Eq. 4.4.1 are given in
Table 3 for,wavelengths of 3u718 and 53003. Also shown are the corresgonding
r values of KI, the specific refractivity or Gladstone-Dale constant. Ks’ the

specific refractivity for species s at wavelength A is related to the refractivity
(ué -1) through the relationship

Ky pg = (ug - 2) (4.h.2)

As the mass densities for neutral and singly ionized argon at SIP are equal if
one neglects the difference corresponding to the mass of one electron, then
through use of the equalities represented by Eq. l.1.1 and Eq. 4.4.2, we have

hat
b v A A A
(“I B l')o ~ X _ (aI)o
A N A *
gy -2, Ky (@),
. As this ratioim:fri§uently employed in the interferometry of argon plasmas, the
values for A = 34714 and 5300A are also given in Table 3. The individxal values

for the ratio of the ion refractivity to that for the atom, (uI-l)o/( »-l)o, are

n
A
presented in histogram form in Fig. 19 and 20 for A = 3&713 and 53002 respectively
and for cell widths of 0.1, together with the corresponding Gaussian probability
di tributioR curves {Ref, 77) . The histogram for the .23 measurements of

(”I “l)o/(”A -1)o for A = 3471R, exhibits a reasonable correspondence with the

Gauss.an curve in view of the limited number of samples. The histogram for
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= 53002 is however somewhat more erratic reflecting the fact that only seven
results were available.

The large spread of the data in both of these histograms is due
primarily to the fact that the fringe shift contribution for the ion is generally
a small fraction of the total due to all of the contributing specieg., For

= 34718 and shock conditions of M_ = 20, p. = 1 mmHg and T. = 298°K and taking
(“I - l)o/(uA - l) = 0.65, the ion contrlbu%es about 8% to %he sum of the moduli

of the fringe shifts for all of the contributing species. Clearly for longer
wavelengths, this ion fringe shift contribution will become an even smaller fraction
of, this total., However the awerages of the individual experimental errors for

(uI - l) / (pA - l)0 calculated using the estimated measurement errors for M, p,,

Tl and S gé given in Section 3.3, were found to be about 2.6 and 8.7 times the

standard dev1atlon at 3&712 and 53003 respectively, suggesting that the random
error limits given in Section 3.1.4 are overly pessimistic.

Experimental values of (uI 1) /(uA - 1) were also determined for
the laser fundamental wavelengths A = 69&32 and 10,600° A and were found to be )
almost exactly equal to values for the correspondlng laser second harmonic wave- !
lengths. This degree of correspondence was regarded with some suspicion particularly f
as the fringe shifts for these relatively long wavelengths are due principally to
the contribution from the free electrons. Investigation ~f this behaviour showed
that the apparent agreement was a direct result of usipng the experimental values
of N e,2 to obtain the ion refractivity from Eq. 4.k.1. 1In deriving the expression
for N in Sectlon 2.3 in terms of the experimental frlnge shifts, it was assumed
that the ratio (uI 1) /(p.A l)o was independent of wavelength. Although large
(possible) deviations from this assumption weré shown to have a negligible effect
on the experimental values of Ne o obtained via Eq. 2.3.2, it was found that the

3

ef ect of thks assumption was being carried through into the experimental values of %
(u - 1) /( - l) due to the high sensitivity of the measurements to small changes

in electron den51ty. A test calculation for shock conditions- of Mg = 20, pl 1
mmﬂg and Tl 298 K indicated that a real +* 5% difference between the values of

(uI - 1) /(uA - 1) for A = 34718 and 69#38 would result in a + 1% error in this

same ratio at 3h712 but a + 8% error at 69&38 if this difference was left un-
accounted for in the determination of the experimental values of N through

Bg. 2.3.2 instead of the more exact formulation given by Eq. 2.3.1. As these é'
percentages indicate, this assumption tends to bring the calculated values of ’

(uI - 1)0/(u2 - 1)O for the two wavelengths Ax and Ay into -close agreement while

increasing the ebsolute error of these calculated values w1&h respect to the real
valve. It s therefore obvious that the asswrption that (uy 1) /(uA - l)

a constent in the derivation of N from the experimental data, can have a

significent effect on the ion refgéctivity at the (longer) laser fundamental

wavelength such that these two values tend to asymptote to a common value close . .
to the real value for the wavelength of the laser second harmonic. The ion re-

fractivity results for the laser fundemental waveleagths heve therefore been re-

jected due in part to the low experimental sensitivity attainable under these

conditions and in part to the tendency of these resuiis to take on values close

to those for the (shorter) secoad harmonic wavelengths.
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However the mean experimentel values for the vatio of the ion re-
ractivity to that for the neutral atﬁm obtained from the independent interfero-
metric measurements at 34718 and 53008, are in close agreement (see Table 3) i.e.,

(u? - l)o/(pﬁ - 1) = 0.65. This result is not surprising for, as.discussed in

Section 2.1,, the dispersion for singly ionized argon in the visible and near
uvltra-violet parts of the spectrum should be similar to that for neutral argon as
the resonance transitions lie in the yacuum ultra~violet region. This result
therefore validates the assumption used to obtain Neﬂe from Eq. 2.3.2 §hat the

ratio (pg - l)o/(pz - 1)O is essentially independent’of wavelength, which in turn

Justifies the use of the experimental values of ¥ to derive the ion refrectivity
e,2
from Eq. L.h4.1.

It is now relevant to discuss the possible effects of the excitea
electronic states on the argon ion refractivity results. In Section 2.1 it was
shown that the excited states for neutral argon make contributions of approximately
-1/2% and -1% to the total neutral atom refractivity at 34714 and 5300X réspecti-
vely for an argon plesma in ILTE at 13,500°K and 1 etmosphere pressure (ses Fig: 1
and Teble 2.). As these contributions were not included in the date analysis for

(“I - 1) , they will represent corresponding corrections to.(gI - ;)o of the order

of +1/2% end + 1% respectively. However as these corrections were found to be-
relatively small fractions of the total error limits given for (pI - 1) , they

were not incorporated into the final refractivity values given in Table 3.

In addition, as already discussed in Section M.B, the counsistency
of the experimental N results obtained using the duasl frequency ruby and neo-
dymium glass lasers iﬁdlcated that the effect of the excited states was not
apperent at the laser fundamental wavelengths. The only significant calculated
excited gtate contribution was found to occur at the ruby %aser wavelength,

A = 6943X. For an argon plasma in ITE (Ref. 75) at 13,500 K and 1 atmosphere
pressure, the excited states for neutral argon were calculated to produce a 6.6%
reduction in the total species refractivity at 69438. As shown in Section 4.3
this would reduc:z the experimentally measured electron densities by about 1%.
Hence as the same calculation indjcated &« negligible contribution at the neodymium
glass laser wavelength A = 10,6002 and us the averasge values for N§ 2 obtained

using the two lasers differ by about 0.3% in a direction inconsistent with the
calculated excited state contribution, it would seem that the excited states have
not influenced the experimental electron density results used to calculate (pI”- 1)o

from Eq. 4.4.1, for the prevailing plasma conditions. It is therefore condluded
that for an argon plasma in LTE for conditions of l3,5Qp°K and pressures of the
order of 1 atmosphere, the excited states for neutral and singly ionized argon
meke & negligible contribution to the overall plasma refractive index at the
laser wavelengths employed in these experiments., The refractive index data for
singly ionized argon given in Table 3 therefore in effect represents the ground
state term for this species.

A Finally it is interesting to compare the experimentally measured
ratio (u; - 1) /(u? - 1) = 0.65 with the only available theoretical value of
I o YA o

0.72 calculated for infinite wevelength using Slater screening constant theory
(Ref. 10). However this correspondence does not apply to the individual refrac-
tivities for as indicated in Section 1, this theory is at best only epproximate
particularly as the absolute celculated values for both neutral and singly ionized

k3
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argon are about 2-1/2 times larger than the. corresponding experimental values,

4.5 Conclusions

Interferometric measurements maede in the visible (53003) and nesar
ultraviolet (31;713) regions indicate that the refractivity and electric .dipole
polarizability for singly ionized argon has a value of about 0,65 of the
corresponding value for neutral argon,

This experimental determination shows reasonab.e correspondence
with the calculated ratio for the static polarizabilities but as yet there

exists no rigorous caleulation for the polarizability of singly ionized argon
with which to compare this experimental value,

The constancy of the measured electron densities and ion refrac-
tivities obtained at different wavelengths suggest that the effects of the

excited state refractivities have not been observed for the conditions of the
present experiments.

Experimental confirmation for the validity of the excited state
refractivity caleculation for neutral argon could bé obtainéd by performing shock

tube argon plasma interferometry close to the broad resonance pesks cslculated
to occur at about 82008 and 91008.
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Table 2. Calculated excited state refractivities for neutral Argon
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(a) RUN #5l, Ms=20:50, p'=1.228mmHg, T, =297.0°K
UPPER TRACE 10 jMsec/cm, 1v/cm'™
LOWER TRACE M sec/ecm, |V/ém

_ GAUGE COVERED WITH TRANSLUCENT LAYER OF
EPOXY RESIN . :

(b) RUN #57, Mg=22.40, p =0.6i4 inm Hg, T, =295.3°K
UPPER TRACE IOpsec/cm,: 1/2V /em
LOWER TRACE Ifsec/cm, {/2V/cm
GAUGE COVERED- WITH -OPAQUE LAYER OF BLACK
SILICONE (RTV) RUBBER.

FIG. 3 EFFECT OF RADIATION PRECURSOR ON PIEZO-
ELECTRIC SHOCK DETECTOR
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HIGH PRESSURE
MERCURY LAMP

<{__L> CONDENSING  LENS \
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FIG. 5(b):INITIAL FRINGE-ADJUSTMENT-OF INTERFEROMETER
USING MERCURY VAPOUR LAMP,
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. CONTINUOUS - ’ :

~ CIRCULAR. APERTURE
SOURCE  PLATE

./ -BEAM-
SPLITTER -

PENTAPRISM DOUBLE -SURFACE ~ COLLIMATING

GROUND  GLASS — OPTICS
DIFFUSER '

FIG. 5(c). ILLUMINATION OF INTERFEROMETER BY MEANS
OF HELIUM-KEON LASER.
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PULSED: . RUBY /
NEODYMIUM  LASER

/ BEAM
- 'SPLITTER |

FROSTED GLASS COLLIMATING
TUNGSTEN LAMP OPTICS'

FIG. 5(d).. DIFFUSE ILLUMINATION OF INTERFEROMETER

BY TUNGSTEN LAMP FOR OBTAINING FOCUSED
FRINGES.
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“FIG. 5(e). AEIGNMENT OF RUBY/NEODYMIUM LASER WITH
< . ' INTERFEROMETER SYSTEM BY MEANS OF HELIUM-
‘NEON LASER.
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L——LOCATION OF SHOCK FRONT
X «— ONSET OF RADIATION
FRE- . At - L REGIME 1 -
SHOCK N i}
REGION- ) . [t SAHA S
(STATE 1) ) | EQUILIBRIUM ‘fs'_"f?E 2)
REGME. I /
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DISTANCE BEHIND' INCIDENY SHOCK
\ .

FIG: 6. SCHEMATIC REPRESENTATION OF (i) FRINGE SHIFTS,

(11) TEMPERATURES AND (iii) DEGREE OF IONIZA~

TION- BERIND STRONG SHOCK MOVING 'IN INERT GAS.

REGIME I:  IQNIZATION RY ATOM-ATOM COLLISIONS

REGIME II: IONIZATION BY ATOM-ELECTRON COLLI-
SIONS

REGIME III: RECOMBINATIOK BY RADIATIVE COOLING.
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FIG. 7- SIMULTANEOUS MONOCHROMATIC INTER-
FEROGRAMS FOR A Mg=I7.46 SHOCK INTO
ARGON AT p=2.32mmHg WITHOUT THE
ADDITION OF HYDRGGEN:
() A=3471R , (i) A=6943A.
h SHOCK TRAVELLING TO LEFT. VERTICAL
APERTURE 7 INCHES. AN INCREASE IN
REFRACTIVE INDEX MOVES THE FRINGES
UPWARD. '
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FIG. 8

SIMULTANEOUS MONOCHROMATIC INTER- I
EROGRAMS FOR A Mg 16.60 SHOCK INTO |
NITROGEN AT p=2.26 mm Hg, (i) A=347I°A

(i) A=6943°A,  SHOCK TRAVELLING TO
LEFT. VERTICAL APERTURE IS 7 INCHES.

AN INCREASE IN REFRACTIVE INDEX MOVES
THE FRINGES UPWARD. -
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FIG 8(a) INTERFEROGRAM FOR Ms
mmHg, A =

TO LEFT,

= 11.6 SHOCK INTQ OXYGEN AT Py ko.0:

69438, sHOCK FRONT AT EXTREME LEFT AND MOVING
INCREASE IN REFRACTIVITY MOVES FRINGES DOWNWARDS
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FIG. 10. TEMPERATURE AND DEbREE OF TDNIZATION TRO~-

FILES BEHIND THE SHQCK FRONT' IN HYDROGEN.,
p, = 3 malig, M_ = 25 (FROM REF. 48)-,
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FIG. !l  INTERFEROGRAMS OF SHOCKS INTO ARGON
WITH SMALL PERCENTAGES OF HYDROGEN,
A=6943°A . I
(i) Mg17.01, p,=2.84 mmHg + 0.033% Hj
(i) MFI7.1l, p,=2.85mm Hg + 0.2% H,
SHOCK TRAVELLING: TG LEFT. VERTICAL
) APERTURE IS 7 INCHES. AN: INCREASE
IN REFRACTIVE ‘INDEX MOVES FRINGES
UPWARD.
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FIG.12 SIMULTANEOUS MONOCHROMATIC INTERFERO-
GRAMS FOR A M;=i7.!5 SHOCK INTO ARGON

+ 04% H, AT p=288mmHg (i) \=3471A
(i) \=6943&. SHOCK TRAVELLING TO LEFT.
REFERENCE WIRE SPACING iS 2 INCHES.
AN INCREASE N REFRACTIVE INDEX MOVES
THE ‘FRINGES UPWARD: ,
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FIG.15 SIMULTANEOUS MONOCHROMATIC INTERFEROGRAMS
FOR A M.=I8.14 SHOCK INTO ARGON + 0:4% H,
AT p=245mmHg ()h=5300°A (ii)*=10600°A
SHOCK TRAVELLING TO LEFT. REFERENCE WIRE
SPACING: IS .2. INCHES. . AN. INCREASE. IN REFRAC-
TIVE INDEX MOVES: THE FRINGES UPWARD.
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APPENDIX A; PROCEDURE FOR THE ANALYSIS CF THE INTERFEROGRANS

This appendix describes the procedure fir determining the equilibrium
fringe shift between pre-shock state 1 and post shock (equilibrium) state 2 with
the shockwave moving into the region of state 1 in a direction parallel to the
fringe field so that the shock front lies perpendlcular to this same fringe field
(see Fig. A-1(il)).

For an idcal interferometer, devoid of inhomogenéities'due to optical
defects, vibrations and air currents, the measure.=nt of the fringe shift is
straightforward. This is achieved by extrapolating any given monochromatic fringe
in region 1 into the desired equilibrium state in region 2 and measuring the total
shift in terms of the fringe spacing.

In the present system, due.to.imperfections in the optical compo-
nents such that the fringes connecting régions 1 and £ are not perfectly straight
and horizontal, it is necessary to take an interferogram of the optical field in
the absence of the shock induced fringe shift. This therefore providés a map 6f
the optical inhomogeneities present in the interférometer which can then be- Sub-
tracted from the fringe shift measurements obtained from the shock 16w inter-
ferograms so as to give the fringe shift due to the shock flow alone. It is
therefore important that reither the flow nor the no-flow interferograms contain
any fringe movenents or distortions due to mechanical vibrations or air currents
as correction for these shifts is beyond the control of the present experiment.
The interferometer is therefore sealed in an.airtight enclosure and caré is taken
to ensure that all sources of low frequency vibrations are inoperative during
the period of any one experiment,

However, due to the f1n1te time which exlsts between the taking
of the no-flow and flcw interferograms (4¢5 minutes), it is; possibie for the
interferometer setting to change due to thermal or mechanlcal disturbances. This
can result in small chsnges in fringe spacing,. position pr .orientation: thereby .
constituting a source of error which must be accounted for in, addltlon that that SN
due to the inhomogeneities of the:optical system. . C C o

Figure A-1 shows in. schematic form the flow (1/ and the no-flow ;
(ii) interferograms typical of those encountered in this Wwork where three dark ;
monochromatic fringes are represented by continuous lines. The three fringes -
in the no-flow interferogran.which are not necessarily the same three in the
flow interferogram are intentionally given an exaggeratédunon-ideal appearanceé
for the sake of this discussion.

The broken lines represent the horlzontal and vertlcal reference ‘
wires referred to in Section 3 2 where the vertlcal wire 1is located S0 ap. to
overlie the pre-shock zone (state 1) at a point close to the shock front.

Point X' on the flow interfercgram is chosen ¢o lie at any desired equilibrium
(or non-equilibrium) state 2. Point Y' on thé no-flow interferogram is then
chosen such that YY' = XX' on the assumptlon that the two interferograms are
reproduced on the same scale otherwise a .scaling.factor is used., .

The exercise therefore involves the measurement of the fflngé
fractlons a, b, ¢, d, ky, 1, mand n formed on -either side of the reference points
X, X', Y and Y' The purpose of measuring these fringe fractions, rather than
follow1ng a given fringe tnrough the shock frogt is that the measurements are
localized in a given region of the dperture with respect to the given fixed
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reference points X, X', Y end ¥'. Therefore, provided the fringe spacing is small
in relation to any region of fringe distortion, it should be possible to correct
for these inhomogeneities in spite of small differences of fringe setting which
occur between the fringes in i1egion 1 of the flow interferogram to those in region
1 of the no-flow interferogiram.

The shock flow fringe shift S;Q(F) between pre-shock state 1 and shock
state 2 can be given as

S1p(F) =4+ (c:d) - (a:b)

or alternatively as
SN (F) = A + 7 - -
12 (a+b) = (a+c)

where éhe integral fringe shift A is the minimum number of dark fringes one crosses
in passing from X to X', It should be noted that both cquntlons ih Eq. A-l are
exactly equlvalent as they can both be reduced to the commyn form

A . b . . .c.
S (F) = A1 (m)* ol
Going from X to X' intedral fringe shifts upwards are arbltrarlly denoted as belng
positive and those ‘downwards as negative but where the fringe ‘fractions .a; b csdy
etc are scalar quantities. For the triviel example shown in Fig. A~1, J = 4 L,

=+ 1 and B = -1. Clearly if a given fringe should recross either of these
1eference lines tetween points X and X' or Y and Y' , then it should not be included
in the values for A or B. .

Ideally no change in fringe settlng oecurs -between the.taklng of the
no-flow and flow interferograms. , Ih reality this is .not the case dué to the
effects of vibrations, air currents and température changes. such that 2 # k and
b #4. Witha view to improving the accuracy of the measurements of o?e(F), the
two values for S 2(F), given by Eq. A-1 ‘are averaged to glve

. [ le-d) ; ‘ -
Slz(E) = A + %”L.%§:5§ + %%?g%‘]' | (a-2) ..

In a similar manner it is now possible torobtain the corresponding
vertical fringe shift SA,(NF) occurring between states 1 and 2 on the no-flow

interferogram due to optical defects in the system. The eéquivalent average value
for Sk (NF) is given by '

12(NF) =B + i [ ﬁ;ﬁ = (A-3)°

The true total fringe shift 8%2 due to the gas-dynemic phenomenon under investi-
gation is therefore given by

/Y S
810 = 81p(F) - 815(1F)

which by substitution from Eq. A-2 and A-3 becomes

T2




?\ R . . ,-d* ]~ ‘t;,-.-a .
S., = A&-B +1/2 [ %ﬁ% +~Hb+a, -

where the denomiunators for the terms within the brackets represent £ae frlnge spacings
about reference X, X', ¥ and ¥'. Due to optlcal defects i the systemy these ‘fringe-
gpaclngs do not have a common value although normal circumstancpb the différencés

are small. : oo e o

oy e N P

It is now pertinent to discuss the efféct of 1arge optlcai inhomo=
geneities and changes of fringe setting which’ occur betWeen the taklng of the no-
flow and flow 1nterferograms on ‘the validity of thls analytlcal ‘proceture. - If
the fringe spacing is large in relatlon to any glven reglon of qptlcal 1mperfecn10n,
then it is possible for this reégidn to lie betieert two dark fringes at point-X' on
the flow interferogram (say) such that the fringes apvear to be straight and parallel.
However, this same region may lie at some intermediate fringe position at pcint Y'
on the no-flow interferogram such that the local fringe profilé now exhitits a non-
ideal shape. It is therefore clear that the no-rlow interferogram will introduce
a fringe shift correction for an optical defect which is not included in the data
from the flow interferogram. The effect of this anomaly can be minimized by taking
one or both of two precautions. Firstly by ensuring that the fringe spacing is-.
much smzller than any region of optical inhomogeneity, che fringe field effectively
becomes & continuous map of the transmitted optical wivefront with all defects being
clearly defined. This expedient is of course subject to the proviso that the fringe
spacing be much larger than either the photographic emulsion or diffuser generated
grain size or the reference wire diameser.

The other means by which this difference between the two interferograms
can be minimized is by taking an average,value for the fringe spacing about points
X and Y and similarly for points X' and Y'. These average spacings are (c + 4 +
m+n)/2 and (b + a + k + £)/2, which when substituted for the original. values. used
in Eq. A-2 and A-3, provide a new expression for the total fringe shift given by

- {M-n -8 )={1l~k Y o
R (G A - S A O B

However except for relatively large differences between (c+d) and (min) and between
(b+a) and(1+k), the value of S%a given by Eq. A-5 is not likely to differ from the

value given by Eq. A-4 by more than a fraction of one percent.

The effect of a cQange of fringe setting between the no-flow and flow
interferograms on the walue of S can be considered in three parts. TFirstly e

change in vertical fringe pos1t10n will only affect. the fringes for preshock -state
1 as a change in fringe position between the no-flow and flow interferograms for
post-shock state 2 already exists. Clearly, the effect of this movement iz .subject
to the comments already made regarding this point for region?2. Secondly, & ﬁhange
in fringe spacing ( < 1/20 fringe say) will not have a noticeable effect on S
calculated from either Eq. A-Y4 or A-5 provided the fringe spacing is sufficiently
fine to resolve all the opticel imperfections in the system. This is due to the
fact that the ratio of the fringe fracticns to the fringe spacings remains constant.

Finally, the effect of a change in fringe orientation away from the

A3
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horizontal setting occurring between the no-flow and flow interfarograms cannot be
dismissed as easily as for the -effect of the other changes in fringe adjustment
already discussed. Besides generating an apparent change in fringe spacing as
viewed in the vertical direction, the measured fringe shift for the flow interfero-
grams will clearly depend on the length of XX'. Precautions shomd therefore be
taken to mipimize this change in fringe orientation from the ‘horizontal dlrectlon
by isolating the interferometer from all external influences and by reducing the
time .period between the taking of the no-flow and £low interferograms In addition
the effect of this change on SA can be minimized by meking XX'as small as pos51ble
or, in the presence of large changes in frlnge orlentatlon of the order of 5° to
10°, by making the fringe shlft nmeasurements in a dlreotlon perpendiculaz to the.
given fringe field instead of in a. direction perpendicular to. the hor_zontal ref-
erence wire, so that the fringe fractlons a, b, cand d malntaln ah approxzmately

correct numerical relatlonshlp to the wvglues k, 1, m and n. for the no-flow interfero~

gram,
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FIG. A-1. SCHEMATIC REPRESENTATION OF (i) FLOW INTER-
FEROGRAM OF SHOCK WAVE MOVING TO- LEFT AND
(ii) NO-FLOW INTERFEROGRAMJNOMINALLY HORI-
ZONTAL DARK FRINGES ARE SHOWN AS SOLID LINES.
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