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This article presents a survey of the theoretical problems
connected with the organization and design of systems for
processing and transmitting information, It gives a defi-
nition of' Information systems (IS) and classifies them from
various polnts of view, It diascusses briefly the most im-
portant aspects of the organization of IS, such as physical
structure, functional structure, software, and operating
principles, It presents certain problems connected with
estimating the value of information supplied to i1ts users
by an IS, In a supplement it gives an example of the solu-
tlon of the problem of optimum distribution of information
in mass memory units of an IS, based on methods of integer
programming,
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ThE THEORETICAL YRINCIPLES OF THE ORGANIZATION OF INFORMATION SYSTEMS

[Article by Dr Juliusz lech Kulikowski, Engineer, Institute of Automation of
the Polish Academy of Sciences; Archiwum Automatyki i Telemechaniki, Polish,

Vol 15, No L4, 1970, pp hk1-U453]

(This erticle is the text of a paper given at the Dzien Informetyki
[Information Science Day], 8 May 1970, organized as part of the symposium en-
titled "The theory of large systems and their apylications” in Jablonms, 4-9
May 1970. The editors of this Journal believe that the peper, being a sur
vey, will bring to a broed group of readers an vnderstanding of this important
problem area.)

Swmmg

This article presents a survey of the theoretical problems connected
with the organization and design of systems for processing and transmitting
information. It gives a definition of information systems (IS) and classi-
fies them from various points of view. It discueses briefly the most impor-
tant aspects of the organization of IS, such as physical structure, function-
al structure, software, and operating principles. It presents certain problems
connected with es*imating the value of information supplied to 1ts users by an
IS« In a supplement it gives an example of the solution of the problem of
optimum distribution of informetion in mass memory units of an IS, based on
methods of integer progremming.

1. DEFINITION AND CIASSIFICATION OF INFORMATION SYSTEMS

We shall use the term information system (I8) for a system (i.e., a
certain organized complex of technical equipment together with the people
operating it) whose basic task is collecting, storing, processing, dissemina-
ting, and/or publishing informetion in accordsnce with the requirements im-
posed by the users of the IS. Since each of the tasks mentioned here 1s conw
nected with & change in the utility value of the information, an IS can be
defined more succinctly &s a system whose main task is to change the utility
value of information. In using the term “change" we usually mean an increase
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in the utility value of information; but IS are possible whose task is to de«
value information, such as scrambling systems, or systems for intentional dis-
information.

An IS consists basically of functionally isolated component parts of A
certain higher "large system"; this latter system defines for the IS the scope
of its tasks and the criteria for evaluating their performence. In many cases
the higher system is for the IS also an extermal center from which information
proceeds to the IS and to which that informetion is returned; but systems are
also possible in which the sources and recipients of information are outside the
range of the higher system (e.g., the national network of ZETO centers).

The growing interest in the theory of IS which can be noted in recent
years 1s the result of progress in the techniques in commnications medie and
auytomatic informetion processing. The most important stages in this progress
were the general application of electronics in telecommnications, the appear-
ance of electronic computers with changeable programs, the development of algo-
rithmic programming langus.ges, the formation of multi-access and multi-pro-
grammed computing systems, miniaturization and increased reliability of elec-
tronic equipnent resulting from the use of integrated circuits, etc. These
achievements make it possible to achieve efficiency indexes in information proe
cessing which were impossible with traditionsl systems. The realization of an
IS meeting the demands of modern technology is simultaneously & great organi-
zational enterprise requiring considerable investment expense, and is thus
associated with a certain economic risk. This implies the need for working
out the scientific foundations of designing IS; and that is one of the main
tasks of IS theory. The theory of IS must be based on the achievements of
such scientific disciplines as information theory, the theory of computers and
algorithms, the theory of control,and the theory of organization; but it is
not identical with any of these. The tasks of IS follow from the specifics of
modern IS, whose essential feature is the interaction of information transmis=
sion systems, computing systems, and specislized information systems, autono-
mous mass memory units and stores of information carriers, anu heterogeneous
intermediate and peripheral equipment permitting either the exchange of infore
mation among techaical units of an IS or exchange of information between teche
nical equipment and the service personnel. The need for daveloping research
in such a broadly defined area was propagated by the Institute of Automation
of the Poldsh Academy of Sciences at symposia and sclentific conferences in
1967 (4], 1968 [5], and 1969 [6], and in various articles (1, 2, 3). The
aroused interest in information science which has recently been observed in
Poland fully confirms the current importance of this field of research.

IS can be classified from & number of different points of view, of
which these are some examples:

l. From the point of view of the application of the IS: into inter-
mediary systems in the processing or transmission of informetion (e.g., & come
munications system, the service network for ZETQ centers, etc), advisory-ser-
vice systems (e.g., 8 system for collecting and disseminmatiug scientific and
technical information, records systems, nmulti-access systems for automatic
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desisn , etc), supervisory systems (2.g., an air-traffic control system, &
system controlling the course of a technologicel process, an automatic alarm
system, etc), end control systems, which are in a certain sense a development
of supervisory systems, since they also involve the process of meking decis-

ions and transmitting these decisions to the executive elements of the control
system.

2. From the point of view of the organization of work in the IS: into
systems organized conventionally, including continucus systems (eege , an Ob=
servation system which operates comtinuously), cyclic systems (e.ge, & system
of cyclic control of the condition of technical installations), and acyclic
systems (e.g., an automatic flight-planning system executing & constant cycle
of operations only at the rendomly selected moments when new "customers" re-
port in), systems which operate by grouping information tasks into "blocks"
(e.g., computing systems which operate on the so-called batch method), and
multiprocessing systems which permit the parallel performance of information
tasks defined by independent algorithms and programs (eege s multi-access com-
puting systems based on time sharing).

i Rt S e s ST AT T

3. From the point of view of the synchronization of work between the
IS and the environment: into systems working on their "own" time and only
s8lightly connected with the pace of changes occurring in the external environ-
ment (e.g., most systems for automatic planning and asdministration for econo-
mic purposes), and systems working in “real time", in which the rate of infor-
mation processing is precisely determined by the pace of changes occurring in
the external environment (e.g. » Bystems for controlling technolegical processes

distinguished by & high rate of change through tiwe and requiring rapid inter-
vention by the control system).

4. From the point of view of the type of connection between component
parts of the IS: into systems of lowelevel integration, in which no actual
physical connections among the units of information equipment are needed and
the flow of signals at certain phases 1s replaced by transport of material
informetion carriers ("off-line" connections using punched cards, punched
tape, etc), and systems with a higher degree of integration in which the in-
formation equipment is physically connected, and the only form in which infor-
mation is transmitted is vhrough the flow of signals ("on-line" connections).

5. From the point of view of the degree of standardization of the com-
ponent perts of the IS: into systems which are standardized and not standar-
dized on various levels, such as the physical parameters of the signals (prin-
. cipally external signals transmitting information smong the parts of the IS),
] codes, word formets, external languages, etc.

6. From the point of view of the class of algorithms executed by the
IS: into universal systems, in which the class of algorithms 1s not determined,
(eegs, & service computing system which can execute any computing program for
scientific or technical purpoaea), and specialized syetems, in which the class
of algorithms and programs is determined from the outset (e.g. , an automatic

l records and dlagnosis system for the health services performing informetion
operations in a strictly defined form).
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T« From the point of view of the autonomy of control in the IS: into
fully autonomous systems with their own means of transmitting end processing
information (e.g., & system for the automatic control of rocket flight, com-
prising e highly integrated complex of technical equipment designated exclu-
sively for this purpose) , and systems with limited sutonomy which use informe-
tion from other systems at various phases of information processing, (eege , &n
automatic airline reservation system using leased teletype lines, or a system
for administering an eaterprise using the services of ZETQ to process its data).

8. From the point of view of the structural permenence of the IS: into
stationary systems, in which changes in structure do not play an essential
role, quasi-stationary systems (e.g., a8 meteorological system considered from
the point of view of its gradual evolution as the number of observation points
grows), and non-stationary systems with a rapidly changing structure (eege, &
nilitary communications system considered from the point of view of the pos-
sibility of sudden damage which might eliminate certain links, thus requiring
operational control of the stream of information flowing through the system).

9. From the point of view of the technique of informetion processing
used in the IS: into digitel or alphanumeric, amalog, and hybrid (mixed) sys-
tems.

10. From the point of view of the degree of automation of the basic in-
formation operations in the IS: into traditionsl systems based mainly on hu-
man work, semi-sutomatic systems in which only s part of the information opera-
tion is automated (e.g., en information and documentation system in which docu-
ments are described and summarized menually, while the operations associated
with entering them into permsnent storage, retrieving them, and distributing
them on the requests of clients are autometed), and autometic systems (e.g. )
the emergency signaling system of a power grid).

This classification is obviously not complete; in particular it does
not take into account the fact thut we are usually dealing with systems with
mixed features (e.g., 8 system which is sutomatic only on the lowest levels of
the hierarchy, and semi-automatic on higher levels). Nevertheless this gives
an idea of the great variety of problems which can be encountered in designing
an IS: and the problems may be quite specific for each type of IS. This is
in turn responsible for the great variety in design problems associated with
IS. The problem in designing an IS for information and documentation mey be,
e.g., the optimal location of information storage centers, the allocation of
information storage among them, and the selection of the best means of trans-
mitting information; whereas in an autometic materials records system in a
machine-building factory the problem may be the best means of breaking the
system down such that each level of the hierarchy will receive only the inforw
mation most useful from the point of view of the decisions to be made on that
level. The tasks of optimization will thus be different, although sometimes
they can be solved using similar methematical techniques. These techniques are
Principelly the various aspects of operations research theory: linear progrem-
ming, integer programming, dynamic progremming, q u e u e i n g theory,
etc. IS theory also has & number of general aspects. These concern
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particularly the theory of the value of information, which is the basis for evalua-
ating the efficiency of operation of an IS and also evaluating its organization.

It should be stressed that the object of IS theory is more the organization of

IS than the design or principles of operation of their component perts, which
belong rather to other scientific and technicel disciplines such as communica-
tions theory, the theory of computers and automata, etc.

2. THE ORGANIZATION OF INFORMATION SYSTEMS

The term organizetion of IS means here & description, as formel as pos-
sible, of the following features of IS:

Ae The physical structure of IS;

Be The functional structure of IS, ineluding
a., Technical structure, and
b. Information structure;

C. IS software;

D. Operating rules of the IS,

The physical structure of an IS means a description of the location of
the points of exchange of information with the external environment (i.e., in-
put and output), points where information is collected, processed, and moved
about; it also includes the paths by which information is transmitted among
these points. The physical structure of an IS can thus be described using a
certain geometric grid in two- or three-dimensional space.

The technical structure of an IS can be described using a certain di-
multigraph whose nodes represent the names and types of technical equipment
making up the IS, and the directed branches represe-% the information connec-
tions symbolizing the paeths of signal flow or of the transport of information
carriers among units of egquipment.

The information structure of an IS means the set of complex information
procedures executable within the given technical structure. There can be more
than one such procedure within & given IS: 1in a multi-access system each
user may, for example, initiate a procedure independently of the other users,
as the following graph crudely illustrates:

Huran local Data Central Central
operator processor transmission processor mass
No k channel memory
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A complete information structure should, however, reflect a number of’
other details, such as the sequential phases of coding and translation of data
and its storage in memory buffer systems, and should also indicate which blocks
of mass memory are accessible in a given informetion procedure. Each informa-
tion procedure must be included in the technical stiucture of the given IS:
this i1s a basic condition of its executebility. For example, among the infore
mation procedures executable in a given IS may be a system for automatic con-
trol of a technological process, which provides different procedures for bring-
ing the installation on stream, for normal operation, and for emergency condi-
tions. These procedures, and thus the types of information connections assow
ciated with them, may be essentially different, even though they are executable
in the same IS technical structure. From the formal point of view a complex
information procedure can be defined as a consistent system of information pro-
cedures connecting certain sets of information [5]; the theory of these proce-
dures can thus be treated as a specialized part of algebra.

An example of partial optimization of one organizational component of
an IS, based on integer programming, is included in the supplement. Cther
examples can be found in articles [9, 10]. A survey of the mathematical meth-
ods used in this case is presented in the article by S. Walukiewicz [11]; the
article by M. Libura [7] conteins a brief survey of applications of queueing
theory to the analysis of certain individual functionsl structures and opers-
ting rules used in modern IS.

3+ THE VALUE OF INFORMATION

The statistical measure of the quantity of information which C. E. Shan-
non introduced has been repeatedly criticized. The criticism stems from the
fact thet this velue does not reflect the semantic, logical, or utility value
of information, and is also besed on & relatively narrow, probabilistic model
of information procedures which in a number of cases turns out to be useless.
These strictures are undoubledly correct, but it is also obvious that one can-
not diminish the significance which Shannon's concept has had in the develop-
ment of sclence and technology, nor the practical significance of the statis-
tical theory of communication in certain filelds of science.

The problem of estimating the value of information, as we have noted,
takes on particular importance in developing the theory of IS: <the efficiency
of an IS cen be measured in terms of the change in the value of informstion
making up the main body of the IS. But we must make cleer what we mean by the
term "value of information", since in everyday language this concept 1s quite
ambiguous.

In the genersl case the "value" of something, and thus of information,
can be expressed in terus cf the elements of a linear space (i.e., of a space
in which the operations of suming elements and multiplying them by real num-
bers are defined), in which a given principle of semi-ordering of elements
is defined [4]. We shall call such a space K space (using the term proposed
by the Soviet mathematician L. V. Kantorovich). This principle permits com-
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paring some pedva of elements * ba kX vith one another, whiah (e to way
gtatin. at lenst one uf the following relations for theml

ol " (mennirg “w dows nut follow w'),
whelw
\ le Mor cuoh ge K
aya

2, For anv abek '
if a7 and pia then a—bi |
3. For any thh e h
if a§h and p3e then ae

If for a,hek 1t is not true that  add or that H¢a | then
we shal) call a pair of elements a,b a non-relative pair in the sense of the
given relation of semi-ordering.

In any linear srece X the principle of semi-ordering can Lw introduced.
For this purpose it is sufficient to define in it a certain convex cone S, or
get Ss)Y such that
.1; ir abes then a+heS; also}
2) ifaeS and & is a positive real number, then k:aes. '

Iet us coneidexr any two elemants 4, vel, + We introduce the prine
ciple of semi-ordering into X asswsing that
1) a%b if and only if gdy (e—-bd)eS;
2) agb if and only if gdy (b—a)eS;
3 w in the remaining cases a,b comprise s non-relative pair.

On similar principles the relation of semi.ordaring can be introduced
into a space of real numbers, complex numhers, vectors with real or complex
terms, matrixes with real or complex terms, or real or complex functions, and, X
with certain assumptions, of random variables and functions as well. Each of :
these quantities may then be used to express value. This is of essential sig-
nificance in the analysis of large systems with certain criteria of quality. 4
Since such a system evaluates the efficiency of operation of an IS from the ‘
point of view of its criteria, an increase in value in the higher system is
the most suitable measure of the value processed by the IS. In order to es- .
timate that value the following reasoning must be performeds a certain message i . ;
w must be supplied to the higher system by the given IS, whereupon the gain in
. the higher system will equal Xe(xy €KX) , or it will not be supplied at all
and then the gain for the higher system will be xy(xy€K) . Tt should ob-
viously be defined how the higher system will behave if the IS does not sup- 3
ply the message. The equation T 3 4
Xw == Xpy—X,, (l)
can be considered the value of the information contained in message w and sup- L
plied by the IS, as evaluated from the point of view of the higher system. This L
value, however, must not be confused with the value of information evaluated
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from the polnt of view of the [0 iteelfs 'This latter obiaine a certain rewanl
Yo WHEl {6 me performed (Us Suforumtion taake, and a certatin vewad )
whioh onn e negmbiive, whai the mesnnge v 18 not supplied by the Ide We ane
nite Lhat Yoo Vu € Ky » Whare K, {o n Kantorovich sjmce not uaeaessarily
fduntluad with apaow K (oegs, dte ‘\ab-opnoo). The eguation Yo ™ Por Ve

()

oah be conpidered the gross wlue of the informmtion contained in the massage .
W oauppl ted by the I8 to the extarmal environment as evalutad frowm its own
polnt of views it tharw are produation conte assooisted with the processing
Of maorAge W in the given I8, and these wu shall denote by. 2 « In reality, N
than, the I obtaine m net profit equaling M- %  vhen the message w is proe

duoed in the 18, and equaling py oy vhan it is not produced. From tlw

point of view of the I8 the real valus of the information contained in message

WoRQun P
Uy o= Qg = ha) = = 2 (3)

HSimilarly, when it receives message v from the IS the higher system
baura cost ). , while vhen it does not receive the message (i.e., vhen a dif.
feront procedure is oxecuted) it ears cost "' (which need not be directly
connevted with cost & ), Aa a result the higher system estiumates the resl
value of measage v as
M, (g = y) =y — 2" (%)

Clearly, the IS is interested ln performing the informstion task (i.e.,
in supplying information w to the higher system) only when v,eS,, (s)
b

where sl is the above=mantioned cone of positive slements in apuce “'1‘

The difference Po = WD,
w ¥ Ny (6)
is the added value created by the IS and supplied to the higher system. It ¥
clear that from the point of view of the higher system mainterance of the IS
is profitable only when

re @S, (7)

vhere S is a cone of positive elamants in space K.

The above considerations relate to an isolated message w; alearly,
though, they could easily be gencrslized for the case of a stream of messages
considered over a long period of operetion of the IS. Thia genersalization
does not encounter any difficulties of a formal nature, since the value of
the information as an element in linear space can be multiplied by real nume
bers (e.g+, by probabilities) and summed. But when a number of information
tagks are performed in an IS, the real value of the information contained in
the messages supplied to the higher system cannot always be considered inde.
pendently. The value x, , for instance, is in many instances a nonotonically
diminishing function of the delay occurring between the moment when megsage w
is supplied to the higher system and the moment when a need for that message
18 expressed. This delay may in turn be a monotonically increaasing function
of the number of information tasks which are performed simulteneously by the
ISs The operating rules must therefore provide a higher priority for information
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taska wvhioh v distinguished by a high mte of devaluation of the informe
tion thay ocontain. The queweing modelp considered {n the litemture wiely
take this faotor properly into conmideimtion.

lat up now emphusine the relative independence of the quantity of infore

mation contained in a given message from ite wlue. The dependence of the

. value on tha quantity of information very ofhen takes the form of a uni.model
ourve} the wmlue inoreases sa a funotion of the quantity of information up to
a certain maximun, vhereupon it rmy show A tendenvy %0 falls This 1a the rew

) #ult of the fmat that the higher system has limited opportunities for effwctives
Jy utilizing (veigs, in the process of administietion or production control) an
axuadsive quantity of information supplied per unit timej for this reason the
thak of the 18 may sometines be to increase the value of intformation by limit.
ing it quantity (by swleation).

In conocluding our eonsiderations of tha value of informmtion it is worth
directing attention tovard the med for developing rescarch on the utility
value of formalimed languages (the pregmtic theory of language). Tvo twas.
ures of the preocticality of a langusge as & means of communicating information
in an IS are its ability to express certain messages and the cost associated
wvith thiss This cost way have a number of elements, such as the coste of
translation from & given language to other languages used in the IS, the coste
of trensmitting information expressed in the given Janguage (e.g., the costs
ansocoiated with the length of expressions vonveyin:; & given content), the
costs of information loss associsted vith the language's vulnersbility to dis.-
tortion, the semantic ambiguity of expression in the particular language, eto.
The value of s language con be estimated only from the point of view of a def-
inite IS, through amlysis and cauparison of two modelst a model of the IS in
which the langusge is used for certain defined information procedures, and an
analogous model, in which the langusge is not used (i.e., in which another
formalized language is used to execute the same information procedures). Ree
ssarch of this type comprises a Aiffiocult but sxtremely interesting brench of
the theory of information systems, but one in vhich work is Just beginning to
be done.

SUPPLEMENT
OPIIMIZATION OF THE DISTRIBUTION OF STORED INFORMATION

Let us agsume that a certain set A of information is given, which can
be divided into semantically separste subsets A, k€{l,K> , let a given spa-
tial structure of the IS be given; we shall denote the points at which informa-
tion is atored in this structure by Qi,and adl,l>. lat us assume that we are
considering an informetion-service type IS8. Customers register at points ¢
asking for access to certain groups of information from sets o The custamer
pays for access to the information at a rate which depends on tThe value of the
information received. We shall assume that this value depends on the subset
of A, from wvhich the information is taken, and on the time which passes between
the Eoment the request for the informetion is registered and the moment when
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{1t 49 obtniueds 'The opamating costa of an I3 inolude the oconts of inputting
informtion Into the maea memory aystens located wt nodes §,, the costa of stor-

ing {t, the voats uf transmitting information botwean nodn‘ﬂ , " the hand.-

Mg aontn associnted with retrieving the 1meded informtion dnd prapuring it

for tiwmnanission to the austomers The task consiste of locating sudbsets A, atb

the Individual nodes §, in the moat svonomical way, keeping in view the rok- .
serible neaeds of uuuo&-n at individuanl nodes for certain types of inforume

tions The possibility must aleo e inoluded of reproducing certain sudsets Ak

and aimultaneously storing them st various nodes Q‘. .

lat us introduce the following notationd
e,iel, 1> 1s the cost of inputting a unit of informmtion into the
nAsSe memory at node “1’
gniedl,) ™ is the aoat of storing & unit of information per unit
time in the muaa memory at node )
Viiedl, 1) is the porhaubh Quantity of infoxmation vhioh can dbe
wtored in the moes wemory at node Q 3}
mphje<h D is the duuﬁuo betwvean uodes Qa and Q.J
ok e<l, K> 18 the quantity of inforvavion Sontain¥d in & mes-age
from subse Ak’
Nk adl K is the quantity of information contained in subset A}
wa Jadl, Dk e, K> 1s the established payment for supplying information
from subset A, to & customer at node Q, sssuning thet the delay in filling
the requeat chu were} J
a Jel, D, k@1, K) is the number of requests for informstion from set A,
received per unit time at node 'Q,} and
A, ieCl,I>is the maintensnce cost (cost of operation and collec-

tion) of node Ry per uait time.

In addition, let us introduce into our conslderetions the following
state variabled

1 il the subset of informmtion A_ 1s located at node Qi
Xu = | and is accessible to a customer $rom node Q,} snd
0 in the opposite case. J

Lot us define the profit of the IS per unit time as a function of the
state variables. At any unit time node O, receivea Ip requests for which, if
they are filled instantly, the customers ﬁay Iy currency units per unit
time., Since information from subset A, located at node Qi is supplied to the
customers at node () 1with a delay of " fin, the customers actually pay & sum
equal to Xulakp *exp( Hptp) vhere Hy,jall,D, kell,K) is o positive coefficient of'
devaluation of the information from set A, from the point of view of the cus-
tomer at node Q,+ The delay tn is mdek\xp of three components: of the
time 1 necessdry for the information request from node Q, to be received at
node 4., the time ;' necessary to retrieve the desired 1n}omt10n from the
moss mémory at node Qi’ and the time )/ necessary for preparing the infor-
mation from subset Ak to be transmitted from node Q1 to node Q J:

e

tyga = 8 HH
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The delay ¢f, {v assoointed only with the distance between the nodent
,b (%] ﬂ' M 'u.
vieie 0! 48 a nonenegative cueffiofent of proportionality.

The tin necwssary to retrieve the information ' 1s asscotated wainly
\ with the quantity of informmtion stored at node Ql' This quantity acan be
eviluated we followst X\
Wi - 1\“ X My

and as & result we assume that 3
1§ e at ln(b% xm”a).

vhere a'' and L are non-negative numerical coefficients.

The time !4 is dependent both on the distance between the nodes amd
on the volume of information trunamitted. As an approximation we can assune

that
tipy = d'ry-dny,

vhere d' and 4'' are ron-negative coefficients of proportionality.

Customers making requests to node QJ thus pay for the fulfillment of
their raquutl."u; unit time.

RI ) X $ LMY ML TR I"- HJ; ld'nrf‘d"ll\ (b éx....N..) +d’r,,+d"m}} -

i

‘ ‘ ' " 0 0
Xundn up 'zb ngoNp) =¢ "” ‘ OXP[—'””(G ’J.+d'f1|+d' m)l‘
Thus the groass pa:-ot’:ltll earned ag all the nodes of the I8 equals

R !‘R
-3n

The opersting costs of a system per unit time are made up of the follow-
ing components: The costs of operation and collection at individual nodes,
the costs of inputting information into the permanent memory, the costs of
storing information, the costs of fulfilling informetion requests (handling
costs), the costs of submitting requests, and the costs of transmitting the de-
sired information to the destination node. lLet us evaluate the individual cost
components for an individual node Q,. The permanent cost of operating node
per unit time can initially be ddnoted by h,. The cost associated with ine

. Q .
. pﬁtting information into the permanent memory équale

x
b = —;.—- mechu

[
Since this is a one-time cost, it refers to the period T during which the IS
is collecting informetion. The cost of storing information at node Qi per unit
time equals

X
hi' = 2 Xin&iNy.

- 11 -




The handling costs associated with retrieving informmtion and prepar-
ing it for transmission are

L
A - %: %: Xy ipnda

vhere |, is the handling cost for processing an individual message from set
1\k at noda Qi.

The costs of submitting requests to node Q:l per unit time are
[ 4
M' -f' \ \‘x,.,..m.ru..

And the coate of tmnluxtt:ng‘ informstion to the requesting points per
unit tiwe are L
N = % %:' xyptp('ry+S'm),

wvhere f' and £'' are coefficients of porportionality.
Therefore the full opersting cost of an I8 per unit time is
J
h o z Chit-hi -0 B M AT

which is, as can essily be noted, a linear function of the state variables
XQQ- .

The net profit for the IS per unit time equale
R’ == R—h,

The profit R' should be maximired by the proper selection of state
variables. These variadbles should meet the following limitations:

xuu>0 for f./¢<l.D.k¢(l.K).~
xp<l for i jell,D, kell,K);

A further system of linear limitations is associsted with the requirement that
the type of information defined for each node be aupplied from not more than
one node (if the given type of information is stored in & certain node, then
that node must be primarily accessible to customers applying directly to that

node ): :

qu. <1dlajedl, D, ke, K.

The last system of inequalities expresses the requirement that esch
type of information be stored in at least one node of the IS:

[ A
Y x>0 dia ked), K.
J
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The fact that the profit R is & nonlinear function of the state varia.
Lles Xip  ancounters a basic diffioculty. This diffioculty ocsn be avoided by
replacing the actual value t'' of the retrieval time at node 0‘1 vith its
maximum valuei
0= " nbV) >4,

5 which is independent of the state variables. A similar linearigation of the
function of profit R is possible providing that we add one more system of
lineayr limitationos

R

The problem of optimum distribution of information stored in the IS bhas
been reduced to a typical problemn in linear programming in binary numbers. A
survey of the method of solving such problems is given in the article by S.
Walukiewice [11].

Manuseript submitted 26 May 1970.
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