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The purpose of thie atudy was to describe, analyse and comparve avail-
able models and mathe.s for making uantitative predictions of human
performance in man-machine aystems. The 22 methoda reviewed were
divided into those ralating to operahility d maintaiuability; operablility
models further subdivide into anilytic (nuu-simulation) and simulation
models, Each madel was analy cd in terns of goals, i1sau uptions, scope
paramaters, data requirem. ats, procrdure: and validniivn/application
studies. (It was found that most mndels av¢ reasorably otfective for pre-
diction, but are less offective fur design uwnalysis, selectior and training
purposes. Simulation models are more powarful than analytic ones,
Chulce ol a model soemns to depend on its particular advantages for solu-
tion of specific system development problems. The report providas
requirements for development of input data banks and data presentation
formats. The most recent studies and the state of the art of human
reliability prediction are reviewed, Recommendations for further re-
search are made, centering around a survey of user needs for predictive
data.

~N

‘DD " >.1473

Beocurlty Clansllication

492




Roiinily Clanaiflvailan™

"BV WHNRBE

L AN LiNn B

LINK €

LA LLAS LA

nOL &

LA

Kvaluation

Human engineering
Huwman (actors
Human pertorimance
Huaman reliability
Maintainability
Man-machine syatemas
Methodulogy
Muadels

Oporability
Predicton

—

493

Security "Classification




COMPARATIVE ANALYSIS
OF
HUMAN RELIABILITY MODELS

Final Report
Contract N00024-71-C-1257

David Meister
Bunker Ramo

November 1971

Prepared for

Naval Ship Systems Command
Department of the Navy
Washington, D. C,

ELECTRONIC SYSTEMS DIVISION
31717 LA TIENDA DRIVE, WESTLAKE VILLAGE, CALIFORNIA 91361

L.0074-1U7




ABSTRACT
PURPOSE OF THE STUDY
The purpose of this study was to

1. Describe and analyse behavioral models for predicting the per-
formance of personnel in the operation and maintenance of military
systems.

2, Compare the models in terms of objectives, assumptions, scope,
parameters, procedures, inputs/outputs, uses and validation/application
studies.

3. Provide a catalogue of available models among which users could
select for their particular needs.

4, Summarize the present state of the art of human performance
reliability prediction,

5. Suggest ground rules for development of input data bank(s).

6. Suggest needed further research.

METHOD EMPLOYED
This involved the following steps:
1. Collect, describe and analyze a total of 22 models.

2. Submit written model descriptions to developers for comments
and correction of misinterpretations.

3. Secure a consensus of opinions by qualified personnel about
criteria for evaluating the models.

CONCLUSIONS

1. The models described fall into the following classes:

A. Operability
l. Analytic (largely reliability-oriented)
2,  Simulation

B. Maintainability
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2. Simulation models are more powerful than non-simulation
models because they provide time histories of system simulations that
are useful for diagnostic purposes and because they describe functional
relationships between parameters, thus permitting tradeoffs. Because
they simulate operator /system processes, simulation models largely
avoid the problem of task interrelationships and thus of combinatorial
statistics, Most maintainability models dc not predict/evaluate human
performance efficiency directly.

3. A number of potential uses for predictive models are hypothe -
sized. These include: (a) prediction of the absolute performance of
operator/system performance; (b) comparison of predicted performance
with a specified quantitative requirement; (c) comparison of alternative
system configurations on the basis of predicted human performance;

(d) suggestions for the redesign or initial design of the system configura -
tion; (e) suggestions for manpower and training requirements.

Most models can be used for prediction and evaluation of missions/
tasks/systems (uses a, b, c). However, they are relatively insensitive
to equipment design parameters (use d) and supply relatively little infor -
mation about manpower selection and training (use e).

4, There seems to be no general purpose model. Each model deals
with some situations (e. g., types of tasks, systems, stage of system
development) better than with others. Each has certain advantages and
counter -balancing disadvantages.

5. A third of the models considered will accept data from any source
half will accept data from experimental sources only. Most models re-
quire fairly detailed information. With the exception of the methodology
associated with the AIR Data Store, no operability model has a standard-
ized data base to be applied to the model. In most cases the parameters
the input data must describe are not specifically indicated by the model.
Only a few "performance shaping factors' are included in most models.

6. Almost all models use some form of function/task analysis as
the basis for identifying the behavioral unit to which input data are to be
applied. The task analytic pararneters are, however, rarely described.

7. Most models output probabilities of successful task/system
performance and completion time.
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8. For most models predictive validation/application data are
either lacking or incomplete, so that evaluative judgments based on pre-
cision/efficiency cannot be made. They provide little information about
consistency or ease of use.

9. Development of an effective data bank requires consideration of:

a. The model with which the data will be used;
b. The particular uses to which the data will be put;
c. The parameters of interest to the model user;

d. The level of detail required of the data bank;

e. The output measures of the model with which the data
bank will be used;

f. The scope of the tasks/behaviors to which the data must
be applied.

10. Significant problems still remain with regard to
a. ‘Subjective estimates of performance;
b. Task independence vs. interdependence;

c. Relative importance of time and error as dependent per -
formance variables.

11. Among the 42 responses received to a questionnaire on
evaluative criteria, there was significant agreement on the relative
importance of the 16 criteria proposed (. 01 level). In general, criteria
describing how well the model corresponds to real world events are
considered mcst important; criteria describing the adequacy of model
structure and ease of use are considered mueh less important.

12. It is concluded that many of the models reviewed have consider-
able potential for solving system development problems relating to human
performance, but that further research is required before they can be
applied practically to weapon system development,
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RECOMMENDATIONS

1. We assume that each of the models has been developed to re-
spond to some assumed system development need and that they differ in
terms of their capability of satisfying these needs. Since, however, we
do not know what these system development needs are, it is impossible
to determine which of the models will be most useful, or whether in fact
any of these models will be useful and used. Therefore, it is necessary
to determine

t».x.s.-, ‘

a. Who will make use of these models;

- b. What are the uses to which these people will apply thesc
models and at what system development stage, with what
constraints, etc.;

g

¢. How precise/detailed must the information be which the
model outputs and in what form;

d. What parameters must the model output data deal with.

Rt food

Answers to these questions will determine what requirements should be
levied on models and data banks.

b=

Our first recommendation is therefore that a study be performed
to answer these questions. By presenting sample outputs of the various
models, their input data requirements, to a broad cross section of
potential users, it should be possible to compare the models in terms
of their applicability to actual system development problems.

[ B

[

2. In view of the fact that so many models, lacking other sources,
make use of subjective data estimates, it is highly desirable that the
most effective method for securing such estimates be developed. Al-
though such standard methods (e.g., paired comparisons) exist, it is
necessary to determine how much reliance one can place on them (i, e. ,
their validity), what parameters one can expect personnel to include in
their judgments, in relation to what tasks, etc.

3. Since the focus of human factors efforts must be on system de-
sign, and since all the models we have surveyed lack sensitivity to equip-
ment design parameters, high priority should be given either to the de-
velopment of a model which is focused on design parameters or to the
development of a data bank which specifically includes such parameters.
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4. A longer range recommendation which is directed specifically
at governmental sponsoring agencies is that emphasis be given to the
validation/application of the most promising of the models presently
available. The lack of validation is the one most severe deficiency of
available models, and makes a comparison among them dependent upon
secondary criteria. No model development effort should be considered
complete unless it terminates in one or more application-oriented vali-
dation studies.

5. Many other studies should be performed. These include studies
of task interrelationships, conditional dependencies and the effects of
feedback on performance. However, the ones suggested are considered
the most immediately pressing,
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SECTION 1
INTRODUCTION AND PURPOSE

For the Navy to exercise any significant effect on the design of man-
machine elements during system development, it must apply methods of
quantitatively predicting the performance of operators and technicians
when the systermn goes into operation, The term generally used to de-
scribe that prediction, "human reliability" (HR), connotes a personnel
capacity —- akin to that of equipment reliability—-to perform equipment
operation and maintenance tasks in accordance with system requirements.

Over the past 10 years or more a number of human reliability
methods and models have been developed. This is not the place to review
past history (which has in any event been done by Swain, Ref. 4); it is
sufficient to say that the potential model-user may choose among a num-
ber of differing solutions to the problem of human performance predic-
tion, He may choose between operability and maintainability models;
between those that simulate behavioral processes and those that do not;
between those that function at a relatively molar task level and those
whose elements are quite molecular, etc. Since each of these models
may be useful for somewhat different system developrnent purposes, or may
have advantages and disadvantages depending on the user's needs, it is
necessary to analyze and compare the various approaches systematically
before making a choice.

Such a comparison is made all the more necessary because the devel-
opment of these techniques and the research associated with their devel-
opment has uncovered a number of questions, the relevance or importance
of which depends on the particular methodological approach one takes.

Among these questions are:

(1) What metric should be employed in describing human
performance?

1. This definition of human reliability- or human performance reliability,
as the Human Engineering Division of the Aerospace Medical Research
Laboratory phrases it- must be differentiated from the same term as
used by some psychiatrists in the military services to designate the
capability of personnel to resist emotional breakdown under stress.

The term as used here has connotations of accuracy. ‘
]




(2) To what level of detail in behavior and equipment should
the method attempt to predict?

(3) How should predictions at one level of man-machine system
functioning be combined with predictions at another level?

(4] What kinds of system development and use problems should
an HR predictive method attempt to solve?

{(5) What should be the characteristics of the historical data
(bank) to be used as the basis for making performance
predictions ?

Peérhaps the one critical question that has generated most contro-
versy is how much effort should be expended on the development of a
data bank to be used for predictive purposes, and what parameters that
data bank should contain. Swain (Ref. 5) among others has called for an
intensive effort in developing such a bank based on empirically gathered
data, and has suggested the parameters that should be included. How-
ever, other workers with a different approach, e.g., Blanchard and
Smith (Ref. 1), Knowles, et al. (Ref. 4 ) would concentrate on the de-
velopment of techniques for securing subjective judgments.

Assuming that a data bank is required, what data items should it
contain? Here one has a choice between the very molecular equipment
characteristics of the AIR Data Store (Ref. 3) and Swain's more molar
performance shaping factors (Ref. 5). And to what behavioral elements
should that bank be applied? Obviously, since any data bank must be
applied using a method of some sort, the nature of that method will at
least in part determine the characteristics of the data bank.

From that standpoint, any data bank may be considered a behavioral
model itself (or at least implies such a model), so that if one is to answer
this data bank question logically, it is necessary to adopt a specific
methodological approach; and this requires an analysis such as the one
described in this report. The fact is that any research problem selected
is determined at least in part by a methodolcgical strategy, even when it
is apparently independent of that strategy. In consequence a meaningful
direction in which to pursue human reliability research cannot be deter-
mined until one knows what the various approaches are and what they

imply.

oy
-

4




St Ed

g

[

PN

The specific purposes of the study described in this report were
then

(1) To summarize the present state of the art of human reliability
predictive methodology. A major part of the summary is a catalogue of
the various predictive methods which a potential model-user ¢ can examine
to find that metkod which best satisfies his particular needs. The cata-
logue contains descriptions of the various models, but only so much de-
tail is provided that a user can acquaint himself with the elements of the
methodology. Since some of these methods are highly complex, it is im-
possible to present them ag fully as they deserve. However, references
are given to basic documents from which details needed for utilizing the
model can be found.

(2) To perform a comparative analysis of the various methodological
approaches, to indicate their similarities and differences, to extract their
implications for model use, and to infer the problems which further re-
search must solve. As part of this analysis questions are raised about
each method, There is no intent to denigrate any method by raising these
questions; they are simply to examine the fascinating theoretical and
methodological problems that still remain to be solved and to indicate
where further research or development is required.

(3) To examine the methodological problems raised by these pro-
blems so that it will be possible to outline a program of research required
tn solve them.

This report is organized in several sections. After discussing the
criteria used to select the methods under review, and the criteria employed
to evaluate the selected methods, each method will be described. These
descriptions are the bulk of the report. A summary of the state of the art
of human reliability research is followed by a set of guidelines for the
development of data banks. The conclusions reached from the analyses
performed previously lead then to recommendations for research to im-
plement the Navy's human reliability program.

2. The term '“model-user" refers to those personne! involved in system
development who can and should make use of human performance pre-
dictions to solve developmental problems. These include (the list is
probably not exhaustive) military system planners and project managers,
contractor project managers, design engineers, reliability and human
factors specialists,
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SECTION II
A, METHOD OF CONDUCTING THE STUDY

T wo questions summarize the problems the author faced at the
start of this project:

(1) What is meant by the term '""model' and what criteria can be
used to select the human reliability models to be analyzed?

(2} What criteria can be used to evaluate model effectiveness and
how do we develop these ?

What is a Model?

The reason we were concerned about this question is simply that the
term i8 too inclusive; too many people take the term "“model' in vain,
When someone wishes to conceal his jejune thinking behind a facade, he
calls it a "model'. Models may be anything: abstract or concrete,
shallow or sophisticated, qualitative or mathematical.

Obviously in this project it was impossible to consider all behavioral
models, simply because there are too many of them; many of them are
irrelevant to our interest in human reliability and many simply do not have
the substance even if they have the name. '

Consequently, out of sheer self-preservation, it was necessary to
define the subject matter of the project rather closely.

It would b ideal if we had a satisfactory verbal definition of a model,
but all-inclusive definitions of models turn out to be rather abstract and
therefore not very clear. Siegel and Wolf Ref.4) tell us that ', .. the much-
bandied term ''model' has been so broadly defined as to incorporate vir-
tually any form of abstraction used to represent concrete phenomena. '
The procedure adopted to define a model was to describe in a serics
of steps what a model does and use this as a sort of ''template' against
which to measure our models, This is illustrated in Table 1, which lists
the requirements for a model and then what the model does in relation to
a system (presumably a man-machine system).




TABLE 1. DEFINITION OF A HUMAN PERFORMANCE
PREDICTIVE MODEL

REQUIREMENTS ACTIVITIES

The model The model

. Starts with certain goals and assump-

tions; based on these, the model defines
the class of systems and system elements
it can represent.

2. Has rules/procedures for isolating * * Analyzes the system into
relevant system elements, its structural elements

). Specifies the data base it requires.

4. Specifies the measures for which the * Selects appropriate data
data will be used, from available data sources,

5. Indicates how data will be applied to * Applies selected data to
system elements., system elements,

6. Has rules/procedures for exercising * Exercises system functions
system functions, i.e., making the
system work as in the real world,

7. Has rules/procedures for synthesizing * Develops system output
(integrating) system operations, ele- (terminal) measure(s).
ments and measures.

* It is necessary to '"scope'' the system by classifying those essential

aspects of the system which are to be considered by the model. For
example, in a man-machine system all the human behaviors that
occur in system operations can be categorized as functions and tasks
of varying complexity. This enables the analyst to assign quantitative
valuca to the performance of these behaviors and to organize them in
meaningful ways. In the casc of the man-machine system the classi-
fication/isolation process is called task analysis.

Moreover, it is manifestly impossible for any model to deal with the
totality of the very large number of parameters that may influence
system functioning. Consequently some selection of these parameters
is required. The model should specify what the sclected parameters
are and the criteria for making the selection.
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The model is a way of representing a real world system in a quanti-
tative (preferably) fashion., Here we follow Chapanis' (Ref. 2) usage, in
which a model is defined in terms of its representation of behaviors. A
model of a system is an abstraction which reproduces (simulates) sym-
bolically the way in which the system functions operationally,

From that standpoint of reproducing the behavioral process, the
author confesses that some of the ''models' to be reviewed in this report
are not '"true' models. A number of them include as part of their metho-
dology a representation of system operations (e.g., a function flow diagram
of how the system performs), but others lack even this characteristic.

In consequence we have "models’ that are merely procedural tech-
niques or methods for applying predictive data; we have techniques or
methods that include certain ""model” characteristics; and of course we
have a number of 'true' models.

We have not eliminated those methods which are only partial or in-
complete models, because to have done so would have meant reducing our
sample size by half or more. Moreover, the fact that one method is a
model whereas another is not is really irrelevant to the question of how
well they predict, although not to the way they predict,

We have compounded the fault- if it is a fault- by referring indis-
criminately to the methods reviewed as ""models* or "methods" or
"techniques', but most often as ''models', Only the purist should be
disturbed by this usage.

There are three planets in the model universe: the model, the system
(rather, a class of systems) the model is designed to represent, and data
which permits the model and the system to interact quantitatively.

The left hand column of Table 1 indicates what the model must be in
order to do its job; the right hand column describes what the model does
when applied to a system,

To summarize what we learn from the left hand column, the rnodel
includes: (1) goals and assumptions; (2) definitions of the systems and
system elements it can deal with; (3) procedures for isolating or analyz-
ing these system elements; (4) specifications for the data base the model
requires to act upon the system and the measures it derives from these
data; (5) rules for applying these data to the system elements; (6) rules




for exercising system elements as in a Monte Carlo simulation; and (7)
rules for synthesizing (combining} system operations and elements to
derive a terminal system output (again in quantitative forrn).

Eventually it will be seen that this listing of model requirements
supplies a set of model-inherent criteria, i.e., to be maximally effec-
tive a model must contain these elements,

For the moment, however, we are most concerned with ite.n (2),
definitions of those systems and system elements the model can repre-
sent, because this tells us which models deal with human reliability,

There are at least three types of models, and some subvarieties:

(1) Those models that predict human performance but in which there
is little or no consideration of equipment characteristics.

(a) One subvariety deals with the full range of human task
behaviors. An example is a model which describes how people learn or
react to stress,

(b) Another subvariety deals only with individual isolated human
functions. For example, in this category we would place visual reconnais-
sance, signal detection, vigilance and decision-making models,

(2) There are models that predict system performance but in which
there is little or no consideration of human functions, except possibly in-
directly. Examples of such models are: economic utility, cost, reliability,
availability.

(3) There are models that include in their operations both human and
equipment parameters (i. e., the effect of the huinan on the equipment and
the effect of the equipment on the human, both of these as they affect sys-
tem performance).

(a) One subvariety deals with the full range of human functions,
i, e., perceptual, motor, cognitive, all wrapped up in what we call *tasks"
or "functions''.

{(b) Another variety deals with isolated individual human func-
tions, In this category the most common example is manual control
(tracking) models.
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What the model deals with depends upon its goals and assumptions,
For example, the classical equipment reliability model is intorested in
predicting reliability at the component, and equipment level, It follows
therefore that it does not include human behavior (except ag roflected in
human-initiated hardware malfunctions).

What are the goals of the models we were interested in? To answer
that we had to ask ourselves what our goals in devoloping human reliabil-
ity models are, Those goals are:

(1) To measure/predict the effect of the human on equipment/system
performance, and the effect of equipment/system elements on human be-
havior.

{2) Ultimately to determine those equipment (and to a lesser extent
manpower selection and training) characteristics that maximize the like-
lihood of most effective human performance (i. e., human reliability) in
the system context,

The two goals are independent but interrelated. One can predict
human performance in a system context without determining effective
equipment characteristics, and similarly one can determine effective
equipment characteristics without predicting human performance in re-
lation to those characteristics (this is classical human engineering). The
author happens to believe, however, that human engineering is inefficient
unless it is based on measurement and prediction of human performance.
He also believes that merely to predict human performance without being
concerned about the equipment correlates of that performance is incon-
sequential, since one can do very little with measurement or prediction by
itself. To be meaningful therefore, measuvrement/prediction must be tied
to design consequences, or it is essentially only an amusing game.

From that standpoint any model that involved human performance
alone, i, e, , that had little or no cquipment reference, e. g., decision-
making models, or that involved equipment/system performance alone,
e. g., availability rnodels, was not germane to our purpose. Moreover,
since we were intercated in the relation between human and system per-
formance, any model that dealt only with an isolated subset of human
functions, even if these had an equipment reference, like manual control,was
also not germane, since systems do not function without the full range of
hurnan behaviors. In other words, if we want to predict the performance
of an operator in a cormmand/control system we cannot be concerned
solely with signal detection or solely with decision-making or solely




with tracking capability, atc. because the system involves all of these
in an integrated whole,

It was now possible to establish two major criteria of the models
to be selected for analysis: ‘ ‘

(1) The model {method) must be quantitative or attempt to supply
a quantitative value in some way related to the performance effectiveness
of the human component of a man-machine system. This automatically
eliminated purely qualitative models and thosc that described social (man-
man) systems; it also eliminated models concerned only with v .achine
cdmponents.

{2) The model (method) must describe or attempt to describe a rel-
atively full range of human behaviors, It may not handle all of them
equally well, and it may handle them only by implication, but we wished
to avoid models /methods specialized for a single function like Bayesian
decision-making or signal detection, etc. The reason for imposing this
constraint was simply that systems almost invariably require the full
range of behaviers; hence a model that could predict for only one or two
of these behaviors- even though it could do this superbly- would be mean-
ingless for our purposes.

It would have been possible to apply additional model-selection
criteria, such as: ‘

The model must contain explicit procedures for application to
actual systems; or : . !

The model must be predictive or evaluative rather than merely
descriptive. However, models vary in terms of the specificity of their
procedures, and only if the model was hopelessly general or abstract
was it ignored. Moreover, even if the model were not explicitly pre-
dictive or evaluative, if its results could be utilized for predictive or
evaluative purposes, it was considered. ' ‘
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B. CRITERIA FOR MODEL EVALUATION

Any analysis of the models described in this report inevitably involves
evaluation of these models and hence the application of evaluative criteria.
There is no possibility of avoiding 1ese because they are inherent in the
analytic process. Some might reject the concept of evaluation, but to do
this is to permit no selection of the better from the less good. The analyst
therefore has merely a choice between making his criteria overt (and thus
more susceptible to control) and allowing them to influence his judgments
unconsciously,

The hasic problem one runs into with evaluative criteria is that they
are unavoidably subjective, representing value judgments on the part of
those who analyze the models. Although there is no way of completely
eliminating this subjectivity, it is possible to attempt to constrain this
subjectivity by securing a consensus opinion from a large number of
qualified specialists as to which criteria are most important. This in

“itself can be considered a worthwhile activity, since it has never been

done before,
The proce‘dure adopted involved several steps:

(1) Analysis of evaluative criteria applied to models by other
workers in the field;

(2) Development of a comprehensive list of all potential criteria,
together with detailed definitions;

(3) Submission of the list of criteria to qualified specialists with the
request that they rank these in order of importance;

(4) Development of a subset of criteria for evaluating the models
reviewed in this report on the basis of an analysis of the re-
sponses made in (3).

In developing the list of potential criteria two questions arose:

(1) Should one be idealistic, and include all possible criteria, or
more pragmatic, and limit the selection of criteria to only
those that appear most important?

(2) Is it possible to expect to find agreement among a cross-section
of specialists with different orientations and uses for models?
This ties in with a point that will be raised a number of times in
subsequent discussion: that the choice of a model, based on its
'"goodness'', may well depend on the chooser's use-orientation,
or what he wants the model to do for him,

11




The first question was answered by attempting to be all-inclusive
(within limits, of course). Rather than the author exercising any a
priori judgments, it was decided to allow the "'experts' who would rank
the criteria maximum opportunity to express themselves,

The second question had to be answered positively; otherwise any
means of evaluating models would be impossible. If one adopts the point
of view that there are no general evaluative standards, it is impossible
to make any meaningful comparisons of models, because judgment
becomes purely idiosyncratic. We had to reject this point of view and
assume (hope, rather) that despite varicus points of view some generally
accepted standards exist among specialists of various persuasions. The
reader will see whether this assumption was justified,

In the development of the list of potential criteria a large number of
sources were consulted, three of which were most useful in supplying
criteria. The three sources are Altman (Ref. 1), Siegel (Ref. 5) and the
author's own criteria paper (Ref. 3). In order that the reader may see
the degree of commonality in the standards suggested by these three
authors, Tables 2, 3 and 4 list the three sets of proposed criteria. Note
the considerable degree of similarity among the three sources.

The various criteria examined appeared to fall into three classes:

(1) Those that describe how well the model corresponds to the
real world or predicts operational system performance.
Altman's "homomorphism' is an example of this, What
we are actually talking about here is the validity of the
model,

(2) Those that relate to the structure of the model being eval-
uated, e.g., its parameters, assumptions, outputs, etc.

(3) Those that describe how efficiently the model can be used,
e, g., its ease of use, its applicability early in the develop-
mental cycle,

On the basis of an analysis of the three criteria sources referred to
above, as well as other sources (which were, unfortunately, not as
productive) a list of 16 criteria was developed for submission to the sample
of respondent specialists, This is presented in Table 5,

Certain things must be said about these criteria. It recognized that
some of them are more abstract than others, that some are implied by
or dependent upon others, (i.e., if the model contains certain qualities,
then other related qualities must automatically exist in that model), We
make no apology for the less than completely satisfactory status of these
criteria, Criteria describing such complex qualities cannot be considered
hard and fast evaluative standards, However, they can be useful in
reviewing the models,

12
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TABLE 2

Altman's Criteria for Effective Quantification of Human Performance

a COMPREHENSIVENESS- -the extent to which quantification
techniques are capable of dealing with the full spectrum of
significant types and aspects of performance,

Roles-~-the variety of different kinds of performance (as
determined by systems functions or purposes) accounted
for.

Behavioral aspects--the variety of different stimulus
inputs, mediating processes, responses, and behavioral
feedback mechanisms covered.

Performance aspects-- the extent to which all of the rele-
vant dimensions ol performance are measured,

Design-performance correlation--the extent, nature, and

ease of translation between system design characteristics
and performance requirements.

Environment--the extent to which performance-affecting

environmental variables are taken into account,

Individual differences--the extent to which techniques

can deal with performance differences associated with
individual performers.

Developmental versatility--the variety of different stages

of design and development to which techniques can be
applied.

System versatility--the variety of different types of

systems to which techniques can be applied,

a EFFICIENCY--the extent to which performance quantification
techniques accomplish useful purposes without waste,

Data stores--the extent to which the legacy of information

avallable Irom previous experience is applied to new

situations.

Behavioral frameworks--the degree to and ease with which

commonalities from one set of performance requirements
to another are recognized,

13




e Flexibility of behavioral levels--the facility with which i
it 1s possible to gauge the size of behavioral units :
measured to the use to which measures will be put.

8 Sensitivity--the amount of impact design variations !
ave on performance estimates. i

e Ease of use--the reciprocal of costs involved in admin-
istration of performance quantification techniques.

a HOMOMORPHISM-~the extent to which the structure of
quantification matches the structure of performance in
practice.

3 e Directness--the clarity and ease with which quantitative
estimates can be understood within the context of actual
performance in the system.

® Lawfulness--the extent to which quantification procedures

1 are consistent with accepted principles of human behavior,

® Error detection and correction--the ability of quantifi-
cation techniques to account for performance error
being detected and corrected before full consequences
are felt,

® Dependent probabilities-~the extent to which quantifi-
cafion procedures are able to account for interdependen-
cies among performance requirements,

; & PRECISION--the closeness of agreement between quantitative
' estimates of performance and the actual performance which
occurs in systems operation.

® Objectivity--the extent to which quantitative procedures
are Iree from bias on the part of their administrators,

e Reliability--the extent to which quantitative procedures
agree from one independent application to another.

® Validity--the extent to which quantitative performance
estimates conform to expectations,

14
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TABLE 3

Siegel's Criteria for Evaluating Man-Machine Models

It is assumed that an effective method

1.

2.

Will yield numerical probability estimates,

Will allow statement of work sequences yielding low (high) reliability.
Is applicable early in developmental cycle.

Has practicality.

Has generality,

Is compatible with other human factors techniques; minimum
additional analytic requirements,

Has validity,
Has psychometric reliability.

Will yield time as well as probability value.

15




TABLE 4

Meister's Criteria for Evaluating Human Reliability Techniques

Usable by non-specialists,
Should not require excessively tedious calculations.

Should not require the application of performance data which are
not readily available.

Must lead to usable design recommendations.

Capable of being utilized at all stages of system development;
should be able to handle all system elements.

Answers must be formulated in task performance terms,

Capable of being validated by the collection of performance data
in the operational setting.

Outputs compatible with those of equipment performance predictive
techniques.

Capable of assimilating data from various sources.

16
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TABLE 5

MAN /MACHINE MODEL CRITERIA

This questionnaire is part of a Navy project (contract N00024-71-C-1257)
to develop a catalogue of models for predicting man-machine performance
(i.e., how effectively humans perform in operating and maintaining systems)
and to assess their usefulness,

In its broadest sense, a model is any physical or symbolic represen-
tation of a process; but for purposes of this study we define it more
narrowly as an organized statement of procedures for reproducing man-
machine systern operations symbolically by applying quantitative data to
the physical and behavioral elements of the model in order to predict the
resultant performanceof these elements when the model system is
exercised.

In orde to evaluate the many models that exist, it is necessary to
establish evaluative criteria; this is the purpose of this questionnaire. We
are therefore asking you to indicate the relative importance of the criteria
below for evaluating the effectiveness of these models, and also to add your
own criteria if you feel we have left any out,

Please read the criteria descriptions below and rank them in order
of decreasing importance. In other words, the most important criterion
would be ranked (1), the next most important criterion would be ranked (2),
etc. Although you may feel that two or more criteria are of apparently
equal importance, please do not give them the same rank, In order to
develop highly discriminating criteria, it will be necessary for you to
choose among thermn, however equal you may feel them toc be.

If you feel that we have left out any significant criterion, please add
it, describing it as clearly as possible, and rank it along with the others.
If you feel that any of the criteria below are insignificant or irrelevant,
put an X beside it, and do not rank it.

One last caution. When you consider these criteria, please think of
a model which ideally satisfies your concept of what a model should be
and do, not of actual models that you are personally aware of and any
defects they may have. Please read and consider all the descriptions
below before you rank them.

17




RANK

Compatability

The quantitative output of the man-machine model (that is,
after it has been exercised) should be capable of being compa -
tible with or combined with other system outputs like equipment
reliability measures to yield a measure of total system perfor-
mance. For example, if the output of the system model is the
probability that an operator will accomplish a particular job,
this measure should be capable of being combined with the
probability of equipment failure in the same systemn,

System Development Applicability

Exercising the model should yield results which are useful in
answering system development questions, such as: the comparison
of alternative system configurations; the selection of equipment
design characteristics; the determination of training requirements;
or the determination of the manpower needed to run the system.
Although the model results need not be phrased directly in terms
of such recommendations, it should be possible to derive these
recommendations from model outputs,

Timin}

The model technique should be capable of being applied (used)
early in system development (e. g. , conceptual planning stages)
as well as in later, detail design and testing stages,

Ease of Use

Personnel who do not specialize in model building (as well as
specialists, of course) should find it possible to exercise the
model and derive answers with only that reasonable effort
required to learn the technique., In other words, the model
should not require such specialized background knowledge as
complex mathematical techniques or sophisticated computer
programming,

18
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Comprehensiveness

The model should be applicable to (supply answers for) a variety
of equipment systems (e.g. , command/control, fire control,
sensing, etc.) and to a variety of behaviors (perceptual, motor,
cognitive); and should account for the performance of operator/
maintenance teams as well as individuals, individual differences
among personnel, varying enviroaments and the effects of a
number of task performance variables,

Technique Availability

The model should be able to make use of outputs from conventional
human factors analytic techniques, such as task analysis or
operational sequence diagrams. It should not impose a require-
ment for special types of analyses other than those currently
available to the man-machine specialist.

Data Availability

The model should be able to make use of data to perform its
operations (i. e., to exercise the model) that are reasonably
available from common sources. It should not require the per-
formance of elaborate or time consuming or costly additional
studies to gather the necessary data.

Effectiveness

The ability of the model to predict man-machine performance
with some degree of effectiveness should be demonstrated by
comparing the model outputs with data from an external criterion.
For example, the predictions c.f a command/control model might
be compared with empirical data from an actual command/control
system. Note that we do not use the term validity for this
criterion because it is considered that no man-machine model
presently is or can be assumed to be completely valid, The
criterion assumes only two things: (1) attempts should be made
to demonstrate model effectiveness; (2) some degree of model
effectiveness (enough to suggest that the model has potential)
should be found,
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Assumptions

The assumptions made by the model and ite procedurea for
opuration should reasonably accord with or at least not violate
generally accepted behaviorval principlens,

Clar__iu

The model structure should be such that goala, assumptions
and procadures for exercising the model should be aufficiently
detailed and clear that they can be readily undevatood and uned
by others than those daveloping the modoel,

Internal Consistency

The model structure must be such that goals, assumptions and
procedures for exercising the model are consiatent with vach
other,

Reliability

The model should possess reasonable reliability, defined as:

(1) different users of the model technique should obtain the same
results when applying the technique to the same system; (&) com-
parable (although not identical) results are achieved by the same
user when the model is applied to several similar systems,

Job-Relatable Measures

The model should supply outputs which can be directly intorpreted
in terms of relevant system job performance (e.g., accuracy,
error, task completion time, recaction time, etc.). In other
words, the outputs of the model should be phrased in terms of
measures that are directly relatable to actual system job perfor-
mance,

20
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Intevvening Variables

It intervening vaviablen (o, ., aptituden, cognitive tactorna)
are utilined in the model, thene ahould be Hnked to and trann.
latable into ohinervable ayntem behaviova,

Ohjectivity

The proceduras for exercining the model and deriving model
outputa whould he auch that they are subastantially uninfluenced
by subjective processas on the part of the model uner,

Analyais and Synthaaia

The model should, where required by the nature of the pre-
diction proalam, contain analytic procedures capable of hreaking
down larger unita of behavior (e, g, , functionsa) into amaller onea
(e.g., tanks); and of combining (aynthesiaing) measures of more
detailed behavioral unita to create meawuras of more molar
behavior-units. For example, if it ia desired to predict par-
formance at the task level, it ahould be poasible to decompose
functions into the taasks of which they are compoaad in order to
output task-relevaut data; and, converaaly, to take tho task
outputs and combine them to derive function outputs,




Othern, (Add your own, defining them an procisely as posnible, )
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The questionnaire presented in Table 5 was sent to a list of 52 poten-
tial respondents, representing a cross-section of governmental, industrial,
academic and consultant personnel selected because of their seniority in
their respective ficlds, The list was developed by the author and checked
by the technical monitor for the project, J, P. JTenkins, and his ataff.

Of the 52 specialistas to whom the questionnaire was sent, about 42
responded; their names are listed in Appondix A, We say '"about 42"
because several specialists responded whose rankings could not be used
because thay did not follow instructions, On the other hand, several
respondents induced members of their staffs to complete the questionnaire,
which added to the total N, Taking 42 as the number who responded, the
percontage of return for this questionnaire was approximately 80%, which
is quite high for a mailed questionnaire,

The reader will note that respondents were asked simply to rank the
criteria in order of importance and to eliminate tie-ranks to avoid
clustering of responses, Several respondents asked why the questionnaire
did not require paired-comparison selections, or ratings of each criterion
on & scale of importance, Neither of these alternatives was selacted,
although aither would have been preferable to forced choice-rankings;
howaver, it was felt that if excessive demands were made on respondents,
too many would fail to respond,

Provision was made for respondents to add any criteria they felt were
not included in the list of 16, and to eliminate any criterion which was felt
to be irrelevant, About 10% of the respondents each suggested as many as
four additional criteria; however, many of these duplicated the criteria in
the questionnaire (although in different words), Of the 672 criteria ranked
(42 respondents x 16 criteria), only 25 were eliminated as irrelevant, or
leas than 4%, suggesting that the overwhelming majority of respondents
felt that the criteria presented were relevant,

Table 6 and Figure | prasent the results of the analysis of the
responses, In additinon to the mean and standard deviation of the rankings
for each criterion, Kendall's W coefficient of consistency Ref. 6) was
applied to the matrix of 16 x 42 criterial rankings., The purpose of the W
analysis was to determine whether there was overall agreement among ~
respondents as to the relative weighting they would apply to the various
criteria, The W value was , 36, which, with an N of 16, is significant at
the . 01 level, Tnaspection of the ''raw' rankings in the 16 x 42 matrix
also reveals a high degree nf correspondence among the rankings. Thus,
our original fears that there would be wide disagreement among specialists,
based on differences in professional orientation, turned out to be unwar-
ranted,
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TABLE 6
Summary of Rankings Given to Potential Criteria

STANDARD
CRITERIA MEAN DEVIATION

Real World Correspondence

Effectiveness

Reliability

System Development Applicability
Job Relatable Measures
Compatability

O‘@:&WN

N No—~-J®

Model Structure

Intervening Variables
Analysis and Synthesis
Internal Consistency
r Comprehensiveness 1

— pes
~3 @0 = ~ =t
L]
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Assumptions
Objectivity

Model Use

Clarity 9.2
Timing 9.9
Ease of Use 10,4
Technique Availability 10.8
Data Availability 8.7
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Recalling the three classes of criteria noted previously, the 16
criteria can be divided as follows:

Those involving real-world correspondence:

(1) Effectiveness;

(2) Reliability;

(3) System development applicability;
(4) Job relatable measures;

(5) Compatability

Those dealing with model structure:

(6) Intervening variables;
(7) Analysis and synthesis;
(8) Internal consistency;
(9) Comprehensiveness;
(10) Assumptions;
(11) Objectivity

Those describing rmodel use:

(12) Clarity;

(13) Timing;

(14) Ease of use;

(15) Technique availability;
(16) Data availability,

Table 6 and Figure 1 indicate that 4 of the 5 real world correspondence
criteria were ranked highest; the only exception is job relatable measures,
thus indicating that specialists place most emphasis on the capability of
behavioral models to predict efficiently. The situation is a bit more
muddled with the other two classes of criteria, Of the 6 model structure
criteria, 3 were considered on the whole as being least important; however,
internal consistency and assumptions followed hard upon real-world
correspondence criteria,” Model use criteria occupied a somewhat inter -
mediate -low position in the rankings.

These judgments must be tempered by the high degree of response
variability found, as shown in Figure 1, Differences in criterion
weighting corresponding to differences in professional orientation show
up markedly, However, greatest consistency (as shown by smaller
standard deviations) is present in real-world correspondence criteria.
Although a measure of the significance of differences between rankings
for individual criteria was not attempted, it is apparent that the 4 real-
world correspondence criteria are markedly set apart from the remaining
criteria, whose ranks are closely bunched together,
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What can one say about the results of the questionnaire responses?

(1) There appears to be general agreement that criteria describing
how well models predict or relate to real-world performance are most
important;

(2) Specialists feel that model structure is of less importance than
model use;

(3) There is a high degree of variability in rankings of the importance
of the various criteria which tends to support the suggestion that the way
in which one views a model depends to a large extent upon one's professional
orientation and the use to be made of the model,

Based on the preceding analysis and partly in consideration of the
practical problems of applying criteria to models, a number of criteria
among those tested were selected to evaluate the models reviewed in
this report.

Of the 16 criteria originally developed, 7 were finally selected,
soveral of these being combined because they seemed to represent
different aspects of the same criterion,

Two of the criteria selected (validity and reliability) achieved the
highest ranking in the responses made to the questionnaire, and had the
lowest variability in responses, The criterion of system development
applicability, which had the next highest ranking in the responses, was
considered to be related to a number of other criteria, i,e,, cuniprehen-
siveness of systems/task being evaluated, and to timing, i.e., stage of
system design at which the model could be applied, In consequence a
third criterion was developed, also termed system development applica-
bility, which consisted of the original system development applicability,
comprehensiveness and tir 'ng criteria, A fourth criterion was developed,
termed model characterist .cs, which combined the original objectivity
criterion and a new criterion which appeared to represent the essential
discernable feature of the former criteria dealing with assumptions,
clarity, internal consistency and intervening variables. This last (new)
criterion relates to the extent to which the structure of the model was
described in detail,

The other criteria were eliminated because it appeared that they
would not discriminate among the models (i.e., all the models possessed
the quality in common) or because it would be inordinately difficult to
make the judgments required. For example, it was assumed that all the
models output job relatable measures, Criteria dealing with the indi-
vidual aspects of model structure were considered overly complex to
discriminate in their original form,

27




Originally it had been intended to scale the four evaluative criteria
and thus to provide a quantitative evaluation of the models reviewed. On
more reasoned reflection, however, this seemed unwarranted, since the
subtleties of the models make scaling of their dimensions largely unin-
terpretable.

Table 7, however, which presents the criteria finally selected does
suggest that a model may possess different amounts of each criterion
quality. The criteria listed in Table 7 are the basis for the Evaluation
subsection concluding each model description,
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TABLE 7
CRITERIA FOR EVALUATING PREDICTIVE MODELS

VALIDITY

Validity is defined as the demonstration of (or the attempt to demon-
strate) the model's ability to accomplish the objectives for which it was
developed. It is considered (1) that no technique is likely to be completely
validated, but that degrees of validation exist; (2) that there are various
ways of validating a technique, among which are formal experimental
studies, correlational studies {(concurrent validity) and application to
system development problems; (3) that the most effective validation is
prediction of an effect which is then demonstrated in the '‘real world",

-- No validity data exist or are available, nor has the method been
applied to system development problems.

-~ Although formal validation of the method has not been performed,
the method has been applied to system development problems and
users report reasonable success in its application.

-- Formal validity studies have been performed and show a reasonable
degree of correspondence between predicted and observed values.

-- The method has been formally validated and has been successfully
applied to system development problems.

RELIABILITY

Reliability is defined as the ability of various users to apply the
method with reasonable consistency among the users and to achieve com-
parable results when the method is applied to several similar systems.
It is councidered that (1) the most effective demonstration of reliability
is a formal correlational study but that (2) r :ports by users indicating
consistent results are also acceptable as demonstrating reliability,

-- The method has never been utilized by anyone other than its developers,
nor are data available reflecting on the consistency of its use by differ-
ent analysts.
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-- The method has been applied by various analysts and although no
formal reliability studies have been performed, it is reported that
the method can be applied by users.

-- Controlled studies have been performed that indicate that the method
can be applied with reasonable consistency by various analysts.

-~ Controlled studies indicate that not only do various users get con-
sistent results in applying the method, but that when the model is
applied to similar systems, consistent results are achieved.

SYSTEM DEVELOPMENT APPLICABILITY

This criterion is composed of three dimensions. Dimension A
measures the applicability of the method to various types of equipment/
system/tasks/behaviors. Dimension B measures the applicability of the
method to various kinds of system development uses. Dimension C
me..sures the applicability of the method at various stages of design,

In A the types of tasks to be considered are: discrete and continuous
(e. g., tracking) tasks; perceptual, motor and cognitive behaviors. In B
the types of system: development uses the method can be applied to are:
evaluation of operational systems; prediction of future system effective-
ness; comparison of design configurations; design analysis and redesign
suggestions; selection/training requirements. In C the stages of system
design are operational only; later design only; all stages.

A, Comprehensiveness

-- Methed is limited in its application to specific types of equip-
ment/systems (within its field of specialization to operability
of rmaintainability),;

-- Model is limited in its application to specific types of behaviors/
tasks (again within its field of specialization to operability or
maintainability)

-- Model can be applied to all types of equipment/systems /tasks/
behaviors.




B. Applicability

-- Model does not predict future performance put only measures
on-going system performance;

-~ Model does not output a prediction of equipment/system or
mission/task effectiveness, but is descriptive only of future
system performance;

-- Model outputs a prediction of equipment/system/mission/task
performance effectiveness, but cannot be used (or used only
with difficulty) fior other purposes (e.g., design analysis, train-
ing/selection requirements);

-- Model outputs a prediction of system performance effectiveness
and can also be used for other purposes such as design analysis,
etc.

C. Timing

~- Model can be applied only to systems that have become opera-
tional.

-~ Model can be applied only to systems in their later stage of
design.

-~ Model can be applied to systems in early as well as later stages
of design.

MODEL CHARACTERISTICS

The characteristics of the model are based on two dimensions, A,
objectivity, B, definition of structure. All other things being equal, a
model is assumed to be best which requires fewest subjective judgments
(and the method of securing these should be explicit); and whose concep-
tual structure (assumptions, parameters, etc.) are explicitly defined and
described in detail.
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A, Objoctivity

—— s

== Model requiven many subjective juadgmenta and the method ot
nocuring thewe i not exphiest, .

== Model roquives mome or only a tew subjective judgiments bl
the method o securing them {a not explicit,

-« Model requirens some or only a foew aubjective judgmonta bat
the mathed of securing theae i highly explicit,

== Model regquives practically no subjective judgments at all o
it application,

B, Structure

——————————s - Y—

-- The assumptions a1 parametors underlying the model are not
explicitly defined oo described in detail,

-- The assumptions and parameters underlying the model are
explicitly defined and describd in detail,
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SHOCTION LI

DESCRIPTIONS OF THE PREDICTIVI MODKLS

The modela deacribod tn this veport are liated below (n the order
in whivh they are preaented:

A, Oporability Prediction Modals

S e

Lo Analytic Methodn

(1) American Inatitute for Reararch (AIR) Data Storoe

() THERP-Tachnique for Human Ervor Rate Prediction

(1) TEPPS-Tachnique for Katablishing Personnel
Porformancae Standareda

(1v) Pickrel /McDonald model

(V) Berry/Wulff imodel

(V1) Throughput Ratin

(VIl) Aakren/Regulinaki model

(VIll) DEl-Display Evaluative Indux

(IX) Personne! Performance Metric ‘
(X) Critical Human Performance and Evaluative Program(CHPAE)

2. Simulation Methods

(1) Digital Simulation model

(I1) TACDEN

(111) Boolean Predictive technique

(IV) MOS -Human Operator Simulation

(V) ORACLE -Operations Research and Critical Link
Evaluator

(VI) Personnel Subsystem effectiveness model

B. Maintainability Prediction Models

(n ERUPT-Elementary Reliability Unit Parameter Technique
(II) Personnel Reliability Index
(III1) MIL-HDBK 472 prediction methods

We do not maintain that this collection of models represents all those
that might exist; they are,however, all that we could find, To be com-
pletely safe,therefore, the set of methods reviewed in this report should
be considered only as a sample of all existing models. However, because
of the many sources that were examined, it is felt that the ones included
represent the greatest majority (e.g., 90%) of presently available man-

PRECEDING PAGE BLANK .
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machine system effectiveness models, especially of those published in
the "opuen'' literature. Among them, moreover, are those best known to
workers specialising in the area.

As far as sources that were examined Lo locate models, the following
possibilities were canvassed:

(1) Letters were sent to other specialists requesting leads.
(2) The published human factors and reliability literature was

reviewed, e.g., Ergonomics, Human Factors, J. Applied Psychology,
Annals of Reliability and Maintainability, government reports, etc.

(3) The American Psychological Association performed a computer
scarch of its abstracts for the author. However, this covered only the
last three years because its information retrieval system is still in
embryo form,

(4) Various other abstracts and review documents were persued.

(5) Finally, a notice was published in the Human Factors Bulletin
(a journal of the Human Factors Society), requesting anyone developing
or aware of a behavioral systern effectiveness model to contact the
author,

The list above has been divided between models that predict system
operability (i. e., the ability to operate the system) and those that predict
system maintainability (i. e., the ability to perform maintenance on the
system) and system downtime,

The operability models are further differentiated in ter ms of whether
they (a) develop predictive indices by analyzing data banks to select and
assign an appropriate value to the behavioral unit being predicted or (b)
develop predictive indices by simulating behavioral processes (usually
on a computer). Category (a) operability models do not employ simula-
tion methods; category {b) models do. Obviously analysis is involved in
both types of models, if only in performing the task analysis which is the

customary exordial phase in development of the terminal prediction. How-

ever, the reason we call the first category "analytic' is because the
determination of the predictive value (e.g., .9997 for task X) is made
only on the basis of an analysis of available data. For example, in the

AIR methodology one must select frorn its Data Store the predictive values
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corresponding to the significant characteristics of the equipment com-
ponents involved in the task. Once those values are selected, the terminal
task/equipment/system prediction is determined solely by combination of
the original selected value(s). Obviously simulation models make use of
data banks, but in their case the analysis phase is followed by a simula -
tion phase (which corresponds to the combinatorial phase of the analytic
models) and the development of the terminal task/equipment/system pre-
diction arises directly from that simulation, not from the analysis.

The maintainability models reviewed are primarily analytic (the
one possible exception being Siegel's NMersonnel Reliability Index as
applied to his 1-2 man digital simulation model).

The above distinctions are made without prejudice to the fact that
computers may be used in the combinatorial operations of the analytic
models. The essential distinction is that in one case computers are used
to simulate behavioral processes, in the other case they are not so used.

There are other ways of characterizing these models, for example,
in terms of the range of behaviors and tasks they cover, but the categories
selected seem to be the most meaningful.

The following are the category headings around which the model
descriptions are organized:

Introduction A capsule description of the model designed to orient
the reader to further details. This section includes any special charac-
teristics that distinguish the model being described.

Goals Describes what the developer of the model is attempting to
do with the model. This is important because the model can only be
evaluated in terms of what its objectives are. This section ties in with
a later section on Anticipated Model Uses, because only if one knows
what the model is designed to do can one ‘ask whether these goals are
actually accomplished. The implications of these goals in terms of what
they require in the way of model assumptions, parameters, procedures
and data are examined.

Assumptions This section describes any behavioral or non-
behavioral assumptions which the model makes. These are examined
in terms of whether they are reasonable (accord with experimental
evidence or real-world experience)., If model assumptions are unrea-
sonable, doubt is cast on the validity of the model. This section also
contains any definitions of special terms used by the model.
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Methodological Scope This section asks whether the model will
cover the range of tasks and behaviors commonly found in systems. In
particular, the question is asked whether the model will deal with con-
tinuous as well as discrete tasks; with cognitive as well as perceptual/
motor behaviors; with the range of systems commonly found in the
military, e.g., command-control, sensing, piloting, utc,

Parameters This section asks what the elements of the model
consist of and any factors that play a significant role in the operation of
the model. For example, certain models make a gpecial point of stress
as a factor in mission accomplishment, The implications that these T
parameters have for such things as data requirements or type of output
measure are also examined,

Data This section includes subsections on input data required, the
sources of those data and outputs of the niodel, Specifically, we ask:
what kinds of input data are needed; how easy or difficult is it to secure
these data; is a data bank required or not; what kind of measures does
the model output; how useful are these measures?

Procedures for Model Application The main subsections are: (1)
analytic method; (2) method of synthesis; (3) the behavioral unit to which
data apply. Analytic method refers to the manner in which the model
user must analyze the system in order to define the behavioral unit being pre-
dicted and to determine what dimensions the input data should have, Method of
synthesis deals with the process that, given that the model user has analyzed
the system down to its component units (e.g., behaviors, equipment
components) to which predictive data will be applied, he uses to recon-
stitute or rebuild lower level units into higher ones. The section de-
scribes the analysis-synthesis process and what its implications for data
outputs are. Finally the section asks to what behavioral unit (presumably
the most molecular) the predictive data are applied?

Anticipated Model Uses This section deals with what the model can
be used for, in terms of the goals already noted. The model's applica-
bility is discussed in terms of the following potential uses: prediction of
system effectiveness; design analysis; manpower selcction; and training
requirements. This gection examines how effectively the model can
accomplish its goals and satisfy system development requircments,

Validation/Application Studies  The evidence for the validity and
applicability of the model is examined in terms of formal studies per-
formed and the various systems to which the model has been actually
applied. The adequacy of the validation evidence is examined.
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Summary Evaluation 'This section sums up the preceding examina-
tion of the model and presents an evalaation of the model in terms of the
criteria described in Table 7,

In order for the reader to evaluate the following model descriptions
correctly he should know that most of them were submitted to their de-
velopers in preliminary draft form for review, This permitted correc-
tion of any technical inaccuracies and also allowed developers to comment
on and rebut any judgments made by this author. Ina few cases the
whereabouts of the developers were unknown and so they could not be
contacted. However, all but one or two of the operability models were
presented to their developers for review and their comments, if they
were made and were appropriate, have been included in the written de -
scriptions. This could be done, however, for only 2 of the 6 maintain-
ability models.
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I. INDEX OF ELECTRONIC EQUIPMENT OPERABILITY
(AIR DATA STORE)

INTRODUCTION

The Data Store was developed in 1962 by the American Institute for
Research (AIR, Dr. J. W. Altman and a number of colleagues). Basically,
it consists of a compilation of data desgcribing various characteristics of
controls and displays and is phrased in terms of the probability of suc-
cessfully operating these equipments as a function of their characteristics.
The minimum time needed to operate the equipment, together with in-
crements of time required by individual equipment characteristics, is
also provided. Figure 2 presents a sample Data Store card for a class
of controls (joysticks). After system tasks have been analyzed to deter-
mine applicable equipment characteristics and behaviors, the probability
and time information provided in the Data Store, derived from a review of
relevant literature, is applied to these characteristics and behaviors.

A measure of equipment operability is developed by multiplying the pro-
babilities for the individual equipment characteristics and behaviors (and
adding the times needed for their operation) to determine the operability
of each task., Individual task reliabilities are then multiplied to determine
the operability of the entire equipment or system under consideration.

The preceding paragraph is merely a gross description of the method;
further details are given in the remainder of this section; and for the most
complete description of the method, readers are urged to refer to the
source documents listed at the conclusion of the section,

GOALS

The goals of the technique are to:

"l, Predict the time and reliability (accuracy) of operator
performance.

2. ldentify specific design featur es which degrade operator
performance.

3. Provide general guidance concerning selection and
training of operators for evaluated equipments. "
(p. 3, Ref. 3)

PRECEDING PAGE BLANK ,
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Base Time =

TIME ADDED
(sec)

1.50

0
1.50

1.00

JOYSTICK

(May move in many planes)

1.93 sec

RELIABILITY

Figure 2.

0.9963
0.9967
0.9963

0.9981
0.9975
0.9960

0.9999
0.9992

o

. 9990
. 9950

(=]

(=]

. 9967
. 9963
. 6957

o=

™

Stick length
(a) 6-9 in

(b) 12-18in
(c) 21-27 in

Extent of stick movement
(Extent of movement
from one extrerne to the
other in a single plane)
(a) 5-20 degrees

(b) 30-50 degrees

(c) 40-60 degrees

Control resistance
(a) 5-101b
(b) 10-301b

Support of operating
member

(a) Present

(b) Absent

Time delay (time lapse
between movement of
control and movement
of display)

(a) 0.3 sec

(b) 0.6-1,5 sec

(c) 3.0 sec

Sample Data Store Card
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Other goals are implied in the criteria which guided development of
the operability index (p. 3, Ref. 3). For example, one of the criteria was
that specific design features should be explicit in the evaluation process,
so that the model should be a diagnostic as well as an overall evaluation
tool. Moreover, it was intended that every factor of known importance
should be included in the procedure.

We shall see later whether all these goals can be accomplished by
the method. We should point out, however, what thes. goals imply.

The . .erability index is a prediction of operator performance in
relation to specific tasks and operations required by the system mission.
Although it might be possible to consider the index as a somewhat arbi-
trary figure of merit for equipment (in much the same way that Siegel's
DEI measure can be considered), the developers insist on its relation-
ship to actual operator performance. Consequently, in evaluating the
index, its assumptions and parametric interrelationships can be consider-
ed reasonable only if they conform to what is known about human perfor-
mance.

The goals of the technique also include design diagnosis and selection/
training information. In evaluating the adequacy of the method it is there-
fore necessary to consider whether one can indeed secure meaningful
information from the index relative to design diagnosis and selection/
training.

The above statements are made, not to disparage the Data Store
technique, but because there seems to be a general tendency on the part
of model/method developers to extend the goals of their methods beyond
what may reasonably be expected of these techniques. A technique may
be of considerable value for a limited objective; but if the objective is
extended to cover a wide range of uses, the technique may suffer because
it cannot live up to all that is expected of it,

ASSUMPTIONS
The following assumptions are implicit in the technique:
1. Operator performance is influenced by molecular equipment

design features, e.g., joystick length, Recall that one of the criteria
applied in the development of the index was that all factors of known
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importance should be included, Obviously, operator performance is
directly or indirectly influenced by a multitude of factors. However, the
fact that the Data Store includes primarily molecular cquipment features
suggests one of two possiblilities: either the developers feel that only
design features are significant for opurator performance; or the Data
Store structure is influenced by the availability of design feature infor-
mation in the literature and the non-availability of information on other
factors in that literature. The sccond suppoaition is probably correct:
the Data Store was developed on the basis of only 164 studies,

Although more molar proceasses are implied by the Data Store (see
the mediating processes included), the amount of data on these molar
processes in very slight- which is probably a reflection on the
ddequacy of the literature, However, the inability to include central
processes (¢. g., task factors such as specificity of inatructions, amount
of feedback, etc.), means that the claim of the induex to purformance
prediction can be accepted only in part. Obviously it fails to conaider
many factors which do influence performance,

If one were using the index solely to evaluate human engineering
adequacy, inatead of predicting operator parformance (the two are vastly
different in scope), the failure to include central processes would be far
lass important.

2. Behavior can be broken down into.a Stimulus-Organiam-Reaponse
(SOR) framework ("O'" refers to the central processes referred to in (1))
and each aspect can be handled separately, i.e., can be measured scpa-
rately for information reception, internal processing, responding. This
means that behavior at a molar level must be broken down into these
individual elements and then resynthesized. Table 8 (Behavioral
Levels) illustrates the analytic process and the recombinations required
to get from dimensions to mission performance (what we call synthesis),

A major aspect of the model (we use the term to refer Lo S-0O-R {rame-
work rather than to the overall technique) must therefore deal with this
analysis -synthesis process., A basic question that must be raised about
this assumption is:

Can one in fact meaningfully extract behavior dealing with information
reception without simultaneously considering its effect on responding, its
relationship to internal processing, and vice versa?




TABLE 8

Behavioral Levels

Mission: operate fuse jammer
Phase: prepare for cperation
Task: activate amplifier
Behavior (or step): throw Sl1 to ON position
Aspects of Behavior: (inputa, mediating processes, outputs)
Componeuts: (specific categories of an aspect) toggle switch
as 4 component of output
Parameters: (relevant characteristics of componenta)

angle of the throw from position, as a parameter of
the component toggle switch

Dimensions: (specific values or characteristics of

paramaeters) 40°

If the operator looks at a display, is not his performance in viewing
that display determined not only by the physical characteristics of the
diaplay but also by his mental set, the type of perceptual task he must
perform in relation to that display, etc? Which means, in effect, that
any perceptual performance value in the Data Store also includes (or
must include) a value representative of the central process determining
the operator's perception,

Similarly, in synthesizing the performance of the operator to describe
more molar tasks, (going from dimensions to the mission), the question
one must ask is whether a combinatorial process which assumes indepen-
dence of the S-O-R elements is in fact tenable,

During the process of analyzing system/mission operations (as in
Table 8) itis necessary to decide which behavioral parameters and
dimensions are relevant to the behaviors being studied, We do this con-
atantly in using task analysis methods, which suggests that it would be
unfair to ~riticize the AIR miethod for this requirement, However, the
parameters and dimensions from which one must select the ones relevant
to a particular task are limited by those included in the Data Store. In
other words, the Data Store parameters and dimensions may be insuffi-
ciently inclusive. (This was implied previously in referring to the lack
of data on mediating processes, )
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3. Our comments so far have focussed on the interaction among
behavioral parameters, The developers of the method recognize (p. 7,
Ref, 3) that the consequences of this interaction are unknown and that
this is a major limitation of the approach. They indicate that the deter-
mination of interaction effects is currently beyond the state of the art.
However, they assume that "interaction effects will tend to balance out
so that results of evaluation will not be consistently in error."

One must ask whether this last assumption (balancing out of inter-
action effects) is a tenable one. Does the literature indicate that statis -
tical interaction effects are generally non-significant? (Incidentally,
one wonders whether it would be possible to take account of statistically
significant interaction effects in the original studies to modify the pro-
bability valucs associated with the various dimensions ?)

The assumption of non-significant interaction effects considerably
simplifies the methodology and it may in fact be necessary to accept it,
if one is to do anything practical with a data bank developed on the basis
of experimental studies, If we are reluctant to accept this assumption,
it is because the complexity of human behavior strongly suggests impor-
tant interaction effects,

4. Ideally, because the AIR model breaks behavior down into its
S-O-R elements, it follows that data should be secured that reflects those
behavioral elements, e. g., data describing visual perception, decision-
making, psycho-motor performance, etc. However, the data that are
available do not describe these behavioral aspects (or at least in the
experimental literature they are so scattered across or contaminated
by machine variables that one cannot readily equate performance with
behaviors independent of machine variables). As a consequence, it is
assumed that ''a careful study of the sources of machine outputs would
provide the information concerning the range of stimuli with which man
would be expected to cope. Similarly, a study of machine inputs, essen-
tially controls, would identify a majority of the characteristics of man's
response,' (p. 6, Ref. 3). In other words, the range of perceptual
behaviors included in the Data Store is determined by the characteristics
of machine sources of stimuli, and similarly response behaviors are
determined by machine mechanisms of responses. One may ask whether
one can in fact equate a behavior with the machine characteristics that
lead to or influence that behavior ? More pragmatically, what this leads
to is that the range of behaviors considered by the Data Store is essen-
tially determined by available machine displays and controls and even
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more by those controls and displays which were selected for perfor-
rnance testing by experimenters,.

The fact that machine characteristics are used to organize behavior
values means that central processes are likely to be overlooked. On the
other hand, since one cannot isolate behavioral responses from the stimuli
(e.g., equipment characteristics) that elicit them, there is some
justification in using these equipment characteristics to determine the
range of the behavior responses. Our objection is directed more to the
fact that all of the dimensions relevant to equipment are not included in
the Data gTore, because experimenters have not systematically tested
all of the available dimensions. (This is not mere carping; a data bank
must be examined in terms of the parameters it includes.)

5. The conceptual structure implied by the S-O-R framework in-
volves for the AIR developers four levels of classification: aspect of
behavior, components, parameters and dimensions. For definitions of
these, see Table 8. Itis important to note that aspects of behavior
represent S-O-R elements at 2 very gross level. Aspects are not equi-
valent to individual functions, such as detection, classification, counting,
etc., but to complexes of behavior such as perception. In consequence,
individual differences in behavioral functionsl are ignored, although it is
well known that they influence perception or motor responses considerably.

It is understandable why differences in behavioral function are ignored
in the Data Store structure: the performance in the Data Store is organized
by machine characteristics {components, parameters, dimensions) and for
these individual functions are irrelevant. In other words, the characteris-
tics of a meter, for example, remain unchanged regardless of the mannzr
in which one views the meter.

One side effect of ignoring the individual functions is that the Data
Store model does not provide explicit guidance with regard to the iden-
tification of functions, tasks, and subtasks; in other words, how one
should go about breaking down gross system operations into the behavioral
units to which one attaches performance estimates is not indicated, al-
though the general principles are those of task analysis,

l. (e.g., whether one is viewing a CRT display- perceiving- to count
the number of data items of a given category vs. viewing that dis-
play to add new data)
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6. If one looks at the Data Store structure (see Figure 2 ), it
would appear as if each of the equipment dimensions had a performance
reliability of its own. This is not true. The value provided represents
the effect of that dimension or characteristic on the operator's overall

performance. In other words, a performance reliability of . 9999 for

a given dimension presumably means that 1 out of 10, 000 times an crror
would occur as a result of the given dimension. It does not mean that if
that equipment dimension is included in a design that the operator's per-
formance will be .9999. It does not mean that one can describe the
operator's performance in a given task by means of that single dimen-
sion, because many dimensions will affect that performance. Since the
individual dimensional value does not represent the operator's perfor -
mance, but rather the effect of that dimension on his performance, it
does not reflect operator performance directly and is actually what can
be termed a ''constructed' index, one which assumes a meaning because
a decision has been made to give it that meaning.a

7. The effect of that dimension is assumed to be independent of
any other dimensional effect of a given parameter of the same component.
This assumption is crucial for the process of synthesizing or combining
subtask and task values to secure an equipment or system value. The
independence assumption is related to the assumption that interactive
effects between parameters cancel out. If they do, then independence is
a viable concept.

The assumption of independence permits application of the "product'
rule (i, e., multiplication of the individual equipment/task probabilities.
Ropi "Ty X ryp X ry3, etc., where t; is the ith task; Rtn = rg X

rsz X rs3. etc,, where rg = step reliability, Rsn = rCl x rCz X rc3,
etc,, where ¢ = component., R = the reliability of the selected rele-
vant dimension, where p = paral}neter. This means that the reliavility
of any operation i is a function of the individual reliabilities of the tasks
comprising that operation. In turn the reliability of task i is a function

of the reliabilities of the individual components used in that task; the

2. All of which raises a question that has both theoretical and practical
interest. Constructors of data banks must consider what the relation-
ship of the parameters included in their banks is to predicted task
performance.
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celiability of the component is a function of the parameters that apply
to that component; and the reliability of each parameter is assigned on
the basis of whichever dimenasional value is sclected as applicable to
that parametor. Figure 3 sumn.arizes the process,

In general, workers in the ficld have not accepted the independence
assumption. Behavior is, if anything, interdependent rather than inde-
pendent, However, independence is often to be found underlying man-
machine prediction models because the complexity posed by interdepen-
dence is very difficult to handle with present modeling concepts and
data,

One of the side effects of the independence assumption is that each
additional task, component and prarameter decreases the predicted re-
liability of the operation. Moreover, one element with a substantially
reduced reliability will significantly lower the estimated reliability of
the entire operation, even if all the other elements are quite high. This
has highly undesirable effects in attempting to calculate the performance
reliability of a complex equipment or system. As the number of com-
ponents and tasks increases, the multiplicative process tends to degrade
the estimated reliability of the overall operation to values far below what
one would realistically expect of that operation. We shall see similar
effects manifested in TEPPS.

8. We shall discuss the output metric later, but it is instructive

.to consider what the probability value derived for a component or task

really means. The metric is derived from errors made in the original
experimental study, so that it is assumed that r » ] minus the error
frequency., As Regulinski (Ref. 4) has pointed out, this assumption
applies only under very rigidly delimited conditions. But we should
continue further to ask what the probability value means, even if the
assumption holds. If the value reflects the probability that the act being
described will be performed without error, then it assumes that every
error on which the metric is based has significant effects on operator
performance. This is highly unlikely because acts may often be perfor-
med erroneously and still be completed successfully. Many errors have
non-significant effects (e. g., they do not fail the mission) or errors can
be noted by the operator and the acts redone correctly. From that stand-

point the Data Store methodology is not a completely efficient predictor
of behavior,
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If we have gone into as much detail as we have in relation to the
assumptions made by the predictive model, it is because similar ques-
tions must be asked by anyone developing a predictive model and a pre-

; 3 ‘ dictive data base. Itis apparent from this review of Data Store assump-
A - tions that a data base does in fact imply a conceptual structure and
methodology.

There are two major ways of evaluating the validity of a model:
(1) conceptually, in terms of what has been termed construct validity or
the reasonableness of the model assumptions; (2) empirically, in terms
of the model's ability to predict variations in performance as a function
of variations in model parameters. Ultimately, empirical validity is
what the model developer must rely on for his justification. It is a ques-
» tion however, whether empirical validity can be achieved without construct
S validity.

7 ! Consequently, it is necessary for the developer in starting his
work to ask of his model (or his data base) questions such as

: (1) What is the conceptual structure implied by the body of
i data gathered and the manner in which the data have been
gathered?

i
i (2) Does that conceptual structure realistically reflect human
performance?

S (3) What effects do the limitations of data-gathering oppor -
f | tunities have on the compromises that must be made with
relation to that conceptual structure ?

We shall discuss validation studies performed with the Data Store
later.

N
METHODOLOGICAL SCOPE

The Data Store can be applied to any equipment/system which con-
tains controls and displays. The limiting factor here is the type of
i behavior involved in the system operation, The behaviors the Data Store
deals with are discrete operations; it has difficulty handling continuous
(e.g., tracking) and decision-making behaviors, the latter because the
Data Store is very limited with regard to data on mediating processes.
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However, this limitation is not peculiar to the Data Store; we will en-
counter it later in other models. The work of Irwin et al. (Ref. 1) has
shown that the model can be applied to maintenance operations (although
not troubleshooting, because this is largely decision-making).

PARAMETERS.

The major parameters utilized in this technique have already been
] noted. There are two classes of parameters: (l) structural parameters,
3 describing the elements in the Data Store; and (2) process parameters.
Structural parameters are aspects of behavior, components, parameters
and dimensions, which have been defined in Table 8.

Process parameters are those relating to the various behavioral
levels into which system operations must be analyzed., These describe
the various units of behavior for which one is attempting to predict,

\ Process parameters include the mission, the phase, the task and the

] behavior at progressively more molecular (detailed) levels of descrip-
tion. '""The finest unit for which reasonable performance data can be
established is the individual step, act or behavior" {p. 5, Ref, 3).

This unit corresponds to what others have called the task element
or the simple stimulus-response act. The behavior or step is described
by the individual stimulus to the operator and the individual response he
makes to that stimulus. Obviously, if one is to include molecular equip-
ment dimensions in one's predictions, the behavior predicted must be
at a level commensurate with those discrete dimensions, Moreover,
this is a level at which complex conceptual behaviors should not be
required. If one throws a switch from one position to another, only
memory is involved. (Although some would argue that memory is a
complex conceptual behavior. )

There is comparatively little difficulty in determining what that be-
havioral level is, because it is usually the level at which operating pro-
cedures are written. In contrast to other predictive techuiques this is
actually an advantage; whereas it may be difficult to define the task level
precisely, this is not true of the task element level.

_ It has other advantages also. If the task element is the irreducible

] substratum of behavior, the data applied to it can be applied to any system
or equipment because every system/equipment will contain the same be-
havioral level (i. e, , the same discrete task elements), Data gathered at
more molar levels might be more difficult to apply across equipments.
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1. Measures Used

There are two basic measures employed in the Data Store:

(a) Time to perform or time to complete the behavioral step or task
element (in seconds). This is the absolute minimum time needed to com-
plete the step. This time holds only if all the parameters listed for a
given component possess optimum dimensions. If the dimensions are
not optimum, an increment of time must be added to the base minimum.
What makes a dimension non-optimum is the fact that experimentally it
required more time to complete the task using a component wi th that
dimension; in that sense, a non-optimum dimension is merely one which
requires more time; the characteristic is not defined independent of the
time measure. It should be noted that no range is provided for this time
measure., Presumably this is because the times presented are minima.
Ideally, however, where data are based on a distribution of empiricaily
derived values, the range, e.g., ¢, of the distribution should be pre-
sented,

(b) Performance reliability which in the case of the Data Store is
derived from error data, is in fact equivalent to error data. For example,
if 5 errors occur over 10, 000 opportunitites for error, this gives an
error percentage of . 0005 or .9995. Where reliability is defined as 1
minus an error percentage, the resultant reliability can be thought of
only in terms of error likelihood. There is nothing wrong with such a
definition of reliability; it is necessary, however, to recognize that this
measure deals only with a sub-class of all possible performances. That
is, as indicated previously, it reflects only those situations in which the
occurrence of an error in essence fails the mission, or in which one is
not concerned with task or mission completion but only with error-
occurrence. Again, the range of the reliability disgtribution is not in-
dicated,

Because the error data from which the reliability measure is derived
does not vary as a function time, this reliability measure is not equivalent
to that commonly employed by reliability engineers, which is e~ Lo is,
however, very similar to a measure of achieved reliability, which is e¢s-
sentially s/n, where n = the total number of attempts to complete a task
and g -~ the number of successful attempts.

55




Deanptie the (act that the pertormance veliability meanure deoncvihed
tn the Data Stove doea nol exactly coveeapond to the meanuve of sguipiment
reliability, there ta no reanon why the fafmer cannot he uned meaning -
fully am long an the nature of the meanure and what it veproessnta tn re.
cogniaed, 1t ahould be underatood that no "reliability' mesanure uned in
any of the prediction technigues to he deaceibed corvenponds sxavtly to
the meanure of equipiment reltahility, The reanon for thin (s the (act
that the ervor data from whivh human reliability measurea ave dovived
do not take the time factor to aceount as does the sgquipment reliability
measure,  This alao has implicationa for the combination of human veli:
ability and squiprnent vreltability miearuraa (to sovure a meanure of ayatem
effoctivensdn); although the numerical form of the human rehiability mea-
sure pavmita combination with the equipment reltability measure, (i
a bit Hke combining apples and arangea,

The two measurea (time and reliability) weve derived independently
of each other, and the reliability value (e.g., 9963) 12 not a performance
reliability as a function of the timoe requived to complete the atep (e. g, ,

1, 5 seconda). Although the two measureas are indepoendent, they aheuld he
somewhat related; i, e,, an reliability decreasova, there ia a tendency
for performance time to increaie,

2, l?ala.\ Sources

The error and time data used to derive Data Store values were secured
‘from 164 experimental atudies in the literature, There haa been some
criticism of the Data Store because its data sourcea have been so few; but
apparently this represents the distillation of several thougand research
reports. The author has found in his own research (Ref, 2) that many
.studies do not contain data translatable into the probability metric and
rust therefore be discarded (if the metric is to be employed); and many
of these studies are not well defined in terms of control-diaplay dimen-
sions. This casts some doubt on the feaaibility of using the experiniental
literature as a data source; but it should bes noted that the developers
carried their literature search ouly through the late 50's, and there is
now an additional 10 years worth of literature that might be used as a

data source,

Data defined in terms of relatively molecular equipment dimensions
must be secured from carefully controlled experiments. Field operational
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teating attuationn (e g, an in ditavy exeronen) do not supply data don -
vething thewe dimennions becanae tn the tean well conteolled field tont
nituationa the subyect reaponde not to the individual sgquipine nt dimeneion
but to the entire egquipment/tank complen compristng a imuliitide of inter .
dependent factora,  In noncexperimental teating it in alinont tapuaaible
to asparate vut mediating proveanss and individual componenta, and to
snavre that errvor effecin are tealy independent, Only a lahoratory et
up will provide the type of data auttable for a Data Store type ol data-
atructure,

Y Mudel Quiput

The vutput of the Data Store (o, 4., a4 reliability value) van be viewod
in two waya!

(a) Awn the probability of vorrect performance hy personnel in
operating specified aquipment,

(b) As a figure of merit far the equipment when oporated,

Because the performance reliability metric output by the Data
Store takea into account anly a few of the (actora influencing human
performance, and ia primarily oriented to equipment characteriatica,
the author feela that the Data Store is more appropriately uaed in the
sense of (b) rather than (). The reasons why we say that the Data
Store reflecis human performance only partially have beon presoented
earlier: the inability to account for molar (cantral) processcs, for
interdependence of behavioral parameters and for the factors that de-
termine task completion success. For example, it ahould be noted that
the Data Store performance raliability does not take into account dif -
ferences in the tasks to be performed with An equipment. It makes a
difference to performance reliability whether the operator is merely
monitoring @ CRT diaplay or classifying the stimuli on that diaplay,
Consequently, if one wishes to be a purist, the meaning of the Data
Store measure in terms of (a) is inadmissable. These reservations
&pply of course only to the '"'construct' validity of the Data Store model.
If empirical validation studies (i. e., comparison with actual perfor-
mance values) were to demos-irate a high legree of relationship be-
tween Data Store predictions and actual reliable performance, one could
forget these objections.
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An a tigure of merit vefled hing the aperability of an equipment
(which wan, we feel, the original intent of the methodology), the objec-
tone vataed previoualy do not apply,  Any index may he conntructed of
whatever slemanta one winheon, and ({ they do {n tact aerve o differen-
tiate different squipnient configurations, that in all that one asha of the
index, The Ligure of merit index does not imply & model of aRctual par.
formance, whereas the other doon, in which cane the latter muat he
considered in the light of (te relationahip to known data on human per-
formance,

The understandable deaire of workera in the field to predict human
performance rather than mervely equipment operability (however impor -
tant the latter {s) ha» led to a confuaion between the two meaninga of the
Data Store output, Thia confusion haas been intensifiod by the form of
the Data Store output which an the surface (but only on the surface) seema
to be the human equivalent of equipment reliability, ln any event, ba-
cause of this confusion, more has been expected of the Data Store than
it can reasonably be expectad to supply.

All the reservations mentioned previously do not apply to the time

measure, On the other hand, much leas use has been made of the time
measure than of the reliability output.

PROCEDURES FOR MODEL APPLICATION

1. Procedures for Analyais

The process by means of which one analyzes mission/operations
into subtask or step elements has been described previously, It is no
different from what one does in any application of task analysis metho-
dology.

Operations which may be considered akin to functions or gross tasks
must be broken down to individual tasks; tasks must be broken down to
steps or task elements; each task element must be analyzed in terms of
all the components involved; then the components involved must be
broken down to parameters; and finally the appropriate dimensions of
each parameter must be selected from the Data Store,
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A nunmvber of quertione neod to be anked: (a) how acvurately ta il
ponaible to determine which tanka belong tin which operations and which
tnak elomentu in the tank; (b) how acourately can one detormime which
componenta aAve (nvolved in vach task clement? The hrvakout to the
tank element level can be accomplinhed with reamonable avcuracy, an-
suming clear, datatlod oparating proveduren and skilled analysis, A
problem avines with regard to dotermining which components ave in-
volved in the task olement, pavticularly for perceptual tanks, hecauno
even though the operator in vesponding (percaptually) to a single display
(mainly), he may he aware of (or in part vresponding (o) the ontive com-
plex of other displaya, For vxample, 1f he s monitering one of aeveral
meoteras on a display panel, his reaponnse to that metor may be affocted
by the presence of the other metera, This ia, in part, taken cave of by
the parameter category, (e, g., number of lights in visual field), but in
many casesa, this information (which depondm on the operator's mode of
parceplual reaponae) in lacking, Thu samve problem dues not exiat to
the same degree for the reaponse mechaniam,

There are, howaevar, potential sources of confuaion in the analyaia
process as a reault of the foedback parameter, Two lypes of feedback
are recognized by the Data Storoe:

"a, Diraecting Feadback. Thia type of information reaulting from
operator poerformance serves only to direct or aid control manipu-
lation. Stimuli or information that primarily aid control manipula-
tion, such as labels or associated diaplay features, are assessed
as parameters of that control..,....

"b., Initiating Feedback. Feedback which signals the end of
one step of behavior and serves as the input to the next step, such
as an indicator light or scale value, is assessed with the step of

behavior it initiated, Such feedback may be ignored, however,
"n

LU B )

However, there are other types of feedback, which are much more
intractible, e.g., that which indicates the degree of success with which
a task has been completed. Some consideration will be given to this
type of feedback in later discussions of other predictive techniques,

In general it can be said that feedback does not posc much of a pro-

blem for the Data Store user because he tends to ignore it, at least in
its more complex forms. No attention is paid in the analysis to other
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modifying task parametors, such as apeed and precision requirements,
exposure time, atc,, for two reasons: thay are difficult to identify with
spacific equipment componanta and the experimental litarature doaes not
provide much data on them,

One tank factor that is explicitly noted ia pearceptual shift. Thiu
rofers to the time required for the oparator to shift his atteniton from one
control or diaplay to another, "Normally the time required for perceptual
shift can be ignored, since it in of vary short duration,.."

&, Proceduras for Syntheain

What we moan by synthesia is the re-combination of the individual
step and task reliabilities and times to darive values for larger behavioral
units and for tha aystem as a whole, Thia procedure is based on simple
multiplication for reliabilities and addition for times. As Smith et al,
(Ref, %) point out, time addition is entirely reasonable and the error of
estimate for times ia amall in terms of its effect on the total prediction,
The multiplicative procadure is much leas defensible (because it ignores
the interdependence of behaviors) and because of the multiplication an
error in predicted reliability at an element level will have compounding
effects on the accuracy of the total prediction.

3. Data Application

Reliability estimates and times are applied only to the individual
component dimensions., Values for subtasks, tasks, phases and missions

are secured by multiplication and addition, which assumes that any
interactive effects among these subtasks, tasks, etc, are minimal.

ANTICIPATED MODEL USES

1. Prediction of Human Performance

A good deal has already been said about the limitations of the Data
Store as a method of predicting opcrator performance, We would prefer
not to use the Data Store in this sense, although there is some cvidence
(to be discussed later) for its utility as a predictive model,
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Should the Data Store be used as a predictive device, it should be
reserved for tasks involving relatively simple discrete control-display
oprrations, in which the reservations noted earlier are less pressing.
The Data Store cannot handle predictions of contingency events or those
involving conceptual or decision-making operations. For example, if
altevnative contingency or decision pathways involve the same equipment,
the user will get the same prediction in either case.

Can one in fact use the techniques to predict operator performance?
Yos, but only if one recognizes the tremendous simplifying assumptions
one must maka, This simplification does not matter quite so much in
the design use of the model,

2. Design Analysis

The Data Store is particularly adapted for problems encountered in
datail design, Because of its emphasis on equipment characteristics, it
rnay be used to

(a) compare alternative design configurations
(b) select components,

In comparing alternative designs the procedure is to calculate the
performance reliability/completion time for each configuration and to
select the one with the highest reliability and the shortest completion
time. In the selection of components the engineer would presumably
select a component with those dimensions providing the highest relia-
bility. In such a selection the actual performance reliability of the

dimension is less important than its value relative to other dimensions.
Thus, if one component dimension has a reliability of . 9999 and another
. 9996, one would presumably select the first.

The Data Store is considered to be of particular value in generating
redesign recommendations. Here the procedure is to identify those com-
parisons that contribute most significantly to total mission time and
reliability, These then become candidates for redesign.

The Data Store will supply information useful in making function
allocations (i. e., deciding whether or not a given task should be auto-
mated) but only when equipment details are specified. It supplies no
informa tion for deciding on the manpower required to operate an equip-
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ment, because the methodology is not geared to differences in number of
personnel unless they use different equipments. However, a formula is
included in Irwin et al (Ref. 1) for including the effect of one operator
checking another's performance.

3. Training

The Data Store does not pretend to provide information which is
applicable to a total training program. Rather it applies only to those
tasks and components which contribute most to total mission scores and
which are not amenable to redesign. These would presumably receive
additional emphasis during training.

Because the Data Store dimensions relate solely to equipment, it is
difficult to see how much it can contribute to the specification of required
training. Certainly the nature of any required training, its content or
duration could not be inferred from the Data Store.

4, Selection

The comments on training apply also and even more so to selection
of personnel. Selection relates to aspects of behavior, and these are
phrased so grossly that they supply little information. For example, if
it is found that the greatest contributors to mission reliability are inputs,
one could recommend that personnel be selected on the basis of visual
or auditory aptitudes, The specific nature of these aptitudes would not
be indicated by the Data Store and would have to be inferred from other
sources,

VALIDATION/APPLICATION STUDIES

Different types of validation should be considered in the evaluation
of any predictive method:

1. Construct validity or the determination that the model contains
those factors critical to operator performance. Although the developers
say that construct validity of the index *seems assured', our examination
suggests this is the case only if one is willing to accept highly simplifying
assumptions.
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2. Content validity or the extent to which the model contains all
those parameters and dimensions needed for operator performance.
This has been shown not to be the case,

3. Empirical validity (some would prefer the tcrm ''predictive
validity'') or the extent to which Data Store predictions correspond to
actual operator performance. Empirical validity can be determined in
several ways:

(a) by comparing Data Store predictions against observed/
measured performance of operators

(b) by comparing Data Store predictions against subjective
estimates of operator performance made by experienced personnel

(c) by comparing Data Store predictions against ratings of
equipment operability by experienced personnel; this indicates the
extent to which the index differentiates among various equipments.

The best estimate of empirical validity is by comparison of predic-
tions against observed /measured performance. This was not possible
during the development of the Data Store. However, Irwin et al (Ref. 1)
performed a validation based on comparisons with observed performance

and found that observed reliability was . 9989 as against a prediction of
. 9972,

The developers determined validity by comparing the predicted
time and reliability with rankings of equipment in order of complexity
(method (c) above). Note that this validity index measures equipment
operability rather than operator performiance. There was fair agree-
ment between the Data Store scores and the rankings.

There is consequently some indication that the Data Store metho-
sology provides valid estimates of equipment operability and human
performance, but the evidence is far from satisfying. We shall see in
later discussion that although predictive methods are developed, they
are often not validated so that it is difficult to arrive at a realistic es-
timate of the utility of these methods.

Inter -user reliability, i, e., the consistency of Data Store scorcs
developed by various users, was found to be high.
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The Data Store has been applied to at least one system development
project the author is aware of (and probably many more about which he
has no knowledge). Recently the author was talking to a human factors
specialist who was involved in the system development of the P3C air-
craft. The Data Store was used to develcp predictions of response times
and the error likelihood of personnel acting as crew of this aircraft. A
mockup study indicated good correspondence between predicted and ac-
tual response times, although apparently no data were collected concern-
ing error responses. The Data Store in this application was used to
create a sort of baseline with which actual personnel performance could
be compared.

A point that should be noted is that at present the Data Store is the
only standardized data bank available to system developers. Consequently
they will tend to use it despite any inadequacies we may have pointed out.
This is a strong argument for the development of formalized data banks.

SUMMARY EVALUATION

Validity As noted previously, formal validity studies have been
performed and show a reasonable degree of correspondence between
predicted and observed values. The Data Store is one of the few tech-
niques for which formal validation studies have been attempted.

Reliability Controlled studies have been performed that indicate
the method can be applied with reasonable consistency by various analysts.
The rather structured nature of the technique tends to improve its use-
reliability,

System Development Applicability

A, Comprehensiveness: The method is limited in its application to
specific types of behaviors and tasks, principally to those of a
control/display nature.

B, Applicability: The method is primarily useful for predictions
related to equipment design features and hence is specailly

valuable for design analysis.

C. Timing: The method can be applied to systems in early as well
as later stages of design, provided that system design has been
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wise it can be ecmployed only to systems in the later stages of
design.

Model Characteristics

A. Objectivity: Requires very few subjective (i. e., "expert")

l detailed down to molecular equipment characteristics. Other -
judgments.

B. Structure: Assumptions and parameters underlying the model
are reasonably well defined and explicitly described,
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ADDENDUM o

In reviewing the preceding description of the Data Store Dr. Altman
made the following points (personal communication to author, 8 July
1971):

R

Some points which may be of interest to you for historic perspec-
tive are:

1. All of our original models for combining reliability
: estimates involved the use of interaction terms. In
" no case were we able to find anything like adequate
F data for estimating interactions. We reluctantly
? went to the simplistic multiplicative model because
it was the only way we could avoid, in effect, saying
; to the evaluator that we could give him at least some
' rough guidance on %he easier part of performance es-
t timating, but that he was strictly on his own when it
! came to the tougher part.

[ R 1 ot i W

P

2. We did not want the Data Store part of the Operability
Index to be essential for the limited-use procedure 1.
developed for the Army--let alone a major export for
generalized use. The Data Store was intended to pro-
vide guidance to the evaluator when he could not ob-
tain more appropriate performance data. In a sense,
the Data Store was intended to be a final fallback -
position. Our qualms about the Data Store were largely i
a result of our conclusion that the existing behavioral
sciences and human factors literature are mostly lousy
for generalizing performance data.

|
i
I
|

3. Aside from our immediate commitmeants to the Army to i
come up with a practical tool, our main objective was e
to demonstrate the feasibility of combining equipment
analysis and task analysis for purposes of human en- H
gineering evaluation. Although we had also hoped to L
find existing bodies of human performance data which
would suffice to support good quantitative estimates
when equipment and tasks had been appropriately ana- i.
lyzed and juxtaposed, review of existing literature
quickly led us to essentially negative conclusions :
except for stopgap purposes. -
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My own feeling was that the results were highly favor-
able toward the notion of combining equipment and task
analysis for human engineering evaluation. Given the
essentially negative conclusions relative to the state
of existing literature, it seemed to me that three
priority developments were needed to bring human en-
gineering evaluation to the minimum level required if
it was to be a technology rather than essentially ad
hoc or Mart':

a. New conceptual and data gathering approaches
to establish nominal values for performance
expectations.

b. Better defined and articulated study of the
effects of "conditions of performance,' such
as speed stress, boredom and fatigue, envi-
ronmental stress, etc.

c. Empirical study of individual differences,
both training-experience background and
ability variables.

I would consider models for combining performance esti-
mates to be essentially part of the task description and
analysis problem. A proper task analysis should tell
one what the performance components are and how they
relate to each other. Much more can be done to make
task analysis more relevant to and a more powerful tool
for performance forecasting. The most immediate need
is for approaches to task analysis that will support the
description of tasks involved in generating a given

body of performance data. That is, I feel task analy-
sis has been much neglected as a tool for specifying
""experimental'' conditions.

Since the time of our work on the Operability Index,

I have felt that human factors needed to develop new
approaches to generating dependable performance data--
approaches which might have quite disparate philo-
sophical bases from the usual psychological experi-
ment. Over the years, I have made a number of
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suggostions for such approaches--from use of
synthetic tasks with randomized assignment of char-
acteristics to incremental building of a data base
from in-depth study of a amall number of tasks and
addition of new tasks only when sufficiently well z ‘
nderstood to permit prediction of their performance e
within specified accuracy for stated conditions,

“
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II. THERP-TECHNIQUE FOR HUMAN ERROR RATE PREDICTION

INTRODUCTION

THERP is probably the boat known of what can be termed the "human
reliability' predictive techniquea, having been deacribed and commented
on in a number of texts , including the author's (Ref, 3) and in cvaluative
reports (Ref, 1), For that reason, perhaps, we have given it what may
appear to be a more intensive scrutiny than the others, It is a method
for predicting human error rates and for evaluating the degradation to
a man-machine aystem likely to be caused by human errors (in associa-
tion, of course, with other interactive factors like equipment reliability,
procedurena, etc.). Although historicallyl the method was associated
with and initially built upon the AIR Data Store methodology, it has since
developed independently of that methodology, THERP is one of a number
of techniques strongly influenced by equipment reliability concepts,

Its procedure involves 5 steps which are repeated until the system
degradation resulting from human error is at an acceptable level.

1. Define the system or subsystem failure which is to be evaluated.

2. Identify and list all the human operations performed and their
relationshipa to system tasks and functions.

3. Predict error rates for each human operation or group of
operations.

4. Determine the effect of human errors on the system.
5. Recommend changes as necessary to reduce the system or
subsystem failure rate as a consequence of the estimated

effects of the recommended changes.

These steps are considered ''typical of the usual system reliability
study if one substitutes 'hardware' for 'humans'" (p. 7, Ref. 4)

1. Dr. Swain, the primary developer and exponent of THERP,

comments:

"THERP is not an extension of the AIR model. All we did was
to see th: AIR Data Store as a source of data; but we later changed
our minds and no longer use it...
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NOTE 1 (Continued)

Following is how THERP originated, I arrived at Sandia in February
of 1961 and began to do human engineering work on nuclear weapon sys-
tems. It quickly became apparent that my recommendations for equip-
ment design sometimes were not accepted because I could not tell the
designers how much benefit (in quantitative terms) my recommended
changes would provide to the system. After L.W, Rook arrived at Sandia
in May of 1961 he and I got to talking about the need for quantifying human
performance influences on system reliability. We were naturally'very
much influenced by the reliability model used at Sandia as we were part
"of the Reliability Department and were in the Systems Reliability Division
of that department. We saw that if we could find measurable human be=
haviors analogous to measurable equipment behaviors we could use the
conventional reliability model. In other words, we were looking for p;'s,

' where p, is the probablhty of hutnan error. Reliability problems at

Sandia generally were time -independent (or essentially so), though the
. model could handle time-dependent events as well. But generally, the
problem was stated something liké the following: What is the probability

. that Equipment Item A will function in its intended mode when éa.lled

upon to do so. :And, generally, these equipment items were one-shot
devices or at least devices with a very limited life span so that consider-
ations such as mean-time-to-failure were not appropriate. So we thought
d¢f human behavior in much the same way:, What is the probability that
Human Behavior A will occur correctly when it is supposed to om,ur?
Often Human Behavior A had to occur within a very definite time frame.
In such cases the question was changed to: What is the probability that
-Human Behavior A will occur correctly within Time Span T? Usually
Human Behavior A could be thought of as occurring completely corru.tly
(in terms of its system consequences) or completely mcorrectly But if
there were degrees of correctness, we would fractionate the question
(or, in terms of tree dlagrammmg provide d1fferent branches) to pro-
.vide estimates of degrees of behavior correctness. In nearly all of our
work (and in the Sandia applications to date) this type of fractionization
has not been necessary to answer the system design or planning problems
thh w}uch we had to cope, ‘ \ | ‘
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In addition to the influence of conventional reliability technology,
we were influenced by Herman William's article: Williams, H. D,
"Reliability Evaluation of the Human Component in Man-Machine
Systems,'" Electrical Manufacturigg. 1958, g_l‘(4), 78-82. Williams
had been at Sandia Labs and had participated in the first human relia -
bility analysis done by anyone, so far as we know. This 1952 classified
study is described in SC-R-66-906 by Swain (also see p. 688 of Human
Factors, Dec. 1964). Although we went much farther in developing
the THERP model than the W1111am s approach, we owe him a debt of
grahtude.

In those early days THERP as a model was not influenced by any
other outside work. Sometime late in 1962 someone sent us a copy of
the AIR Data Store and the related three documents, We evaluated their
model as too simplistic and not at all appropriate to practical human
reliability work. But we were happy to see all the data on human pe1 -
formance in the AIR Data Store which could be used to derive our p;'s.
(One minus the AIR figures gave the error equivalent for a small lump
of behavior, and is described in SCR-685.) So we used the AIR Data

. Store rather extensively for a few years, but never used their model

and THERP was never influenced by it. Therefore, to say that THERP
is an extension of the AIR model is quite incorrect.

About 1964 Rook was struck by the narrow range of reliability
figures in the AIR Data Store and did the Monte Carlo analysis which
I reported in SC-R-68-1697. Rook left Sandia in 1965 and I continued
to develop the THERP model. ' Since then Rigby has added to the model
(SC-R-68-1875 and SC-R-69-1208). ({End Note 1)

!

GOALS
The goals specified in the basic document describing THERP are:

(1) To derive '"quantitative estimates of the degradation to a man-
machine system resulting from human error" (p. 2, Ref. 4).

(2) Or, to evaluate the human error contribution to system de-
gradation' (p. 7, Ref. 4),

(3) To predict human error rates (p. 8, Ref, 4),

t
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Since the fifth of the steps listed in the Introduction to this section
is to ''recommend changes' (to the system), another goal might be
phrased as

(4) To determine those design changes to the system necessitated
by the system failure rate.

In general, the goals we saw applied to the AIR Data Store-to predict
the time and reliability (accuracy) of operator performance, to identify
design features which degrade operator performance and to aid in selec-
tion and training- also apply to THERP, with the possible exception of
selection and training. However, there is a flavor in THERP of appli-
cation to the system rather than to the individual operator and equipment,
as in the AIR Data Store. In this connection one might note THERP's
concept of evaluating the human error contribution to system degradation,
Moreover, in a recent letter to the author from Swain, the developer
indicates that not only behavioral data are included in the application of
the technique, but also equipment failure data, environmental factors,
and other non-human events as well. This is also indicated in the foot-
note on p. 7 of Ref, 4, and in a secret report (Ref. 8), Whereas the
Data Store methodology on which THERP is based provides a figure of
merit for the individual equipment, THERP is an effort to achieve a true
systemn measure. If equipment data are included in the use of the tech-
nique, then one must consider THER P as a technique for predicting
system performance. For example, in the study described in Reference
1, the probability was estimated that environmental and other factors
would preclude successful radio transmission from a ground station to
a pilot in the air. However, all the reports describing the technique
focus largely on prediction of human performance.

2. Although human reliability predictive models aim at predicting ''system"
effectiveness, in most cases the prediction is carried out only as far as
the operator subsystem. Theoretically, once an operator performance
prediction is available, it can be combined with that for the equipment sub-
system to provide an overall system value. However, because the
primary focus of human factors specialists has been on human perfor-
mance predictions, and because the combination of human with equipment
performance predictions is not as easy as a simple multiplicative relation-
ship would imply, the combination has not often been performed. See
Verdi, A. P. The Manned Orbital Laboratory (MOL) Man-Machine
Effectiveness Model, Appendix B to Report SM-51356, Human Engineer -
ing Program Plan, Dunlap and Associates, Santa Monica, California,
15 March 1966, under Contract AF04(695)-904 for the MOL System
Program Office

for an example of an attempt to perform this combination,
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ASSUMPTIONS

There is some difficulty in determining the basic assumptions under-
lying THERP, because THERP is very pragmatic about its assumptions.
For example, "THERP makes no assumption as to the dependence or in-
dependence of behaviors, It is up to the user of THERP to make these

assumptions..... " (p. 12, footnote, Ref. 4) presumably he is skilled in
behavioral technology.

Presumably, analysis of the specific system operations being eval-
uated will indicate whether these are dependent or independent; and their
treatment in probability equations will follow this determination. From
this we can infer that THERP assumes both independence and dependence
of behaviors and applies the appropriate treatment as necessary.

In contrast to the Data Store methodology, instead of being restricted
to molecular equipment design features, THERP assumes that many
factors, many of them very molar, influence behavior. Among these
factors (Ref. 7) are various psychological and physiological stresses,
training, motivation, and situational factors, etc.

These factors must be taken into account in the gathering of error
rate data and the error estimates derived should be modified in accor-
dance with the presumed effect of these factors on performance., One
difficulty that arises, however, in accounting for these molar factors
on performance is the difficulty of recognizing their influence and esti-
mating the extent of that influence. We shall deal later with THERP's
procedure for quantizing the effects of these factors.

If we examine the hypothetical example provided in Reference 4
(p. 28) dealing with pilot communication over a radio, we see that the
probability estimates are applied to relatively gross events, e.g., pilot
will perform his operations on the ground, high stress condition occurs
for pilot's air operatione, etc. If operational data are available for
these events or tasks, the analytic procedure does not proceed to any
level more detailed than this. However, if operational data are not
avajlable, it is necessary (1) to conduct the necessary laboratory studies
to obtain useful data, (2) to collect error rate data frcm operations which
have tasks similar to the tasks for which such data is needed, or (3) to
derive error rate data from expert judgment, preferably involving the
use of psychological scaling.
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To the purist there might appear to be some inconsistency about
the combination of data from various sources, such as laboratory data
and expert judgment data. For example, it is quite possible that various
types of data may have different errors of estimate; but in most cases
these errors of estimate will be unknown.

The explanation of this apparent discrepancy seems to lie in the
heuristic nature of the technique. Whatever assumptions need to be made
to secure data to exercise the technique will be made, on the very reason-
able premise that in the absence of more definitive data or ground rules,
one must do the best one can with what one has.

It is only fair to note that many of the techniques reviewed in this
report make use of all available data, whatever their source. Those
data that appear to be most valid or firmly based on experimentation are
preferred, of course; but should such data be lacking the user of the
technique will rely on less desirable sources.

One of the consequences of the technique's heuristic orientation
is a certain degree of reliance on expert judgment which one finds
in the use of the technique. In contrast to the Data Store, whose
data are secured from experimental sources, THERP speaks about
"estimations' of error rates or 'judgments are made'(p. 9, Ref. 4),
Inevitably certain assumptions are implied in such judgments, how-
ever, the very precise rules for securing expert judgments that
ore finds in TEPPS are not noted in THERP.

(Swain notes that his reports contain several references where de-
tails concerning the gathering of expert judgments are pointed out.
Nevertheless, the author still feels that THERP's procedures for gath-
ering expert judgments are not spelled out as they are in TEPPS,)

Because of the greater flexibility in data sources permitied by
THERP, the possibilities for securing applicable data are expanded.
Data may be secured from empirically observed performance of per-
sonnel; from historical records of operational performance; from
‘texpert! judges. The manner in which these data are combined or in
which human operations are assumed to interact is determined by expert
judgment (as reflected in the analysis leading to the developme nt of the
probabilility tree) as well as by reliance on the experimental literature.

74




An initial step in the procedure is the listing and identification of
the human operations to be evaluated. As a consequence, THERP makes
ase of the same analytic technique used by the Data Store and rost other
techniques reviewed, i.e., task aralysis, However, the technique does
not require breaking system operations down to the task level, although
in actual practice this is often done. 3

F]

':! 3. Swain comments: "Our technique does not require breaking
system operations down to the task level, but we usually do. As a mat-

: 1 ter of fact, we usually get down to the step level, where a “step'' is a

X! - typical step in a procedures document which is reasonably well human

| engineered -- that is, where a step consists of approximately one S-O-R

unit. Example:

SR Step 1. Adjust the XYZ until peak voltage is indicated on the
| I g voltmeter and record the resistance from the digital multimeter
on line 17 of Form ABC.

Generally, a step is one that has about 10 of the types of elements you
would look up if you were using the AIR Data Store. But this is only a

gross approximation.

]

sl
4

Just to continue this example a bit, in the absence of hard data, we

v uld normally assign a . 01 error rate to this step. However, this . 0l
could be modified considerably depending on various performance shaping
N . factors. Suppose, for example, that instead of a digital readout for

resistance, the usual backward reading resistance scale would have to
be used. We would have to crank in some extra error rate. How much?
Depends on what data we have. Sandia has conducted some unpublished
studies on reading of test equipment. But suppose there is no Sandia
data, and we cannot find data any place in the literature (which I think
we could), Now we would get down to the matter of judgment and more
of subjectivity would have to be used. In gimilar
cases, several of us have independently made our own estimates, cach
with a rationale. And we have argued and arrived at a committee con-
sensus, That might shock non-practitioning purists..... Butif we
were off by a factor of 2 or even 5, it would be scldom that the overall
outcome of the reliability analysis would diffcr to any important extent.
And if more accuracy would be needed, we would have to run our own
study -- as we have done several times.
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The task analysis procedure is, however, required in addition to
uncover all the possible human actions and procedures entering into the
evaluation. These include contingency operations which might be sub-
stituted for required operations.

The necessity for considering all operations (including those of a
contingency nature) makes the use of a graphic mode of describing or
presenting these operations extremely desirable (see Figure 4),

In this respect, THERP is similar to other techniques like TEPPS or
the digital simulation models to be described later.

Practicality, however, requires that the number of operations to be
considered be restricted. ''At this point, the analyst ordinarily makes
some restriction in the human operations to be considered further....he
drops from consideration those human operations for which it is apparent
(our own emphasis) that no significant degradaiion to system. ... failure
rates would result as a function of their incorrect performance..." (p. 9,
Ref. 4). Although the developer indicates that one must be conservative
in dropping irrelevant human operations, it is apparent that certain
judgments are required based on '""expertise''. Apgain this ties in with
the heuristic elements of the technique.

The lack of information on the ground rules to be applied in making
these judgments has certain implications for the user of the technique:
on the one hand he is granted considerable freedom; on the other, he

must develop his own criteria.

It was noted in our review of the Data Store that each error was
assumed to have essentially the same effect on operator performance,
THERP on the contrary requires that the effect of a given error on
system performance must be determined if it is to be evaluated properly.
Hence, one of the major steps in the procedure is to determine the
eifects of human errors on the system. This is the probability (F;)
that an error or class of errors will result in a system failure, failure
being defined as mission non-accomplishment resulting from error or
equipment malfunction. Fj is any failurc mode of interest,

This determination is itself a prediction, since the presumed effect
is something that does not invariably occur; in other words, it is a pro-
bability. The determination of error effects may be based on empirical
data; or where these are not available, it may be based on expert judg-
ment.
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FIGURE 4. PROBABILITY TREE ILLUSTRATING
BRANCHING TECHNIQUES (Taken from
Swain, 1964)

(P = success. Q » failure, Small English letters represent human
successes. Capital English letters represent human failurcs. Greek
letters represent probabilities of events not under direct control of
the humans in the system.)
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Obviously F; represents a degree of methodologia 1 sophistication
which one does not find in the AIR Data Store. On the other hand, it
permits again a certain element of subjectivity in THERP operations.

THERP recognizes, as do other techniques, that behavior is more
interdependent than independent. In fact, a study performed by the de-
velopers (Ref, 6) reveals the inadequacies of the independence assump-
tion., However, no explicit rules are given for accepting the assumption

of independence or interdependence. This is left to the user of the technique.

However, it is indicated that ""often.... independence of certain behaviors
can be assumed even when it is known that the assumption is incorrect.
In such cases, it is judged that the resultant calculation. .. is sufficiently
accurate for the purpose at hand.* (p. 13, footnote, Ref. 4), This sug-
gests that independence may be assumed in order to simplify the appli-
cation of the technique. However, Swain notes that '"'we always make an
evaluation of the need to assume lack of independence, "

Again, the pragmatic element in the technique leads to a degree of
subjectivity in its use, ‘

Certain highly specific assumptions are made by the developers of
THERP:

(1) One assumption deals with one operator monitoring another's
performance. Here, an error probability (that he will not detect an
error made by the second operator) of , 15 is assigned to the operator
monitor. This is based on studies of inspector accuracy in industrial
assembly line gituations. The . 85 probability of inspector accuracy may
seem a little high (in view of data supplied by Harris and Chaney, Ref, 2),
but is certainly acceptable as a first estimate.

4, Swain notes: The . 85 figure is based on a series of rather practical
studies, initially based on a review of the literature in SCTM-53-61(14)

and later on studies reported in Ergonomics. This , 85 estimate applies
only to a passive type of inspection task where the actual defect rate is
low (i.e., .0l or less) and where the inspection task is simple. Harris

and Chaney obtained different results for different types of inspection
tasks. For example, they show inspector accuracy rates varying from
15 percent to 75 percent as a function of equipment complexity. In our
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(2) A second assumption relates to the self-correction of errors.
"If a man has X probability of error for an important time-critical task
on which errors occur infrequently, then his probability of making an
error on Trial 2 (after he has made an error on Trial 1) is 2X, for Trial
3 (given errors on Trials 1 and 2) it is 4X..... etc. , until the limiting
condition of a 1. 0 error probability is reached.' (p. 21, Ref. 4). The
factor producing this doubling of error probability is stress, If stress
is not anticipated, the error rate for both trials is assumed to be the
same, on the grounds that any increased error probability in Trial 2
would be compensated for by greater attention,

(3) A third assumption deals with behavior under high stress con-
ditions. The degree of stress is a parameter which appareatly enters
into all THERP calculations (as it does in a number of other techniques).
"An estimate of 10-20 percent error rate for pilot tasks analogous to
the critical behaviors of SAC pilots is felt to be reasonable....'" (p. 23,
Ref. 4. Again, judgment is required in the determination of whether
stress exists, the degree of that stress and the effect of that stress on
performance, as reflected in increased error rates. Such judgments are
necessitated by the inadequacies of the studies performed on this
parameter,

Other very specific assumptions are made in the solution of a given
system problem, but these assumptions are peculiar to the system situa-
tion and are not inherent in the methodology itself. These are ''reason-
able'' assumptions which are developed for purposes of simplifying what
would otherwise be an inordinately complex process. For example, the
assumption is made that a written procedure used in an operation is the
one supposed to be used and that it is correct. If such assumptions are
not made, the range of possible error situations to be evaluated would
become almost endless.

work dealing with assembly and shop type tasks done on nuclear weapons,
we often use a .95 or .99 accuracy rate for the inspector, depending on
the nature of the task., These latter estimates are for inspection tasks
in which the inspector's role is not passive and in which he is looking

for a limited number of clearly defined and recognizable defects. These
various estimates merely indicate that estimates of inspector accuracy
may differ considerably when different types of inspection tasks are
considered.
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The author would not like to be unfair in seeming to emphasize the
number of judgments required in utilizing THERP, although other re-
viewers (e.g., Freitag, Ref. 1) have made the same point. Since the
developer of THERP views his approach as being strictly an empirical
one-~ "if it enables us to make predictions sufficiently accurate for the

purpose at hand, we use it'" (p. 17, Ref. 4)- the loogseness in the con- l

ceptual structure underlying THERP is a necessary consequence of its
pragmatic orientation. It is a defensible point of view that the lack of
applicable data on human performance makes flexibility an advantage
rather than a disadvantage.

SR D L e i
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The flexibility we have noted in THERP does have one pragmatic
consequence with which we must deal. That consequence is that the
THERP user is often left to his own devices (must develop his own
ground rules) in making crucial methodological decisions (e. g., inde-
pendence/interdependence; degree of stress, etc.). If he makes these
decisions correctly he is "home free'’; if he does not.....

i e e

Pragmatism - the acceptability of any method of arriving at any
answer which solves a problem- is itself an assumption that must be

examined. It must be recognized that this assumption makes it difficult 1 4
to quarrel with the details of any methodology, as long as that methodo- 3
logy appears to ''work". Since the author's point of view is that the - ]

purpose of human reliability predictive models is first to solve system 3
development problems and only secondarily to serve as conceptual tools ;
to explain man-machine behavior, pragmatism is acceptable to him, but
only to the extent that it is buttressed as much as possible by detailed

clarifying procedures.

METHODOLOGICAL SCOPE

As in the case of the AIR Data Store, any type of system, function

} or task can be handled by THERP, provided the error data for that system,
function or task are available. Although the Data Store has limitations in
terms of not being able to handle continuous type tasks (e.g., tracking) or
’ cognitive tasks (lacking appropriate data and being constrained by its 1
f assumption of element independence), this limitation does not apply to I
THERP, simply because the conceptual and methodological structure is

so flexible. Whereas the Date Store methodology is limited by its sources, ,
the same cannot be said of THERP, because any set of '"reasonable'' data, I LN

from whatever source, permits one to apply a numerical value for any
type of behavior.
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This flexibility in data source is therefore an advantage, provided
one accepts the validity of the data from these sources. In other words,
for example, if the problem is to determine an error rate for a strategic
decision involving three alternatives, the user of THERP would - in the
absence of any other data- accept estimates (using paired comparisons,
perhaps) by strategic planners of the error rate they have observed for
this type of decision. If this error rate seems reasonable (on logical,
empirical or experimental grounds) to the THERP user, he can include
thies kind of behavior in the class of problems which THERP can deal with,

In the same way, if he must take into account different types and
amounts of feedback (a problem which, we will see, besets other me-
thods), the user of THERP can develop a probability value for this feed-
back based on whatever data sources he can find, Consequently, THERP
is not system/task-limited as are other methods.

PARAMETERS

Besides the customary response time and error measures, con-
siderable emphasis is placed on stress in establishing an error rate for
a given behavior. This parameter is defined in terms of personnel
response to emergency situations, and can be categorized in terms of
high and low stress producing conditions. In order to account for the
stress factor data from SAC pilot situations have been adapted to provide
an estimate of 10 to 20% error for the pilot and 5 to 15% error rate for
in-flight tasks performed by aircrewmen,

What the error rate would be to account for stress occurring in
situations other than these is somewhat unclear.? Presumably, if the
need arose, applicable data would be secured. The stress paramcter is

5, Swain notes: SC-R-69-1208 by Rigby and Edelman (sec also
pp. 475-482 in Vol. 10 of Human Factors) prescnts a later treatment of
stress, and it is not restricted to flight tasks., Using former crew
members of multiengine aircraft as subject matter cxperts, Rigby
and Edelman, scaled the AIR data form the Ronan AIR report and note,
"In the absence of better data or information to the contrary, it may
be practical to apply these stress levels and error rates to non-aircraft
situations. It is necessary to show only that the emergency of interest
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also related to the increased probability of error in repetxtzve tnals, that
is, twice the probability of an error occurrmg in trial 2 when an error
was made on trial 1, 4 times the probability of error for trial 3, given
that errors were made on trials 1 and 2, etc. Although stress is not
explicitly indicated as the cause of this increased error rate, it is im-

. plicit in the explanation given: the "error resulting from operator
tenseness...'" (p. 21, Ref. 4), Where non-stressful conditions do not
exist, the error probability remains the same on répeated trials. |

.Obviously stress (or the lack of it) is a basic parameter entering
into all THERP error probabilities. It should be noted that in contrast
to'Siegel's use of the parameter in his digital simulation model, stress
in THERP is not operationally defined by and does not vary in terms of
the specific system situation, but is rather a central (e. g., emotional)
mediating process. The use of a standard error rate for stress (even
though there are apparently 3 categories of stress: high, low and none)
in less precise than Siegel's use of the parameter.SA However, Swain
(personal communication) indicates that the 2X error rate relationship
for repeated trials is analogous to the max1mum value found in Siegel's
theoretical stress distribution.

!

1

' In his most recent work (Ref. 7) Swain has pointed oyt the impor-
. tance of what he calls '""performance shaping factors'" (PSF) in detérmining
or at least explaining error rates. Many of these are extremely molar,
e.g., motivation, training, psychological and physioldgical stress, etc.,
and require sophisticated judgments for their measurement. A number
of 7-point.rating scales have been developed to quantize PSF. Swain
specifically .emphasizes task dzfﬁculty, personnel redundancy (treated
earlier) and manner of use of performance a1ds. With the exception of

f

is indeed comparable to some point on the scale. This can be done by
judgment alone, where that is necessary, Empirical estimates can be
obtained by having subjects (1) insert the given emergency into the scale
and use the mean position or (2) compare the given emergency to two or
.more judiciously chosen items on the scale and convert the obtained
‘proportions to scale positions. The validity of such results, of course,
will depend upon the degree to which the subjects are experienced in
both the aircraft and non-aircraft situations, '

5A. Swain notes: In our earlier work, we used three error rates for the
‘ three stress levels (see SCR- 685) but R1gby and Edelman have devel-

oped a scdle which has five stress levels (see SC-R-69-1208).




"persoﬁnel redundancy, very little use is presently made of these ''per-
formance shaping factors' because the data relating to them are not
readily available. ‘

od

It is our irﬁpression that although Swain recognizes the importance
\ of various parameters for the determination of error rates, these para-
meters with which THERP deals are not defined with very great pre-
cision.! Although this is in line with the empirical, heuristic orientation
of the method is is unfortunate because the parameters which impact
. ; on humah pérformam’:e are extremely complex.
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} ! 6. Swain notes: We do make use of (i.e., consider) all the
L performance shaping factors listed in my various reports. It is true
) that data of the best experimental study caliber is not available for
ﬂ ' ' these PSF's, and begides that, they tend to be situation-specific anyway,
C but dny human reliability analyst worth his salt must consider them. My
'data store report (SC-R-70-4286) notes that when one has error rate data
; which one wishes to apply to reliability predictions for some set of tasks,
one has to judge how comparable the PSFs are between the tasks of
" interest and the tasks for which the error rates are available. To the
) : ~ extent they are comparable, then one has to modify the error rate data
to estimate the influence of the PSFs. How is this done? Largely judg-
‘ ment, helped by whatever studies there are which show in general how
| different levels of one PSF affect task performance. (We) are trying to
' ' work out 2 more rigorous method in this regard, but there will still be
. a lot of "expertise' involved. We hope to answer your correct statement
: }j ; that these PSFs "are not defined with very great precision, ' Our general
i ' approach will use the 7-point scaling of PSF's, somc¢ exampics of which
are given in SC-R-70-4286.

S

7. This is a situation which one finds in almost all the models revicwed,

i
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DATA

1. Measures Used

THERP employs two primary measures: the probability that an ‘o
operation will lead to an error of class i (P;); and the probability that
an error or class of errors will result in system failure or failure of
that part of the system being evaluated (F;). P; is based on what is .-
termed an "error rate", which is the frequency of error occurring :
during a block of time. It is not error occurring as a function of the
effects of time (as in the sense of equipment wearing out over time),
but error as a function of number of repeated trials, e.g., 5 errors
occurring over 100 trials gives an error rate of .02, There is some
question whether error rate is analogous to equipment failure rate,
since the latier is more directly a function of time.

S ea e

P; then is an error rate transformed into an error probability
simply by deriving a percentage of error occurrence. 1- Pj is the
probability that the operation will be performed without error. One
can derive an error rate from a probability of successful task accom-
plishment simply by subtracting that probability from 1.0, e.g., 1.0
- .9998 = error rate of . 0002, Similarly, a probability of success can
be derived by subtracting the error percentage from unity (e.g., 1.0 -
. 0002 = ,9998). In that sense probability of successful task accomplish-
ment and error likelihood are mirror images of each other. F;P; is
the joint probability that an error will occur in an operation and that
that error (or class of errors) will lead to system failure. 1-F;P; is
the probability that an operation will be performed that does not lead
to error and consequent system failure. Qj = 1- (l-FiPi)ni is the pro-
bability of one or more failure conditions existing as a result of class
i errors occurring in n; (independent) operations. When one simplifies
the mathematics the measure employed is simply an error rate (P,)
modified by an effect probability (F;).

Both P, and F; are point estimates, that is, 2 single value for a
task; they do not consider a range of values (in the scnsc of a standard
deviation), nor is there any confidence level associated with these esti-
mates. There is no distribution of P, or Fi as a function of other para-
meters such as time, stress, etc., to which one can refer. In that
sense we can think of them as being essentially "static" values,8

8., Swain comments: You are quite right in implying that normally
we use point-estimates for our estimated error rates and forget about
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j] 2. Output Metric

‘ The output metric is the failure rate associated with the system

.“{ or part of the system being evaluated; it is not a probability of success-
ful performance, although that can easily be determined by calculating
1 minus the system failure rate. To determine the probability that any

{ given task will result in an error leading to failure, the measure is 1
minus the probability of no failure or 1- (1-F;P;)M which is Qj. Total
system or subsystem failure rate resulting from human error is ex-

] pressed as Qr = 1-[-ﬁ:l( 1-Qy) where the quantity in brackets is

(1-Q5) (1-Qg). -« e+ (1-Qp).

The output metric is therefore simply the combination of the indi-
vidual F;P;'s for the individual task behaviors, the combination being
based on conventional probability theory. Where the tasks are assumed
to be independent, the combination is performed through simpie multi-
plication. Where the tasks are interdependent the probability calculation
becomes a bit more complex. We do not propose in this review to re-
peat the very lengthy probability equations required to arrive at a system
\ failure rate. These can be found in the basic reference (4),

1,. distributions and confidence levels. But the THERP model can handle

distributions and confidence levels, and I have used it for this purpose.
l The problem with distributions {(unless you have an empirical distribu-
L) tion based on lots of trials) is that they are so iffy.

{ | There is nothing in the THERP model that precludes the use of
Monte Carloing, but given the usual iffy data, why gild the lily? What

; I have done on occasion is to use +1 S. D, error rates, based on esti-

| mates of mean error rates, an assumed normal curve, and an assump -
tion of a range ratio (Wechsler's) of 3:1... The use of #1 S.D, error

'} rates in a tree diagram and the subsequent mathematical treatment gives

one a type of "worst case' method. But even that is unnecessarily com-

plicated for many purposes. I have obtained judgments of error rates

H and deliberately inflated them by an order of magnitude to see, even

ol with this inflation, if a certain horrendous system outcome would result,

If one is still safe, . then the analysis need go no farther. If, on the other

hand, there is an unacceptable probability of the unwanted system out-

come, then one has to buckle down and do a more detailed analysis,
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3. Data Sources

As indicated earlier, THERP will accept data from any source.
The fact that error data describe the task, rather than equipment
characteristics as in the case of the AIR Data Store, makes it much
simpler to gather the requisite data. On the other hand, the fact that
the error data do not directly describe equipment characteristics, al-
though the latter are considered in the assignment of an error rate,
may make THERP's estimates somewhat irsensitive to equipment de-
sign variations.

The determination of F'; presents the THERP user with an entirely
different situation. Because the effect of an error on the system is involved,
F; probability estimates are largely system-peculiar and therefore must
be developed anew for each system being considered. For example, de-
pending on the way in which circuits are hooked up, an error may be
either inconsequential or catastrophic. This is one of the reasons why
individual reliability '"failure modes and effects'’ analyses are often
performed during system development. It would therefore seem unlikely
that one could develop a funiversal' data bank describing F; error ef-
fects., Here the user must depend largely on the judgment of the system
developer (e. g., reliability specialist), One can only point out that these
F; estimates may involve some inconsistency between "experts'',

The concept of F, is, however, a definite plus for THERP; without
it every error is equivalent to a task or system failure, which would be

difficult to justify.

The fact that empirical, experimental and subjective probability
estimates are utilized indiscriminately in developing THERP estimates
may lead to error in determining these estimates. (Swain claims no
more accuracy in prediction than a factor of five, p. 12, Ref. 4). More-
over, regardless of the data source, each probability estimate is con-
sidered as equivalent to every other, which simplifies their combination,
Swain notes, however (p. 12, Ref, 4) that the assumptions behind each
data estimate are provided so that the user of the reliability study will
not be deluded into assuming an accuracy not present in the estimates,
No rules are provided for securing expert judgments as one finds in
TEPPS, for exampled Again, however, THERP's pragmatic orientation
is important here; only that accuracy needed to solve a particular pro-
blem is required, and the implication is that for most practical system
development problems a high degree of accuracy would be necessary,
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] PROCEDURES FOR MODEL APPLICATION

1. Analytic Methods

” The system operation to be analyzed is defined in terms of a
potential error /failure of that operation. In other words, operations

fl that are unlikely to lead tc error need not be considered. This consid-

erably simplifies the analytic procedure, but one must be conservative

in doing so, Swain warns us., Although the system operation to be
3'] evaluated may be at any level (the total mission, a general function
. (e.g. , take off, landing) or a specific task (e.g., communicate message
to tower), in practice whatever level at which the operation is described,
it is reduced to a set of discrete tasks needed to perform the operation,
Consequently, the analytic method used is that of task analysis. No par-
ticular task analysis variation or specific analytic procedures are
specified; in this respect THERP is similar to all other predictive
methods.

K All the human operations (i, e., tasks) to be performed are identi-
fied and listed, including contingency events or decision-alternatives.

. In this last connection THERP is a considerable advance over the Data

i ' Store. Note that although these tasks may not be formally analyzed (in

‘-J terms of written checklists, etc.) in terms of such factors as time pac- ‘
ing factors, stimulus exposure rates, accuracy requirements, concep-

51 tual demands, etc., the analyst is supposed to consider these in terms
of his evaluation of task difficulty or stress level.

‘ g Analysis is combined with the development of a probability branch- ;
: ing tree (Figure 4 ) which is a graphic means of representing steps in J

5 the operation and contingency events. The probability tree is necessary ’
il for the user to keep in mind the relationship among the alternative path-
ways. The reader should compare the probability tree with an analogous
device to represent system operations, the Graphic State Sequence Model
of TEPPS,

o .

9. This subsection should not be concluded without mentioning the psycho-
logical scaling method frequently employed in THERP and described
more fully in Reference 5. The method itself is too lengthy to include

! in this report, but Dr. Swain has kindly provided an example of ho v

o the method might be used for deriving error rates for SAFE-GUARD

(system under development) tasks. The example is provided as an

appendix to this subsection, The reader is cautioned that this appendix

- is based only on a draft paper.

|
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2. Methods of Synthesis

Two methods of combining data are employed. The first (simple
multiplication) is used when tasks are believed to be essentially inde-
pendent. The second (somewhat more complex) is used when the analyst
decides that the operations to be combined are interdependent,

The interdependence of operations is handled by analysis of the
branches in the probability tree. If, for example, the branches indicate
that the error probability of task C is a function of the combined error
Frobabilities of tasks A and B, then this relationship is transformed into
mathematical form and the equation is solved, Dependency relationships
are decided upon by the user who makes up the probability branching
tree. In any event, THERP's claims to deal with interdependency appear
correct.

Such interdependency relationships refer only to the probability
that a task will or will not be completed successfully. In other words,
they deal only with a terminal binary state- successfulaccomplishment
of the task or failure to accomplish the task. It is not clear whether any
predictive method can handle degrees of successful accomplishment,
e.g., the situation in which a preceding task A can be performed more
or less accurately and the degree of accuracy in A will determine the
successful accomplishment of following task B,

3. Data Application

Data are applied at two levels: the task element level, but more
commonly at the task level.

10, Swain comments: THERP can handle degrees of successful
accomplishment by the use of the branching technique. No problem
here. But we haven't found it necessary to go to such a level of com-
plexity. I have always preferred to use binary decisions in my analytic
work... As long as one has to make subjective judgments, it's easier
if they can be fractionated into a series of yes-no judgments. This is
one reason I prefer the paired-comparison scaling technique. And it's
one reason my tree diagrams may look complex but really make the
judgments in the reliability analysis much simpler. (There are just
more of them, )
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ANTICIPATED MODEL USES

In this subsection we counsider the uses that may be made of the
various models. The following are the major outputs that a model may
have:

(1) Prediction of system effectiveness

Under this heading we include the following:

a. Determination that the system will perform to specified
requirements. For example, given a system requirement, e.g., that
the mission must perform with a reliability of . 9995, can the system
(including the human operator, of course) perform the mission with that
reliability ?

b. Prediction of the absolute level of efficiency the operational
system will achieve (whether or not an operator performance requirement
has been specified), For example, assuming that the system under de-
velopment is built to present design, what is the numerical reliability
that the system will accomplish its mission (e. g., .9995, .9870, .8993)7?

(2) Design analysis

Under this heading we consider the following as possible uses
of the model:

a. Comparison of alternative design configurations in terms of
the effect on operator capability,

b. Suggestions for redesign of a system configuration (assuming
that the model has been exercised on a systerm and has indicated potential
deficiencies).

c. Suggestions for initial design of the system configuration,

(3) Manpower selection

Under this hcading we ask whether a model will sugguest the
itypes and numbers of personnel needed to operate the system, and in par -
ticular the aptitude/skill level requirced of these personnel,
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(4) Training requirement

We may also ask whether a model supplies information relative
to the content or duration of the training required to support the system.

[P

The first model application is quite obvious: this is what predictive N
models should be able to do. The meaningfulness of the remaining appli- Yoo {
cations may, however, not be so immediately apparent. In the design ]
analysis area, if two or more system configurations are available, be- ‘ »
tween which a choice must be made, applying the model to each confi-
guration should produce a prediction of system effectiveness (as in 1b)
which can be used as a figure of merit. The two predictions can then
be compared and the configuration with the estimated greater effective-
ness can then be selected (all other design parameters being equal).
Since this application is only a variant on (1), any model should be able
to do this,

If a model can predict, it should also be possible to use it as a
diagnostic tool, since the factors responsible for a prediction should
be discernable upon detailed examination of the model exercise. If
equipment deficiencies are responsible for a lowered estimate of effec-
tiveness, then those deficiencies should be available from the various
model outputs. From these the analyst might infer design changes that
could improve the system. Although this does not mean that the model
will output human engineering recommendations as such, the more sen-
sitive the model is to the equipment factors that influence effectiveness,
the more apparent the items that should be changed will appear. Sim-
ilarly, if manpower and training factors are responsible for a lowered
prediction of system effectiveness, then the model should provide clues
in this area also.

It should be apparent that any prediction must be caused by one or
more factors entering into that prediction, whether it be equipment, the
number of personnel, their aptitudes, training, etc. For a model to be
maximally effective, those factors should be deducible from the model
outputs. It would be unreasonable to provide the uscr simply with a
numerical estimate and let it go at that; few users arc likely to be satis-
fied with this,

Obviously the list of model uses represents an ideal set of uses.
Models will vary in the degree to which they can satisfy these uscs.
Moreover, they may be specialized for one use rather than another, It
is essential, however, to examine a model in such terms because the
model is only a tool to provide answers, of which the above represent
the most important,
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One last point. It may seem unreasonable that a predictive model
should be used for initial design analysis, in the sense of suggesting
particular components, design layouts, etc. To the extent, however,
that a model makes use of a data bank for assignment of error proba- {
bilities /completion times, that data bank can also be used as a tool for
initial design analysis. If, for example, task A, involving certain be-
haviors and components X, Y and Z, has a substantially lower error
probability than task B involving other behaviors and components L,
M, N, it would make sense for the system designer in any situation in
which he can use either task A or task B, to select task A, That is
what we mean by init. il design analysis.

1. Prediction of System Effectiveness

THERP's intended purpose is to evaluate system operations in
terms of the effect of human error, A comparison is made between
the predicted system failure rate and the performance required by the
system. In the course of doing so, it predicts what the performance
of those systern operations will be- at least that part of it representing
the human's contribution. The obverse side of the prediction of human
error is the prediction of human success. Manifestly, if the technique
is valid, it is a powerful instrument for prediction of system effective-~
ness.

2. Design Analysis

What one eventually does with the prediction in (1) above is to
recommend changes to the system, If, after having predicted the system's
failure rate due to human error, that failure rate is unacceptable (in terrns
of a specified requirement), then the technique should lead to recommen-
dations for system redesign.

Here one enters an entirely new ball game., The question one must
ask is whether THERP indicates as an inherent part of its technique what
changes should be made. For cach system operation (task) being e¢valua-
ted a Q. value is derived which represents the crror probability associated
with the operation. If, then, onc ranks the tasks in terms of their Q,
values, changes should be made in those possessing highest error pro-
babilities. After the changes arc made, QT is recomputed; if the changes
are effective (i. ¢, , Qr is lowered to an acceptable level), the technique
has achieved its goal.
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The determination of what changea should boe made ave not, however,
readily apparent in THERP, THERP points out the tank needing redenign,
but does not suggest what those changoa should he. Remember that the
task description with which the vrrov probability is asnociated containa
comparatively little information ahout equipment or tank charvacterintica
(at leant at a molacular lavel), For example, in the example cited in
Reference 4, the pilot's reception of the vode waa found to be the weakeat '
link (p. 48)., The possible ayutem rodesign changen noted warve "to in-
crease the reliability of the pilot's reception, to bypass him, or...,

(eliminate) the requirement to raceive the code in the aiv" (p. 48), ‘e
These are all logical alte. natives, but they provide the aystem developer

with relatively little guidance, assuming that the pilot muat receive the

code in the air and cannot be by passed,

The point we wish to make is that THERP, like many other models,
pinpoints a source of difficulty but goes no further, To make the taak
more reliable by redesigning it requires attention to aquipment and task
characteristics which THERP may not provide because of its level of
description. Any recommendations for redeaign would have to ariae
from an independent human engineering analysia of the taak and equip-
ment,

This is not to say that the gnidance THERP provides in pointing out
the operation requiring attention is unimportant. What we do auy 1a that
the guidance may not be at a level detailed enough to make it very usable
to the system designer, In this respect THERP is similar to other per-
formance measurement and predictiva methoda.

If we emphasize this point it is to suggest that a technique special-
ized for prediction of performance may not necossarily be the best for
design needs (except at a very gross level of design), Performancoe pre-
diction is one sphere of activity; design guidance is another, and the two
may not casily cross over,

THERP should do well in comparing alternative design configurations,
provided that the configurations to be compared involve different task
operations, rather than the same operations with different itemas of
equipment., In essence, THERP develops a prediction of vach alternative
configuration and then compares predicted system failure rates. Solec-
tion is made of the one with the lower failure rate.
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Whove the same tanka are performed, but only the egquipment con-
figuvations change, (e anltkhely that signtficantly differont ervor pro-
babtlitiea for tankn Will he derived, unlean the cquipment changen are
quite markedd 1 the tank (0 communication via radio, will the erpor
probabilittes difter signtficantly unlenn the two cadio sete are vantly
diffevent? They will not, unlean the srror probability eatimates input
to the technigue ave paritoularly sennttive to equipment detaila,

THERP makes no protenne to supplying recommeandationa for (nitial
deaign, ulni‘n U imakes no use of a atandard data hank, ar doea the AIR
Data Store 1A

Obviouanly the svror rates devived for the vartons taska ave (n parvt
detormined by equipment characteriatica, Howover, unlesn one could
partial out that part of the srror rate dependent on apecific aquipment/
task chavacteriatica, itmight be difftcult te work backwards from
the errer rate to a concrete dealgn recomimendations,

}, Manpowar $Selection

THERP makea no claima an a technique to aid in the aelection of
personnel, Since the level of taak deacription dosa not permit eaay
intarpretation in terms of required aptitudes, nothing can be done in
this area, However, the uaer might infer from his knowledge of the
system what peraonnel aptitudea vte, would be needed,

4, Tuintnl

THERP makea no claims aa a tochnique to prodict training necdas,
However, should a taak be found to have an unacceptable errvor rate,
and redeaign is not poraible, it might he asaumed that additional train-
ing of that taak would be requirad, Such a recommendation would, how-
vver, do little more than point out the neod for training,

1L Swain notea: It veandoed traue that significantly different
error probabilities for tasks will not be derived whon cquipment changes
are moderate or minor, Thia is one of the findings that really hit us,
And it was true whether wo used the AIR Data Store or any other source
of data or juat plain expertise, The important puint is that a groat
many human engineering nicetios don't make an imporant difference in
effects on ayatemn reliability under moat operating conditions,

1A, Swain inaists, however, that THERP can be used for initial design.
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At this point the expertine of the analyst would undoubtedly come
into play and he would determine the ad ditlonal training requiremaents
from the characteristics of the aystem, The point, howevar, ias that
the model an a_model would not suggeat theae changes unless it were
highly senaitive to training paramoateras,

VALIDATION/APPLICATION STUDIES

It was pointed out in the aection on the Data Stoxe that it is possible
to evaluate the validity of a model on oither conceptual and/or empirical
basea. Obviously, if & model haa demonstrated empirical validity, by
predicting effects which are in tact demonstrated operationally, then the
queation of concaptual validity becomes irralavant. However, no model
has complately demonstrated ampirical validity (although in a few cases
highly indicative experiments have been purformed), In the absence of
demonstrated ampirical validity, additional confidence can be secured
in & model by examining the concept atructure on which the model is
baaed,

Buocause a significant characteriastic of THERP is that il appears to
be tailored to the syatem problem which it addresses, it is difficult to

avaluate the mathodology on the basias of conceptual validity, Consequently,

ampirical validation atudies are crucial if one ia to make an appropriate
judgment of the technique,

A problem that one runs into, however, in establishing the empirical
validity of a model which was derived from and is applied largely to pro-
blema arising during system development is that it is difficult to estab-
lish a controlled experimental design to measure validity, Moreover, it
is difficult (although not impossible) to differentiate the purely predictive
agpects of a model from its deductive aspects, ¢, g., from the human
ungineoring design changea that are recommended and implemented,

To the extent that a model should find ita use in system development,
it is posaible that one would not wish to diffarentiate predictive from
deductive aspects, It is aleso entirely possible that for such a model tho
concept of validity should be subordinated to that of utility, Swain in-
dicates '"our own experience shows that it (THERP) is a practical, work-
able and useful method',
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The difficulty of making appropriate judgmoents about THRERP iw
intensified bacause the syvatems to which THERP has beon moat often
applied are highly classified and therefore information concerning the
succonn of THERP in dealing with thawoe nystemas is not available to the
author,

It is known that THERP has boen and {a being applied to a numboer of
system development projects, o, g., Safoeguard, but again any reporta
developed during these projects have beon unavailable to the gancral
reader bacause of security classification, With the exception of the il-
luatrative example presented in Reference 4, therofore, which is not a
validation atudy, therae have beun no illustrations, excapt in passing
referonces, of how weall the technique has worked, although the develeper
has indicated in converaationa that the meathod works wall,

The case of THERP, like that of the Data Store, and many other
models, illustrates the fact that all of the documentation and validation
one would wish to have is not available. Like the Data Store, THERP
has apparently been applied quite often, but data have not been provided
by its users to others working in the field to determine just how promis-
ing the technique is,

EVALUATIVE SUMMARY

Validity - Although only one formal validation study has been re-
ported (to the author's knowledge), the method haa been applied repeat-
edly to system development problems and is reported to work reasonably
well. In fact with the exception of the Air Data Store, this is the only
method that has been applied repeatedly in system development, although
most of that application has been within the developers' own shop
(Sandia l.aboratories),

Reliability - No formal data are available on consistency with which
the method can be applied, although the developer reports no difticulty
in this area.

System Development Applicability

A. Comprehensiveness: Model can be applied to all types of
equipments, tasks, behaviors.
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B, Applicability: Method outpute a prediction of system effoctiva-
naws and can, with the aid of atandavd human enginearing techniques,
be uned for dosign analyain,

~ o o =

C.  Timing: Modol can be applied to systemas in the carly as well

an later stagaon of wystem donign, N
L 1]

{

Model Characteristics - )

A. Objectivity: Judgments are required and the ground rulea for -y
securing these are not as detailed an one would deaire, =

B, Structure: Conceptual structurwy is somewhat informal,
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APPENDIX I

OUTLINE PROCEDURE FOR DERIVING ESTIMATES OF ERROR RATES
FOR SAFEGUARD TASKS
(Source: SC-R-67-1045 and references cited therein)

. Have subject matter experts develop ordinal scales of HERCULES
tasks in terms of error-likeliness.

a. Subject matter experts are those with familiarity and experience
with HERCULES tasks. These experts will also rank-order
SAFEGUARD tasks,

b. The method used will depend on the number of tasks to be com-
pared. Ideally, paired comparison would be used, but from a
practical standpoint, some kind of shortcut will be employed.

c. There will be at least two separate scales: one for maintenance
tasks and one for command and control (C&C) tasks. These two
sets of tasks will be rated separately and this separation will
be maintained throughout the procedure outlined in this paper.
C&C tasks will be rated, assuming a nuclear conflict has
started. Maintenance tasks will be rated, assuming peace-
time conditions. It may be desirable either to rate them,
assuming nuclear conflict, or apply a correction factor to the
peacetime rating. This decision will be made later,

d. A critical part of the rating method will be the development
and standardization of the instructions to the raters, The in-
tent of the instructions will be to get each rater to be making
his judgments on the same dimension, error-likeliness, and
with the same scenario in mind.

¢, Check inter-judge agreement, Interview outliers to sec if they
were using different criteria in spite of above detailed instruc-
tions. Discard results from outliers as appropriate, (This
discarding is obviously fraught with methodological pitfalls,
but is necessary from a practical viewpoint, and is consistent
with the literature on psychological scaling.)

f. Classify HERCULES tasks in terms of amount of inter -judge
agreement as a means of establishing our confidence in task
rankings, This classification can be used as an aid to the
project personnel and help quantify '"'subjectivity' in some of
the final decisions that will have to be made,
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3.

Convert the two sets of rankings to two interval scales of error-
likeliness, one for maintenance tasks and one for C&C tasks. Pro-
cedures for the conversion are found in the cited references.

Obtain actual error rates from graded exercising of HERCULES,
The stress level is high for tasks performed in HERCULES exer-
cising and can be considered equivalent to the stress of military
personnel in a Strategic Air Command Standardization Board (SAC
Standboard) exercise where a man's military carecr can be made
or broken, depending on his performance and the performance of
the men under him,

Order the above error rates into two sets of ratio scales, one for
maintenance tasks and one for C&C tasks.

Compare the two sets of interval acales obtained from expert
judgments with the two sets of ratio scales based on HERCULES
exercising,

a. Try to resolve any major disagreements between the interval
scaling based on the expert judgments and the interval scaling
defined by the ratio scales. (Obviously, only the intervals
in the scales can be comparcd because there is no zero point
on the two scales derived from expert judgment.) It cannot
be assumed that disagreement is the result of poor estimates
of error-likeliness; it could be the result of inadequate error
recording during the exercising. Fortunately, the White Sands
project leader is very familiar with this exercising, having
participated in several, and his judgments will be valuable.

b, Discard those interval values from the judgment data or those
ratio values from the system exercising records which are not
consistent with the overall data.

¢, Threre will likely be some interval values based on expert
judgment for which there are no corresponding c¢rror-rates
obtained from systemn exercising. Retain these interval
values unless it can te judged that they arc clearly inconsis-
tent with the overall data,
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Convert the two HERCULES interval scales into ratio scales using
the procedure outlined in SC-R-67-1045, ''Field Calibrated Simula-
tion. " Basically, this conversion involves melding an interval

scale into a ratio scale such that the same relative intervals be-
tween data points on the interval scale are approximately maintained
while changing the absolute distances between these data points to be
in accord with those data points on'the existing ratio scale. The
actual error rates on the existing ratio scale are known as key
stimuli in this process. (In actuality, the conversion is done alge-
braically rather than graphically, )

Using the SAFEGUARD system and task analysis, meld the SAFE-
GUARD tasks into the two HERCULES ratio scales, There arc
different ways of accomplishing this melding. Ideally, we would

do all of them as a study of methodology to compare the end results,
At the very minimum, we should employ Procedure 1 (the graphic
line procedure) and one of the other procedures,

a. Procedure 1. Use a graphic error-likeliness scale for each
set of HERCULES tasks (i, e., maintenance and C&C) and have
the experts place the SAFEGUARD tasks on the appropriate
scale. Neither of the graphic HERCULES scales would have
any actual error rates on it, but would simply show the
relative (i. e. , interval) distance between the error-likeliness
of all HERCULES tasks on that scale. Each judge would in-
dicate relative position of each SAFEGUARD task on the
appropriate scale, and his indication would constitute an
interval scaling of the SAFEGUARD tasks which would also
be a direct ratio scaling. The same procedure would be used
to check inter-judge agreement as was used in rank-ordering
HERCULES tasks. The ratio scales from the judges would be
averaged to develop two combined ratio scales, onc¢ for main-
tenance and one for C&C tasks.

b, Procedure 2. Using the above experts, develop two interval
scales of SAFEGUARD tasks in the same manner as the interval
scales of HERCULES tasks were developed. Then the project
personnel as a committee would judge which SAFEGUARD tasks
are behaviorally similar to which HERCULES tasks and meld
the SAFEGUARD interval scales into the appropriate HERCULES
ratio scales,
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Procedure 3. Interval scaling of SAFEGUARD tasks would not
be done. The project personnel as a committee would judge
which SAFEGUARD tasks are behaviorally similar to which
HERCULES tasks and place the SAFEGUARD tasks dircctly on
the appropriate HERCULES ratio scales. (This approach would
be the easiest to implement, but would obviously involve the
most risk.)

o]

Procedure 4, Using the above experts, throw all the HERCULES
and SAFEGUARD tasks into two pots, one for maintenance tasks
and one for C&C tasks, and have them develop two combined
interval scales in the same manner as the two HERCULES in-
terval scales were developed. These two combined interval
scales would of course be directly translatable into ratio

scales. (This approach would be the most difficult to implement,
but might be considered to involve the least risk. )

o

[
-

o
[0 ¢]

Periodically re-scale the SAFEGUARD tasks as significant design
changes are made,

it

9. Compare estimated error rates with "'real' error rates as it becomes u
possible to exercise parts of the SAFEGUARD system. The use of
quotes around ''real' reflects the need to judge the validity of
the Safeguard exercising and not blindly assume that because it is
exercise data it is automatically better than the data derived from
- expert judgment.
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APPENDIX I
July 1971
List of Relevant
Human Factors Publications
by Sandia lL.aboratories

{By Publication Date)
(Note: These reports have been released to the public.)

Rook, L. W., Reduction of Human Error in Industrial Production,
SCTM-93-62(14), Szndia Labs. . Albuquerque, N, Mex., June 1962,

Swain, A, D., Altman, J. W., and Rook, L. W. Human Error
Quantification, A Symposium, SCR-610, Sandia Labs., Albuquerque,
New Mexico, April 1963.

Swain, A, D., A Method for Performing a Human Factors Relia-
bility Analysis, SCR-685, Sandia Labs., Albuquerque, N. Mex.,
August 1963,

Swain, A, D, ""Human Factors in Design of Reliable Systems, "
Proceedings of the Tenth National Symposium on Reliability and
Quality Control, Institute of Electrical and Electronic Engineers,
New York, January 1964, 250-9. (Also SCR-748)

Swain, A, D. THERP, SC-R-64-1338, Sandia Labs, Albuquerque,
N. Mex., August 1964,

Rook, L. W., ""Evaluation of System Performance from Rank-Order
Data,' Human Factors., 1964, 6, 533-536. (Also SC-DC-64-1119)

Swain, A, D. "Some Problems in the Measureme nt of Human Per -
formance in Man-Machine Systems," Human Factors, 1964, _él'
687-700. (Also SC-R-66-906)

Rook, L. W, Motivation and Human Error, SC-TM-64-135, Sandia
Labs, Albuguerque, N, Mex,, September 1965,

Swain, A, D,, '"Field Calibrated Simulation” Proceedings of the
Symposium on Human Performance Quantification in Systems Effec-
tiveness, Naval Materiel Command and the National Academy of
Engincering, Washington, D, C,, January 1967, IV-A-1 - IV-A-21,
(Also SC-R-67-1045)
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10,

11.

12.

13,

14.

15,

16,

17,

Swain, A. D, 'Some Limitations in Using the Simple Multiplica-
tive Model in Behavior Quantification," W. B. Askren (Ed.)
Symposium on Reliability of Human Performance in Work, AMRL.-
TR-67-88, Aerospace Medical Research Labs., Wright-Patterson
AFB, Ohio, May 1967, 17-31. (Also SC-R-68-1697)

Rigby, L. V., "The Sandia Human Error Rate Bank (SHERB),
R. E. Blanchard and D. H, Harris (Eds.), Man-Machine Fffective-

ness Analysis, A Symposium of the Human Factors Society, Los
Angeles Chapter, 15 June 1967, pp. 5-1 to 5-13, (Also SC-R-67-
1150)

Rigby, L. V. and Edelman, D. A., An Analysis of Human Varia-
bility in Mecharical Inspection: Summary, SC-DC-58-2173, Sandia
Labs., Albuquerque, N. Mex., May 1968,

Rigby, L. V. and Edelman, D. A. An Analysis of Human Varia-
bility in Mechanical Inspection, SC-RR-68-282, Sandia Labs.,
Albuquerque, N. Mex., May 1968,

Rigby, L. V, and Swain, A. D. "Effects of Assembly Error on
Product Acceptability and Reliability,' Proceeding of the 7th
Annual Reliability and Maintainability Conference, American Soci-
ety of Mechanical Engineers, New York, July 1968, pp. 3+12 to
3-19. (Also SC-R-68-1875)

Swain, A D, Human Reliability Assessment in Nuclear Reactor
Plants. SC-R-69-1236, Sandia Labs., Albuquerque, N, Mex.,
April 1969.

Swain, A. D, "Overview and Status of Human Factors Reliability
Analysis, " Proceeding of the 8th Annual Reliability and Maintain-
ability Conference, Amer. Inst. of Aeronautics and Astronautics,
New York, July 1969, 251-254, (Also SC-R-69-1248)

Webster, R. G, and Swain, A, D. "“Human Factors Inputs to Large-
Scale Field Tests,'" Synder, M. T., Kincaid, J. P., and Potempa,
K. W. (Eds.), Human Factors Testing Conference 1-2 October
1968, AFHRL-TR-69-6, Air Force Human Resources Lab,, Wright
Patterson AFB, Ohio, October 1969, 35-59. (Also SC-R-70-4220)
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14,

19,

Righy, Lo V.o "The Natuve of Human Bevoe, ' Anmnal Technteal

Confereonce Transactions, . American &m\n!y Im‘ Q_\mlhx (-mm'n\
Milwaukeo, Wine,, May a7, P ARTA00, T (Alan SC-RO. -HN‘)

Swain, A, D, "Development of a Hwnan Kreor Rate Data Nank, "
Joo B Jenkins {(ld,) Procesding of U 8, Navy Humman Reliability
Workshop 2121 July 1970, Naval Ship Syatemm Gonunand, Offive
of Naval Remearch and Naval Aiv Developiment Genter, Dept, of
the Navy, Washington, D, G. Febheuary 1971, ppy 114148, (Alao
SC-R.70-4286)

Seao Also

20,

Swain, A, D, Design Tochniques for Improving Human Performance
in Production, Induatrial and Commercial Techniquea, litd,, London

(in press),
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HL O TEEPEN © TRHOUNWUER FOIRCBRTAIVLINHING PRRSONNRL,
BRUFORMANCR XTANDAR DY

INTRODUC TION

TREPS taa aot ol proveiuwres developed iy Do 1, By Wangha e
antd hiw voaworkern for warag analytic aml probabilisia e hnbguen which
arganise and employ (1) syntem aperational vequireiments data, () nya-
temy dencriptive data and (V) liman capabnhity data v entimaten of thear
dath,  The ayatem to he evaluated ta deae eihed by the Graphis State
Nequenve Model (CGSSM) which tr a tunction flow=nrionted diagvam vlen -
Hfying the various ways in which aysteny requirementa may be aucom =
plished,  The basic hehaviaral untt of the GSSM s the PEF (poraonnel -
squipment functional) wnit which ta analogous to the tank,  ‘The (ISSM
doncrihan ayatem tnput, output and mtervesing atates (note the resem -
blanve ta the 8-Q«R framswork swmployed by THERE), The GSSM i
tranatormed into the Mathematical State Sequoncs Model (MSSM) which
uaes conventional probability equationa to deacribe the mathematical
velationshipn among the units comprising the GHSM,

The stepa involved in applying TEPPS (much simplified of course)
ara;

I, Describe the aysatem to be evaluated,

4, Develop the GSSM on the bania of (1),

3. Detevmine predictive data (probahility and time eatimates) for
the GSSM unita,

4. Apply the predictive data to GSSM.

5 Develap the MSSM,

6. Perform quantitative analyses to derive a veliability effective-
neas value describing the 1ystem,

GOAL. LS

This model haa several goals, which are more or less clear
depending on the particular report that one reads. Basically TEPPS is

(1) A micthed for "deriving specific personnel performance standards
with definite relations to systemn cffectiveness requirements' (p. 10,
Ref. 5). In this application the model is supposed to allucate (or appor-
tion, as reliability enginecrs would say) pre-cstablished system cffective -
ness requirements (SER's) among the personnel (and wasks) engaged in
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periorming ayatem tlankn,  Theae peemit the development ol pevaonnel
pertormance atandarvde which can then be vned an tndices for compacinen
With actual pevformane s roguirementa (SER'a),

In other worda, (F the SER for a ayntem calln tor a peersonnel pers
tormanee veliability of (R4 and there ave N peraonnel and taske whune
performance tn tnteraction ave regquired to make up (Y8T7Y, then the
technigue ansigna the individual perfonnmance requitementa foe those
prraonnel and tarka no that (98T can be avoomplinhed, Deponding on
the interactive loopa involved (n the myaten, tank 1 might have a velia-
ity veguivement of 9999, tank &, 9904, ote,, all of whitch pertore.
mance requirements when combined will provide Y873,

(2) The model ja supponed to "yield a meanure of ayatem offective-
nana' which ta aanontially the sanwe as that produced by THERP, If one
asaigna predictiona of performance reliability te the individual tanks in
the ayatem, what one derivea ia & meanure of aystem offectivenasa (i, e, ,
the human part of it),

In the vane of the "derivative'" model (case | above), one thkea the
SER and breaks it up among vavious tasks: the probabilities associated
with theae taska become performance atandards., In the second use of
the model (ita ao-callad "integrative' use) the SER ia unneceasary; one
takea the tasks making up the ayatem and, asauming a atore of predictive
data, assigna predictiona to the individual taska. It ia this application
which {s of particular interast to this study and the one deacribed in this
section; however, the developers of the moethod suggeast that this application
ia dormant because of the lack of man-machine data, From the stand-
point of thia report, however, the lack of data is no reason for not con-
sidering the model, since it is alwaya posaible that suitable data will
become available, and in any event the model should suggeat the kind
of data needed,

On page & of Reference 6 a number of potential outputs of the model
are listed which are of interest to us because these outputs imply model
goals. Besides the two goals already specifiad, these outputs imply as
goals of the technique:

(1) determining the quantitative cffects of system design changes
on system performance or on personnel performance require-
ments;

(2) determining system componcents most and least likely to cause
errors;
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{3) eatablishing statitlards (o corredtive imaintonane e,

The reader ahould compare thewe goals with thogpe of THRRE,  The
referonce to ayatem doaign changes and the determination of system
components mort tikely to caune sevors remtnde s very muach of THERDP
The concopt of extablishing pevfovmance atandardn (8 something we have
nat mo far encounteresd (And (e in fact unigue among the modela roviewed),

In the courae of (te developient, the ule of the tochihigue haa hoen
oxpandod, The developera indicate that "the techntque providen a general
tool for aystem analyain" (p. 11, Ref, &),

The madel goala, therelove, have apecific demign and maintenance
an woll an operator performance impheations,  The model should therve-
fore have gonoral applicability to moat systems, although the developara
concede that it cannot handle continuous and decision-making taska,

"At prasent TEPPS moat closoly resembles an oporability submodel',
that in, it attempta to "pradict the dogree to which a man-machine ayatem
ia capable of being operated, ., aasuming that the aystem is ready and
available" (p. 17, Ref, §). It doas not consider atatea resulting from
ayatem failure, hence it is not an availability model,

ASSUMPFPTIONS

To start off with some definitions, what TEPPS is cither ailocating
or predicting performance to is a unit of behavioxr called a PEF (per-
sonnel-oquipment functional) unit, Aa was the case with THERP also,
the basic unit of behavior (PEF unit) is not well defined, but appears to
correspond tc what is generally called a task, Certainly it is not at the
level of the task element but is more detailed than a function., Examples
of PEF units (taken from p. 104, Ref, 6) are: VP observes target track
(two or three points) and computes heading (within t 7 degrees); RCO
observes tote board and determines accuracy of target heading shown
there, based on previoualy received, mentally recorded heading message.

Note that we are dealing here with behaviors which are relatively
system-specific, which might make it more difficult for TEPPS to make
use of a "general' data bank of the AIR type. Blanchard points out,
however, that this would depend on the degree of behavioral generaliza-
tion possible from such a data bank,
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Note also that the tanks dencribed in PEF units are not wall de-
perihed in tormimn of squipient charactevistios, which boaras negatively
on the capability ot the model to handle deaign anpecta (1.0, , to be able
to predict ditferoncesa (n pertformance depondont on difforences in
equipmoent denign), Howoever, there appears no reason why the PEF
unit candd not be more rigorounsly defined,  The reliance on axpert
vatimatea for the collection of predictive data (see later diacussion) to
be annociated with PEF unita makes tt difficult, however, to define the
PEF unit more procisely in terma of equipiment charactoriatics, since
it is unlikely that judges could didcriminate adequately in terms of
molecular equipment charactoristics,

The System FEffectivenoas Requiremeant (SER) already refoerrod to
describes thoe raquired asyatem output, generally in the form of a pro-
hability, a time aor both, The term reflacts only the system requirement
jmponed un system paraonnel,

The Indax of Task Accomplishment (IOTA) is the probability of
succexsful accomplishment of man-machine activities (probability as-
sociated with the PEF unit), IOTA's may be derived by observation or
by subjective techniques (although TEPPS developers have made primary
use of the expurt estimate technique to derive these data, since direct
obsarvation or simulation is very difficult, according to Blanchard).

A basic assumption concerning time is that a maximum value exists
for time (T ax) beyond which the probability of accomplishing a task
successfully does not change., TEPPS' maximum probability of suc
cegsful accomplishmentis thereforvassumed to occur at Tmax‘ This
assumption appears to be quite reasonable on the basis of logic and
anecdotal evidence, although it is unlikely that one will find substantive
confirmation in the experimental literature (bccause of the sparseness
of that literature), Similarly, below some minimum time (Tppji,) pro-
bability of task accomplishment would be expected to be zero (activity
cannot be performed). Presumably between T i, and Ty, Probability
of successful task accomplishment increcases as we go from one to the
other.

The relationship between probability and time to accomplish a
given activity is assumed tc be lognormal. Prcbability is normally or
lognormally distributed as a function of time. It is also assumed that
the number of people correctly performing a task is normally or log-
normally distributed over time; therefore it is also assumed that the
function would be similar for a single individual and for combinations
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of tasks, It follows also that failures to accomplish a task would be
lognormally distributed over time., Within the area Tynax - Tmin
probability of task accomplishment is norimally or lognormally dis-
tributed, This last asgumption seems to unply that probability of a
correct response within an individual is distributed normailly or log-
normaliy as function of time; however, it is reascnable to expect that
as time approaches infinity performance probability reaches as asymp-
tote and remains constant.

The assumption of a relationship between tivne and probability is
extremely important, because it defines tne distribulion of P; and thus
perrnits a valid application of probability statistics for predicting per-
formance, something not found in the AlR annd THERP methodology. The
question is, however, whether the actual distiibu*ion of probability over
time is the lognormal distribution posiulaied by the following equation:

A2
f(log tj) o EeXDP. -‘S{ - 7))
e Y2t e 2

Z

L =)

A
!

where a subscript designating one oi n PEF Unite

A
1]

log t, i, e., the indevecndzut variable of the normal
distribution derived from the lognormal one

M = mean of the normal distribation of T
2 . . D i . .
¢ > variance of the normai distribution of ¢

The probability that the jth activity wiil be performed in time ;,
therefore is the integral of the aoove equation from weto log tj. U
IOTA is considered to be directly related to prebability of accomplish-
ment, and if failures to accomplish an aclivitv atc¢ assumed to be log-
normally distributed, then IOTA varies with time according tu the
following equation:

Log tj 5

. . M

= I.if b exp .._(_J #J )- dg
et 5 B et j

£
-
[
=
o
QI-‘
1"t

the highest value IOTA can be expected to achieve

ij = variable IOTA, i.e., ranging from 0 to 1.
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Availability of estimates of the maximum and minimum times
(Tmax and Tmin, respectively) within which an activity can be performed
establishes the values & ande~.

TEPPS also distinguishes between logical and functional dependen-
cies. Logically dependent activities are those whose accomplishment
necessarily implies the successful occurrence of some prior or con-
current activity, A logically dependent relationship assumes that the
prior activity will be performed with a reliability of 1. 0, since feed-
back from its performance will be complete and the subsequent activity
will not be performed until or unless the prior activity is performed
(which means a reliability of 1. 0). A functional dependency is an inter-
action such that the degree of effectiveness of one activity is related to
the degree of effectiveness of another. !'For example, an activity may
be performed poorly, thus affecting the performance (but not the occur-
rence) of another't (p. 8, Ref. 5). Failure to include functional de-
pendencies will result in a system effectiveness estimate which is
highly conservative (lower than actual).

There is an implication that, in contrast to what THERP says it
can do, TEPPS cannot handle functional dependencies. "Unfortunately,
functional dependencies cannot be treated in reliability or allocation i
models because their occurrence and degree of effectiveness cannot be
determined without empirical investigations'.... In general, therefore,
the determination of system reliability will actually produce an under- ..
estimate..." (p. B, Ref. 5). As we shall see later, this underestima-
tion has posed severe difficulties for TEPPS (as well as other models)
in its operational use. .-

One might wonder, however, whether it might not be possible to
include functional dependency data in TEPPS as part of the IOTA infor- .
mation provided by the expert estimates used to secure TEPPS
predictive data. Would it not be possible to refine the expert
estimate technique (to be discussed later) so that some indication of .-
the functional dependency of tasks could be provided by expert judges ?

TEPPS also assumes the existence of redundaucy, which occurs .
when two or more activities or activity sequences give rise to essentially
identical outputs, the occurrence of only one of which is necessary for
migsion success. Two types of redundancy are postulated, which are -
termed ''true'' and ""apparent' redundancy. True redundant events are
independently conductecd activities which yield the same output state,
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like applying the emergency brake and placing the automatic gear shift
in PARK while parking a car. Apparent redundancy is illustrated by
two uperators monitoring the same airspace via two scopes.,

According to probability theory, true redundant events can be
handled mnltiplicatively, as

Px 1 (1-P)) (1-Pp)... (1-PN)

For exainple, assume four redunaznt events having probabilities of . 9,
.8, .7, and . 6, Accor<ing to the eguation above,

P

1= (1o 9)(1-.8){1-.7)(1-.b)
- (1 2) 3. 4)

< 1-.0024

. 9976 j

i

Apparent redundant events are not really redundant, but their
effects approximate vredundancy and can be treated as such. The equa-
tion 2bove that TEPPS uses to account for redundancy implies independ-
ence, which is probably not correct if the activities are performed by
the same 1ndividual or two individuals who interact with each other.
TEPPS argues that the data collected for its use takes that interaction
eifect into account and that consequently use of the equation above will
result in little error. This assumes that the data collected have suf-
ficient fidelity to the modelled situation to be representative of second-
order effects. If this is the case, there would seem to be no reason why
tha functional dependencies discuszed previously (which are important
in terms of developing an accurate system reliability value) could not be
treated in the same manner,

i

The assumptions made by TEPPS could well be applied to THERP,
In fact, there appears to be a high degree of similariuy between the
TEPPS assumptions and those of THERFP, except that the conceptual
structure of TEPPS is more rigorously elakorated than is that of
THERP. We note, for example, that the PEF unit ic essentially the
same as the behavioral unit employed by THEREP, and the need to ac-
count for logical and functional dependencies 2nd redundarcies must
also be be accounted for by THERP. The relationship between proba-
bility and time (which we will also find in Sicgel's digital simulation
models) represents, however, a significant theor=tical advaace cver
THERP. We shall see also that the development of the GSSM and its




transformation into the MSSM is very similar to THERP's graphic
probability branching tree and its use in probability equations,

In contrast to THERP, however, TEPPS makes no use of stress
as a significant parameter, This is perhaps because the '"integrative"
(system effectiveness) model was derived from the allocation model
which would have no use for a concept like stress (since it deals solely
with the apportionment of reliability requirements). This is an inade-
quacy in TEPPS which could, however, be remedied without undue
difficulty, !

METHODOLOGICAL SCOPE

In analyzing the types of systems, functions and tasks to which
TEPPS can be applied it is necessary to distinguish between thc quali-
tative analyses possible with the GSSM and the quantitative analyses
for which the MSSM is necessary. Since GSSM is purely descriptive,
it can handle any type of system, function or task, including mainten-
ance operations. On the other hand, in a mathematical sense TEPPS
cannot deal with the complex feedback loops involved in continuous
tracking -type tasks and in decision-making tasks where there are
"complex and unpredictable interactions among individuals' (p. 17,
Ref. 6) because the state of the art in mathematical modeling (upon
which the MSSM depends) is deficient.

TEPPS is therefore restricted largely to predicting the performance
of discrete activities. In this respect the methodological scope of TEPPS
is similar to that of THERP.

PARAMETERS

In the course of the preceding discussion we have covered essen-
tially all the parameters that TEPPS includes in its conceptual structure.
These include feedback, dependency relationships, redundancies, the
inter -relationships between probability and time, and the behavioral

(1) Blanchard scates: "This is actually not an '"inadequacy" in that
"theoretically'™ such effects would be reflected in input data if those data
had been obtained under actual conditions or under high fidelity simula -
tion. Otherwise, one would do as in THERP, and iniroduce an cstimated
"adjustment' factor. In short, the technique is thoroughly amenable ‘o
the consideration of the effects of stress and anxiety. "
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unit being predicted (PEF). All of these have been implied in previous
models (and are in fact required by any modeling process).

TEPPS is more distinctive, however, when one considers the
parameters it does not include in its conceptual structure. As indicated
earlier, it does not deal with stress or any of the '"performance shaping
factors' that THERP considers necessary, or with molecular equipment
characteristics such as those found in the AIR Data Store.

Blanchard points out (personal communication to author) that this
is true primarily of the derivative use of the model, but not so of its
integrative use., Presumably, if the input data used for prediction in
the integrative model were to be affected by stress or other 'performance
shaping't factors, then the model would implicitly make use of these para-
meters. However, our comment refers to the fact that the model does
not explicitly call out these parameters and relate them formally to pre-
dicted performance.

Whether this reluctance to include more complex parameters re-
presents an inadequacy in the TEPPS model or a realistic appraisal of
what can presenily be accomplished in behavioral modeling is a value
judgment we would not care to make. However, a defensible model of
behavioral processes must ultimately take more complex parameters
into account.

DATA

1. Measures Employed

There are two general measures: probability of task accomplishment
and performance completion time. These can, however, be related to
any kind of system-relevant measure, such as number of targets destroyed,
radar detection range, etc. which means in effect that the model can han-
dle many specific system measures. At the present time the TEPPS
approach is based on the use of probabilistic statements in which the
effectiveness measure is dichotomized into a pass/fail criterion. How-
ever, in anticipation of the future development of the model, TEPPS has
explored distributed measures as well,

Probabilities are associated with particular effectiveness dimensions,
For example, if the dimension of interest is radar detection range at 100
miles, a probability of . 90 of performing detections at that range might
be determined. In this situation the radar detection range has been
dichotomized into 100 miles and beyond 100 miles.




Or if the dimension of interest were the number of types of targets
to be destroyed (distributed effectiveness dimension), a probability
could be associated with each number and type. Since the effectiveness
of a specific man-machine activity is defined formally and logically in
the same manner in which system effectiveness is defined, the appro-
priate dimension for some activities might be of the dichotomous type,
whereas other might be distributed. In any event, the measure employed
is highly flexible and poses no limitations for application of TEPPS,

2. Data Sources

Like THERP, TEPPS is highly data-dependent, perhaps more so
TEPPS is conceptually more rigorous and elaborated than THERP, bt .
perhaps for that very reason, is more data-limited (or apparently so in
the minds of its developers). Because of the pragmatic nature of THERP,
already discussed, THERP will accept data from any source as loig 8s
it will provide a ''reasonable'' answer. This is not true of TEPPS,

TEPPS would accept empirical data (i. e., data based on observation
of performance), but ouch data are comparatively rare. It rejects data
available from the experimental literature, as one finds it abstracted in
the AIR Data Store, and sees little possibility that such ""universal' data
banks will prove of use, at least in the near future (10 years). '"It soon
became apparent to us that the various laboratory data were not amenable
to meaningful manipulations and that little could be gained by further
attempts to extract data... We made such a conclusion... with the
realization that it left us without a means of exercising our model...
With regard to human performance data collected in the field, it is
essentially non-existent in any generally useable form. The amount
that is or may be available is probably insignificant for use in general
man-ma chine models.,..'" (Ref. 2).

As a consequence, TEPPS has made use of a fairly rigorous but
complex paired-comparison technique to derive '‘expert'' estimates of
performance probabilities and time, We shall not endeavor to describe
the process in detail; readers who are interested should read references
1, 5and 6 (particularly 1), The esscnce of the technique is to provide
judges with individual PEF descriptions and ask them to compare each
description against all others to determine which has the hi~*er pro-
bability of accomplishment,
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The data resulting from the paired-comparison technique (IOTA)
form a scale which provides meaningful distances or intervals between
scale walues. However, it is desirable to transforrn these scale values
(which vary from around 3. 0 to zero) into a more conventional proba-
bility seale with a range from 0. 00 to 1. 0.

If the transforimation is accurate, the resultant probabilities can be
used as estimates of the probability of accuracy with which tasks can be
performed. (This is necessary for use of the model as a system mea-
surement; much less so for the allocation use of the model.) The result
ant probabilities assume performance under optimum conditions and no
time constraints.

Transformation of IOTA to probabilities requires an absolute deter-
mination of the probability of task accomplishment for the two activities
having the highest and lowest scale values., That is, these two probabil-
ities are determined on an absolute (. 9999, .9996) rather than on a com-
parative basis (Task 1 has a higher probability of being accomplished
than Task 2)., If at all possible, estimates of these two tasks would be
determined empirically (i.e., through observation or from test data).

However, it may be necessary to secure the absolute values by means
of judgments,

In any event, having these two ''anchor' estimates permits solution
of the two simultaneous equations:

P = 1-Ae P01 (1)

P, = 1-Ae P52 (2)
where P = obtained probability of one PEF unit

S = scale value of thut PEF unit

A,B = constants,

The median of the probability estimates for the two visks having
highest and lowest probabilities of performance are insert 'd into cqua -
tions (1) and (2) in place of P and P&. The equations are then solved,

The reader might note some similarity between this procednre and
the scaling method adopted by THERP. Swain acknowledges a doebt to

Blanchard in this conncection.

The transformation assumes that performance reliability is an ex-

ponential function of the scale values derived from the paired-comparisons.
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The basis for this is the best {it regression analysis curve developed

by Irwin et al (Ref, 4) using Data Store values and judges' ratings. This
curve is exponential because the best fit was produced by plotting the
scattergram on log paper,

Using the Irwin results as the basis for the ecquation relating IOTA
to probability values appears to be somuewhat flimsy, There ave several
reasons for this: (1) The lrwin study itself has certain deficiencies
based on the lack of data for comparison purposes with the ratings made
by the TEPPS judyes; (2) the taska judged were Data Store tasks which
are at a more molecular level than the PER units; (3) the judges ratingsa
were not paired-compari. ns but involved having the Irwin judges rate
each task in one of 10 categories, ranging from most to least error;
consequently we are talking about rating rather than paired-companions.
In connection with this laat point, however, Blanchar+ points out that
rating and paired-comparison methods can both result in interval-
property scales,

Despite the inadequacy of the supporting evidence, we are prepared
to accept the exponential relationship (tentatively), If there wore no
supporting data at all, it would atill be possible to accapt the exponential
as an hypotheais. However, there are more baaic problems with the
entire subjective data rethodology.

What we have reference to ia the rulatively low between-judge agree-
ment, Internal (within-judge) consistency was high (. 909) but between-
judge agreement was only . 683 and decreased in subsequent atudies (. 416
in the user test, Ref, 7)., There is a value of . 687 reported for linear
consistency (p. 27, Ref. 5, but see also Ref, 1) which is defined as the
extent to which the paired.comparison model fits the observed data., It
is not known, however, what the observed data were,

The low level of between-judge agreement would tend to negate the
use of the subjective technique; if judges cannot agree on what they report,
how much confidence can be placed in their judgments ?

The developers of the technique answer the problem by saying that
individuals vary in their judgments. They indicate that the probability of
correct performance varies in a normal manner as a function of the num-«
ber of individuals performing. Any probability eatimate therefore re-
presents mean performance. In any event, there is large variability in
probability of correct performance, and the dispersion in the judges' com-
parisons reflect that variability,
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If we interpret the arguament corvectly, (pp.o 38-39, Rer, 8) the
developers are saying that cach jpudpe's comparcons reprecents a sub-
sot of the population who actually pertforvined and whose performance
was obscrved by the judges, Judge | siaw subset population | with its
performance  adge 2 saw subset population & with its performance, ote,
If then judge 1 says that that probability of task accomplishment with
task 1 is higher than that ot task 2, and judge & xays that probability of
task accomplishment with task 2 is higher than that of task 1, this mevely
degcribes what they actually saw, In that event the varabibity in judg-
mants merely reflects the normal variability of observed performance
in real life, No single judge would see all performance, so that inevitably
it would be biased,

Under these premises a low between-judge reliability is no bar to
using these judgments as long as internal consistency is high enough,
Indeed, one would expect to find low between-judge consistency where
real performance variability is8 high,

This is an ingenious argument, but not very satisfying, if only be-
cause it obscures rather than enlightens, All judgments by this reason-
ing, no matter how diacrepant (from other judgments), are acceptable
because they reflect normal variability and that portion of reality (and
only that portion) that the judge observed. Thus, if in A given situation
high interjudge reliability is secured; this is fine; if in the same situation
low interjudge reliability is secured, this is also understandable, How
then is one to know when a judgment should or should not be accepted?

Moreover, the whole premise underlying judgments is that a single
judge's evaluation describes the total picture of the pbenomena being
judged, and therefore should correspond to the mecan of the real varia-
bility (assuming that he has had the opportunity to observe a range of
performances). If one rejects a judge because he is 1nconsistent among
his own ratings, why should this be s0? since his sample of behavior
may have in actuality been distorted,

The developers indicate that the transformed scale values should
not be used in the integrative model (p. 18, Refi 7). They sce the inte-
grative model as dormant because it requires actual man-machine
performance data.

If we have spent das much time as we have in examining the bases
of the e xpert estimation method, it is because the method
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requires further investigation, We say this not only because TEPPS
uses subjective estimates, but because (to anticipate our ultimate con-
clusions), almost every other predictive model makes use of subjective
estimates, usually in a far less rigorous manner than does TEPPS,
Consequently, if this is to be a general procedure, the method must be
explored systematically, its advantages and disadvantages noted, and it
must be standardized. If modelers were to exclude subjective data from
their techniques, one would not have to consider the problem further; it
is apparent, however, that in order to exercise their models they will
make use of such data, regardless of any inadequacies it may have.

Moreover, although one cannot accept Blanchard's statement ''that
the subjective scaling of man-machine activities (is) undoubtedly a valid
procedure'', on the other hand, one should not reject the method com-
pletely,2

So far we have said nothing about time data, which are also secured
by subjective estimates; here, however, absolute judgments are required.
The results of two studies produced a high degree of variability, so that
the TEPPS developers recommend discontinuance of this method. How-
ever, see the study by Burger etal. (Ref. 3) and Smith etal. (Ref. 8) which
suggest that the situation is more promising than had previously been i
considured,

(2) Blanchard remarks: '"I feel that the viewpoint taken of the
utility of subjective scaling methods is much to narrow. We must acknow-
ledge that the dimension of probability of accomplishment or error is a
complex one, and not held rigidly to traditional interpretations of values
designed to assess uni-dimensionality. Unfortunately, my attempts to
come to grips with a problem with rather unique theoretical as well as ‘
methodological implications had to be made sccondarily, with the primary
objective being to develop and apply a man-machine rmodel. As a result,
I am afraid my ''shirt-sleeve' efforts werc rather feeble compared to the
scope of the problem. I sincerely feel that subjective techniques are
applicable to the problem, and perhaps we have not yet evolved the pro-
per conceptual framework or model for their use. We must surely tackle
the problem though, since we will need some "interim' technique for
obtaining useful input data for modeling purposcs until empirical data
become available.'
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The preceding discussion of data sources has been relative to the
use of TEPPS as a system effectiveness prediction model. It is important
to note that when TEP®S is used as an allocation (1. ¢. , apportionment)
methodology, it ‘'does not require actual cr objective measures of per-
formance, .. ; relative measures, far casier to obtain, will do just as
well. That is because allocation of SER's is accomplished through mathe -
matical consideration of the relative "weightings'' of system PEF units"
(p. 20, Ref. 5).

3. Output Metric

As in the case of the Data Store and THERP, the output measures
employed by TEPPS are: (1) probability of successful task accomplish-
ment; and (2) completion time, Of the two, probably somewhat greater
emphasis has been placed on the accomplishment measure. Certainly
workers in the field have found this meascure of greater interest in every
model they have considered. The reason for emphasizing probability of

task accomplishment measures rather than time is that for many systems 3
time is not really relevant; as long as the task is accomplished satisfac-
torally, the length of time (within reasonable limits, of course) does not
matter. This is true of troubleshooting operations, for example; research
has indicated that technicians concentrate on making the proper diagnosis,
rather than getting through in a specified time. It is indicative that in

the user test performed with TEPPS, many of the time estimates given

by operators were of "infinity', meaning that the time dimension was
meaningless. Of course, an "infinite' completion time for a task would

be intolerable; such a response means merely that, given that the task is
completed successfully within a certain liberal time maximum, time
variations prior to that maximum would have no significant effect on
mission performance,.

{(3) On the other hand, a number of the simulation models, ¢, g, ,
HOS, ORACLE, place major emphasis on performance time as a ¢riterion
of effectiveness. This difference in orientation toward systern modeling
is something that needs further exploration and resolution. Must we have
different models for systems in which time and c¢rror arce more or less
important ?
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The developers of TEPPS repeatedly warn us that the probability of
successful accomplishment measure produced by TEPPS will produce a
highly conservative estimate of system effectiveness, because the facil-
itating effects of subsystem interaction, partial task success, task repeti-
tion and feedback looping cannot be handled by TEPPS very pr ecisely.

PROCEDURES FOR MODEL APPLICATION

1. Analytic Method

In order to develop the GSSM (Figure 5) which, like THERP's
probability branching tree, is critical to use of the method, it is necessary
to break the total system operation into more elemental units. This may
require several developrnental iterations before a satisfactory product is
achieved, because great emphasis is placed on the accuracy of the GSSM,
The analytic process required to develop the GSSM is conventional system/
task analysis going from gross system functions to tasks. The task level
for TEPPS is similar to that of THERP, that is, the task, but not the
task element. Examples are: adjust cursor and read range counter; trans-
mit bearing data; mark fade chart. It should be noted that there are no
equipment details included in the task description, which, again like
THERP, bears on the adequacy of the model for design purposes. How-
ever, Blanchard voints out (personal communication) that 'therc is abso-
lutely no reason why equipment details could not be included in the descrip-
tions if such details were of interest or considered to be potential sources
of performance variability, *

The analytic method requires the description of all alternative modes
of operation and contingency events, which leads to a fairly complex pre-
sentation. This again is comparable to what THERP does. Included in
the modes of operation considered are redundancies, sequential and
parallel activities, alternative pathways (depending on external situational
events) and feedback loops. According to the developers it is possible to
construct a GSSM for continuous and decision-making tasks, c¢ven though
it is not possible to model them mathematically for the MSSM.

With regard to feedback loops, it is claimed that TEPPS has a built-
in capability to treat some (although not all) of these loops (p. 20, Ref. 6},
thereby reducing somewhat the need for the assumption of independence.
However, the fact that TEPPS still employs the independence assumption
means first that complete feedback is not modeled and secondly that the
TEPPS output tends to underestimate the effectiveness of the system.
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The output of the task analysis is represented in the GSSM, which
has in contrast to the absence of detailed procedures for the development
of THERP's probability tree, fairly rigid construction rules. Ref. 6,

p.- 10-14 provides a complete guide to the construction of the GSSM.

Whereas the GSSM is esse.itially a flow diagram describing behavioral
operations, the MSSM ''is essentially identical (in principle) to a reliability
equation. It can be used for determining system reliability or ... system
probability of success ... (p. 6, Ref, 6). A compuier program is avail-
able as part of the TEPPS package which eliminates the necessity for
actually constructing a MSSM.,

In summary, there appears to be no essential difference between the
analytic method used in TEPPS and that used by THERP, although the
former is more rigorous than the latter (or at least described in more
detail). The GSSM and THERP's probability tree are also essentially
alike, although it appears to this writer that it is easier to use the former.
(This may be simply a bias on his part, based on his greater familiarity
with functional flow diagrams, which is what the GSSM is essentially.) The
PEF unit is essentially the same as the THERP task; both do not, as does
the Data Store, deal on a detail level with the equipment description. Both
TEPPS and THERP have great difficulty dealing with functional dependen-
cies, although THERP says it can handle these
THERP deals explicitly with error, i.e., it achieves P; by error measure-
ment, but TEPPS simply utilizes probability of successful task accomplish-
ment without evidence of much interest in error. Like THERP, TEPPS
does not include in its GSSM system operations that do not have a
significant impact on the system output; i.e., PEF alternatives that
are possible but extremely unlikely.

2. Method of Synthesis

Synthesis of the system after it has becn broken down into its com-
ponert PEF units is accomplished through the MSSM. This is essentially
'""an equation which expresses the relation between the required probabil -
ity of achieving the system output state and the probabilities (to be de-
rived) of accomplishing system PEF units", (p. 51, Ref. 6),

In its general form the equation is

P (P))P2)P3) ... (P
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where

P = system effectiveness requirement (SER)
Pj = required probability of accomplishing the jth PEF
unit.

The above equation is therefore identical to 4 conventional reliability
equation except that P would be defincd as system reliability, rather than
a pre-established required SER, and P. would be defined as the reliability
of the jth PEF Unit, rather than the required probability of accomplish-
ment,

What this means simply is that although the above equation is for
allocation of required probabilities (performance standards), it can be
used for the determination of system effectiveness, once a weighting
factor (IOTA) is applied to each P;. Note that the cquation is multipli-
cative (i. e., assumes independence). As a consequence the MSSM is
extremely sensitive to the number of PEF units included, so that each
additional PEF unit will result in a lower system reliability estimate,.

A method is presented for handling redundancies. The general equa-
tion for redundancies is P = 1- (1-A)(1-B) ... (1-N), where A, B... N
are alternative pathways. This gives us the probability of either/or
redundant pathways.

All the examples given in Reference 6, however, are one way
(==»); they do not show feedback loops. Obviously the lack of such feed-
back loops will produce an overly conservative estimate of human per-
formance, as was shown in the user test (Ref. 7). As far as TEPPS is
concerned, (but this applies also to other predictive models), one pro-
blem requiring research is how to identify, model and include in the
MSSM feedback effects.

3. Data Application

The basic probability data (derived from IOTA's) and time c¢stimates
relate to the individual PEF unit and are applied by the computer program
to that unit. Again this procedure is identical with what is done on THERP,
Once the probability/time values are assigned to the PEF unit, the MSSM
proceeds to combine in accordance with the product rule and redundancy
equations noted earlier.
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ANTICIPATED MODEL USES

1. Prediction of System Effectiveness

Under this heading we can include two aspects:

’ a. estimation of system reliability

b. allocaticn of performance requirements.

o hein B

Asg far as estimation of system reliability is concerned, TEPPS will we ;
presumably supply {
(1) An absolute estimate of the system reliability to be anti- . ;i _
3 3 cipated when the system becomes operational (e, g., the system will i
f .o eventually perform with a reliability of . 9978). o

(2) A comparison of estimated system reliability with that
required to achieve mission success (e. g., estimated system reliability
is. 9978, but mission success requirements (SER) call for . 9987; or, .
the mission must be accomplished in 16 minutes, whereas required sys- _
tem performance time is 18 minutes). [T

Both of these assumed capabilities are identical with those assumed
by the AIR Data Store and THERP.

It should be noted that both the above predictive functions are data- B
limited, that is, the adequacy with which they can be performed depends
on having available to the model a store of predictive data and this ade-
quacy is only as effective as the accuracy of those data. In addition,
their adequacy depends on the ability of the technique to model feedback
loops which compensate for the innate conservatism of using multiplicative
procedures to synthesize systern reliability.

.
*
[P

As a consequence of their experiences (see Ref, 7) the developers
recommend allowing the predictive function to be dormant until such time ,
as an appropriate data bank and more effective modeling techniques become
available. The author is not that pessimistic. In any event, considering
the high degree of similarity between the TEPPS and THERP models, and
the fact that THERP (if one believes the published reports) can provide valid
estimates of system reliability, it is difficult to see why TEPPS cannot

do the same.

e b s, e T e e e
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Perha s a systematic comparison of the two techniques (based on a
comparison of data inputs and dala processing operations) would be useful
to determine what modifications to TEPPS might be made to improve its
predictive capability,

TEPPS should be far more successful with regaxd to the allocation
of performance requirements (i, e., given an SER of .9995, how this
requirement should be apportioned among the various system tasks),
since this function does not depend on an empirical data base. Note that
TEPPS was initially developed for this purpose and that no other man-
machine model (as far as the author knows presently) pretends to appor -
tion SER's quantitatively. This function is also well worth cxploiting for
the very early system planning design stages. However, it calls for
having an SER applied to the personnel opcrations of a systern, which is
something that is not too often included in system planning.

2. Design Analysis

Under this heading we include several aspects:

a. The comparison of alternative system configurations to L
determine which should be selected for implementation,

b. The determination of redesign requirements for a system
which cannot satisfy system requirernents.

c. Recommendations for initial design, design changes, selcc-
tion of components, equipment layouts, etc.

With regard to the comparison of system configurations, it should
be noted that, as long as the same data inputs arc applied to both config-
urations, the absolute accuracy of those inputs is of rclatively little
importance. One can compare two or more of anything as long as the
basis of comparison is the same., (Obviously the basis of comparison
must also be relevant, but this is assumed.) From that standpoint TEPPS,
along with either of the two models previously considered, can be used to
make such a comparison. The same qualifying statements must be made
for TEPPS as for THERP, in this regard; since both do not deal with
c¢quipment details, the comparison will be meaningful only as long as the
bchavioral units (i. e¢., tasks or PEF units) differ between the two con -
figurations; where the same behavioral units are found in both configura -
tions, it is likely that no real diffcrences between the two configurations
will be shown by the comparison.
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It {a important to conetdar, however, that system developera could
have much more conltdence tn thin type of comparinon becaune (1 {n not
data-limited, ‘I'he ability to model tntevactive and feedback behaviora
would be more important, In any event, the ayatem developer would he
wine to conmider the une of any technigue to perform ach a4 comparinon ‘
in carly wyatem donign,

With regard to morve apecific despgn/vodeaign vevormmendations,
TEPPS, like THERP, may indicate whore a dosign/vedonign analynin ia
noceasary (in other worda, which taak merita deoaign attention), Pre-
sumably that PEF unit with the loweat predicted vroliability hecomons a
candidate for redeaign, Again, this procedure {a akin to THERP's
ranking of Q valuoa, However, TEPPS, like TRERP, will not suggest
what the nature of that dosign change (0. g, & difforent component, a
differont layout) ahould be, Thia is because, like THERP, TEPPS fune-
tions larguely with behavioral and not with equipment dimenasiona,

3, Manpower Selection and Traning

TEPPS providea comparatively little information concerning man-
power selection and training. A low predicted performance reliability
for a PEF unit may suggest that peraonne] performing that unit muat
be better qualified or trained more intensively, but doas not auggest
what the basais of the selection and training should be,

Although the user test critique (Ref, 7) denigratvd the value of
TEPPS for training purposes because the high probability values achieved
did not provide much discriminability among tasks, the author's objec-
tions are not based on this point, Even if probabilities for variouas PEF
units differed markedly, this information would not suggest what ia to be
done in training. It is therefore only half an answor, That half (anawer)
would be useful, but it is our feeling that much the same information
could be achieved by other meana. P!

VALIDATION/APPLICATION STUDIES

TEPPS remains unvalidated in the sense of having its predictions
compared with criterion performance data., The Navy uscer test (Ref, 7)
cannot be considered as a validation because no real comparison with




vEerion data was poanihle (although see helow), Boasentially the aluly
involved a teat ot the unabitlity of the altocation methodatogy, Moty vvey,
an the motel developere point out, the teal wan acverely thawel hocawne
theve were only § Navy analyata, twe ot whon did ant pactivipate tally

i the tont program, Neverthelona, the concept of a feanibility teat o
sxamine the uaetudneaa of a prodic ive techindgue ander volatively cone
tralled conditions i valuable and mhoubd e ontendod to other methoda,

O parvtionlar intevent to thia dincunmion in the tact that syatem elivy -
tivenens waa prodicted for the toat ayatem (BQS-6) and thia predi bion
cordd e comparved with the "eeal” (although anknown) nyateny vifective -
woun, #ince the IS0 han been wied for a number of yoars with at least
vreanunable suceern,  The prodicied ayatem reliability was . 01, whith
might sugpest avrious inadaguacion 1o the predictive use of TRPEN ex-
copt for the fact that, asx Blanchard correctly points oul (peraonal vome-
munication), "the teal wan indeed seriously flawod,

EVALUATIVE SUMMARY

Validity = Although a formal “"teat" of the validity of the integrative
part of the medel has bean porformed, the teal was so flawed that one
must conclude that no validity data sxiat, nor has the method bheen applied
to ayatem development problemas.

Roliability = The user teat (Ref, 7) suggests that the personnel "had
no difficulty in following the procedures and in applying the TEPPS tech-
niquew. .. " (p. 42)., Thia auggesta that when users are properly trained,
*heir development of the GSSM and MSSM should be rvasonably conaiatent
amony them,

(4) Blanchard notes: "Considerable rescoping of the project during
its lifetime resulted in it being only a “tost" of mechanical feasibility
or ita "exercisability", The GSSM was oversimplified and actually par-
tially incorrect. Also, there were «:.:ious reservations about the data
obtained for tranaforming the subjective estimates to p values (sce pagus
18-24 of Reference 7). In brief, the result was that there was in fact
no teat at all of TEPPS ability to provide quantitative output data relative
to the test syatem. "
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Nyatem Dovelopment Applicabwlity

A Campreshenatvenenn: The model (e somewhat Tonited (n e
applivation to dimeeete hehaviore,

N Applicabilityt The mvethod in it tntegeative applivation out -
pata a predioiion of ayntem oftoctivensan but can he uasd only with
diftieulty tor dontgn analynin, manpower aslection and training,

o Tl The miethod appeara applicable to early an well as
lator mtagen of deatgn, provided that sufiicient information is available
CORCEERING Ayatern vperatione,

Mode] Characteriativs

A, Olyectivityt Tho data base tu be applied to the model requiroes
many expert eatimates; however, the provedures for ascuring theae
judgmenta s highly explicit,

B. Awssumptiona and parametora underlying tho model are axplicitly
defined and deacribed in dotail,
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OTHER RELIADBLITY-ORIEKNTED PREDICTIVE MODIKLS
INTRODUCTION

A major claws of man=machine preodictive modola may be torimed
"rollabilitycoriented”,  Theae modela apply eathnates of performance
bBawed vn error rate data to tasks and subtanka; and theao eatimates ave
then combined uatng probability theory to output a prediction of total
ayatemy performance,

The moat widsly known examples of auch voliability~oriented modola
are the AIR Data Store, THERY and TEPPS. However, {rom the begin-
ning of interest in human reliability prediction, which we can arbitarily
date from the publication of the Williama (1958) paper, a number of
model variations have beon developed which should be considered, Amonyg
theae we include methods described by Pickrel and McDonald, Berry and
Wulff, and Navy Electronica Laboratory Center (Mr, Richard Coburn).
In addition we should consider reliability-oriented research which bears
upon model davelopment; in particular, the work of Dra. Askren and
Regulinska, ..

Bacause the techniques we shall discusa in this section are eithor
not complete models, or based upon others already described, the author
does not propose to describe them in as much detail as previous tech-
niques,
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IV. THE PICKREL/MCDONALD TECHNIQUE

It will become obvious to the rcader that this technique bears a
astrong resemblance to THERP, upon which it is in large part based,
The purpose of the technique is to identify and eliminate sources of
critical human-induced failures. It is unclear from the authors' pre-
sentation (Ref, 3) whuether they use the term 'failure' in the sense of
an equipment malfunction resulting from human error, or failure in the
more general aense of any degradation (i, e., failure to accomplish the
mission, delayed mission accomplishment, or degraded mission accom-
plishment) resulting from human errvor. The {irst definition would deal
only with a subset of the total number of effects possibly resulting from
human error,

In any event, although the method will permit an estimate of system
performance, its intent appears to be more design oriented than merely
pradictive, For example, the developers indicate that ''the method is
designed as an aid for allocation of...personnel to tasks... (it) prcvides
a framawork for ordering man's inputs to the system...and...an objec-
live measure upon which to base decisions which must be made in terms
of costs Lo reduce or eliminate causes of these errors..."(p. 647, Ref.
3.

The methodology is, in fact, only a part of a larger plan for applying
human factors inputs to design. Thus, the assignment of an error pro-
bability to a task is not the end of the operation; '"each task is analyzed
for the purpose of identifying probable sources of human errors...
Various alternatives, ., are considered...'" (p. 659-660, Ref, 3). In
terms of making the predictive process part of the overall design pro-
cess, the method is again similar to THERP,

The assumptions inherent in the technique are more pragmatic than
conceptual, The basic assumption is ''that efforts to eliminate sources
of human errors depend upon the expected frequency that a system fail -
ure will follow this error, and the probable conscquence of the system
failure condition" (p. 647, Ref, 3). A subsidiary assumption is that
""most critical pertormance occurs during system operations or during
the processing ot items whose failures may result in loss of the system"
(p. 647, Ref. 3). Obviously, it follows from these assumptions that it
is necessary to determince the probability {frequency) of error and c¢rror
cunsequences. However, other assumptions of a more behavioral nature
are not described in the model, which suggests a certain lack of sophis-
tication in the methodology.

PRECEDING PAGE BLANK
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The methodology involves the following major steps:

(1) Task identification and description;

(2) Estimation of crew activity time and workload;

(3) Estimation of probability of error and error effects;
(4) Elimination of error sources.

Tasks are defined as major functions to be performed by a crew
which may consist of one or more persons. It is obvious from the manner
in which crew activity tirne and workload are determined that the tasks ‘
one begins with must be broken down into task elements at a very mole-
cular level. It is unclear, however, whether this is also required for
estimation of error probabilities., In any event, the procedure for per-
forming this breakdown involves the development of flow diagrams for
tasks and subtasks. Task descriptions involve, in addition to specific
statements of work, ''statements of: what must be perceived by the opera-
tor, intellectual functions.... (e. g., recalling information or interpreting
display information) and the related respons~s..." (p. 651, Ref. 3).
Contingency events (e. g., emergencies) must also be analyzed.

It should be noted that there is nothing unusual about the analytic
procedure described above. Presumably if the system developer has
performed an appropriate task analysis, all the items noted above will
be available to him.

The estimation of crew activity time and workload (a procedure
called ''discontinuous analysis' and based on Ref. 1) involves assump -
tions that we will' see in Siegel's digital simulation model. This
assumption is that where the time required to perform crew actions is
more than the time prescribed or available for these actions, a condition
of overload exists which increases the probability of error. '"Overload...
will indicate portions of the mission... which may require modification
if... equipment or crew malfunctions and failures' (p. 655, Ref. 3)

(are to be avoided). In contrast to the systematic manner in which this
assumption is used to influence error probability in Siegel's digital simula-
tion model, estimates of overload in Pickrel/McDonald are used in a
purely qualitative manner to suggest where human engineering modifica-
tions are desirable. In other words, workload analysis here is entirely
distinct from error probability estimation and does not enter into the
prediction of system effectiveness. As a matter of fact, the original

paper describing the methodology (Ref. 2) does not include the estima-

tion of crew activity times. However, we will describe the process in
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brief because it is considered by the developers in Ref. 3 as an inte-
gral part of their technique,

Time estimates are developed for each task element of each subtask.
"Each element is essentially a single perceptual-motor operation' (p. 682,
Ref. 3). The items of information to be gathered for this analysis are:

(1) Number of bits of information which must be processed by the
crew member for each task element.

(2) Information process rate {bits/second), or the time rate at which
it is assumed the crew members can mentally ''process'' the information
in the task element,

(3) Information process time (decision or reaction time) required
for each task element. This is derived from the following formula:

I =a+ H/R, where

I s information process time;
a = simple reaction time;
R = information processing rate (item 2 above);

H = number of hits to be processed (item 1 above).
The reader will note the resemblance to similar parameters in the DEI.
(4) Visual transition time (time required for eye movements and
focussing) in each task element. Note the similarity to ""perceptual
shift' in the AIR Data Store.

(5) Reach time (to reach the control involved in the task element).

(6) Manipulation time (time required to manipulate the control in
the task element).

Times for items 4, 5 and 6 are sccured from Mcthods Time Mea-
surement (MTM data.

The information processing, visual transition, reach and manipula-
tion times are then summed for cach task element. The individual task
element times are then surnmed to secure subtask time. 'System wait
time'' (or system lag time) is added in to secure a total cumulative time,
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The above required task times are then compared with available
task times taken from mission profiles, time line analyses, the mission
requirement, etc. An overload condition exists when the total time
secured above is longer than available time. This situation then calls
for a system modification, because manifestly the crew cannot perform
its mission under these circumstances.

Note that the above procedure is very similar to what the AIR Data
Store provides in its analysis of performance time, although the Data
Store times are tied directly to equipment characteristics; this is not the
case here.

"Once it is established that there is sufficient time for a given task
to be accomplished, that task can be analyzed in terms of the probability
of errors occurring and the potential severity of their effects... human
error is defined as the failure to perform a task within a designated
time...'" (p. 656, Ref, 3).

We note that this methodology, like others we have reviewed, deals
with' error only on a binary basis; its occurrence or non-occurrence; and
cannot take into account qualitative differences in performance.

The following items must be estimated:

1. The probability that a specified task will result in a human error
of class i; this is E;. These estimates are made on the basis of the AIR
Data Store, as well as "'expert' judgments by human factors personnel,
information from system simulation studies, experiments and design
mockups. It can be presumed that every source of potential data will be
exploited, just as it is by the techniques previously reviewed (except,
of course, TEPPS). As in the case of THERP, no systematic manner
of securing required data is suggested.

It is somewhat unclear whether E; refers to the probability of occur-
rence of a specified error or to the probability that any error (of any type)
will occur. Note that P; (in THERP) refers to the probability that a given
error type will occur, based on a previous analysis to determine the most
significant errors that might occur. Because the Pickrel/McDonald
methodology builds on THERP, we will assume it follows the same pat-
tern.
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2. The probability that a degrading effect will occur, given the
occurrence of an error of class i; this is F;. This probability, which
is identical with F; in THERP, is a judgmental one, based on error and
failure data secured from system tests. When an error is likely to have
more than one effect,

F, = 1- (1-F))(1-F2)... (1-F)

3, The probability that a human error of class i will occur and will
have a degrading effect is given by

Q; = E; « Fy
Note the identity with a similar formulation in THERP (FiPi).

4, The probability that one or more human errors will degrade the
system is given by

Q = 1-(1-Qj) (l-Qj)... (1-9y) where

Q;, Q;, and Qk are the separate probabilities of system degradation re-

sulting from human errors of classes i, j and k respectively. Alterna-

tively the formula -
n

QT =1- w (I'Qi)
i=1
which is identical with the formulation in THERP, can be used.

5. The probability that the system will not be degraded, or task
success, is given by

r¢ = 1-Qp or 1 minus the probability of human error
degradation. This too is identical with THERP.

Up to this point, the Pickrel/McDonald method has done nothing more
for us than THERP could do, and with somewhat less sophistication, be-
cause they have not included any assumptions such as the probability of
operator detection/correction of an error. The question arises, however,
of, given that a failure effect will occur as a result of human error, how
significant is that effect. The further development of the technique pro-
vides a quantitative (although subjectively determined) way of assessing
the significance of the error effect. The purpose of this rating is to
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permit errors and/or tasks to be rank-ordered in terms of their error
effect criticality and thus weighting the cost of a remedial modification
against expected returns.

The criticality rating for a human error of class i is given as

CE.=Ei'Fi. Si

1

We are familiar with all except S;. This is determined by judging the
potential effect of an error on the basis of the following scale:

Safe--- 0-
Marginal--- 0.1-
Critical--- 0, 3-
Catastrophic--- 0. 8-

-0 OO
o oW -~

The criticality of a given task is given as

CT z]- (I-CEI) (I-CE J) “e e (1~CEk)
and af a mission as

Cym = 1- (l—CTl) (l—CTZ).,.. (1-CT,) where

CT is the criticality of Task 1, CTZ is the criticality of Task 2,

etc. !

The relative rank of the criticalities assigned to tasks provides a
basis for determining the amount of effort that should go into providing a
fix for the problemn. The remainder of the process is traditional human
engineering.

It is apparent that, except for the determination of criticality effects,
the methodology is almost identical with that of THERP. The one signi-
ficant feature is S;, which does appear to represcnt an advance over F,
alone.

Like THERP, the methodology is very pragmatic. Any source of
applicable data will be utilized; the accuracy of the probability statements
is less important than the use made of them. "“Thus, even when the
objection of questionable accuracy is allowed, approximation still enables
the tasks to be rank-ordered by the criticality ratings" (p. 661, Ref. 3).
"While the quantitative techniques of this method may be criticized,...

this alone does not rule out the uscfulness of the method' (p. 661, Ref. 3).
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EVALUATIVE SUMMARY

Validity - No validity data exist or are available; method has never
been applied to system development problems.

Reliability - No information. Method has never been utilized by
anyone other than its developers.

System Development Applicability

A, Comprehensiveness: No limitation. Method can be applied
to all types of equipments/systems/tasks.

B. Applicability: Model outputs a prediction of system effective-
ness. Although it is intended to be used for design purposes, this

application depends on supplementary human engineering procedures.

C. Timing: Method can be applied to systems in early as well
as later stages of design.

Model Characteristics

A, Objectivity: Many subjective judgments required, the basis for
which is not specified.

B. Structure: Assumptions and parameters underlying the model
are not specified.
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V., THE DERRY-WULFF METHOD

One of the sarly (1999) atudiea attempting to develop a method of
predicting the human reliability of the man-machine syatom waa that of
Berry and Wulff (Ref. 1), Their goal waa to dovelop two banic techniquen:
(1) one for describing componant reliability which woild be appropriate
both for hardware and peraonnel components; and (&) 4 technique for com=
bining the reliabilities.

To solve the {irst problem they defined averall ayvtom reliability
as the proportion of time that aystem output is in tolerance. This per-
mits one to describe the reliability of a component not in termas of the
component itself but in terms of the output of the component, The advan-
tage of this particular concept is that hoth hardware and human components
can be treated identically; in other words, the output classification is
essentially neutral,

A raoliability of an output of . 90 means that 9/10th of the timn when
& correct input is provided to the operator, his output will be in tolerance,
It is important to note that this is not quite the same thing as a , 90 pro-
bability of task accomplishment, the usual way in which human reliabdility
is conceptualized. Nevertheless, it comes close enough to answering
what we wish to know about operator performance to satisfy us,

Berry-Wulff propounds certain basic theorems of probability statis-
tics which might have been novel to the behavioral scientist then but which
we are now quite conditioned to accept. The reliabilities of two related
units (e.g., subsystems) may affect each other in multiplicative or addi-
tive fashion. A simple serial arrangement of components involves a
multiplicative relationship. An additive relationship is used when com-
ponents are redundant to another set of components. Figures 6 and 7
taken from Reference l)indicates how an estimate for a man-machine
system is derived,

QOf somewhat greater interest to us is that in order to measure the
reliability of operator performance, what is necded is an estimate of the
proportion of times that the human performance will be acceptable for
the purposes of the system. This involves a procedure analogous to
""'sampling by variables' in quality control. It is necessary to know what
the minimum acceptable output of a component or operator performance
must be. A sample of performance is secured, It is assumed that the
distribution of successive performances will be normal (after the task
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has boon learned, of course) or this diatribution can be normalized by
appropriate transformation. The task is to cstimate the proportion of
the total distribution of performancans falling within the specified tolor-
ance bands., It is assumed that most human performances will be one-
tailed, mince excosnively good performancoe does not impair system
operation,

Even when no performance failure is observed, the proportion of
failures may be estimated by calculating the mean and variance of the
observed performance, using the following equation:

T « ..ya"_"_*_ where |

T » the proportion o£ performance falling outuide the tolerance band;

H » the minimal acceptable quality;

‘M« the mean quality observed, ande~is the atandard deviation of the

observed quality.

For e‘xémple, suppose the time dimension were the critical quality
to be measured. The response must be completed in no longer a time t
than 2 mmutes (H). Mean completion time is 1.2 seconds (M) and the @
of the complenon time dxstnbutmn is .6, Then

T e .2-2.0 . .8
. 6 "6,

the area from «@® to T under the unit ndrmal curve, using a table of
normal curve functions. IfR is estimated gelihbility, 'then

R =1- IB' ‘where
1- M-H v N
B EZ N-1 :

and I is the incomplete beta 'function, with parameters A and B equal
to N-2° | N is presumably the number of performance instances (e g,

e
100) observed. : ' ‘
A special procedu_re is required where ''a single man will produce
two performances, or even that a single performance results in two
different dimensions of output of a'single performance" (p. 115, Ref.. 1).
. D

1

142

The reliability of the hgmah perfbrmance is then found by computing :
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Although this is a little obacure, theauthor interprets this as being anal-
ogous to & sonar operator using the same output to derive first the detec-
tion of a target and then its clasaification as submarine/non-submarine,
Alternatively, the same performance could have two output dimensions,
respenae time and error, '"In such cases the two performance dimensions
will clearly be correlated, and the usual multiplicative rule for combin-
ing probabilities will not be appropriate' (p. 115, Ref. 1), The pro-
cedure then is to correlate the two performances; the joint reliabilities

of the two performances is given by the formula

W WZ -4(Z-1)R|R,

R = where

2 (Z-1)

ya 2
7 = - — and
(cos (1. 2) )

W=14(R; +R,)(2-1)

All of this looks extremely simple and it is, particularly that feature
which does not require actual observation of failure. The limiting factor
is that the output whose reliability is being estimated must have a toler-
ance band (H). There are many outputs which do not have such a precisely
defined minimal acceptable quality, It is difficult to apply the procedure
for discrete binary outputs, such as throwing a switch or making a binary
classgification (submarine/non-submarine). The procedure is, however,
particularly applicable to continuous type outputs whose quality may vary
on a continuum of more or less. For example, if one were estimating
the reliability of tracking task, and H were an error of not more than
X units (whatever these might be) and M were the mean tracking error,
then the metric could be applied. Conceivably the measure could be
applied to discrete tasks, if a continuous quality could be assigned to the
output of the task. For example, if the task were one of detection, in-
stead of conceptualizing detection reliability in terms of number of de-
tections, one might think of that reliability in terms of a minimum time
to detect,

One thing that becomes immediately apparent from reading the paper
is that no special assumptions are made about the nature of operator
behavior (except the notion of a normal distribution of respenses (which
itself is suspect)). Indeed, the application of industrial sampling pro-
cedures to the problem of operator reliability estimation suggests that
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the developers think of instances of operator behavior like industrial
component samples being inspected. In other words, the ''black box"
concept of operator behavior. This method is therefore at the other end
of the continuum from the more behaviorally oriented Siegel, Blanchard
and Swain models.

The reliability prediction made using this procedure describes the
proportion of the time the system will be in tolerance, The prediction
is not based on error or error rate, and in fact, as we saw previously,
does not require any observation of error to secure the reliability esti-
mate.” It assumes that any out of tolerance performance degrades the
system; as a consequence, one does not have to determine the criticality

=4 P G SE0 GEE BN

i o 26 -

of an error as was necessary in THERP or the Pickrel/McDonald methods. E :

Obviously, any output of a component is essential to the system; errors * 1
can be considered more or less essential only if they merely lead up to .. 1

that output. gb T

R

1

Moreover, the method does not require building up an estimate based
on molecular or intermediate control-display reliabilities (as we saw in
the AIR Data Store), because it does not deal with the reliability of the
component actions themselves, but only with the output of these actions.
Nor is it concerned with the size of the unit for which reliability is pre-
dicted. An output is completely neutral with regard to the size of the
component unit from which it was derived,

i
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Theoretically a reliability estimate is an estimate of performance as
a function of time, but because the procedure used here is one based on
quality control sampling, it ignores time. It is related to the number of
instances of occurrence of a given performance. Although the reliability
estimate is translated into a quasi-time measure (proportion of time), the ﬂ
use of the sampling concept makes it difficult to attack the meaning of ‘ i
the measure because it does not take time into consideration, =

e
oo

?
The procedure for determining inputs and outputs is in all likelihood li
a rather simple task analysis organized to reflect not behavioral operations B
but inputs and outputs, the same sort of analysis needed to develop a flow P
diagram which in fact is extremely helpful (even if not absolutely required) | f
in this methodology (see Figure 6). The flow diagram is broken out into
those units which are implemented by the operator and those implemented
by hardware. The size of the unit and the components involved are at the
discretion of the user of the technique. Since one is concerned only with
inputs and outputs, the size of the intervening components is unimportant,
"Within a given system description it may be appropriate to show a simple

l. However, an out of tolerance output is automatically erroneous.
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switch as one performing unit... and at the same time to show a large
computer as another...'" (p. 114-115, Ref. 1).

The procedure for deriving an estimate of the reliability of the total
system involves use of conventional probability statistics. No suggestions
are made by the authors concerning sources of data for T. Obviously one
could measure performance on the component whose output reliability is
to be estimated, but this would defeat the idea of predicting early in sys-
tem development. The sources of data utilized by other predictive
models (e.g., experimental literature, test results) could presumably
be used for this model, but the data would have to be phrased in terms of
minimal acceptable quality. It is unlikely that the experimental literature
would be phrased in such a way. It would also be extremely difficult to
take advantage of subjective estimates, moreover, because judges would
have extreme difficulty in estimating variance.

okt R i ekl e e #

The purpose of the methodology is to derive an estimate of system
effectiveness. Because it is concerned only with component outputs, it
provides no information about the design of the component itself. Pre-
sumably if the output of a particular unit were unacceptably low, one
could go back to the component itself to try to determine why that output
reliability were low, but nothing in the methodology would suggest the
cause. Again, however, this is the case with all the other methods
examined. Similarly, no information is provided which bears on man-
power selection or training.
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There are obviously advantages in avoiding behavioral assumptions.
If the Berry-Wulff method could be applied to a variety of human perfor-
mances, it might be unnecessary to make use of more complex predictive
methods which rely on behavioral assumptions. Unfortunately, the con-
cept of a minimal acceptable quality (derived from sampling inspection
operations) is a severe restriction on the use of the method. This may
be why the author has encountered no data describing the validity of the
method or its application to specific operational problems. Again, one
is left in the air with a predictive method that might be of some use but
which has never been carried far enough to determine just how useful it
could be.
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EVALUATIVE SUMMARY
Validitx - No data available.
Reliability - No data available.

Systern Development Applicability

A, Comprehensiveness: Model can presumably be applied to all
equipments, systems and tasks.

B. Applicability: Method outputs a prediction of system effective-
ness, but has no applicability for design analysis, manpower selection
or training.

C. Timing: Because of the nature of the data required to apply
the method, it would seem applicable primarily to systems that are
already operational, However, the absence of a more complete descrip-
tion of the method renders this judgment tentative.

Model Characteristics

A. Objectivity: Model is highly objective, requiring few if any
judgrnents.

B, Structure: Conceptual structure is ill defined. Many questions
exist. ’

REFERENCES

1. Berry, P, C. and Wulff, J, J. A Procedure for Predicting Reliability
of Man-Machine Systems. IRE National Convention Record, 112-120,
March 1960,
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VI. THE THROUGHPUT RATIO

We class the throughput ratio developed by the Navy Electronics
Laboratory Center (Ref. l).as a reliability-oriented predictive technique
because it makes use of probabilistic indices reflecting task performance
success. When we describe the ratio in detail, we shall point out these
indices,

The ratio is designed to estimate the operability of man-machine
interfaces or stations (the most common example of which is, of course,
the control panel), Operability is defined '"as the extent to which the per-
formance of a man-machine station satisfies the design expectation for
that station'' (Ref. 1). The design expectation is presumably the design
requirement. Notethat the ratio defines design adequacy (or operability)
in terms of the operator performance that can be secured with that de-
sign. For example, if an operator generates only one acceptable output
item during an interval when 5 are needed, the operability of the man-
machine station is 20%. This puts the ratio in the same class with the
AIR Data Store (which can be used for the same purpose), but not in the
same class with the DEI, whose index is not related to performance.

Emphasis should be given to the term '‘output''. The throughput ratio
emphasizes the responses of the operator. The term throughput reminds
one somewhat of the Berry-Wulff method, which also evaluates component
reliability in terms of outputs.

The throughput ratio is defined as

n
Mp = 100@%— - Ce where

M, is the predicted man-machine operability in percent.

ny is the number of acceptable throughput items generated per unit
time,

n4 is the number of throughput items which must be generated per
unit time to meet design expectation.

Ce i8 the correction for error or out-of-tolerance output,

The 100 in the ratio is designed merely to secure a percentage figure,
The ratio nh/nd is essentially the samc as achieved operator or equipment
reliability and is completely analogous to reliability estimates produced
by THERP, TEPPS and Siegel's digital simulation model. Indecd, it is
a percentage itself,
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The definition of ny, and ny implies that the throughput ratio includes L
the performance reliability of both the man and the machine, so that
theoretically it would be unnecessary to derive a separate equipment re- ;

liability estimate, Although operator performance at a man-machine 3; §
interface cannot be implemented without machine processing, we do not !
feel that the throughput ratio can substitute for a value specifically de- = 2

i

scribing equipment reliability (e.g., wearout). Hence we interpret the
operability value to reflect only operator functioning as implemented by

the machine. SO
b
_ Several points should be noted about this measure:
42
p (1) The index is in terms of the number of items or responses emit- g.
s ted by the operator (hence the term '""throughput', which implies trans-

' mission). The time factor is included in the index but only as a constant, T
i.e., as so many items per unit time. Hence the ratio is applicable pri- n
marily to time-dependent tasks. The suggestion is that the measure is
most suited to tasks requiring repetitive responses that must be completed ? ‘
in a specified time period. The question that arises is whether the mea- & :
sure would be equally applicable to tasks not requiring repetitive responses
or for equipment which is to be operated only once in a given situation, ”
e.g., a missile launch panel. Would the ratio be effective where the i},
number of possible responses is not under operator control but is deter-
mined solely by the equipment or the situation; or where the quality of "
the response rather than its quantity is the critical dimension in perfor- ie
mance? Examples of the types of tasks for which the ratio is considered
satisfactory by its developers are: “’

L
(1) speed and accuracy of entering data by means of keysets;
(2) speed and accuracy of updating positions on a CRT by means i
of joystick; :
(3) percentage intelligibility in transmission and receipt of
voice messages of specified redundancy and transmission i
channel characteristics; b
(4) accuracy in combining component threat probabilities;
(5) probability of correctly setting a series of switches; i{

(6) degradation of detection performance as a function of time
on watch;
(7) memory span for aurally presented data items.

(2) Note that the ratio includes a correction factor (C,), although
n), is already defined as acceptable items. We interpret this definition
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as a mistake; obviously, if the items are acceptable (i.e., correct),
there is no need for a correction factor involving error.l Hence we
consider ny as simply the number of responses output.

Along this line the developers see the ratio nh/n as being unaccep-
table without some consideration of the consequences of delay and error.
Two factors are included in C_: the probability of detecting/correcting
an erroneous output and the system consequence of the error, factors
which will be familiar to the reader from his review of THERP and the
Pickrel/McDonald methods. It is accepted that C, must at the moment
be '""'somewhat subjective'' (Ref. 1), because a foolproof way of scaling
these factors is not yet possible. Howeve:, something like the scale of
system consequences used in Pickrel/McDonald might well be employed
here; as far as the probability of detecting and correcting an error is
concerned, the assumption used in THERP might also apply here (although
the THERP assumption involved the concept of stress, which is absent
here). There is some mention of using the AIR Data Store to help gen-
erate C,, but no details are provided, and the nature of the Data Store
seems unsuited to C,,.

Before proceeding to a detailed examination of the ratio, it may be
helpful to review the purposes for which the ratio is to be used. These
are:

(1) To pompare the operability of alternative designs (note the
similarity to DEI);

(2) To help establish system feasibility, which presumably
involves comparison of predinted performance with that required of the
design;

1. Coburn comments that '"'You suggest... that since the nuinerator of

the throughput ratio is in terms of acceptable items, there is no need
for a correction factor. You could make this interpretation; however,
we were trying to use the correction factor in a different sense. That
is we wanted some way to reckon the system impact of error. By this
concept, acceptable throughput is a positive operability factor, whereas
uncorrected detrimental error would be a negative factor."
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(3) To help correct human enginooring discrepancies, which sug-
gests that the ratio can be used in redesign of designs already evaluated;

(4) To serve as a measurement tool or motric to demonstrate
system acceptability.

The ability of the ratio to perform theso functions will be discussed
later,

The ratio applies to something called a man-machine station, which
is not too wcll defined., The simplest way to think of that station is in
terms of any set of controls or displays roquired to produce the output
to be measured, e.g., a control console for a computer or a sonar con-
sole. In any event, since the ratio reflects an output, it cannot refer to
any individual control or display, but rather to all the controls and dis-
plays required to produce a specified output, Where a given man-machine
station includes several banks of controls/displays, each of which is used
to produce different output, presumably a separate ratio value would be
required for each output-distinctive set of controls/displays. A problem
may arise when the same man-machine interface is used to produce two
different outputs, e.g., a sonar console requiring both detection and
tracking. Because of the different behavioral functions involved in two
separate activities, two distinct ratios might be derived; would these
then be averaged, or displayed jointly ?

The correction factor G, is a composite of error rate, probability of
not detecting an error, and probability of function failure resulting from

———

the error. Ce is defined as follows:

8 x
— n ren f f
Ty h S"h'l¢
Ce = — x fl X where
d Tr g
rg = number of trials in which the control-display opuvration is
performed incorrectly;
r, = total number of trials in which the control-display operation
is performed;
f, = probability of the operator not detecting an error;
f, = probability of function failure arising from the error.

Since np/ng represents the ratio of all outputs expected to be performed
to all outputs required, without regard to their correctness, C, must be
subtracted from the nyp/ny ratio.
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f, i the probability of not dotecting an error bhecause one wishes to
subtract this value from the overall ratio,

Note the differonce betweon rn/r and n /n . The former rafera to
arroneous trials; the latter to the number of \ilvmu or rusponscs output,
A trial is preasumably equivalent to the unit time in which the reaponses
must be omitted, so that if unit time were an hour, 10 trials would last
10 hours.

The C, factor interrclates error rate with detection probability with
the probability of function failure. It is not clear whuther there is any
particular conceptual basis for the way in which C, is dafined, but it seems
a bit over-elaborate,

An example will indicate how an operability value is derived.

Assume that 10 reaponses aru required per unit time (n4), but that
only 5 are emitted (ny,).

rg * 2 innorrect trials;

ry 10 trials performed;

f) = .20 (probability of not detecting an ierror);
f, = .70 (probability of function failure).

Mp would then be calculated as follows:

100 |8 TZB"S 2x5x.2%x.17

x .20 x X.& X,
:w 10 10 x 10
100[3.-

- 1 ao 1'4 or
10 (TU X x m)

100] .5 -.0003] = .4997 x 100 = 49.97%

The question may be asked, how sensitive is the correction factor ?
In the example prepared above, its impact on the nh/nd ratio was minimal,
Validation data (if such were available) might provide some indication of
how discriminating C, is

An cssential preliminary step in deriving the index is the performance
of a task analysis, as indeed it is for all the other methods reviewed. This
probably should include the development of function flow diagrams to trace
an output back to the man-machine interface responsible for the output,
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Since the throughput ratio deals, like the Berry-Wulff method, only
with the outputs of the man-machine interface, the data needed would seem

to refer only to the type of response output, For example, if the items out-

put were messages, the data needed would be the number of messages that

could on the average be output by operators. If the items output were .

switch settings, one would need data on the number of switches that could

be set in a given time.
' !

We note, however, that the above descnptlon of the reqmred data
items is insufficient. For example, the number of messages output de -
pends on many variables. e, g., type of message (code or plain English),
length of message, message cOmposiltion device (typewriter, chord key-
board, lightpen, etc.). "Hence it would appear as if the task analysis would:
have to specify those variables that had to be taken into consideration in
selecting from the available data. (Of course, if one uses actual system
test results, this problem does not exist, but there are many situations
in which actual test data are not available.) What we are trying to say is
that not only must the task analys1s methodology spec1fy the variables to .
be included in the applicable data, but the data source itself must be de-
scribed by 2 number of pertinent variables. A data item which would
merely say, for example, that on the average 27 messages can be trans-
mitted per hour would be completely unusable because anyone who wished
to make use of these data would not know whether the 27 messages were
5or 10 or 15 characters long, in code or plain text, etc. ’ :

In other words, the task analysis- and this applies to any method
which applies data for predictive purposes, other than test data generated
on the very same system being evaluated, or expert judgments based on
‘experience with that system- must indicate the variables affecting the dut-
put performance to be estimated. Unfortunately the procedure for the
throughput ratio, as well as all the other procedures reviewed, never
make th1s point clear; nor do they specify for the data they require the,
variables describing those data. Undoubtedly this matter is taken into
account when the predictive procedure is actually utilized, but failure to
indicate this consideration in the description of the technique leaves the
technique rather up in the air. ' '

The creation of any data ba nk requires the dnvelopmnnt of a taxonomy
of variables describing the data included in the bank. In many cases the
pertinent descriptive variables can be easily inferred by the data bank
developer from the nature of the data; “however, the data bank user does
not have the same advantage and will require a descriptive classlﬁcatlon
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of the data. The process of selecting the appropriate data for predic-

‘'tive purposes is then one of matching the task-analytically derived vari-
ables against the taxonomic variables describing the data bank. The
process reminds one of information-retrieval procedures and is illustrated
in reference 2. |

The index describes only the individual man-machine station. The
question may be asked whether one can combine the percentages for two
or more stations in series or parallel, either by averaging them or apply-
ing probability statistics. The answer is unfortunately no; one cannot use

( probability statistics because the output measure is not a probability but
a percentage. However, if one were to ignore the '"'100" in the equation

' (which is purely for purposes of deriving a percentage), the output values
of the equation could be interpreted as probabilities, because the elements
of the equation (i.e., nh/nd, rg/r., £), f,) are essentially probabilistic.
Used in this way it should be posszble to combine individual station values
to secure a measure of system output.

With regard to the comparison of alternative man-machine interface
configurations, once an operability index has been calculated for each
co‘nfigu‘ration, the comparison is simply a matter of checking one index
value againet another. The higher the index, the better the configuration,

Except for the throughput concept, the index is fairly traditional:
ny/ng, r /r, £y, f2 have all been encountered previously. The equation
| takes the general form of the traditional reliability equation: 1 minus a
failure rate, except that here 1 is replaced by n /nd. Because of the
probabilistic nature of the elements forming the equation, it should be
possible to predict the effectiveness of the single man-machine interface
by disregarding the percentage transformation. 80% operability for
example, is really a task success probability, although the index measure
ig ostens1bly oriented around number of items output, In other words, the

measure is actually the probability of successfully outputting a required
number of items.

So far we have talked about the assumptions underlying the through-
put ratio. No assumptions of a behavioral nature appear to be required,
nor can time/error relationships be inferred from the methodology. This
may or may not be a good thing. f, and {, obviously require certain
assumptions if valid me’asures of these are to be derived, but the descrip-
tion of the technique does not suggest any, Mention has already been made
of the possibility of using Swain's assumptions regarding F, to derive f,
and Plckrel/McDonaId's scale of system effects to derive f&'
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As with the other techniques reviewed, one wonders how sensitive
the technique is for design purposes. A low operability index would sug-
gest the need for some redesign, but the nature of the metric would not
suggest what changes would be desirable. Indeed, the index is not at all
reiated to any design parameters. This is in contradistinction to DEI,
which is conceptually grounded in certain design relationships (formulated
in information terms). It is almost as if, if one wished to use a predic-
tive technique for design suggestions, it would have to be accompanied by
a technique specifically descriptive of equipment characteristics, some-
thing like a checklist, perhaps, with the checklist items being calibrated
in terms of the values of the predictive index. This is true of course of
all the techniques reviewed, except possibly DEI.

The effect of any redesign to improve operability could be evaluated
with the ratio by determining a ratio value for the redesigned configura-
tion and comparing that with the ratio value for the original design.

Again, as with most of the other techniques reviewed, no validation
or indeed application data describing the technique are available. As a

consequence, the technique is only hypothetical, which is somewhat
frustrating to anyone interested in evaluating its feasibility and utility.

EVALUATIVE SUMMARY

Validity - No formal data available; has never been applied to system
development situations.

Reliabilitz - No data available.

System Development Applicability

A. Comprehensiveness: Reasonably applicable to all types of
equipment, systems, task and behaviors.

B. Applicability: Outputs a prediction of effectiveness but cannot
be used (except by inference) for other purposes.

C. Timing: Applicable to early as well as later stages of design,
assuming availability of data.
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Modcl Characteristics

A, Objectivity: Few judgments required.

B, Structure: Few assumptions required.

REFERENCES
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1. Bunker Ramo, Final report on contract N00123-69-C-0132 for
Navy Electronics Laboratory Center (undated).

Meister, D. and Mills, R. G. Development of a Human Performance

Reliability Data System, Phase I. Final Report, Contract F33615-
70-C-1518, July 1971,
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Vil. THE ASKREN/REGULINSKI MODEL

The man-machine predictive model most directly derived from
reliability (and probability) theory is that of Askren and Regulinski (Refs.
1, 2, 5). As they point out, "Classical reliability analysis uses statis-
tical inference to translate time-of-failure observations to a relevant
model or models, and the prediction of reliability is obtained from the
model via probability theory. This requires knowledge of some stochastic
functions; e. g., probability density function (PDF) of the failures of the
equipment with respect to time for the operations involved. Also, clas-
sical reliability modeling employs the first moment of the random vari-
able which for the continuous case is time, denoted by '"t", and known as
mean-time-to-failure (MTTF), mean-time-to-first-failure (MTTFF) and
mean-time -between-failures (MTBF)' (Ref. 1, p. 1).

The model derived is

R (1) = e 'Zte(t) at

where R(t) is the reliability of human performance for any point in time
of task operation and e(t) is the error rate for the specific task. Askren/
Regulinski hold that the above equation "is completely general in that it
holds whether the error rate e(t) is time variant or time invariant" (Ref.
1, p. 3).

The similarity of the equation above to the frequently used exponen-
tial equation for equipment reliability (R = e'lt) should be immediately
obvious.

It may be asked whether the above formulation can actually be con-
sidered a model. Nevertheless, it is a model by the definition used in
this report because it contains assumptions (e. g., that the tasks to which
the formulation is applicable are performed in a time-space continuous
domain), parameters (error rate), interrelationships among paramcters

(PDF), measures (MTTFF), etc., and a set of operations for deriving
R(t).

The overall thrust of the work performed by Askren/Regulinski is
that it is necessary to determine the distribution of error as a function
of time (i. e. , PDF') before one can adequately derive a prediction in
probability terms. It has been pointed out that one of the objections
raised to tne reliability-oriented THERP and TEPPS models is that

PRECEDING PAGE BLANK
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these models utilize point-estimates based on 1 minus the error rate

as input data to derive system effectiveness predictions. Such a formu-
lation would be appropriate only if the shape of the distribution were
exponential (see comments by Regulinski on page 159, Ref. 5). In any
event, lacking knowledge of the nature of the error rate distribution, the
result is an unknown amount of imprecision in the derived predictions.
The use of a known error rate distribution to derive a prediction will
result in a significantly more accurate prediction.

Two laboratory-type continuous tasks were developed to generate
error data for testing the Askren/Regulinski model. The first involved
a vigilance task, the second a manual control task (see Refs. 1 and 2 for
a more complete description of the experimental tasks). A number of
distribution functions (i. e., normal, exponential, Weibull, Gamma and
log-normal) were tested against the empirical data (which function fitted
the observed data best). Depending on the particular error measure
employed (see following discussion), either the Weibull or log-normal
distributions best fitted the data. Again it must be emphasized that these
distributions were for continuous type laboratory tasks.

Note that the nature of the error rate distribution might well change
depending on the experimental conditions modifying the task (e.g., if one
increased accuracy or response time requirements).© Morcover, what
the distribution would be for discrete tasks cannot be ascertained present-
ly. Nevertheless, the basic principle remains valid: in order to make
precise (relatively, that is) predictions, the nature of the distribution
must be known. Any distribution is, however, valid only for a certain
type of task, and, if there were N task conditions, it is conceivable that
one would need a distribution function for each of them. At the very least,
the parametric values in the distribution of function would vary,

(1) Askren points out ""The thought is that the basic distribution of
the data (log normal, Weibull, etc.) may remain the same for a particular
task or a family of tasks, and the equation parameter values would change.
Thus, we might have parameter value changes for various amounts of
training, for various performance standards, various equipment featurcs,
etc., , with the PDF remaining the same. "
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Hopefully, however, one would find that a given distribution function
(e.g., Weibull) was applicable to a class of tasks, so that one would not
be faced with the necessity of deriving a function for each task. Even
here, however, the specific parametric values for the generalized func-

tion (e.g., the a and b values in the Weibull) would probably vary from
task to task.

Once one knows the distribution applicable to a particular task,
or cltass of tasks, the probability values derived for these tasks using
the function can be combined according to probability theory to secure a
predic ion of system performance involving these tasks. For example,
if a sys.em were composed of the two experimenial tasks studied by
Askren/Regulinski, the probabilities for each of these two tasks could he
combined using conventional probability theory.

It is apparent therefore that there is nothing in the Askren/Regulinski
formulation which conflicts with or supersedes the other reliability-
oriented models (e. g., THERP, TEPPS) discussed in this report, These
other models are not superseded because they contain variables not found
in the Askren/Regulinski model, variables like the effect of stress, which
describe the manner in which behavioral factors the basic error-rate
function. For example, the distribution derived for the two experimental
Askren/Regulinski tasks does not take into account the cffects of stress
conditions. Ilf the system analyst considered that stress was an import-
ant factor in system operation, it would be nccessary to include this
additional factor in the prediction of system performance, 3 Of course,
if one had an error-rate distribution for the two experimental tasks

|

1

d

(2) Askren notes that ""Our thesis is that classes or families of human

=~ tasks exist for which underlying functions can be determined- --variations
} . in the conditions of the task (stress, training, equipment features) can be
: .{ accounted for by changes in function parameter values.'
i
t

. (3) Regulinski points out that "Human stress manifests itself in

: human response time, The greater the stress the greater the hazard

-_

rate (error rate), Hence no additional factor in the prediction of system
performance is neccssary,"'
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with stress included as part of the experimental conditions, then it would
be unnecessary to apply the THERP or TEPPS formulations to secure a
system performance prediction. However, the stress factor would have
to be specifically denoted as one of the conditions under which the data
distribution applies. Insofar as the combinator.al process in the other
models discussed utilize conventional probability theory, then special
operations would not be needed to supplement the Askren/Regulinski
model, because the latter also applies conventional probability statistics
to combine task predictions into a system prediction.

I consider therefore that the Askren/Regulinski model is essentially
a way of securing more precise human performance probability estimates
which could then be applied in the other models in exactly the same way
as they do presently. (Askren notes also that it provides a quantitative
language which allows direct incorporation in system engineering models. )
On. problem that arises is that these other models deal with discrete
tasks,for which an error rate distribution is not presently available.

Eventually, however, distributions for the discrete time domain should *

become available. i
The Askren/Regulinski model does not take into accaunt the effects T

of a given error on system function, as expressed in the THERPian ¥

parameter F; or the Pickrel/McDonald fl' (Some such concept is needed

because errors differ in terms of their system consequences.) However, -

this matter can be taken care of by defining the measure for which the -

Askren/Regulinski probability prediction is derived as "errors leading to
system malfunction'' or "errors leading to catastrophic failure' or what
ever is desired. But one will get a different distribution depending on
how one defines one's measures.

In this connection Askren/Regulinski have conceptualized a series
of potential measures closely related to traditional equipment reliability
measures. To quote from reference 2 (pp. 3-4) '"In rcliability engineer-
ing, the term mean-time-to-failure (MTTF) is applicd to components that
are not repairable, .., whereas mean-time-to-first-failure (MTTFF) and
mear -time -between-failures (MTBF') are applied to cquipment subject to
repair. The three terms are useful in dealing with human performance
reliability, MTTF translates into mean-time-to-human-initiated-failure
(MTTHIF) and describes when a system function could be expected to fail
as a result of an error or an accumulation of errors by on¢ or more
persons performing tasks in that function.,.
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"MTTFF and MTBF translate into terms which describe errors whose
effects are cdorrectable. Thus, MTTFF transforms into mean-time-to-
first-human error (MTTFHE). This is useful in treating errors that are
highly critical, such that the first occurrence of an error would be costly..
The term MTBF converts to mean-time-between human errors (MTBHE).
This is useful in treating errors of a less critical nature..."

Additional measures were also considered necessary to account for
error correction. Building ¢.: the concept of mean-time-to-restore
(MTTR), two additional terms were developed: (1) mean-time-to-tirst
human error correction (MTTFHEC- an atrocious acronym, but necessary,
one supposes) '"which indicates the time on the average for man to correct
his first error. However, man, during the course of a workperiod may
commit a number of errors, yet recover from them. Thus a second term
is necessary. This is mean-time-to-human errors correction (MTTHEC)
and indicates the time, on the average, for man to correct all of his
errors' (Ref. 2, pp. 4-5).
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1 ' An objection was raised in the discussion reported in reference 5

' 3 that the Askren/Regulinski model is organized solely around time, par-
ticularly in terms of the measures cited above, when what thc system
analyst may want is a prediction of absolute performance, e.g., how
well--- . 87, .95-- will the system perform its mission? The various
measures cited in the previous paragraphs are, however, only mirror
images of an absolute prediction. If one knows, for example, that

- MTTFHE is 20 minutes, this is translatable into a reliability value of
the . 87, .95 type.

st | oantitn

In the original version of this section the writer indicated that "The
N Asgkren/Regulinski model is not a universal panacea, however. It will
not, for example, solve the problem of conditional probability. By this
we mean the determination of the effect of one task or task condition on
another concurrent or subsequent task, Probability theory can handle
the problem of combining two or more task probabilities, which have
g - already incorporated in each of them the effect of the other probabilities,
_I The Askren/Regulinski model does not, however, suggest how to deter -
mine quantitatively these corcitional effects, "
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In his comments Regulinski noted that the model will ir fact handle
conditional probabilities mathematically. The problem is actually an
i -» experimental one, not a mathematical one. If experiments are perform-
: i cd which describe quantitatively the relationships between two paramecters

b A

163




or two taska performed over time, then the resuliant data can be mode lad

to show their conditional prabhability,  The difficalty vn gotting the data
into the model (whivh ix not necoanarily the responnibility of the model
developera, although it doea bear on the feantbility with which one can
utilize a model),

The problem above 18 one of xecuring apprapriate data,  This leada
us to a consideration of the implications of Apkren/Regulinakt for data
collection, Manifestly it s more ditficult to dovelop a data distribation
than a point estimate, 1 The ditficully ia compounded if one sceeka to
secure such data from operational teat sourcea, 'The reason ia that the
situation is usually innufficiently controlled in operational teating, and
the opportunitly to gather large amounta of data in quite vestrictoed, Ger-
tainly this is the writer's own expericnce, veflected in reference 4, In
consequence, if one must make use of laboratory atudiea to secure the
requisite data, two difficultics arviae:

(1) the process of data collection is alowed down;

(2) it is necessary to validate the laboratory resulta in compavison

with results from operational testing to ensure that diatrvibution A (securved

from the laboratory) is much the samev as distribution A' (secured trom

(4) Regulinski notes that '"Obtaining data ia not an vaay task whether

modeling is to be done in time continuous or time discrete domain, [ re-
spect your opinion regarding development of data diatribution vs point
estimate, but reject your implied assertion that it is easier to obtain
point estimates from operational test sources. The same data (obtained

from operational test sources) which yield point cstimates generally yield

also data for the densities!!!!

""Case in point is the vigilance task reported in my paper,, .. The very

same data can lead to point estimates of human veliability, ..o, bul
this leads to the preposterous result of 0,99927536 (two crrors in 2760
trials). In short, if the difficulty is as monumental as you suggest, douos
this justify such approximation as 0,99927536 vs 0, 70 as reported? [
assert that this is not an approximation gross or otherwise, It would
appear to be more a case of looking in the middle of the night for a lost
watch under a strcet lamp, and nowhere else, simply because under the
street lamp one can see,"
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operrational taske), We know trom mach prioe expevionce (ase Rof, 1Y)
that prediction tovrm labovatory reaulta to opevational tanka ta hasardoun,

. Thin doen not mean that the aituation (a hupelean by any means,
particularly if a Qunnuhnnd dentribution fanction can be ouml to apply to
vianaen of tankn,® Under thene civvmmatances, sven il one's operational
. data ave thnited, (1 anay he ponsible 1o extrapolate the distribution fune -
tion feom lmited data,

Inany event, data collevtion to 01 the vather vigid rogquirementa of

the Askren/Rogulinaki model will require the tollowing stepat (1) Forat
(LN neconaary to determine whother the Wethulllog=normal dinteibu-
tonn will fiv many more continnous taska in the lahocatory, (&) Then one
munt determine what expevinental (o, g, , tank, savironment, squipment)
variables will do to change the dintribution functson and to what extent:
{1) One muat then validate the officiency of a disteibution bhased on labor -
Ol atory tanka by comparing (te predicijons with empirically devived opera-
tional vesulta; (4) Finally one must expand the methodology to account for
dincrete typen of taaka and repeat the preceding proceas,

Juat an we did for the other models, we must ask what the Aakven/
' Regulinaki model will do for ua,® Manifeatly it will provide an abaolute
prediction of taak and performance proliability, Consvquently . we can uae
it reaulta ta compare two or more alternative conligurationa by predic.

' ting the taak probability of each configuration and taking the higheat value,

l_ Preaumably the Aakren/Roegulinski metric is sonaitive to deaign in the
aonse that different equipment featurea will produce differont task prob-

' abilitiea, How aepaitive i! ia, we have no 1dea; laborvatnry atudivs <hould

be done to determine this; it ia, however, probahly as aenaitive as any
equipment reliability predictive method i to design ditfevencea. Thia

(%) Regulinaki comments: "1 believe that you hit the nail aquarely on
the head, So far, our research leada us to believe that some clasaes of
tasks are governed by the same density {pdf), and that atreas changos only
the parameters of the distribution, This much has beon demonstrated and
ia reasonably clear. But the bounds of the parsametcrs is one of many
research aapect's to be inveatigated, "

; (6) Regulinski comments: "What will it do forus, .., 2 lias
O more Likely to bridge a gap between the behavioral scientiat (human
factors. ., variety) and the systems vngineery (reoliability, .. variety)
who has given the problem of modeling a man-machine system such
B oo
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may well not be senaitive cnough to provide meaningful initial and re-
design guidance to the aystom developer. It is unlikely that we will get

- move out of thin model in this respect than we can from the others, The
relovance of thin motric to the wolution of manpower selection problems, i
in dubioun. The authorsin reference & makes some claims for the metho- f
dology relative to determining how much training should be provided, but
until relevant empirical data can be provided, it is difficult to take the
claim warioualy, ‘

0‘ OO

t
Rplt) = o d ha(t) b !

and Rplt) e o {t hy (t) dt |

t
and R, (t)*re” { e(t) dt

in order to perform....
Riyltem(t) = Rp(t) X Rp(t) X Ry(t)

4 ++.and who is not likely to accept point estimate for Ry (t) because by
' reason of simple logic and training he rejects the product of apples and
pears to obtain bananas',

(7) Askran comments, howoever, that "The data in Tables 2 and 3

of reference 3 show that the mean-time values improve with training.

For example, in Table 2, roll axis, the mean-time-to-first human crror
' for 20 minutes of training (trial #1) is 23. 4 seconds, and for 40 minutes

of training (time accumulated for trials 1 and 2) is 214. 9 scconds. Thus

we have demonstrated that reliability of performance is.related to amount

of learning. This provides the empirical foundation for the assertion that

a particular human performance goal (MTTFHE in this case) could be

cstablished, and the amount of learning time needed to provide the de-

sired MTTFHE could be derived, " |
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Obviously much more must be done before the methodology can be
established without question. Several of the steps to be performed, in-
cluding determination of generalized distribution functions, their applica-
tion to different classes of tasks and in particular their validation, have
been described previously. After all this is accomplished, it would be
highly desirable to develop and test the adequacy of a prediction based
on this model for an entire system, to determine whether the model can
handle system prediction problems. Since the method is merely an ex-
tension of conventional reliability estimation procedures, there is no
reason why it should not be used in the same way as the latter; but the
point needs to be demonstrated empirically,

"EVALUATIVE SUMMARY

Validitz' - Since the methodology derives from accepted reliability
practice and probability statistics, there is no reason to question the
validity of its application to system development problems,

Reliability - Since the methodology is a standard one, there is every
reason to believe that different analysts will secure the same results

when applying it. -

System ‘Development Applicability

A. Comprehensiveness: Although the methodology has as yet been
applied only to a restricted set of tasks, there is nothing in the technique

described which would prevent its being applied to the full range of tasks

and behaviors. '

B. Applicability: Like other models, the data derived from the
method will predict task/behavior effectiveness, but does not in and of
itself indicate design, manpower selection or training requirements.

i

C.. Timing: Applicable to the entire system development life cycle.

Model Characteristics

A. ' Objectivity: Highly objective.

B. Structure: Assumptions and parameters well defined.
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VIil. THE DISPLAY EVALUATIVE INDEX (DEI)

INTRODUCTION

The DEI is a method for calculating a figure of merit of the effec-
tiveness of equipment displays to transfer information to the operator
and for the operator to perform control actions, Its primary purpose
is to provide a quantitative method for comparing two or more alterna-
tive design variations of the same equipment without the necessity of
constructing mockups and conducting opera‘tor performance studies.

GOALS

""The purpose of the DEI technique is to provide a quantitative method
for comparing two or more design variations of the same equipment''.,.
(p. 279, Ref. 2) (in terms, presumably, of their operability). 'The
technique also provides one basis for an impartial decision in the case
of uncertainty about alternative equipment designs' (p. 279, Ref. 2).
The technique is not intended for evaluating a single design. Conceiv-
ably one could use it to evaluate a single equipment, because the way in
which the index is developed, its values range between 0 and 1, with 1
being ideal. Hence, the lower the index, the less desirable the design
is. However, this is an ineffective way of utilizing DEI. On the other
hand, the data, already developed by Applied Psychological Services,
could represent a basis for some normative referencing.

In practice, because the technique concentrates on controls and
displays, the technique is useful for evaluating control panels, display
panels, and display/control panels, and not for evaluation of the entire
system. On the other hand, since these panels are the focal point
(usually) of all operator activities in the system, this limitation does
not bulk too large. Although the technique emphasizes displays, it also
includes control factors, and therefore need not be reserved for use
wi th display panels only,

The technique also possesses some design diagnostic utility, although
design diagnosis is not one of its enunciated goals. In the process of
comparing alternative configurations, it is possible to determine which
of the bases or links is responsible for the advantage of one configuration
over another. Moreover, if one were interested in improving a particular
configuration, he could modify the design in line with the principles used
(e.g., fewer controls/displays, less mis-matching, etc.), measure the
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results of the design change in terms of DEI and determine whother the
change produces a higher DEI value (see examples of design variations
in Ref, 1),

There has been some attempt to make use of the DEI as an instru-
ment for determining training requirements (Ref. 3), but work on this
is insufficiently advanced to assess the feasibility of doing so.. However,
the preliminary indications suggest that the technique possusses some
potential in this respect.

ASSUMPTIONS

The assumptions on which the DEI is based stem from information
processing and communication theory, but are casily recognizable in
common sense terms (not that the latter point should be considered any
disadvantage).

“"All else being equal, that system is best which:

1. Requires the least operator information processing per subtask
unit, For example, a predictive display is considered superior to a
non-predictive display.

RO

'""2. Has the greatest directness between the information transmit-
ters (displays) and the receivers (controls). For example, as the number
of nodes in a communications network increases, the efficicncy of the
network decreases and its vulnerability increases.

"3, Has the least difference between the amount of information pre-
sented by an indicator and that required for a control action. For example,
differential operator filtering and/or amplification may serve to increase
error potential and decrease information transfer zffectiveness,

"4, Provides for redundancy of information. For example, a mes-
sage can be decoded quicker and with fewer errors when it contains
redundant infermation,

"5, Requires the least intermediate data processing by the operator
before he can perform the required contrnl action. For example, unit
conversiong, transformations, multiple comparisons, integrations, dif-
ferentiations and the like serve to delay information transfer and to
introduce error potential,
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"6, Has the least number of ... (indicators and control parts) ...

"7, Imposcs the least amount of time stress on the operator as he
perfurms the information processing...

"8, Has the least number of transfers which cannot be accomplished
within a prescribed time. For example, if the operator must process
more information than time¢ permits, then certain transfers... will not
be performed.

"9, Possesses the least number of critical transfers. For example,
a system which contains a greater number of transfers which, if not ac-
complished correctly, requires task repetition or causes task failures is

less efficient than the system with fewer critical transfers.

''10. Has displays and controls which are optimally encoded. For
example, .... information transmission rate is lowered for highly
symbolic stimuli, On the other hand, complete lack of encoding might
create a large indicator or control matrix which would require hunting
and searching...." (p. 279-380, Ref. 2).

Probability of corrcct response is tied directly to amount and manner
of information transmission. Any design that requires the operator to
work more, by being required to interpret more information or to make
more decisions based on discontinuities between display and control in-
formation, is undesirable.

The necessity for processing information from displays and from
display-control relations’ips may lead to operator stress which in turn
could lead to increased [ robability of error. This is essentially the same
orientation we found in the digital simulation model, except in that model
the stress resulted from inability to perform within a prescribed time.

In DEI the stress results from loading the operator's perceptual-motor
channel capacity with more information than he can handle. The equip-
ment is considered to provide information to the operator through its
display and control design; the operator responds more or less effectively
based on how efficiently he can organize and act on the information pre-
sented. Hence, for optimal responsz there must be a match between the
operator's perceptual organization and the equipment's information or-
ganization. The conceptualization is quite elegant,
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Each of the factors included in the index is essentially independent
and hence can be combined multiplicatively. In view of the interactions
generally found in factors influencing operator behavior, it is difficult
to accept this assumption except as a pragmatic one, to simplify the
calculation of the index. The effect of this multiplicative relationship
is that any single factor which is deficient may exercise an excessive
effect on the index value of the total configuration. Siegel notes, how-
ever, that the transfer chart which is an integral part of the DEI pro-
cedure, considers interactions between displays, between displays and
the observer, and between the observer and his controls. In any event,
since the technique merely ranks alternative designs, the absolute value
of the DEI index is unimportant,

In the equation for the DEI the various factors are weighted by means
of various exponents. The value of each exponent was not derived con-
ceptually but as the result of an empirical fits to criterion data. As
described in Reference 2... '""appropriate transformations were then
applied... so that a multiplicative combination of the base (factor) scores
yielded close agreement between the merit ratings of the system design
variations... and the DEI" (p. 30). There is no inherent objection to
this procedure, but it must be recognized that the particular weights
established have little conceptual basis.

Another assumption is that the display configurations being evalua-
ted are properly human engineered (although see assumption 10 on the
preceding page). In other words, the arrangement of stimuli on the
display, for example, and the organization of the controls to be operated
in relation to the display are not significant factors in the DEI. Con-
sequently the index is primarily sensitive to the nuinber of elements
in the display configuration. This is not a criticism of the DE] as such, )
because the technique considers prirnarily the information transmission e
aspects of the design.

METHODOLOGICAL SCOPE L

DEI is suitable for application to any control-display equipment,
including those involving continuous tracking and decision-making
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functions. The reason the index can include tracking and decision-
making activiiies is that the index abstracts these activities and considers
them only as nodes in the information transmission link. Consequently
they are given standard link values (4). For example, "If intermediate
data processing 1s required, this is represented by a box inserted in the
link {creating a total of two links)' (p. 280, Ref. 2). The repetitive
nature of tracking functions becomes unimportant, because no matter

how many times a perceptual function is repeated as part of the same
task, it receives only a single link value.

In consequence the technique considers behavioral functions only in
a very abstract sense, which is entirely justifiable because DEI does not
pretend to predict operator performance, simply differences in design
quality,

The technique also considers differences between tasks. Tasks must
be considered because different tasks may require operation of different
controls and displays; where a task does not utilize certain displays/
controls, these are ignored. As a consequence, a DEI value must be
secured for a sample of tasks,

PARAMETERS

In its original development (see Ref. 1), DEI rested upon 5 bases
which were later modified, expanded and retermed factors. These last
ave listed below and will be described in more detail when the individual
measures are described,

l. Complexity factor: related to assumptions 1 and 4 (see section
on Assumptions).

Directness factor: related to assumption 2.

Data transfer factor: related to assumptions 5 and 6,

Encoding factor: related to assumption 10.

Time factor: related to assumpiio..s 7 and 8.

Match factor: related to assumption 3.

Critical link factor: related to agsumption 9.

New ke
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DATA

1. Measures Employed -

a. The number of links between indicators and controls, the
link representing the transfer of information between them. Each link
has a weight according to the amount and complexity of this information
transfer. These weights are assigned to classes of displays and con-
trols. For example (see p. 18, Ref. 1) all cognitive links (regardless
of type of cognitive function) have a weight of 4, all multi-state displays .
(4 or more states) have a value of 2, etc. The link weights were derived o
in accordance with the probability of successful performance of the link
(see Ref. 1), This measure relaies to the complexity factor which is
represented by the formaula

1 , where
1 + §w

w equals the sum of the link weights.

b. The total number of controls and displays (n - mj),; the
number of "'used" displays and controls (n - m),; the total number of
information links (N). These measures are used in the formula

(n <t-m)2u
2N(n 4+ m)¢

s

which implies that the fewer unused controls/displays, the better. This
measure is used in deriving the directness factor.

c. The number of gate, mixer or box symbols on the transfer
chart (to be discussed later), A box represents intermediate data pro-
cessing (e.g., computation); a gate ( ») indicates thai information from
two or more indicators is needed to set a control; a mixer ( P ) repre-
sents a control activated on the basis of one of several displays. The
data transfer principle uses the formula

!,.

2 , where
Q+ng

Q = total number of displays/controls;

np = number of gate, mixer or box symbols.
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d. The number of independent states presented or controlled
by binary type units (e.g., on-off lights, pushbuttons). This measure,
which is used for the encoding factor, applies only when the equipment
contains at least one indicator or control with 12 or more independent
states (not often found).

£ - .
»7 .

..
S $

e, Time (Time factor), which is broken down into two types:
(1) T, the total time required for subtask completion (what a given link
‘ actually takes in terms of time to be accomplished); and (2) T', the pre-
: ‘ scribed time for link completion. T is calculated from the formula,
t T = 0.15 - 0.4913, where Ig is the number of digits. The measure is
used in the formula

exel

Note that the ratio between prescribed and required time is familar to
us from the use made of this concept in the digital simulation model.

+
[

yoom

oy
B ——F

]

i

f. Amount of information mismatch (Match factor) between a
control and the display(s) that provide the information to activate the
Xi control, This is determined by calculating the number of information
based on the number of display states. This is contrasted with the
amount of information based on the number of control positions. The
amount of information from the control is subtracted from that of the
displays (disregarding sign); this is done for all such display-control
links and the resultant differences arc summed (£ M).

¢

—

SN
]

g.- Number of critical links (N) (those that if not accomplished
- correctly, cannot be repeated and will cause task failure), The formula
o takes the form

log N¢
-

and is related to the critical link factor, The fewer such critical links,
the better.

Several thing should be noted about these measures: (1) They all
stem directly from the assumptions underlying the conceptual structure
of the methodology, although they can be summarized in terms of the
common sense principle that that panel design is best which is simplest;
(2) They are all more or less objective, requiring very little subjective
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analyain on the partof the techmgue wier; {(3) Although the formuala by
means of which the individual measures ave combined ta fately complex
(noe below), the dervivation of the individual meanuren (0 quite nimple,
raquiting only clamaification and connting,

. Data Sourcen

The aource o the data uaed to devive the above measurean (8 to bhe
found in the design of the individual equipment and the procedare tor
operating that equipnmient,  External performance meamirves and data
Btores are not requived,

3. Output Metric

The final formula for the DEL 1a;

+4
(n + m)y WR)upr-é [I[v}‘.-g *'1!5 ‘IB“Jj 4‘,?,5 + ‘/M/]}

(Le W VA« mh (Q + Ng)

A somewhat simpler version of this formula was found in Refervuce 3

(n - my [exp (-i— f/M/il

(1+4¢W) ¥V N(n + m), (Q + N)

, where

n = number of indicators

m = number of controls

N = number of forward links

(n + m),; = number of indicators and controls actually used in the

console during a particular subtask

{n + m)t » total number of indicators and controls on the console

£W = sum of weights applicd to links

£ /M/ = sum of absolute values of mismalches

Q = total nuinber of display/control elements for used controls
and displays

ng ®* number of boxes and triangles representing intervening
processes

In this simpler formula nc use is made of the time, encoding and
critical link factors,
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Clome soiamination of the olommnte of the aboves sguationa will show
how the Tormula va corponed ot e aehivedual inva e e,

The vavimuem favtora are cornbancd an theae tormdam acoording to
welghta that ave doeiverd Mon the bavava af the agveeme nd of DR appliva -
tHona toa munber of ayrteta wath te cpinbona of the same avatenm of
o ONpeEtE Wl Whion e o waa coanpaeed” (e AR ety 0) e
eamonee an et oal BE prascedure (aee Reto 1) wan weed to devolop
thewe weighta aml other oxpert ratings wers ured to vroma valpdate theae
welphta,

v other worde, the conceptaal ateneture undorbying the techinigae
wan atdequate to derive the tdividnal measures, hat not o integrats
them,  Thin (e ot an ohjecbion to the techaigue, mevely an vbmervation
reflecting our lack of Knowledgo ot now the hehavioral slements of vqutp.
ment apevation interact,

PROGEDURES FOR MODML APPLICATION

L Analytic Mothods

A dotailed tank analysis s not requived for this technique, since
the tranafer chart which is a major step in implementing the technique
can be derived dirvctly from the procedure for operating the equipment,
The usual operating procedure ia deacribed in terms of direct controle
diaplay actions and hence is divectly translatable into a transfer chart,
Of course, if the DEI weroe to be appliod to a stage of desagn before an
operating procedure were available, it would be necossary to perforin a
detailed task analysia, down to the subtar (task elemoent) level,

"To derive the DEL for any system, it is first necessary Lo select
one Oor more representative tasks performed, .. A traasfer chart for each
task is then preparced. The transfer chart protraya the display and con-
trol elements and links them if they affect each other, Analysis of the
transfer chart provides the basiu for obtaining' (p. 8, Ref. 1) the various
factors, ‘In preparing the transfer chart, the display and control clemonts
involved are first linted, Then the symbols for the displays are drawn
in a column near the left of the chart; the symbols for the controls arc
drawn in a column near the right. .. For a particular, .. chart, links arce
drawn between each indicator and the control(s) which it affects, .. "
(p. 11 Ref, 1). Figurc 8presents a sample transfer chart (taken from

177




\ AMPLIFIER |

AMPLIFIER 2

-
aveuirien + (X
POWER

e
AMPLIFIER 8 ®" POWER RESET |

POWER RESET 2

POWER AL
Ame 2 &
OVERLOAD 1 Aunvey &
Nunee & *
OVERLOAD 2 () srioee
Amkes O
VU METER 1 QAuxee O
Auve s O
VU METER 2 Aunez O

EARPHONES ¢ “Omeadd - ~=>() MONITOR VOLUME

bt METER ZERO
LOUDSPEAKER [(}f A zero S

@)
() AC CIRCUIT BREAKER

(4)
Q DC CIRCUIT BREAKER

Q INPUT SELECTOR

Fiqure 8. Transfer chart for variation O, Public Address Set

178

A T TS S S T T S Nt VS T



4 e NN

Ref, 1), The individual measures (described previously) are then
derived directly from the transfer chart by counting and algebraic ma-
nipulation of the data,

The graphic presentation is therefore an essential part of the
technique.  Thin aspect is similar to that of TEPPS and THERP, except
that the latter produce graphics at a task level rather than at the DEI
aubtask level; morcover, TEPPS/THERP ygraphics do not deal directly
with equipment details,

4 Methods of Synthuesis

These are inherent in the final DEI output metric and therefore need
not concern us here.

3, Data Application

The measures for the individual factors are applied to the individual
control-diaplay link. The final output metric relates to the totality of
the controls /displays used in a particular operating task., Note that the
DE]I measure relates solely to the individual task; where system opera-
tion involves several tasks, it is possible to derive a combined value for
the various tasks by determining the relative importance of each task,
multiplying the DEI value for each task by its weight and adding the
resultant values, For example, assume that the DEI values for tasks
1, 2 and 3 are respectively . 005, . 004 and . 006, If task ]l has a rela-
tive importance of . 5, task 2, .2, and task 3, . 3 (summing to 1.0, of
course), then the summed weighted DEI value is represented by

(. 005)(.5) + (.004)(.2) + (.006)(.3) =.0051,

ANTICIPATED MODEL USES

1. Prediction of System Effectivene.s

Since the technique does not output an estiyaate of performance
(either in probabilistic or other form), it cannot be used to predict the
effectiveness of either an entire system or of a control panel. Hovever,
the technique was not designed for this purpose.
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2. Design Analysis

e e e cn.

In previous reviews we identified threc aspects ct this analysis:

a. The comparison of alternative conf'gurations to select one

to be implemented;

b. The determination of redesign requirements where the
system cannot satisfy system requirements;

c. Recommendations for initial design.

DEI was developed specifically to permit comparison of alternative
configurations and, judging from the validation data available, it does so
quite well. One problem that may arise is knowing by how much one de-
Since the absolute difference between two
designs is not related to an absolute differenceo in operator performance,
it may be difficult to say whether a difference in DEI values is sufficiently
great to warrant selection of the superior design. It stands to reason, :
however, that the larger the difference, the more significant the design S
differences would be, and the more compelling the rationale for selec- e

sign is superior to another.

tion of the design with the higher DEI.

Other considerations, such as o

incorporate, but later discarded) may negate a DEI recommendation, o

cost features (which the initial development of the technique attempted to "
particularly if the DEI difference between two designs is not great. o

The technique is not geared to indicate what changes should be made
in a design to improve it, although one can use the principles on which

the methodology is based to suggest redesign possibilities. If design A

is inferior to design B, examination of design A in terms of DEI concepts

may suggest that improvements could be made by eliminating intermediate ..
data processing functions, reducing the number of unused displays, etc, j

The technique does not pretend to provide any recommendations for

initial design.

3, Selection

Not applicable to this technique.

4, Training

An attempt is being made to apply to DEI to the derivation of train-
While this effort is preliminary, initial

ing requirements (see Ref, 3).
indications are positive.
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VALIDATION/APPLICATION $TUDIES

As we indicatled in previous reviews, one can consider validation
in terms of either concepts (construct validity), cross-validation with
external criteria like experts' judgments, or empirical operator par -
formance. It has already becn noted that the conceptual structure on
which DEI is based is quite elegant, It is possible to considex DEI
empirical validity in terms of

1. The ability of the icchnique to differentiate among alternative
configurations;

2. Coprelation of DiZl values for alternative configurations with
experts' rankings of the hurnan engineering adequacy of these configura-
tions;

3. Correlation of DEI values for altexntive configurations with
operator performance effectivencss on theee configurations,

All three of the references noted at vhe conclusion of this review
demonstrate DEI's ability to differeqtiate among alternative configara -
tions and tasks. Reference 2 provides a table (p. 285} wihich indicates
that the technique is highly sensitive to task differeices (which presim-
ably subsume equipment differences as well), Ruference 3 is particular-
ly interesting in this conanectivw. because the study was serformad by
researchers other than the deve'orers (whucli would thus bolster the
reliability of the technique), 1 he DET was applied to four equipments and
four different subtasks an? appe..red to differentinte these quite satisfac-
torily., The only problexr: e¢ncountered wau "deternune tion of the number
of states which controls, and in particular, displays could assume...To
deal with this problem a nurbei of conventicus were adopted... In gen-
eral, however, application of the DEY was grraichtforward, Values could
be obtained fairly quickly, reliubility did ot appear to be a problem, aad
the index differentiated sub-tusks anc devices  The DEI poss 'ss :d
diagnostic value and was intuitivesy satisfving, veryging iu ancordance
with subjective irnpressions of suk- task 2ifficulty™ (p. 40-47, &ef. 3),

Similar rasults were acldeved in comparing DEL raol-ings of con-
figurations ard experts' rankirg: of tha same coniiy “raticns, ""The
validational stad’es supgec-ted that the technigue empiricaliy correlated
in a strong positive mauner, . with the opinions of accented human
factors authorities, ' (p. 72, Ref. 1.
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Thu author's own preference for validation would be a measure-
ment of operator performance on design configurations (o, g, , control
pancla) ranked in accordance with DEI evaluations., Presumably opera-
tord should perform more efficiently on configurations ovaluated as
being significantly superior in DEI terms. However, it is someotimes
difficult to set up such a validation procedure and data on this kind of
validation for DEI are not available,

Nonetheless, the validation studies that have buen performed of DEI
are quite impreasive, Curtainly the evaluative capability of the tech-
nique appears unquustionable,

Information concerning its actual application to the human engineer-
ing evaluation of control/display equipment is unfortunately not available,
There would seem no reason, other than perhaps the somewhat laborious
calculations involved, why thisa mecthodology could not be very success-
fully used in system development.

EVALUATION SUMMARY

Validity - Formal validation studies have been performed and show
a reasonable degree of correspondence between DEI evaluations and
other criteria of design adequacy.

Reliability - Controlled studies indicate that not only do various
users get consistent results in applying the method, but that when the

technique is applied to similar systems, consistent results are achieved.

System Development Applicability

A, Comprehensiveress: Method is limited to display configurations
(including related controls, of course).

B. Applicability: Method does not predict or measure operator
performance, but does evaluate display configurations.

C. Timing: Can be applied at all system development stages
provided a display configuration design is available.
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Model Characteristics

A. Objectivity: Highly objective; few or no judgments required,.

B. Structure: Highly organized and well defined.
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' h IX. THE PERSONNEL PERFORMANCE METRIC

INTRODUCTION

The methodology described in this section was developed by
J. S. Brady as part of an attmpt to evaluate the contribution of personnel
performance to the successful launch of the Atlas missile. As far as is
known, the technique was never applied and consequently never validated.
. It has, however, some intrinsic interest because of the problems it
| attempted to solve.
[

GOALS

Before describing the methodology in more detail, it must be noted
that it is purely an evaluational technique, not a predictive one. It is
used to evaluate personnel performance effects in a system already built
and in process of being exercised (tested or operationally utilized). Con-
sequently it cannot be used to make any quantitative predictions of per-~
sonnel performance. It is included among the methods reviewed in this
report because evaluational methods are closely related to predictive ones,
since, at the very least, they can supply data that might ¢ventually be
useful in prediction,
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ASSUMPTIONS

The general criterion for system performance contains two para-
meters, quality and time. Since it is assumed that ''the principal observ-
.. able characteristic of the behavior leading to criterion performance is
the exchange of information between man-and-machine... and between
man-and-man... the ‘"quality' of this intermediate behavior is determined
- by the efficiency of seleciion and utilization of the situational information
available in the system. This, in turn, is defined by the procedure...
Deviation from procedure, therefore, is considered as error" (p. 2,4,

- Ref. 1).

The assumption above, rigidly applied, means that all deviations
- from procedure are considered as errors, even when the deviation has
no significant effect on system performance and even represents an
improvement in the manner of operating the system., Theoretically, if
the procedure has been correctly developed, no procedural step should

PRECEDING PAGE BLANK

185

‘m.}wmw»mrmdim.wm.«m A bt ot i oncorbini
t »
. M .




be unimportant or non-required, and to a large extent this is true of
highly automated systems, since the need for performance flexibility
(implying alternative procedures) does not exist.

Nevertheless, the assumption that every procedural deviation re-
presenis an error is bothersome, since we are all aware that every
procedure is not as crucial as every other procedure. Hence one must
account in aome way for those procedural deviations that are minor.

As we shall see, Brady attempts to do just this., ‘See also the distinction
between essential and non-essential tasks in Siegel's digital simulation
model, which deals with the same problem.

METHODOLOGICAL SCOPE

Because the methodology was developed in the context of a missile
situation, its application appears to be restricted to those indusirial and
military systems in which execution of the system function is largely
automated, few degrees of freedom are allowed in personnel performance
(e.g., little decision-making because the situation is highly structured),
and total or terminal system performance often cannot be observed or
exercised. In such systems personnel functions are limited to ""prepara-
tion, initiation, selection, surveillance, correction, preventive main-
tenance and repair. Hence evaluation of the contribution of personnel
performance must be referred to some derived measure of system per-
formance, e.g., amount of '"out of commission'' time, number of rejects,
etc. " (p. 1, Ref. 1). Personnel actions are rigidly specified and error-
defined as deviation from procedure- is intrinsically undesirable. Since
many system operation- are automatic, "system performance must be
inferred from fractional observation' (p. 1, Ref. 1).

The kinds of systems possessing the above characteristics are those
of power station and telephone operation, automated and semi-automated
factories and early warning radar systems.

-

PARAMETERS

AL

v The critical parameters in Brady's model are the errors that are
r made and the way they are classified. There are four classes of errrs:

(1) Terminal error- deviations (from procedure) resulting in loss
of missile quality,
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(2) Risk errors- deviations resulting in decreased '"confidence''
in missile quality, e.g., omission or inadeqnate performance
of tests,

(3) Delay errors- delay in the performance of requisite actions.
(4) Residual errors- all other procedural deviations.

The first thing to note about the above classification scheme is that
errors are categorized in terms of their consequenc. s to the system.
The reader will recognize that other models have also included perfor-
mance ( asequences in their methods, e.g., THERP's F;, but have
separated the occurrence of the errors, e.g., their probability of
occurrence, from their effects. Ordinarily we dis.inguish between
errors that may have significant and insignificant effects on performance.
Brady's formulation rdeliberately amaligamates these two continua; this is
possible in his methodology because he explicitly rejects probability of
occurrence as an output metric, leaving only the effect-factor,

One practical consequence of the error classification is that in
order ic categorize errors in terme of their system effects one must
have a detailed knowledge of system operations and functions; and even
then the possibility of error in classifying actions in terms of system
effects cannot be completely excluded,

Another thing to note is that the classificaticn of these errors seems
to fall into an inherent scalz of their own, in which terminal errors have
the most severe consequences and residual errors have the least severe
consequences. Although the developer does not clearly specify the rela-
tionship, terminal errors are presumably akin to catastrophic errors,
those leading to abort or actual destruction of the system. ‘'Risk errors
increase the probability of loss of quality. Delay errors may or may
not affect overall performance time, depending upon the occurrence of
masking by other activities' (p. 4, Ref. 1).

One of the difficulties that derive from the Brady methodoloygy is
that the definitions of the various error classes is not very clear cut in
terms of effect. Residual errors are defined by exception, but this does
not answer the question whether they have or do nut have any effect on
overall system performunce. If one could speak for the developer, he
would probably say that they do affect systeni performance, but so
minimally that it may be impossible to discern that effect,” Delay errors
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presumably delay the mission, although the masking offect (something
which also is not clearly defined) may obscure the delay, However, the
definition of risk errors is quite tenuous, since any effect they have
appears to be highly conditional on other misgion activities.

What Brady appeau to be suggesting is that every risk or every
residual or every delay arror has precisely the same effoct as any other
risk, residual or delay error. As we shall sec later, this assumption
poses difficulties for us when the individual classes of error are com-
bined to evaluate paraonnel afficiency,

DATA

1. Input Data

Input data for the personnel performance metric are the performance

events that the evaluator has ohserved or measured. Any externally im-
posed data bank is irrelevant, since the basis of the evaluation is the
performance of the systern itsolf,

2. Data Sources

The only data source required is measurernent apparatus applied to
the system. '

3. OutEut Data

Brady considers the idea of determining the probabilitiss of the
various kinds of errors but rejects the concept because of practical
difficulties. This is especially so in the case of risk errora which arae,
as pointed out, highly conditional,

The kinds of problerns one finds in the missile launch and missile-
launch-related situations detarmine the kind of metric which was finally
adopted. The problems can be summarized as follows:

"a. Only a portion of total system performance can be obaserved
at one time,

b. Performance must satisfy several criteria- speed, quality and
adherence to procedures,
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¢, Performance data consrsts of tane and several categories of
error, cach of which relate datferently to the criteria,

d, Raw time data contains periods which are not alfected by per-
sonnul performance,

Therefore, any measure which s dervived from such data:

a. Must bhe additive to permit accumulation of fractional observa.
tiona.

bl Sd Ond G SR am

b, Must bear a daterminate relation to the performance criterion,

y—i

¢, Must permit comparison between performances of different
N ]
composition, preferably all performances should be scalable
in a single dimension,

d. Must be soluctive, i, e., must score only relevant performance.
Finally, the measure must be sensitive enough to discriminate
between performances of varying degrees of quality,

In sum, the measurement requirements suggest a common
additive metric which bears a determinate relationship to mission
performance.' (p. 10, Ref, 1)

$-ad

&3

The reader should note from the above that another criterion of

- system performance has been added- adherence to procedures, In gen-
eral, adherence to procedures is not considered part of system perfor-
mance criteria (at least in other models), but rather as a means of
achieving those criteria. The inclusion of adherence as a criterion for
successful system performance restricts the technique to those systems
in which rigid procedura) adherc»rn j8 required, Syst i in which pro-
cedures ai. [iuxible could be evaluated by this technique uniy with
difficulty,

ked Lbod  beod

A number of possible ways exist to express the kind of metric Brady
desires:

(1) Use of a metric expressing the probability of mission success,
already rejected as being economically unfeasible.

(2) Abandon a common metric and express time and error separately,

However it becomes impossible to tompare two systems or missions
which differ in terms of more than one measure,
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{3) Detine unsuccessful performance as occupying infinite time.
That is, if a terminal error is made (i, e., one leading to missile de-
struct or abort), the time to successful completion of the operator's
task is considered to be infinite, However, infinite time cannot be
combined with more finite times for missiles that are successfully
launched,

(4) Utilize a normative approach to time and errors, the resulting
metric being the mean of the standard scores of time and errars. This
is the approach taken,

(Note that the concern for terminal error presents a continuing
problem for Brady. Such errors produce a distortion in the normal
distribution of times to launch and therefore have to be treated sepa-
rately, as we shall sce.)

The model output supplies a centile score expressing the mean per-
formance of personnel for the system under comparison. The centile
value provides a score which is translatable into a relative measure of
quality.

PROCEDURES FOR MODEL APPLICATION

1. Analytic Method

In contrast to other methods, no formal or informal task analysis
is required, since the formul operating procedure defines what an error
is (but not the type of error), A task analysis may have been employed
in the development of the operating procedure, but once that procedure
has been formalized, no further task analysis is required.

Rather, a different type of analysis is needed, an error analysis,
which focusses on the potential effect of the ervor. (We say "'potential
because if the error effects actually occur, e, g., destruction of the
missile, no error analysis is needed, since the effect is self-defining.
This error self-definition applies of course only when the effect is suf-
ficiently critical to be discernable or inferrable from physical changes
in the system, which may sometimes be difficult.)

In any event, the error analysis involves considerable system know-
ledge and exploration and inevitably a considerable amount of judgment
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is involved. Absolute certainty about the presumed consequences of
anderror is not possible 1n certain cases.

2. Method of Synthesis

Since total performance has be2n decomposed into four classes of
errors, and data have been secured for each type, to secure a system
evaluation it is necessary to recombine them. This is done as follows:

Y"a. Given performance measurements:

t;j = performance time for Task i
r; = the number of Risk Errors for Task i
the number of Delay Errors for Task i

.
=
[

the number of Residual (miscellaneous) Errors for Task i

3

b. In order to provide a single additive scale, normative data is
accumulated and each performance quantified in relation to the perfor -
mance population, i.e., its standard score (z score) is computed, e.g.,

t; - Xt,
i
Zt = 1 , etc.
i o~ ti
where
-it- is the arithmetic mean of normative time performance
! for operation i,
t. is the individual performance on opezation i, and

o4; is the standard deviation of normative performance on
operation i,

c. Total error performance then, is expressed as the sum of error
category performances:

3
- t
1?1 Ze; = Zp 4 Zg + Zp (P 12, Ref. 1),

The various categories of error are utilized instead of total error
performance to enable the user to account for the differential relation-
ships of each category to mission criteria. Obviously the different
error categories vary in terms of importance (or effect on the system)
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so that it is necessary to keep them separate and to weight them in
accordance with that importance. Consequently Brady defines

aZy, + bZ,_-]i + szi

i a +b +c

where Z,. is the mean weighted erroi performance measure and a, b
and c are weights.

One of the difficulties with this formulation, which the developer
recognizes, is the derivation of the weights. 'In the absence of a rigor-
our analytical basis for establishing weights, any differential weighting
must be purely arbitrary' (p. 13, Ref. 1). It should be possible, how-
ever, to use a scale of the sort employed by Pickrel/McDonald to re-
present the presumed seriousness of the error class,

However, we have failed to deal with terminal errors. We can
include terminal errors if we assume that a terminal error concludes
the operation and hence can be replaced with the standard score value
of the time spent up until the error was made, '‘The c<gree to which
error commission affects the mission criteria is expressed in perfor-
mance time" (pp. 13-14, Ref. 1).

Z . (the standard score for performance time on task i) is combined
with Zg. in accordance with the following formula:

Zg.* dZti M Zei where
1 d +/1

d represents an arbitrary weighting value,

The assumption that onc can utilize the standard performance time
score for an operation in place of numoper of terminal errors makes this
author somewhat unecasy. ‘

Summing over the various operations for which a persornel perfor-
mance value is desired, we get
n
Zg.
1

£

- izl

ZE :
which expresses the mean performance of personnel for the system under
consideration.
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For cuavenicence in interpretation, the distribution of ZE 18 transg -
formed to have a mean of 80, a standard deviation of 10, and to be high
for good performance, i, ¢, , E » 50.10,

Table 9 shows how E varies as a function of error and time pervfor-
mances., The values of E are based on the following normative data.
Equal category weightings were used,

Mean S, D.
Risk errors 5 1
Delay errors 20
Residual errors 80 10
Time 30 5

Centile equivalents of E-scorcs are given from a normal distribution.
The validity of this practice is, as_the developer points out, open to some
question because of the probable /f-form of the time distribution,

The measure ultimately derived is an additive one which is appro-
priate because the sum of all errors can be consgidered equivalent to
performance. However, the determination of the appropriate weighting
factors for each type is quite obscure; in that sense it would appear that
the model is not fully articulated. 1t is possible however, that a different
set of weighting factors would be required for different systems,

ANTICIPATED MODEL USES

As pointed out previously, the method is purely evaluative; it does
not predict. However, it is conceivable that the evaluation of one sys-
tem could suggest the anticipated performance of a comparison system.

The method supplies no information relative to design, since it does
not include design considerations in its data. The same applies to man-
power selection and training,

B it

~

. However, the method does output an absolute measure of the adequacy
of personnel performance, and presumably if a low centile score were
achieved, this would stimulate some examination of the characteristics
of the sysfem. However, the model would not necessarily point to any
specific aspects requiring corrective action. Note that the method
supplies an output for personnel performance only; hence it is not a
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TABLE 9
E-SCORE VARIATIONS AS A FUNCTION
OF ERROR AND TIME PERFORMANCES
e e e e N b
Case Condition Total
E.rrors b
: L3 3
5 1 Average Performance 30 r=5

d=2 | 75 50 50 o

m = 50 P

: |

2 20% fewer errors per 30 | r=4 I

category - Average time d=16] 60 54. 6 68 T

m = 40
3 Singular errors avoided - 30 r=0 L ‘

total errors unchanged - d=20] 75 57.5 77 o

Average time m = 55 ro

I 4 Average Errors - 20 r=5

‘ Improved time d =20} 75 60 84 ‘
m a 55 : ‘

] . i

3 o 5 20% fewer errors - 20 rz4
Improved time d=16] 60 64. 6 93

m = 40 .
{
*Normal distribution i

.
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''true'' system measure. Because E assumes a normalized distribu-
tior,, it is questionable whether it could be combined with an equipment
reljability value which assumes some other type of distribution.

VALIDATION/APPLICATION STUDIES
None.

In summary, the method is of interest primarily because it presents
a somewhat different way of attacking system measurement problems.
The use of a normative score based solely on error frequency and time
would be highly attractive because it eliminates the necessity for data
banks, etc., but only if certain of the problems discussed previously
could be overcome.

There are a number of limitations on the technique:

"The necessity to infer total performance from fractional observa-
tions raises the question of sampling the population of crew tasks.

A representative rather than a random sample is required to assume
that specific tasks whose over-all importance to the mission and/or
high frequency of occurrence are included in the sample. I'urther,

a. The tasks selected should adequately sample the repertoire of
skills and knowledges of the crew members.

b. The samples should :xercise each crew member on tasics of
differing difficulty,

c. The tasks selected should requi . ~ deg.rcc of participation by
each crew member that is representativve of his participation in
the total task pcupulation,

d. The work sample should be of such a character that the end
product of performance can be cvaluated." (p. 17, Ref. 1)

Another problem that must be considered is that when the sample is
small or highly routinized, the opportunity to riake errors will be quite
limited., Consequently the distributions will be¢ severely truncated. The
sam: holds for performance times. Since the interpretation of E on
population (centile) grounds is impossible without using the probability
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density function of each distributions, the sample must be sufficiently
comprehensive to make these distributions approximately normal.

Accumulation of work samples to achieve an overall system per-

F ; formance figure implies equal "importance' of the samples constituting
! ' the mean, i.e.,

n L3
£ ZE
E ‘ i= 1 1 wn
n
“E
If samples of disproportionate size are incorporated into this measure, -

the smaller samples exert unwarranted weight in the measure. A 5-
minute work sample, for example, will be weighted equally with one of

-

three hours or more duration. -
’\" . - . - - » ‘)- !
' A more rigorous exposition of the method described above is given 1
in reference 2. o

e

-

EVALUATIVE SUMMARY

Validity - Nodata available; method has never been applied. -
L] Reliability - No data available. "

_.j System Development Applicability

t

A, Comprehensiveness: Method is restricted to highly procedur -
alized tasks.

B. Applicability: Method measures performance only; it does not
predict that performance, nor is it related to design, selection or
training requirements.

o S akne e

C. Timing: Useful only after system has become operational.

Model Characterisitcs

A. Objectivity: Ostensibly highly objective, but judgments of error
effects are necessary.

B. Structure: Basis for making error effect judgments (critical
to method) is unclear.
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X, GRITICAL HUMAN PERFORMANCE AND VA LUATION
PROGRAM (GHPAK)

INTRODUGCTION

The model denciribed below makes une of two rather novel concepts
in human performance pradiviion (although individually they ave familiar
to human factors apecialista): the wae of checklints and ratings an a atage
in the predictive process and the application of analysin of variance
(ANOVA) teachniquen ta devaelop the terminal reliability prediction, Thewse
vonvepts are the roasons why the technique in deacribed (n this veport,
nince the methodology itwelf is (1l defined and roflocty aignificant defiv -
lonclen,

The methadology haa three phasva:
1. &, Analysis of the systam;
b, Eastablishing the rating "manual';
¢, Vurifying the rating manual,
II. a, The actual rating (evaluation);
b. Kastablishing performance criticality;

¢, Parforming the overall ayatema criticality analyais,

1II.  Documentation, maintenance and follow-up phaxe,

GOALS
"The objectives of the applied CHPAE methodology are to:
a. Establish a criticality rank related to human performance,

b. Predict personnel affectivity or probability of human induced
failure, ..,

c. Identify and eliminate sources of potential critical human induced
failures.

d. Estimate required check redundancy for most probable success.

e. Evaluate designs from a human factors or man-compatability
point of view,

PRECEDING PAGE BLANK
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{ Lvaluate predonign comepla,

e Provide tnpata to tratning programs tlentifying and streaning .
arvan ol ritheal hwman perifovinan s, “‘

h, tabliah goale tor optimam human reliability (po 117, Ref, 1), .

Weo are familiar with maat of those objectives trom previoualy
reviewsd moudela,  One wutereating addition ia the eatablishne nt of goala .

or "opuimvum’ human reltability (whatever optimium (n this context s . {
supposed to mean), The author (M. A, Barone) tella us that "the tech- ]
nique s vermatile and 1a applivable to a system, subaystem, evenl, e
avtivity or task, ‘The evaluation or rating manualas can be tatlor-made,, " i S
(po U177, Ref, 1), "It providea a valuable tool for evaluating vritical ‘
human performance, performing human error analyais, avaluating aya- R
termy and hardware doaigne, performing maintatnability analysis, detar. ..
mining tratning requirementa and evaluating human operational require-
menta, ., (p. 122, Ref, 1), :
The author has had occasion in the paat 1o note the tendency of some .
model dovelopers to characterise thoir techniquoa as being applicable te ]
the entire range of human factors problema, Therv appears to he a g’

prosding nend on their part to establish a torritorial claim, a sort of

"erritorial imperative', Such claima make it difficult for this reviewer )
(and for model users 1n genoeral) to dutermine what the model is actually

suitable for; it alio goenerates a certain degree of skepticiam (warranted

or not) about thease vxaggerations, Vi
{3
ASSUMPTIONS R

"The assumptions of the CHPAE muthodoloygy are:

-
-

=

a. ldeval potential human input interacting with ideal machine and/ox
environmental conditions facilitate the least probability of human crror
and the highest reliability,

| S

b. Converscly, the worst possible human potential inputl with the

worst possible machine and/or environmental conditions propagate the 1
greatest probability of human error and the least reliability for success® L
{p. 117, Ref. 1)

L
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No one could posatbly disagree with the assumptions above, sinee
they sre undarlying the basic concapte of Human Factors, Decawne of
their generality, howevar, they throw very lttle light on aome ot the
very complex procensas involved in the mathodology,  For example, the
rating procenns in the haart of the technique, T'he ansumptliona involverd
in the avlection of the factora to be rated and the ansuriptiona involved
in the rating procesa itaelf are not enunciated, Weo have had occanion
to note previously that some model developeras ignore the nead to clarify
their assumptions, which makea it difficult to svaluate the adequacy of
the model structure,

METHODOLOQGICAL SCOPE

1f the reader refera bLack to the goals of the model, it hacomoea
apparent that the developar claima universality in terma of the aystema,
tasks and behaviors to which the methodology can be applied, One might
be skeptical about this claim if it ware not for the fact that almost every-
thing can be rated. From that standpoint, if the methodology turns out
to be valid, it would appear to be much more flaxible than the other
methods reviewed in this report.

PARAMETERS

"Development of the evaluation manual (the rating device) ia preceded
by project exploratory systems or task analysis, The purpose of the ex-
ploratory analysis is to select representative critical factors which best
represent the man/machine and/or man/environment interfaces... The
critical factors elected to be employed....are the factors which provide
the optimum evaluation of the syatem... and have the higheat correlation
with prediction of potential human error.'" (p. 118, Ref. 1).

Typical candidate factoras include motivation, personnel qualifications,
auditory threshold criticality, visual demands, mechanical indicators,
ease of maintenance, biological factors, physical demands, communica-
tions, test equipment and tools, work pressure, engineering change
errors.

Note that such factors encompass the totality of the elements of a

system and the influences operating upon these elements. They range
from molecular equipment. characteristics to rather gross personnel
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qualition, Obvioualy each tactor (particularvly those of & molar nature)
muat be defined (n torma of the elementa making up the factor,

A more preasing problem s the basia upon which the analyst wall
nelact the factors to be considered, This baaia can be entirely subjec-
tive, in terma of eatimating the potential influence of the factor on
srrat-praduction, or, as the developer indicatea, by "correlation with
pradiction of potential human errvor', If the latter suggests some sort
of atatistical techniqua, the technique is not included in the model
deadcription. Alternatively, one could {gnore the need to make a factor
solaction and attempt to rate all factors; this would, however, raquire
vary vonaiderable affor: on the part of the analyat,

It one is allowed to second yuoas the developar, the likelihood is
that the aelection will ba made on very subjective bases, The inferred
assumpuion is that the factors not selected will be those having a minimal
impact on human performance; therefore, their elimination will not sub-
stantially affect tho finel veliability prediction,

DATA
1, l_naut Data

Despite the fact that vatings are involved, considvrable input data
are needed. The deve.oper states “"Following definition of the factors...
data of known probabilities are slotted in their proper or estimated level
in the defined rating scale. The slotted known or experimental proba-
bilities in the rating sc:ales are referred to as "inference marks'... The
slotting of inference dita of known or validated task probabilities is a
continuous updating efiort, .. " (pp. 118-119, Ref, 1),

Where these data are sccured is not at all specified. Presumably
it will comv from the same sources used by other models reviewed. The
input data consaist of probabilities associated with fairly general tasks
(not subtasks). For example, ''read and identify simple electrical or
mechanical 1instrumentation', simple leak checks, simple operational
checks, instail complex subassemblies, highly complex instrumentation
readings, highly complex troubleshooting', etc. The probabilities
associated with these tasks are apparcently used to establish a weighting
i1 terms of points (see Figure 9).
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IDENTIFICATION

The identification error factor appraises the probability that an
arror in identification will be committed when an object is identified

incorrectly and then treated aun it it wore the correct object.

Con-

sideration shall be given to evidence that suggests the frequency of
errors of identification is much higher than any probable human error.

DEGREE

FACTOR LEVEL DESCRIPTION

PTS.

1

Little or no probability of an identicication
error occurring

Inference Marke (R = . 975 * 2, 5%)

(o]

Read and identify simple electrical or
mechanical instrumentation

Simple leak checks

General visual inspection

Simple operational checks

Identify items involving routine tasks
Remove and replace black boxes
Remove and replace standard piping (no
complications)

0 00 O0O0OO

7

20% confident that an identification error will
occur at least once

Inference Marks (R » .90 ¢ 5%)

o Install complex subassemblies

o Fault checks and isolation of detailed elec-
tronic instrumentaion

o Read and follow complex instructions

18

FIGURE 9. Factor Definition (Rating Scale)
(Taken from Ref, 1)
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DEGREE FACTOR LEVEL DESCRIPTION PTS.
3 25% confident that an identification error will
occur at least once 28

Inference Marks (R = .75 % 5%)

o Highly complex instrumentation readings
involving highly complex systems
o Highly complex troubleshooting

4 40% confident that an identification error will
occur at least once. 45

Inference Marks (R s .60 * 5%)

o Consideration for redundancy or redesign £
of procedures required to maintain relia-
bility

FIGURE 9 (continued). Factor Definition
(Rating scale) (Taken from Ref. 1)

The input data selection and assignment procedure is essentially
the same as that employed in other methods. However, the nature of
some of the factors for which probabilities rmust be determined (e. g. ,
buman dynamics, occupational factors, work pressure, etc.) suggest
that great difficulty may be encountered in securing appropriate data,
since the experimental literature deals very inadequately, if at all,
with such factors. The developer implies the use of expert estimates
when empirical data are not available. Again this is a procedure
employed by practically all models.

2. Data Sources

As indicatedabove, these are various, all sources being acceptable,
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3. Outgut Data

Because the output measures derived from this methodology are
somewhat unfamiliar, it would be best to combine their consideration
with a description of the procedures for applying the model,

PROCEDURES FOR MODEL APPI.ICATION

l. Analytic Method

As the developer indicates, the basic analytic method is task
analysis. He provides no description, however, of what is involved in
that task analysis, although it is obvious that certain unspecified pro-
cesses are implied by the need to select the factors to be evaluated. In
addition, some sort of analysis is required to differentiate the various
factor degrees and the points allotted to each factor degree.

b-rd

Once the critical factors are selected and defined verbally, a rating
must be assigned to each factor. "The rating scale is by the degree of
error confidence or probable error related to the degree of difficulty"
(p. 118, Ref, 1). Presumably one of the elements in the task analysis
is a determination of degree of task difficulty, but no definition of what
difficulty means is supplied, nor is there any sample rating scale. As
the developer suggested previously, the rating scales may be '"tailor-
made'' to their application, which is fine but provides no guidance to the
user who may wish to make use of this methodology.

'"Values apportioned to the factors are based on the criteria of
optimum prediction for criticality ranking. The preliminary values are
slotted, known or estimated task probabilities.

"After validation of the preliminary manual, the final proportionate
value weightings assigned to the factors are dependent on their correla-
tion and contribution or ability to predict a valid critical rank. This can
be accomplished by multiple or correlation coefficients in conjunction
with trial re-runs of the sample validation procedure, until the rating
manual is calibrated to provide a valid critical rank' (p. 119, Ref. 1).

The author must confess that much of this procedure is difficult

for him to understand. He interprets the procedure as follows. Factors
are selected and defined., A rating scale is developed for each factor
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(see Figure 9) which is based on empirical or estimated task probabil-
ities (of successful completion or error likelihood, but which it is im-
possible to determine). The intervals on the rating scale (degrees) are
given a numerical weighting (points). The analyst examines each system
factor and assignes a point value based on how the factor corresponds

to each degree. In other words, harking back to Figure 9, if the task
involves reading simple electrical instrumentation, he assigns a value
of 7 points to the factor (identification) involved in that task., Any task
may have several factors, each of which is assigned its appropriate
value.

Presumably the validity of the rating scales is assured by running
simulator or other tests and measuring operator performance on the
task. That operator performance is transformed into actual task pro-
babilities and the original assigned probabilities are compared with the
actual ones, to be revised in accordance with actual performance, This
is the only interpretation one can make of a validation process, unless
the model developer implies that validation is a comparison with other
experimental data in the literature. However, if actual performance
validation of the rating scales is required, one questions the necessity
for securing probability estimates from the literature. Moreover, the
validation process would be a very strenuous effort.

Once the ratings are secured (from the validated scales) the rating
values are included in a 2 way classification or split matrix as shown in
Figure 10. This matrix displays tasks against factors. It is this matrix
(""computerized as a 12 x 100 combined matrix with a subroutined split
matrix 5 x 100 for the man affecting factors and 7 x 100 split matrix for
the machine/environmental factors' (p. 119-120, Ref. 1) which is the
source material for the variance analysis described below.

2. Method of Synthesis

The variance analysis model is represented as follows:

_ i=1l.2.3.....r (1)
Yij=u4ai "'"j’eij
J=1.2.3..... c
where .
Yij = The rating in the i'h (ask row and the jth factor column.
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Total Matrix
Activity Man Machine /Environment
| Jz2 [ A3 | dg | sl e | d7 | s | g d10] 11| 12
Task i1 1 1 1 1 2 1 2 3 1 1 1 1
Task i, 1 1 2 2 1 1 2 2 1 2 1 1
Task i3 2 1 1 2 2 1 3 1 2 3 3 3
Task ig 2 1 1 .2 2 1 1 3 2 1 1 2
Task is 1 1 1 2 1 1 2 1 2 1 2 2
Task ig 1 1 2 1 1 2'1 2 2 2 ) 2 2
Task i, 211 2 |1 tr gy f2 {2yl 1f2q]s3
Task i8 1 2 1 1 1 2 1 3 1 1 1 1 !
Task ig 1 1 1 2 2 1 1 3 1 1 2 1
Task )
;
i

Split Matrix

FIGURE 10, Abstract Man/Machine Computer Matrix
(Taken from Ref, 1)
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U = General mean.

a; = Rating effect of the ith row level of the factor treatments.

vj * Rating effect at the jth column level of the factor treatments.
ejj = Random rating error.

The following formula is applied to the matrix to analyze the variance
of task probability ratings.

(Y -Y.. 0% - (2)

= i
E(Yij - Y - Yj + Y ...)% /(r-1) (c-1)
ij

where:
2 — —
Sl z i (Yi -Y... )2‘ = Sum of the squares due to the factor (3)
1) ‘ treatments, (r-1) degrees of freedom.
52 = s-'-(Yij - 'fi - ?j +Y .. . )2 = Sum of the squares for (4)
3 1) total variance.
and:
SZ
u = ;‘ = Variance distributed as F, if Ho is true, (5)
S
3

The variance analysis related to factor treatments and the activity
is expressed as:

§ (% - 7.0 e-) (6)
u =2l
Y- Y - G+ T 0% (x-1)(c-1)
ij
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matrix and split matrices.

where:
Sg = ¢€(Y. -Y.. .)2/(0-1) = Sum of squares of task
ij ) ratings (c-1) degrees of

freedom.

Sg = Sum of total variance as in (4]).

= Distributed as F if Hj is true.

[
1]
mim
Wil

The computation of the CHPAE metric is accomplished by statistically
comparing the rated distributions and statistical parameters of the total
Representative confidence curves are pre-
positioned such that an ideal rating of the interface would reflect little or
no overlap of the confidence curves and that when X, - Xl = 0, the inter-
face index would be highly critical.

By considering the variance of the scores, the inherent rated relia-
bility of the interface P, , is formulated below:

(X, -X) -K 4

t
P. =
inh
\/f% + o'% oy
where:
(u, -uz) =kor o

X, = Average Environmental Rating
X, = Average Man Rating

¢, = Rating Variance - Environment

L Rating Variance - Man

d; Activity Margin
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’t « Total Variancu

u} = Arbitrary ldeal Population - Man

u, = Arbi aryldeal Populatior - Environmaont

The percent reliability, "R'f, is determined by referring calculated
Pinn to t-Tables.

R = 100 - Q(t-Table) (11)
For assurance that (1) the probability of the specific points in the
distribution curve actually overlap vach other, a test of assurance can

be applied to a probability of success, '""P", and confidence level, "C",
to yield a statistic of assurance, ”TA".

Then the test of assurance (TA) is as follows:

T . Piah ~ K
A 2
1/N + K
2N-1
where:

P. h = from (1)

in

K = from Chi Square Table

The CHPAE criticality rank is obtained by ranking the significance
level of the rated inherent probability P, ; - probability of successful
human performance.

The criticality scale is as follows:

Criticality I - Above 0.1% level
Criticality II - 1% to 0.1% level
Criticality III = 5% to 1% level
Criticality IV - Below 5% level

Criticality V - Below 10% level
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3. O\\tgut_ Data

The outputs of the methodology are, then, a reliability (R = 100-Q),
a confidence lavel (Tp), and a set of criticality vatings based on the
significance level of P;,;,, Presumably those subsystems with high
criticality levels are candidates for redesign.

ANTICIPATED MODEL USES
The potential model uses we are concerned with are:

(1) Prediction of system effectivencss;

(2) Comparison of alternative configurations;

(3) Suggestions for redesign;

(4) Suggestions for manpower sclection and training,

With regard to the prediction of system effectiveness, it is some-
what unclear whether the model outputs such an estimate, The term
"percent reliability’' (R) may or may not be equivalent to the reliability
metric employed by the other models reviewed, which can be defined
in terms of probability of task completion or error likelihood. Assuming,
however, that the metric is logically related to human performance, the
model will predict that performance and thus can be considered a pre-
dictive tool.

As far as design analysis is concerned, the methodology appears to
lend itself to a comparison of alternative configurations. R can be
determined for these configurations and can then be compared.

We see the methodology as having even more potential for design
diagnosis. Since the predicted effectiveness value is based directly on
equipment/system characteristics, a low R or a high subsystem criti-
cality rating can be related directly to the design feature which produced
those values.

To the extent that one can validly rate manpower and traing factors,
a low R or high subsystem criticality rating which resulted from these
factors can be related directly to the responsible factors. One does not
know, of course, what dimensions the manpower/training factors would
possess (presumably this would be left to the discretion of the model
user who would be required to make up his own rating manuals).
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EVALUATIVE SUMMAR Y

Thaoratically an analyais of the rating wcales for these factor-dimensions
should suggost what aptitudes porsonnel should be selected for, what and

how much training they ahould be given, etc,

Thia is the particular utility of the rating scale methodology: that if
it works (in the sense of providing valid ratings that can be transformed

into meaningful evaluations) it will supply a subatantial amount of diag-

nostic information which other models might have difficulty supplying.
Since the rating is directly applied to the facter of interest, it will be
highly sensitive to the dimensions on which the factor is defined.

The '"catch' of course is that rating scales and ratings are not known
for providing very valid data because of the sub_)ecthty inherent in the
technique. ‘ ,

)

VALIDATION/APPLICA TION STUDIES

None reported or known. In consequence the methodology can be
considered only theoretical. ' -

Vahdltz No.data available. Based on the model des‘cripfion (which
is admittedly’ quzte vague), there is reason to question the validity that
could be achieved. The high degree of subjectivity inherent in ratings,
and the complexity of the factors to be rated are not conducive to ,con-
fidence in the technique. Nonetheless, the concept of making use of
factor ratings is an attractive one. The notion of evaluating the adequacy
of the man-machine interface in terms of a significant discrepancy be-
tween the, separate (split) ratings of the man and of the machine is also
an interesting one. The assumption here is, one suspects, that when a
significant dlfference in adequacy between these two subsystems is found,
human performance can be anticipated tq be poor. Data relative to the
validity of this assumptwn is lackmg, but it seems to be a reasonable

one.

Rehability - No data available. The degree of reliability‘to be
anticipated in factor ratings cannot be estimated because of idiosyncracies

inherent in any rating.
I
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Systern Development Applicability

A. Comprchensivendss: Very great,
B. Applicability: Can be employed for multiple purposcs.
C. Timing: Can be applied to systems at all stages of development,

‘Model Characteristics

A, Objectivity: Highly subjective,

B, Structure: As presently described, very poorly defined.

REFERENCES

l. "Barone, M. A, A Methodology to Analyze and Evaluate Critical Human
Performance. 5th Reliability and Maintainability Conference, 18-20
July 1966, New York, N, Y., 116-122,
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B. OPERABILITY PREDICTION MODELS

SIMULATION METHODS

PRECECING PAGE BLANK .
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I. DIGITAL SIMULATION TECHNIQUE
(THE SIEGEL 1-2 MAN MODEL)

INTRODUCTION

In this section, we will consider only the models developed by
Dr. Arthur Siegel and his co-workers. There are three such models:
(1) the 1-2 man model; (2) the 4-20 man model; (3) the 20-99 man model.
Of these three models, we shall concentrate only on the first, There
are three reasons for doing so: (a) the basic model concepts and metho-
dology are exemplified in the 1-2 man model, and therefore will serve
as an introduction to the larger models, although Siegel indicates (personal
communication) that 'the latter consider different variables, possess
different internal constructs, and provide different outputs''; (b) the two
larger models encompass many psychosocial variables which may be of
somewhat less interest to system developers; (c) a more practical reason:
the two larger models are so elaborate that it would require a document
the size of a book to discuss them fully. (A book, Ref. 6, has already
been written, ) We shall refer from time to time to these larger models,
but only to compare themn with the original.

We ought perhaps to begin by noting that until this point in the dis-
cussion we have been dealing not with full-fledged models, but rather
with techniques which model man-machine processes only partially, The
author defines a model in the Chapanis (Ref. 2) sense of a physical or
symbolic representation of how the man-machine process functions and
humans perform in the machine environment.

The probability branching tree in THERP and the GSSM in TEPPS
are such representations, but these are only parts of techniques whose
operations as a whole do not describe processes. The Siegel models are
true models, since they simulate how the system being predicted functions;
the essence of the models' predictive capability is the adequacy with which
this simulation/representation is conducted.

Another thing that should be said about the digital simulation tech-
niques is that they are dynamic, whereas the techniques we have consid-
ered previously are static. For the preceding techniques only a single
probability /time value (or a mean and standard deviation) can be applied
to the behavioral unit being predicted. In the digital simulation models,
the computer samples from a distribution of values to derive the value
applied at any one time to the behavioral unit., Moreover, it is the

PRECEDING PAGE BLANK
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interaction of model parameters during the course of the simulation
which determines that sampling process. This interaction feature is
far less evident in the non-simulation models.
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Before proceeding to a detailed description of the Siegel model, it
should be pointed out that the author does not intend to go into the details
of the computer program used for this model. We accept the program-
ming techniques used as given and merely look at them (when we do) in
terms of their implications for inputs, outputs, data requirements, etc. -
We will examine the basic assumptions underlying relationships among
parameters, but once these are accepted, it seems reasonable to assume
that the manner in which they are included in the computer can be accept-
ed as being correct.
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The best capsule description of the 1-2 man model is given by Siegel
himself in Reference 5(page 557): "The model is used with a high-speed,
general purpose digital computer., The system designer... makes an
analysis of the man-machine system and the task under consideration.
The performance of each operator is arranged into ordered, discrete
actions called '"subtasks,'" and for each of these certain source data are
compiled. These data, together with selected parameter values (e. g.,
the time allotted for task performance), are put on punched cards and
introduced into the digital computer... The computer sequentially simu-
lated, according to the rules of the model, the '""performance' of each T
subtask by each operator... A simulation is completed when the opera-
tors either use all allotted time or successfully complete the task.

results are recorded indicating the areas of operator overload,
failure, idle time, peak stress, etc., for the given set of selected para-
meters. Repetitions of the simulation, with different parameter values,
yield a range of records.... If the results indicate modifications to the
design of the system (are desirable), new designs may be similarly
tested to determine the extent of improvements brought about by the
modifications. "
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The purpose of the 1-2 man modcl (described in Refs, 4 and 5) is to
serve as a tool for system designers during the design stage and to in-
dicate where the system (once conceptualized or formulated) may over or
underload one or two operators. Because the model requires fairly mole-
cular inputs (relating to something called a '"'subtask't which, from Table
1 in Reference 5, is at the task element level), 1t is less likely that it

-
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would be used during the preliminary development of a system. We
say 'less likely'; this is not a bar to the use of the model in predesign
planning, provided the designer can conceptually elahorate his plans to
represent a full fledged system. 1

On the other hand, assuming that the system concept has been
elaborated, as would be required to exercise the model, the latter can
be used to indicate (1) whether or not a given system design will perform
to a desired level of effectiveness or to what extent; (2) where it does
not, to indicate those stages of the system mission where the operator
is not working efficiently (i.e., is over or under loaded); (3) to compare
alternative system designs to determine which is best. The specific
questions which the 1-2 man model should answer are:

(1) Can an average operator be expected to complete all required
tasks successfully within time T (required) for a given procedure and a
given design?

(2) How does success probability change with faster /slower opera-
tors and longer/shorter time periods?

(3) Where is the operator over or under loaded? (Note: The
operator is overloaded if he cannot finish in time T; he is underloaded
when he finishes much more quickly than the time requirement actually
requires. Siegel notes that the model has recently been modified to allow
stress to be a function of intermediate goals as well as the total time re-
quirement. )

(4) What is the frequency distribution of failures as a function of
stress and operator speeds ?

Certain characteristics of the model are apparent from the questions
it is designed to answer: (1) the model is highly responsive to time; in-
deed, as will be seen later, stress or work load is a function of the time
available during the mission to complete remaining tasks; (2) the rmodel
is responsive to different types of personnel, which is not the case for
other techniques. As a consequence, the model is highly dynamic because
it permits one to examine system performance as a function of variations
in stress and operator speed,

(1) Indeed, because of the '"power' inherent in simulation techniques,
we can see the Siegel model being used in early design to perform critical
tradeoffs among parameters.
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The same goals apply to the two larger models. The basic differences
between them is the introduction of additional parameters. Thus, questions
(1) and (3) above remain the same, but questions (2) and (4) are modified
to include factors in addition to operator stress and speed, these factors
representing psychologically oriented or psychosocial variables such as
morale, goal aspiration, etc.

The primary use of the models as described in Ref. 6 is to test ''the
man-machine interactions in a proposed design. ' "'"Testing" here pro-
bably means evaluation and in the case of a negative evaluation generation
of ideas for a design fix and retest' (p. 141, Ref. 6). The implication
here is that the model is not used to generate a new system design but to
evaluate one that has already been designed., However, when one sees
problem areas in his system design as displayed by the model, some
insights may follow as to methods to compensate for these inadequacies,

There is a statement (Ref. 5, p. 557) that the purpose of the tech-
nique is to predict system effectiveness in early design and to enable
comparative evaluation of alternative systerm designs, What ''early
design'' means is, of course, subject to interpretation, but obviously
design must have proceeded to a fair degree of system elaboration be-
fore the technique can be used. Because our own studies (Ref. 3) in-
dicate that once a design has been elaborated, little or no attention is
given by contractors to alternatives, the above statement may over-
emphasize this aspect of the model's use. If, however, we are talking
about ma jor system projects like the F-15 aircraft, for example, and
particularly about specially funded efforts by governmental laboratories
prior tz system procurement, then the statement may well be correct.

(2) Siegel contends ''that the model is useful in the conceptual,
definition, production, and test phases. It can be shown that such model-
ing can yield data useful in each of these phases. In the conceptual phase,
the input data may be more gross, but certainly no more gross than the
other engineering data employed at this point. The model doesn't care
whether it works on molar or molecular subtasks. If one works with more
molar subtasks during the conceptual phase, his output will probably be
sufficiently precise for the requirements at this stage of an equipment
development. In the production phase, the model may be employed to
test the effects, for example, of design modification introduced by value
engincers. In the test phase, it can be employed, for example, to per-
form tests which couldn't otherwise be performed. Our work on the
ctfects of gamma -neuytron radiation on F-106 performance (aincluding
both pilot and ¢quipment) is an example here,"
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ASSUMPTIONS

The basic assumption in the Siegel models is that operator loading
is the basic element in effective man-machine system performance (p. 10,
Ref. 6). Although there may be a variety of reasons why the operator is
loaded or unloaded, these reasons are compressed into a variable called
stress.! The model makes the stress variable the key to operator per-
formance in terms of both speed and quality of performance. This in-
crease in stress may be caused by several factors: (1) falling behind in
time on an assigned task sequence; (2) a realization that the operator's
partner is not performing adequately; (3) inability to complete success -
fully a subtask on the first attempt and the need to repeat the subtask;
(4) the need to wait for equipment reactions.

If one examines these factors in toto, it appears that stress is the
consequence of failure or the expectation of failure. It is possible to
think of other factors creating stress, particularly emergency conditions
threatening the personal integrity of the operator (danger to life). (Emer-
gency stress is included in the larger model.) An emergency condition
would, however, cause the operator to abandon his programmed mission
sequence and go into an emergency routine; the latter can then be handled
as a separate sequence.

Stress resulting from a recognition of the urgency of the task being
performed (e. g., a radar operator's determination that a signal represents
an actua. ballistic missile attack or a false alarm) does not appear to be
handled by the model, because task urgency in Siegel's models results
only from a lack of time to complete essential subtasks. However, this
is a minor quibble.

It may appear as if the model, depending as heavily as it does on the
stress parameter, would be inadequate in handling situations in which
there are no time pressures and hence no stress, (However, therc are
probably few such tasks.,) Morcover, the model can account for such
situations by utilizing the averagce probability of completing the subtask
(ﬁii) which assumes a non-stress condition.
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METHODOLOGICAL SCOPE

The general methodology underlying the model (which see below) can
be applied to any type of system or task. The model's features (e.g. ,.
stress or urgency) apply regardless of the specific nature of the system.
The psychosocial variables also generally apply. The nature of the re- .-
lationships among parameters also assume the status of general rules;
for example, the effect of stress on performance, i.e,, that up to some
threshold point stress is organizing (and positively beneficial, at least in
terms of speed of response and subtask success probability) whereas
beyond that point it is disorganizing.
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The application of the general model to represent a specific system i
does, however, require the collection of new data characteristics of that
system. For example, subtask execution times will vary depending on
the specific nature of the task. This forces the necessity of gathering new
input data in the application of the model to a new system, and therefore
makes it unlikely that a '"‘universal'' data bank will be useful; or, if it can i
be, it must be very extensive to cover the very many task idiosyncracies :ﬁ
to be found in diverse systems.
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We can say therefore that the overall model is generally applicable
and is not constrained by limitations of decision-making and continuous
tasks as found in TEPPS, for example. It is one of the advantages of
the simulation process that it is not constrained (as are the methods
previously considered) by the combinatorial limitations of probability ;
statistics. The simulation takes interactive and feedback processes i- ;
into account as it performs model operations. }

The modei has been applied to diverse systems such as landing an
aircraft, firing a missile, searching out, detecting and classifying sub-
marines, and re-entering the atmosphere in a space craft. The model
has been usced primarily with operator activities, but there secems to be
no a priori reason why it could not be used for maintenance operations,
aithough here a difficulty might be encounterced in getting adequate data,
Si:gel notes that the model has been employed successfully for i number L
of maintenance simulations, ‘!

| G

| S

The model has gencrally been applied to missions lasting less than :
one¢ hour, although the larger modcls involve 24 hour operations up to L.
90 days.
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PARAMETERS

The following are the basic parameters of the model. Four principal
parameter values are specified for each simulation run.

The parameter T., the mission time lirait, specifies the total time
allotted to each operagor for performance »f the task. This parameter is
similar to the SER employed by TEPPS, For a two-man team, the task
is considered to have been successfully completed only if both operators
complete all required subtasks within their respective time limits.

The parameter F. is an individuality factor for each operator; it
accounts for variance among individuals operating the system. This par-
ameter provides the ahility to simulate an operator who usually performs
faster or slower than the average operator for whom an F; value of unity
is assigned. The effects of faster, or more highly motivated operators
(Fj €1l), and slower operators (F; >1) in the performance of the task are

examined by performing several computer runs with different F,; values,
The range of values for Fj from 0.7 to 1. 3 has been found to be practic-
ally useful in simulations.

A third parameter which is central to the model is the stress thres-
hold (M:.). Stress here is a central process (i. e., the *certainty" in the
operator's mind that there is insufficient time to complete essential sub-
tasks) defined as the operator's state of mind prior to his initiation of an
essential subtask. However, it is operationally defined as the ratio of
how much is left to do to the amount of time available in which to do it.

Initial stress build up is recognized in the model as having an organ-
izing effect on operator performance as long as the value of stress remains
less than M;j. When stress exceeds Mj, the effect is disorganizing. M;
can therefore be considered as the operator's breaking point. An Mj value
of 2 indicates that the operator begins to work slower and less accurately
at the point at which he has more than twice as much work to do (at aver-
age speed) as he has time in which to do it. Prior to this point, any back-
log of essential subtasks creates a stress factor that makes his actions
faster and more accurate.

The critical importance of stress is indicated by its relationship to

probability of successful performance of the subtask (p;;). Thus the
probability of success increases lincarly with stress from a value of

223




P;; until it assumes a value of unity at the stress threshold. Following
this point, the probability assumes the average value pij after which it
decreases linearly until, when stress has a value equal to M, 1, it levels
off at a value which is decreased from f’ij by an amount equai to pij/Z.

Similarly, execution time for the subtask varies as a function of
stress. The average operator requires Ei seconds to perform subtask
i when stress is unity. It is assumed that actual subtask time is nor-
mally distributed with a mean dependent on t; and§?. Ei and ii are used
unchanged when stress = unity; is decreased with increasing stress (via
an empirically determined cubic equation) until M. is reached; is used
unchanged when stress equals MJ-; and is increased] linearly with increas-
ing stress beyond Mj.

In his later work (Ref. 6), Siegel has added a fourth parameter, the
time period P;, which is applicable only to cyclic subtasks, those found,
for example, 1n radar or sonar systems in which the equipment imposes
a time, e.g., scan time, before which the operator cannot initiate his
subtask, When such a subtask occurs in the task sequence, the opera-
tor must wait until the start of the next period before he can begin that
subtask. This is the waiting period Pj.

The above represent the parameters to be found in all three models.
In addition, in the larger models one finds such psychosocial parameters
as leadership, group and crew size, equipment data, e.g., failure rate,
repair time, etc., personnel data, such as areas of specialization, mo-
rale threshold, number of working hours per day, probability of emer-
gency situation occurrence, etc. We will not endeavor to discuss these
because we do feel that they would be included only during the develop-
ment of the largest systems. It is our feeling that the model can be
applied with or without any of these more complex variables, depending
on the kind of question to be asked of the model and the availability of
relevant data.

Several assumptions inherent in the above paramcters need verifica -
tion. The assumption that probability and execution time increasc and
decrease linearly with stress is probably an oversimplification, but
acceptable until more precise information is available from experimen-
tation. Some minor modifications in this formulation may be found in
Reference 6.
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l. Measures Employed

To exercise the model, 17 items of task analytic input data are
needed for each subtask and each operator. These are punched on cards
for input to the computer,

a. Operator number: j = 1 or 2, identifies the operator who
is assigned to the subtask.

b. Subtask number: i, an integer that identifies the assigned
subtask.

c. Type of subtask: a code indicating one of four special sub-
task types, Any type can appear without restriction wherever desired in
the task sequence. A joint subtask (type = J) is one performed simultan-
eously by both operators; for example, a communication task is simulated
simultaneously with one operator talking and one listening. An equipment
subtask (type = E) is introduced to account for a delay in the task be-
cause of factors other than human performauce (for example, to simulate
an equipment warmup). No operator stress functions are calculated for
this type of subtask. A decision subtask (type = D) is incorporated into
the sequence to cause branching, skipping, or looping in the task sequence
to simulate a choice made by an operator without the operator taking any
action. A cyclic subtask (type = C) requires an operator to wait until the
start of the next periodic time interval before he can initiate the subtask.

d. Indication of subtask essentiality: an indicator specifying
whether or not the successful performance of the subtask is essential to
successful completion of the task. This allows the computer to identify
and ignore nonessential subtasks during "highly urgent'' conditions. (E =
essential; N » nonessential,) (In recent modifications of the model, this
input has been expanded to provide for 10 levels of essentiality,)

e. Subtask precedence: d;; (mnemonic delay): a number
indicating a subtask that must be successfully complcted by his partner
before an operator can begin the current subtask. By proper selection
of dij values, it is possible to cause either operator to "wait' until his
partner has completed a stipulated subtask successfully,

f. Time precedence: I .: the point in time before which opera-

tor jis not permitted to begin subtask i.
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' g. Next subtask, success: (1.))3. the subtask to be performed
next by operator j if he succeeds on subtask i or if he selects the first
alternative course in a decision subtask.

)

h. Next subtask failure: (i, J)f the subtask to be pérforrﬁed

next by opérator j if he fails at subtask i or if he chooses the second of ‘ -
two dlternative courses in a dec1s1on subtask - i
i. Average subtask exeéution time: Eij: the average time T
required by the jth operator to perform subtask i. This average value ii
represents the case in which the operator is under no stress. o !
jo» Average standard deviation: ﬁ taken around the mean . : i
t. for the average operator wh11e not under stress ‘

ij ' o
k. Average subtask probability of success: Pi;: the probé.bility Y
that the average operator j while not under stress can perform 'subtask i
successfully or that he will select one or another course of action in a
decision subtask. For most subtasks, probabxhneb of 0.97 and above
have been'found to be appropriate. !

| E ‘. »
1. T1me remaining, essential: Ti; : the time required to
perform all remaining essential subtasks (including i) at average execd-
tion tlmes. assurning no failures, ‘

. ' Time remaining, nonessential: T, N: the time required to o
perform all remaining nonessential subtasks (mcludmg 1) at average ° - : ‘ii
executxon times, assuming no failures. : : :

n. Indu,atmn of two special subtask types: the allowance for one ,, L
operator to make a decision that will decide the sequence of, future sub-
tasks for both operators. The first enables each operator to jump to an
individually specified subtask, depending on what the operator does. The
second type of subtask provides a team de‘c151on Lapablhty to the model.

RS,

o., p- Nexttask numbers: like g. and h. above, for use¢ on ‘ f ;
special subtasks. ' j | : o

q. Goal aspiration: G; .: the performance e vel at which ' S !
‘upcrator jiis sausfu-d with his p( rfnrmanu on subtask i. Purely [
opnonal
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2. Data Sources

The level of data input, as represented by Table 1 in Reference 5, is
fairly molecular; that is, it describes individual discrete perceptual and
motor actions; indeed, it reminds one a bit of the AIR Data Store. This is
understandable because the subtask is essentially a task element. From
that standpoint, one would think that a ‘'universal' data bank of the AIR
type would be extremely useful. (In fact the AIR Data Store has been used

- by Siegel on some occasions. ) On the other hand, since the model must
describe in detail the functioning of a specific system, one might also
think that more specific data (specific, that is, to the system being
modeled) would be needed.

Sources of input data are varied. Data are secured from ''task
analysis, formal experiments, informal measurements, simulator
measurements, literature search or personal interviews" {(p. 13, Ref.
6). Again, Siegel, in referring to the assignment of subtask success
probabilities says, '"We have relied largely on logic, a knowledge of
the characteristics of the subtasks under consideration (italics those
of the author) informal observations and interviews with systems
operators' (p. 15, Ref. 6).

{

The author gets the feeling that most of the input data are gathered
' by direct questioning of operators (to provide expert judgment) and that,
in contrast to TEPPS, for example, the data gathering process is rela-
tively informal. Although Siegel undoubtedly makes use of data banks
(such as they are), it is likely that some new input data must be gathered
for each new application of the model. Siegel notes that ''on the other hand,
experience with the model has indicated that it is relatively insensitive to
input data vagaries' (personal communication).
In consequence, there is probably an element of error in both f’i and
f; data used to exercise the model. However, this error, particularly
for p;, may be relatively less important than in other models. "For most
subtasks probdbilities of 0. 97'and above have been found to be appropriate"
(p. 15, Ref. 6). Because subtask probabilities are generally very high,
and because of the nultiplicative limitations of probability statistics arc
minimized in simulation models, the effect of these probabilities on the
estimate of overall system success (in‘terms of reducing that estimate)
is minimized. In‘addition, since the overriding parameter in the model
is time, it is likely that success probability has less influence on model
operations than the other techniques previously considered.
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Like the previous techniques considered, the type of data in»ut does
not differentiate significantly between equipment characteristics (e. g. ,
two different types of meters), although it does differentiate between
types of equipment components (e.g., indicator lights and meters). This
has negative implications for use of the model results to suggest design’
modifications, but it makes the model capable of using almost any kind
of data source; an operationally gathered data bank of the type being devel-
cped by NELC 3 would therefore be useful. However, in view of the
model's need for system-specific data, such a data bank would probably
not supply all necessary data.

Things both positive and negative need be said about the Siegel model
data inputs. For example, since the model makes use of the same type
of data as the other techniques reviewed, its data are subject to the same
qualifications: the probability estimates applied to the subtasks are not
reliability estimates as one ordinarily thinks of reliability estimates
(derived from error as a function of time), but rather 1 minus the per-
centage of error over a block of trials, This data inadequacy does not,
however, have any apparent effect on model precision (probably because
we have no way of testing for that effect).

The fact that additional data must be gathered for each new model
application is disquieting because it takes time to gather the data, and
the opportunity for error in gathering those data (particularly from "ex-
pert'' judgments) is always present. However, this is more or less true
of the models examined. Siegel notes (personal communication) that
usually only a limited amount of new data must be acquired. Much of the
data secured in past use of the model can be applied anew. Moreover,
the model's data gathering requirements make it less necessary to es-
tablish a '""universal' data bank, and thus relieves the rnodel user of an
onerous burden.

(3) See Coburn, R., "A Human Performance Data Bank for Command
Control, ' in proceedings, U, S. Navy Human Reliability Workshop, Report
NAVSHIPS 0967-412-4010, February 1971, pp. 276-282,
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3. Output Metric

The model outputs a considerable amount of data for each operator
which are listed on page 31 of Reference 6. We do not include them here
because of the large number of these measures, These data are organized
to provide the following dependent variables (per run):

a. average time expended;

b. average peak stress;
average final stress;
probability of task success;
e. average waiting time;

f. sum of subtasks ignored;
g. sum of subtasks failed.

fo

These data can be plotted as a function of the following independent
variables:

a. time available;
b. stress threshold;
c. speed factor.

It is apparent that the simulation model provides considerably more
data than do the non-simulation techniques previously reviewed. Al-
though from a system effectiveness standpoint we are interested primarily
in time expended (completion time) and probability of task success (which
the other techniques also provide), the other measures supplied by the
Siegel model are of considerable interest in analyzing (diagnosing) the
conditions that led to a given performance. The fact that one can plot the
above variables as a function of each other is a capability which the pre-
vious techniques do not possess.

PROCEDURES FOR MODEL APPLICATION

1. Analytic Methods

Like the previous models considered, not much is said about the
manner in which the basic behavioral unit {the subtask) is abstracted
from the overall task or mission. Presumably these units are determined
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as the end product of a detailed task analysis, but the details of the analysis
are assumed to be known by the user.4

The subtask is the lowest level behavioral operation possible, e.g.,
throws toggle switch, reads instruments. These subtasks can be accom-
plished in from several seconds to a few minutes (which suggests that
some subtasks requiring the longer time are more molar than task ele-
ments). This molecular level of operation is required because the simula-
tion must reproduce each individual operator action in real life.

No graphic method of organizing these subtasks in terms of some-
thing like a probability branching tree (THERP) or a GSSM (TEPPS) is
required, because they are not needed to translate the model operations
into mathematical form; the computer program does this directly.

2. Methods of Synthesis

The methods previous examined (the AIR Data Store, THERP, TEPPFS)
broke the mission or the task down into smaller behavioral units (i. e, ,
task elements and tasks). It was therefore necessary to determine how
these smaller units were recombined or synthesized to provide an estimate
of system effectiveness for the larger unit.

This procedure is unnecessary for the digital simulation methods
because, although analysis is required to prepare subtask inputs for the
simulation, the exercise of the model itself serves as the combinatorial
process; or perhaps one can say that combination is unnecessary.

Let us say, for example, that subtasks 1-30 must be performed in
order to achieve the task output. In a non-simulation model, like THERP,
it would be necessary to apply statistical formulae, e.g.,

n
= 1- 1-Q
QT [IE'-I ( kﬂ

(4) Siegel notes: We are anticipating the preparation of a manual on
how to do the input analysis this ycar. It isn't as hard to do as your text
might imply. We have had about vight different people doing them, and no
one has had any particular problenm in understanding what to do or how to

do it,
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to indicate how the probability values applied to the 30 subtasks were to
be combined to derive the estimate of system effectiveness., This com-
binatorial process brought us face to face with the problems of indepen-
dence/dependence relationships.

In the simulation model the simulation itself, just like the operator
in real life, operates through its Monte Carlo sampling process to arrive
directly at the end result we are looking for. Note also that success or
failure of the entire task or mission is not excessively dependent on the
probability of accomplishment of any single subtask, but whether or not
the operator completes all essential subtasks in the required time, Each
individual subtask p; has an effect on ultimate system success, but not
necessarily a primary one,

As a consequence, all one has to do at the end of a series of computer
simulation runs is to count the total number of run iterations and the num-
ber of successful iterations and divide the second by the first to arrive at
the desired estimate of effectiveness. In fact, this estimate is provided
by the computer.

Obviously, the fact that the simulation makes it unnecessary to model
the combinatorial process in probability mathematics represents a signifi-
cant advantage over the non-simulation models. As has been pointed out
many times by others as well as by this writer, our understanding of com-
binatorial rules is highly limited.

In place of a discussion of the combinatorial process, we will describe
(in very abbreviated form, of course) the simulation sequence. That se-
quence is graphically illustrated by Figure 11,

"Because the simulation of any individual task is based in part on a
random process, it is necessary to repeat the simulation many times to
obtain sufficiently representative performance data for each set of con-
ditions" (p. 18, Ref. 6). A value of N, representing the number of times
a given task is to be simulated, is selected prior to the simulation, N
usually varies from 100-200,

"Another initial condition is R, the 9-digit number from which the
computer generates subsequent pseudo-random numbers needed during
the course of the simulation. The term ''‘pseudo-random' is used because
the last number generated in one run is used as the first value in the next
run and thus any random number generated is not wholly independent of

23