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ABSTRACT

Because of their high-level and characteristic noise signatures, helicopters suffer the
tactizal disadvantage that they can be heard at very great distances and efforts
to reduce this detection range are continuing. Extensive research into helicopter
noise generation mechanisms has now made it possible to estimate the radiation with
some confidence at the design stage. Unfortunately, sound propagation and aural
detection, facturs of equal importance to the military problem, have not been
understood to the same extent. Consequently, the principal objective of this
experimental program was to develop the methodology for the prediction of heli-
copter aural detection thresholds from measured or estimated parameters of signi-
ficance.

F')llowing a discussion of the subjective aspects of helicopter noise generation, the
effects of atmospheric and terrain features upon the observed sound are reviewed.
Limitations in the measurement and analysis of helicopter noise are also examined.
A review of research into the mechanisms of human aural detection gives the back-
ground to the experiments in which a group of subjects listened to a large number
of synthetic and recorded helicopter sounds inside a specially designed acoustic
chamber. Through these experiments, a model for calculating aural detection
thresholds was developed, tested, ond found to be accurate to within+ 4 dB.
Appendices to the report include detailed instructions for applying several ver-
sions of this method and also provide simplified procedures for estimating propa-
gai ion losses.
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1.0 INTRODUCTION

The military value of helicopters for tactical and surveiliance ms ;on is "n 'ce- by
their high-level and very characteristic noise signature. In many !.ifuotiortr o
helicopter can be heard approuching from distance% between 5 and 10 il,
which at helicopter speeds gives several minutes warning to tie e..af,. 'Me charx.ve
of survival in such situations can be lowand aircrews have le3rned t,' . taJ oad'nt. ge
of natural acoustic barriers to minimize this audible warning.

The fact is that noise generated by a helicopter represents a Pery ira ctio of its
total power expenditure, typically around one tenth of one Iercen', and ivt ' very
difficult to manipulate such a small energy dissipation thmuh aircraft deiri)(
Nevertheless, many years of research has led to a fairly cleanr uiitoardir e
helicopter noise generation mechanisms with the result that 4: is na, pc ;ible, in
principle at least, to exercise some degree of control over '-he rloiss coructerisfics
at the design stage.

Unfortunately, the modern helicopter has evolved through ej pro':es, of aerodynomic
and mechanical refinement to the extent that most changes which are desirable for
noise reduction purposes gererally involve some performance penrty ar high
manufacturing costs. Such compromises are usually unacceptable, une~ rrikinly for
this reason helicopters are still noisy. The fact remains, 6cwevei, tfo for cerruin
missions, it is most likely that there are potentially benef,:ial trudeoffs to be made
between performance and detection distance. For exwnpl-v, a 6 dB noise reduction
could reduce detection distance by half. If this could -e achievedi for a speed
reduction of even 25 percent, a one-third reduction of warning time would result,
Obviously, considerably better figures than these may be anti'potd.

The difficulty in evaluating such possibilities lies in establish'rq a recibttic elatio..
ship between noise reduction at the source and detection distmnce. Heli!opiW noise
is surprisingly complex and so too, to an even greater degree, is hurnan perception
of rwonse. Unfortunately, although many of the factors which contribute to cr.u mus iry
annoyance by aircraft noise have been the subject of extensivs respo.h, most of
the findings are not applicable to the aural detection problem v:,ch irrvolves much
lower ou'nd intensities. The main study of helicopter detectabil d- was made by
Loewy in 1963, and his paper is still the itandard reference or, ,e subject.

Whatever the trade-off between noise and performance, it i4 importuntr that pforma.icc
penalties are minimized. Without accurate aural deteciion cviteria therv is (1ways
the danger that emphasis might be addressed at reducir: noise in +.e wrong way.
For example, there would be little point in silencing a tail roor if te ronn rotot
could be heard at greater distances in the first place. 6i, reliable crteria, on the
other hand, analytical studies could be made of all op:ratioo, aspects of specific
noise control procedures.

LI



The main oojec tive of the present stvdy '- to develop impruved (.iterio few defining
h.elicopter ourul derectrib~ity threshods. Cornsduration is &qiON tU Pt.e sourtve

chortertfcs, Hie effects of sound propagation t4t'ompl he uir i and ov.er ground
ow~er, 6man.- hearng acuity', and the amtbiert roitA wrercni'nt, A comnproheroive
a.tctrwnaj) -roprcim was corjdvrid to estutlish and valie'atr a ne threshold
pred~ctiorn proc-odjre, whichb is describWc w;th f'..A instructic ns foi its u;se i

Appeadix (V.

&cvth aliccptor n~oise is so compislex, bivcause in +~e "ot Siere hos been consider-
oi Ji w ~i~reemnt between diffefent soi'r,;es w.o~ ccou-tic datc, and bmocuse Fotential

ww e n'crrr ore mot.), t}he apiplicati-on of ocouttic ar~yi tohie to
Selkiouptar noi. e hoive also been reviewed. .Attention i-3 coninerd ro the principles
in-,olvej rither +.an to hord.'.r dvioilb, but it is hoped thit P* mKaterial in
Satiom 2.0 will contr~bu# -o o cIlcre underitanuding of the data, v.quirtmenht.
Sect;on 3.0 Is deooted t,: the hu.so. i-earirsg mechaniunmorsd Setion. 4.0 and 5,0
deazi be thb expevimrental prrm undert%; or. The ri~pcft ;s conclvded in Sec~ans 6.0
anc 7.0 by a wummor>' of the mor concdw;orts orid a niumber of recoemwsrmdat ions for
future research.
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2.0 HELICOPTER NOISE ANALYSIS AND PERCEPTION

2.1 FREQUENCY-TIME RELATIONSHIPS

When an observer hears a helicopter approaching, he is sensing fluctuations of the
atmospheric pressure at the position of his ears. A microphone (i.e., a sensitive
pressure transducer) may also be used to monitor these fluctuations, and if its volcoge
output is displayed as a function of time on an oscillograph or oscilloscope, patterns
such as those s.own in Figure I will be observed. The mean value of the pressure is
the atmospheric mrnbient, and the oscillations about it are due to wave propagation
from pressure disturbances caused by the helicopter (and any other sources in the
vicinity). The character of the sound, as ludged by the listener, is entirely
dependent upon the manner in which the pressure varies with time, and Figure 1
illustrates a number of helicopter noise signatures which vary considerably in their
subjective character-stics. The hearing process will be described in some detail in
Section 3.0; it is sufficient to state here that the ear is an extremely sensitive
pressure sensor with a working dynamic range of over 1,000,000:1.

Tones

The simplest form of acoustic signal is a tone which has a purely 4inusoidal pressure
time history. Provided the s5gnal is continuous, that is, it repeats itself precise!y
from cycle to cycle ad infinitum, it can be adequately and conveniently represented
in either the time or frequency domain, as shown in Figure 2.

The left-hand diagram shows the function p sin 2 r f t plotted against time in the
range 0<t < To , where To is the period of-the signai equol to the reciprocal of the
frequency fo. The right-hand diagram is i frequency coordinate fa. A pure tone is
amplitude p0 at the frequency coordinate f . A pure tone is rarely, if ever, heard in
practice; the closest approximation would Ie generated by a tuning fork or,electronically, by on oscillator/11oud.speaker combination. The frequency of this

sound has a first-o.der influence on its subjective pitch (although other factors,
which will not be discussed here, also affect this attribute). Middle C on the piano
keyboard, for example, has a frequency of 256 Hz, and octave intervals represent
doubled or halved frequencies. This illustrates the relevance of the frequency
transformation in psychoacoustics. A tone is observed as a continuous sound, not
as a fluctuatir.g quantity, and is described subjectively in terms of both its pitch and
its level, the latter being dependent upon the pressure amplitude p . Tones with
different pitches are easily distinguished by a human observer, and~is hearing system

is capable of very select-e frequency discrimination.

It :S a simple matter to measure graphically both the umplitude and frequency of the
signa! from a pressure time history diagrarn. However, it is not normally convenient
to perform this analysis, and direct-reading analog instruments are available to

*1



analyze the electrical output from a microphone. In order to eliminate the rapid
fluctuations from the signal, it is necessary to take a time average. Since the time
average of an acoustic pressure fluctuation is, by definition, zero, the signal is
first squared to eliminate the negative portion. The mean squared pressure for a tone
can thus be obtained by integrating over exactly one period as follows:

To 
2

p -F sin rf

0

The square root of this quantity provides a value -which is directly proportional to
the pressurt- amplitude known a- the root mean square (rms) pressure

prm s -

However, since the mean squure pressure is proportional to acoustic power or intensity
it is normally preferred to the rms pressure in acoustic analysis. Also, because of the
very large pres-ufe range of practical interest, it has become an accepted practice to
express sound pressures on a logarithmic scale. The Sound Pressure Level (SPL) of a
sourd in decibels (dB) is written

SPL 10 log 0/pmso dB
1 20 (2)

where p is a standard reference pressure of 2 x 10- 5 newtons/meter 2 . This
particular reference was chosen because it ;s in the region of the thresi-old of
cudibility for a 1000 Hz tone. Througiout this report SPIs in dB are referenced to
this quantity unless otherwise stated.*

*Strictly speaking, the decibel notation should always be accompanied by a statement

defining the reference. The lctter has bern dropped herein because of the frequent
use of dB and the unwieldiness of 2 x 10-' N/M'.
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If, in Equation (1), the period T is not known, a close approximation to p can be
obtained by integrating over a period which is large compared with T since

0

-- Lira T- PO sin 217f 0t
T - 00 p (3)

T .-,oo 'O 0

In practice this approximation is a very good one,provided T is more than about
3 times greater than To . An instrument which performs (approximately) the operation
described by Equation (3) (and takes the square root) upon an electrical sign. is
called an rmrs detector. Analog instruments usually contain a voltage squaring
circuit and an RC (resistance-capacitance) averaging circuit which, for sinusoidal
signals at least, gives an output signal closely proportional to p . If T is not large
compared with T ,then the output voltage merely fluctuates o"TSthe rms value.
The I .it-ations 6 this device for some complex sounds more typical of helicopter
noise are described in Section 2.4.

General Periodic Signals

Although the sine wave or tone is of somewhat academic interest as an acoustic
signal per se, it is of great importance in the capacity of a component of more
complex signals. Any harmonic function, that is, one which repeats itself precisely
and regularly during successive equal time Intervals, can be exactly represented as
the sum of a number (sometimes infinite) of sine and cosine components of the
fundamental frequency and its harmonics. (The n-4i harmonic is the component wth
a frequency n times the fundamental or a period of T 0n.)

That is

p(t) = (a cos 2nnf t+ b sin 2yrnf t) (4)
1 0 n 0

or

00 i2anf tp(t) Real Part of [ A e  (5) l

where the An are complex.

Periodic sound is commonplace in our mechanized world, Practically any device
which utilizes rotating or reciprocating machinery and operates continuously generates
harmonic sound: piston engines, compressors, circular saws, electric motors and,
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of particulor relevance here, propellers and rotors ol generate acoustic waveforms
which are periodic in nature. That this is true of helicopters may be seen in
Figure 1. Generally speaking, the more discontinuous the waveform, the more
harmonic components the signal contains. A square wave, for example, contains all
odd-numbered harmonics, while a repetitive spike contains all harmonics with equal
amplitudes. More realistic sounds contain a finite number of harmonics which
generally decay in amplitude with harmonic number. The more pulsatile the sound
is, the more harmonics it wil! contain. This may be seen in Figure 3, which shows
some oscilloscope records of a computer generated waveform. The period of this
signal is 100 msec (i.e., a fundamental frequency of 10 Hz), and the signal was
reproduced for analysis by a magnetic tape recorder which resulted in some distortion.
However, the waeforms do clearly illustrate the effect of an increasing number of
harmonics. All in-phase (cosine) harmon:cs were included, and the amplitudes were
inversely proportional to the square root of harmonic number; thit is, they decayed in
amplitude at the rate of 3 dB per octave. The signals contain, respectively, the
first 5, 10, 20, 40 and 80 harmonics of the fundamental leading toward a very spiked
waveform for the highest number. Subjectively, this sound consisted of a train of
pulses which increased in sharpness with a definite cracking sensation in the case of
80 harmonics.

Similar trends may be noted in Figure 4, which demonstrates the effect of harmonic
decoy, i.e., the rate at which successive harmonics diminish in amplitude. Each
signal contains the first 20 cosine harmonics, but the harmonic decay rates are,
from top to bottom, 0, 3, 6, 9 and 12 dB per octave. The sharpness of the spike
diminishes at the higher decay rates.

The phase between harmonics also has a bearing on the waveform as Figure 5 shows.
The six different waveforms differ only in interhormonic phase (defined by the relative
proportions of the sine and cosine components), aithough the phase difference
between adjacent harmonics (i.e., between the 1st and the 2nd, the 2nd and the
3rd, and so on) is constant in each case. The values of this phase difference are
00, 10', 20', 300: 600 and 900 for the six diagrams. Although the harmonic
energies of the signals are identical, the nature of the waveform appears to vary
significantly and could create an impression that the harmonic energy distribution
differed from case to case.

Regardless cf phase, the mean square pressure of a harmonic signal is equal to the
sum of those of the individual components; in other words, the energies add as
follows:

N N

1 n P E p (6n ~l n= !

where p2  a 2+ b 2

Pn n n
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and N is the total number of harmonics. However, it may be noted from Figure 5
that the magnitude of the peak pressure varies with interharmonic phase. The
crest factor of a signal is the ratio of the peak amplitude to the rrms amplitude, and
since, as we shall see, the crest factor of a sound has considerable significance in
acoustic analys's, phase is alo important from this standpoint.

The frequency diagram of a harmonic signal is called a line spectrum since it consists
of a number of vertical lines, one for each harmonic. For its complete definition, a
harmonic waveform in fact requires two such diagrams, either one each for the cosine
and sine comporents or an amplitude spectrum coupled with a spectral representation
of harmonic phase. For most purposes, phase is ignored and the mean square value
of each frequency component is plotted in an energy spectrum.

An rms detector by itself cannot, of course, provide any information regarding the
harmonic composition of a periodic signal. To obtain this, the signal must be

harmonic and another. In its simplest form, a "band pass" filter is a tuned circuit

which responds to excitation in a narrow frequency range. An ideal filter is one
which passes all energy within a defined frequency interval and rejects all energy
outside this band. Although such characteristics cannot be achieved in practice,
modern filter technology is such that active devices approaching the ideal, with
"skirts" that fall off at 60 dB/octave and more, are possible. Filter bandwidths
(deflned as the frequency interval between the 3 dB-down points) of practically any
value can be selected, although their use is subject to many practical constraints as
we shall see. For harmonic sound, a very narrow filter can be used in conjunction
with an rms detector to accurately measure any number of individual components.
To discriminate between adjacent components (of equal amplitude), it is only
necessary that the filter bandwidths is less than the frequency difference between
the components. If the components differ in amplitude, it is necessary to examine
the filter characteristics in some detal to determine whether individual ones could
be isolated.

Random Noise

Although sources of harmonic noise are common, most sound has a random nature I
such that its time history fluctuates in an unpredctable and irregular manner.
Like most random functions, however, such noise is normally the result of a
constrained process and is amenable to measurement or specification in a sta.6stical
sense. Noise whose long-term rms level does not vary is called "stationary." That is,
a stationary random noise is one whose sound pressure randomly fluctuates about a
zero mean in such a way as to maintain a constant rms level. The degree of
stationarity is really related to the time over which the rms level has been averaged
since, in general, it will always fluctuate if the averaging time is short enough. In
the normally accepted sense "stationarity" assumes a very long averaging time.
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Because it fluctuates randomly, random noise, unlike periodic sound, contains
energy over a continuous frequency range. This can be understood by considering
that a random time history never repeats itself and therefore has an infinitely long
period. Its fundamental frequency is thus zero, implying that its Fourier components
have zero frequency intervals between them. On the other hand, to keep the total
energy in the signal finite, these harmonics must have zero amplitude To avoid
this impasse, the concept of Power Spectral Density (PSD) is introduced which, as
its name implies, describes the distribution of power density (in pressure'/Hz) as a
continuous function of frequency. If the power spectral density function is w(f),
the mean squared sound pressure level is

=~ f df (7

The subjective quality of a stationary random noise depends, of course, on the
distribution of w(f). A frequently used concept is that of "white" noise, an
idealized signal with uniformly distributed energy, i.e., a constant value of w(f)
and a normal (gaussian) pressure amplitude distribution. White noise, or its
approximation produced by an electronic noise generator, sounds like the hiss of
escaping steam, but the sensation, because of the dynamic characteristics of the
hearing mechanism, is essentially dominated by the high frequency components.
J,.,t exhaust noise is also a wideband random rmise, but its spectrum, instead of
being flat, tends to rise from low frequencies to peak in the region from 100 to 250 Hz

and decay from there at the rate of 6 dB or more per octave. At very great distances,
most of the high-frequancy energy is absorbed and jet noise sounds rather like a dull
rumble, a typical characteristic of low-frequency random noise which is spread over
a range of frequencies. As the bandwidth of random noise is reduced, the waveform,
as might be expected, tends to become more sinusoidal in appearance. However,
the amplihtude of this wave fluctuates in a random manner, and the smaller the
barf.width, the greatc the excursions become. This in fact is the major difficulty
associ-ited with the onalysis cf randorm noise.

In order to .neasure the distributn of power spectral density (PSD) with frequency,
we can use a ti!ter/rms detector to meobure the energy in any particular passband
and obtain on estin,'te of PSD by dividing the result by the bandwidth. Provided
the true PSD does not vai. significantly over the ,Ntlr frequency range, the result
will be c good approximation; i.e.,

w(f) I ft T p2 dt(8)
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where p is the filter output signal and the squaring/time integration is the rms
detectioli (although the square root is not required). A typical result of this process
is sketched in Figure 6. The upper trace shows the time history of narrow-band
noise (or the output of a narrow-bandpass filter applied to wideband noise). After
squaring and averaging this signal, an rms detector output would appear like that in
the lower sketch, where measured mean square pressure, depending on the averaging
time, follows the rise and fall in the pressure envelope, fluctuating about the
expected or true, long-time average value E(p2 ). The error between the measured
and the true values decreases with increased averaging timre, and it is necessary to
understand the relationship in order to make an adequate L.)mpromise between analysis
time and accuracy. The standard deviation of these fluctuations, a •2, can be shown
(e.g., Reference 2) to be a simple function of the averaging time, T, and the
bandwidth of the noise (or the filter) Af:

02 (9)

E(p2) f. T

The actual distribution of the error is the chi-square (X 2) distribution of classical
statistical theory, and tables of its values have been used to prepare Figure 7 which
shows the 80% confidence limits associated with any single sound pressure level
measurement made with a combination of bandwidth Af Hz and averaging time T
seconds. The limits show the range, relative to the measured value SPL, within
wh'ch there is an 816 probability that the true mean SPL lies. This figure can be
used to select the bandwidth required to achieve a given accuracy. For example,
tv achieve an accuracy of + I dB, the product Af • T must be approximately 40 or
greater. For a bandwidth al 5 Hz, an averaging time of 8 seconds is required,
implying, for the frequency range 0 to 10,000 Hz, a total analysis time of
8 x 1000 = 8000 seconds if each band is analyzed consecutively. On the other hand,
a bandwidth of 100 Hz would reduce this to 40 seconds, showing the importance of
choosing the coarsest bandwidth consistent with adequate resolution. In g-....aI, if
the signal is known to have a fairly smooth, slowly varyir PSD function, a coarse
bandwidth may be used. If the PSD varies rapidly, as is thi case for any signal
which contains harmonic spikes, c much narrower bandwidth is required.

The above technique is called constant bandwidth analysis and is used whenever
detailed spectral resolution is required. A more commonly used method in acoustic
work is known as constant percentage bandwidth analysis, a technique based on the
fact that whereas narrow bandwidth resolution is normally required at low frequencies,
increasingly less resolution is acceptable at 1igher frequencies. This is because
narrow bands are generally required to identify the presence of discrete frequency
spikes, or concentrations of energy in a very narrow range of frequencies. Since such
components normally occur at integral multiples of a fundamental frequency fo, the
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spacing between spikes is also f . Thus, constant-percentage filters, whose bandwidths
are proportional to their center Irequencies can isolate harmonics with a degree
of resolution which is independent of the fundamental frequency. The most commonly
used filters have octave and 1/3 octave bnndwidths, although other popular
instruments use 1,/2 octave, 1/10th octave, and 6% and 1% bandwidths. Preferred
center frequencies for the octave and 1/3 octave center frequencies have been agreed
upon internationally and are used throughout this report. The upper band frequency
limit of an octave filter is twice the lower limit, whereas the rotio for 1/3 octave
bonds, of which there are three per octave, is N'-= 1.26. The corresponding
bandwidths are 0.707 and 0.231 times the center frequency, respectively.

The application of these analysis techniques to helicopter noise is discussed in detail
in Section 2.4.

2.2 HELICOPTER NOISE SOURCES

It is not the intention here to treat helicooter noise generation in depth. For
detailed treatments of the subject, including methods for the prediction of source
characteristics, the reader is referred to references 3 through 13. However, it is
necessary to relate the subjective characteristics of the radiated sound to the underlying
source mechanisms, and the major sources will be reviewed in turn.

The main sources of helicopter noise are the rotors and the engines, in that order.
The engine exhaust is a predominant component in the noise of piston-engine machines,
being a highly pulsatile sound with considerable harmonic content. However, most
modem helicopters use turbine engines which radiate a combination of periodic and
random noise, the former from compressor and turbine components and the latter
mainly from the turbulent exhaust flow. Jet exhaust noise, described previously, has
a broadband random spectrum which tends to be distributed over higher frequencies as
the exhaust nozzle dimensions get smaller or the flow velocity higher. A distinctive
feature of jet exhaust noise is that the greatest part of the energy radiates at acute
angles to the flow, i.e., generally in an aft direction. Compressor noise, on the
other hand, tends to radiate forward from the engine intake and is caused by the rota-
tion of the compressor blades and their interactions with unsteady wakes. Again, fre- i
quency depends upon engine size; normally the fundamental is above 1 or 2 kHz
and for the small turbines typical of small helicopters, it can approach the upper end
of the audible frequency range (-15 kHz). In any event, the higher harmonics of
compressor noise approach or exceed this limit and are thus inaudible. For this
reason, compressor noise sounds pure-tone like, being the characteristic whistle of
turbine engines. Gearbox noise, also significant at short distances from the helicopter,
could be described similarly. However, both components are normally small at large
distances from the helicopter because of atmospheric and other absorption effects,
which are discussed in Section 2.3.
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This brings us to the rotors, which generate the characteristic noise of helicopters.
Rotor noise generation mechanisms have been the subject of extensive research, with
the result that, qualitatively if not quantitatively, the processes involved are rea-
sonably well understood. There is a tendency for acousticians to divide rotor noise
into three specific categories: rotational noise, broadband (or 'vortex") noise, and
blade slap.

Rotational Noise

Rotational noise has a periodic waveform and is the "thumping" or pulsatile component
with a fi.ndamental equal to the Blade Passage Frequency (BPF),

fo = 60 NRB, Hz (10)

where N is the rotor rpm and B is &he number of blades. Many harmonics of the fun-
damentaoare normally present, but in most helicopters, the energy in the fundamen-
tal harmonic of the main lifting rotor(s) dominates the spectrum. However, since the
BPF is low, typically in the range 10-20 Hz, the fundamental itself does not contr,-
bute much to the perceived noise. Rotational noise itself results from two distinct
actions, one of which is referred to as thickness noise and is related to the periodic
di placement of air particles as the blade passes. The other more important mechanism
is the action of aerodynamic forces acting on the blades, which, when they move or
fluctuate in level, generate noise.

The most straightforward case, studied by Gutin13 , is that of the steady thrjst and
drag forces. These components oscillate backward and forward and from side to sic'e
relative to an observer who is some distance away from the rotor and in doing so ra-
diate sound waves toward him. Because these motions are not exactly sinusoidal,
Fourier harmonics of the rotational frequency are generated and blade symmetry cau-
ses all harmonics which are not multiples of the number of blades to cancel each other
out. Probably of greater importance, however, is the action of unsteady revolution
to revolution, which by the very nature of rotor aerodynamics they are constrained to
do, they also generate harmonic noise in a very efficient manner. Again, these per-
iodic forcefs move toward and away from the observer as the blades rotate; consequently-
he hears n, variation of fiequency from any airoad harmonc due to the Doppler effect.
Because many airload harmonics exist and because each generates a range of acoustic
harmonics, the net result is the radiation of a very wide range of discrete frequency
components. These harmonics are clearly evident in the narrow band analysis of heli-
copte: noise shown in Figure 8. Also, the importance of the periodic component to
tha aicoustic waveform may be seen in Figure 9, which records the waveform at var-
ious instants during the approach of a UH-IF helicopter at an altitude of 1000 ft and
a speed of 60 kt. At the farthest distance, the profile is dominated by the main rotor
noisc; but as it approaches, an increasing "ripple" due to the higher frequency tail
rothr may be noticed.
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The magnitude of the periodic noise and the frequency distribution of the harmonic
energy are largely conholled by the rotor design, particularly by its total lift,
number of blades, disc loading, and above all the tip speed. The acoustic power
radiation increases very rapidly with this parameter, and the harmonic energy
becomes more and more significant as the blade tip speed approaches high subsonic
Mach numbers. This is purely a Doppler effect. As a periodic noise source approaches
a listener, both the amplitude and frequency of the observed pressure wave increase
by the factor (1 - M)" where M is the source Mach number in the direction of the
listener. In the case of a rotating source, M oscillates periodically about zero; as
its amplitude approaches unity, a very great frequency and pressure range amplification
occurs. The result, as shown in Figures 3 and 4, is for the impulsiveness of the
waveform to increase, eventually reaching a condition which is known as "blade slap."
This should be termed "high-speed blade slap" to distinguish it from a second and more
common condition which sounds very similar but has its roots in a totally different
mechanism. This is "wake interaction slap" and is caused by an impulsive aerodynamic
load fluctuation experienced when a blade passes through the vortex wake trailing
from another blade. This commonly occurs with tandem-rotor helicopters where the
two rotors interact, but it can also happen for single main rotors in conditions of low
inflow; for example, during a descent or landing flare. Examples of pressure waveforms
for varying degrees of blade slap are shown in Figure 10 obtained from the recording
of a single flyover of a CH-47A helicopter. A comparison of this development with
Figures 3 through 5 indicates a gradual increase in the higher harmonic content of the
signal.

Broadband Noise

Progressing to higher frequencies in the rotor noise spectrum of Figure 8, we see that
the harmonic spikes gradually merge into a humped region of the spectrum which
has been termed "vortex" noise. Previously thought to dominate the noise down to
fairly low frequencies, recent research 14 has indicated that harmonic components can
control the spectrum level of frequencies up to and above the 60th harmonic of the
BPF, even at low tip speeds. Nevertheless, the signal beco nes ....cres;n y random
at higher frequencies and reflects the turbulent instability of the flow conditions at
high Reynolds numbers. The precise origins of these broadband components are still
being investigated, but it is clear that blde surface pressure fluctuations induced
by both boundary layer, shed vorticity and flow turbulence contribute to this radiation.
For present purposes, it is sufficient to consider that an airfoil moving steadily
through the air radiates stationary random noise such as that represented by the
spectrum sketch in Figure 1. Now, in much the same way that harmonic pressure
fluctuations on a rotating blade are observed by a sationary observer to generate a
range of frequencies, so the observed spectrum of a rotating random source is observed
to oscillate in level and frequency as shown in Figure 12. This periodic spectral
transformation is the familiar "swishing" effect associated with the sound of rotors at
close range. Very approximately, both frequency and overall sound pressure
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oscillate between limits given by the ratio (1 + MVI - M), where M is he maxi-

mum source Mach number component in the direction of he eksecver. The following
ranges are of significance (where the subscripts "max" ond mrn denote mnox;a and
minima in the observed values):

Pmax I + PA

Pmi n

Pmin -7(I

max I+ MN (12)

min

Afmax I A. M\(3

fm in

(Here A f is the observed bandwidth of the noise radiated by a fixed source energy
bandwidth). 

( 2/ f
(P2/A ')max I + M

(P-/Af.)min "" -M()

Note that although the total sound pressure level fluctuatwi by 10 log1 0 (.- + df,

the PSD level changes by only 10 o ( .- 11 the source spectrum is flat,

this change would be observed in any frequency band. Figure !3 ihowi the waveforms
of "pink" noise* modulated harmonically in the range 0 - 12 dB. This corresponds to
values of M between 0 and 0.33. If the vctrum ,t riot fiat, as for example

Pink noise has a constant spectrum 4-'- a" measured by a constant percensage

bandwidth analyzer.
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indicatedl in Figure 1H. then c-onsiderohly qrecrt er Po.cltuotions,:zoud be observed
at a s~nqIe fi eqienc- .iue to flte absolule re.'-encv C4cilloatiofl. It must be re-
rntenbcied +-~it these cyclic modulations are, ;r fact, superitrtpcseci upon modulo-
iios "wich alreody e.; dve to ti~t rur.dom nature of the .scqjrd, and for this reon
they it to be obscdoed oi shown in Figuare 13. Whpthe!r or w- the amplitude var-
iotions ure rverceived os haomic umodulations cor ntf depercL upon the bandwidth of~
the niiie anid the f-equency arnd depth of the modulation.

2.3 HELICOPTER NOIS5E PROCPAGATION

The rcise ges-itY2:ni charo'cteristki of o helicopter are a function of its light
confLv urat.-of, on nbient atrmospheric cond".itions. however, the sound observedl
ot any poin! cn the a~round is very greatly influenced by the sourd propagation
pa*h along vi:'oc- vstic energy is dissipoled by a variety of medsonisns. The
effect of' popagatin -N upon +4e observccd signaoture is dependent upon (a) atm s-
pheric con~ditiorn, (b) the pcxsil-ion of the soujrce relative to the gcaurid, .2nd (c)
1+,e qrcsund root ureS odjorenF to the 3ound path. The prconotio-' losses con be
clo~sifiie4 in fe~m~ o-f these fe--tors a~s taolows:

Spreading Lobser.:

(a) Uniform spherical sp eod;ng Olnverse Square Low) loses

(b) t*nunIfomi speading

- reflectiof by frr,ite bourdorips
- refroctior, by narmuniform atmosphere
- dl~iactson kcottleriri-) by now-tolionary atnioiphere

Absmpfior Losses:

'01a Abscmptior, by otm-osphere

-rno;Oculcr relaxation absorptior,

(b; AL-i-rption by grou~nd anid ground corver

Elch of ithese effects, any one of wbch mnay predom~inate depxending upon otrnos-
plie.ic arid grousvd c.v- . conditions, i5 rc'.,iewed briefly ir, Ihis Section, Also,
"ore citailed oaytKol consideiations . "oethei wtf' specific Method-i for pre-

di-tnr- prc4)gati*n lotses fcw the pupoe of estimt;nq helicopter d-%ttctability
ninte are pieotd in PAipendix 1.
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Spreading Losses

(a) Uniform Spherical Spreading - In an ideal medium the total sound power
radiated from a point source through an expanding spherical '-ive front
remains constant so that sound pressure levels are reduced ,, dB each
time the distance from the source doubles. Deviations from this rule occur
for finite-size sources at small source-to-receiver distances where the phy-

~sical dimensions of the source region are comparable to the propagation path

length. However, for the propagation path lengths to be considered here,
this "near field" effect is not significant. and uniform spreading loss can
be computed by the simple 6-dB loss per doubling of distance from the
source. This loss is independent of frequency.

(b) Reflection by Boundaries - If the source is within a few (say less than 10)
wavelengths of the ground, sound reflection effects will affect propagation

characteristics. These include amplifications (a) due to an effective increase
in source power when the height is small compared with a wavelength, and
(b) due to the interference between the direct and reflected signals. Variations

in the for-field sound levels of up to 6 dB are possible.

(c) Refraction by Nonuniform Atmosphere - Atmospheric wind velocity and temp-
erature gradients change the directionality characteristics of a source by bending
the sound rays as illustrated in Figure 14. As noted in Figure 14a, a "shadow
zone" is forined in the presence of a negative vertical velocity of sound gra-
dient caused by vertical changes in either wind speed or velocity. Conversely,
a positive vertical velocity of sound gradient, Figure 14b, will cause the
sound rays to be bent back toward the ground, resulting in a phenomenon known
as "focusing." In the case of a negative temperature gradient, the shadow
zone is in the shape of a circle with the source as center; however, in the
presence of wind, the shadow zone is as illustrated in Figure 14 c. Here the
shadow zone begins upwind and has a boundary shape as indicated in the figure.

Downwind, however, there can be "focusing of the sound rays similar to that
shown in Figure 14b. Theoretical methods for predicting the effects of refroc-
tion are well developed (e.g., reference 15). However, these require detailed
definition of the atmospheric distribution of meteorological parameters and are
thus not convenient for practical studies of helicopter detectability. Also, two
points of practical significance should be mentioned. The first is that refrac-

tion effects are not strongly dependent upon frequency and are insignificant
for elevation angles greater than about 10 degrees. The second is that opera-
tional use can be made of strong negative temperature gradients over a site
which cause upward refraction of sound and reduce detection range. Such
conditions are prevalent in the later hours of daylight. The opposite situation
during the early hours of the day causes sound to pr-pa-ate over exceptionally
large ground distances.
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(d) Scattering by Nonstationary or Turbulent Atmosphere - Turbulence scattering
is another important source of atmospheric attenuation for low-frequency
sound. It does not involve a dissipation of sound energy, but a redirection
of it. Its principal effect, on a directional sound fie~d, is to equalize
acoustic energy propagating in all directions at large distances from the
source. This is a direct result of the scattering of the sound field by the
nonuniform sound velocity distributions in atmospheric turbulence. Thus,
a highly directional sound profile can be gradually rounded out, tending
to c nondirectional pattern at great distances from the source. This scattering
or redistribution of sound energy is, in fact, the basis for a finite limitation
in the excess attenuation in a shadow zone discussed in the previous paragraph.
In the frequency range of 60-100 Hz, the observed scattering loss coefficient
for ground-to-ground propagation of sound is of the order of 0.4 dB/1000 ft.
This appears to be a characteristic frequency range for maximum ;cattering
uttenuation for ground-to-ground propagation. However, it is not possible
to make detailed quantitative estimates of this scattering attenuation withinthe present state of the art, so that reliance must be placed on experimental
data. Such data indicate the combined effect of refraction and scattering
losses for propagation at low elevation angles of the source. Empirical pre-diction methods which account for these combined effects are presented in
Appendix I.

Atmospheric Absorption Losses

Atmospheric absorption losses have two basic forms: (1) classical losses associated
with the change of acoustical energy (or kinetic energy of molecules) into heat by
fundamental gas transport properties of a gas, and (2) for polyatomic gases, relax-
ation losses associated with the change of kinetic or translational energy of the
molecules into internal energy within the molecules themselves. A detailed review
of atmospheric absorption losses is contained in Reference 16.

Of the two forms of absorption loss, molecular or relaxation loss is far more important at
lower frequencies. This component depends on frequency, temperature, and humidity
content and, in the critical frequency range, is primarily due to vibration relaxation
enhanced by the presence of water molecules. Until recently, the significance of
nitrogen as the principal contributor to this loss was not recognized so .at previous
comparisons of theory and experiment, based only on relaxation of oxygen molecules
were in substantial disagreement " Figure 15 illustrates a typical comparison of lab-
oratory measurements and theoretical predictions. By including relaxation of nitrogen
in the theoretical predictions, substantial improvement is obtained in the agreement
between theory and experiment. To avoid total reliance upon this laboratory data,
allowing for real atmospheric nonuniformities, a practical approach has been based
upon correlating theoretical predictions (using meteorological condit;ons measured
on the ground) with, field measurements of atmospheric absorption losses. A number

16

I 
L



of field invesligations have been made of air absorption losses for aircraft noise over
nearly vertical propagation paths. Typical results, from References 19 and 20, are
shown in Figure 16. This figure also shows the predicted values for the absorption
loss coefficient, a, in dB/1000 ft based on the refined theoretical methods summarized
in A4ppendix I and/or wenther condition5 measured at the ground. The observed dif-
ference between prediction and ficld measurements of the absorption coefficient is
attributed prir.xrily to the fact +,at surface conditions are only an approximation to
the actual ro-mnniforrn structure of the atmosphere. However, wheni vertical profiles
fai weather data have been exanirned, it has been found that surfa:e measurements of
temperature and hurridity are reasorabIy cccurate predictors for the overage tempera-
tuie and Ihumidity in the first 1000 ft above the ground. Thus, for deteclon studies,
surFcce conditions for tmperature and humidify are considered to be ,-idecate for
prodcon of at-ncspher;. absorpt'on Io:ies for !cv-flying helicopters.

Abstvrption Losses by Ground Surfaces and C-roun, Covet

The "iast majority of field measurements of sourd .ropagatiot. losses have been made
over horizontal propagation paths wiiIh ground surface cotditiors ranging frot hard
concrete to thick dense jungle. &r indiater4 earlor, t'e effect of r-)froctlon on
sound propagcrtion is pwrtict-larly in rtI3n for nec-r-horzonful F-rqvgatioi pats.
Thus, fie:d measurements are not a reliable swurce of data for isolating erferts of
ground cover unless great care has beea taken in the exporjnnt to remove any
effects associated with weather. A'so, it is neessary it consider propagation over
very long path lengths. Field measur-dmeuins which car,.ire these tho featuvre in +e'
experimentul plan -- corefi ac :ounring fbr weather effect,., and prmpgation over
long distances -- are v.ry limiied. App~icabie reilt,, fr m P,ferances 21 through
24, ae summo.ized -n Figure 17. It is apparent that ,-T-und absc,.ptl n effects can
increase the ,xress absorption vrcry suostantially ov~r that due YO atmospheric absorp-
tion alone. For purposes of e' timating maximum detection rattge, it ntsy be assumed
that the .in:mum loss for very ,el eleva.ion angia o. the sources ( . 10° ) will be
due to scattering Iosss from lurLulence near the :oorz. This minimtn excess atten-
uatiorn far ground -to-groind propagation is defined in Appendix i.

Sumnmary of Prediction Methods

Engineering prediction method; for estimating propagation losses for a wide range of
weathr and ground ,ondiiions are given in detail in Appendix I. These methods are
based on a critical analysis of available theory and data on the phenomena outlined
in the preceding paragraphs, For preliminary estimates of detectabilty range, the
following expressions may be used. The first covers the case where the propagation
angle 0 (between horizontal and sound propagation path) is greater than 10 degrees.
The second applies to cases where this angle is less than 10 degrees. The predicted
propagation loss is based on the approximation that the loss at 250 Hz is a valid measure
for initial estimates of detectability range.
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Elevation Angle Greater than 10 Degrees:

(a) For R(T + 40) 2! 500

where R-= Relative Humidity, % and T= Temperature, 0OF

rR(T + 40)]-"

a =-- 0. 6 ---- d B/000 ft. (16a)

(b) For R(T+ 40) < 500

a =0.1+ 0.7 R(T - 40) , dB/1000 ft. (16b)

Elevation Angle Equal to or Less than 10 Degrees:

Add to loss determined by Equation (16), the fixed attenuation loss given by

- t3(17)
A = 10e ,dB

where (3 elevation angle, degrees.

The actual propagation losses experienced at a given site will be subject to consid-
erable variation due to variations in weather conditions. An approximate indication
of the magnitude of this variation is provided by the following expression based on
unpublished Wyle Laboratories data. The latter Lomprises a statistical analysis from
over 2000 aircraft noise measurements over a range of 700 to 3200 feet.

EaA = 1.3+ 0.3 - ""' dB (18)

where aEA = standard deviation in excess ab5orption over slant range (SR), feet

2.4 HELICOPTER NOISE ANALYSIS

The proper way to analyze helicopter noise depends entirely upon the purpose forwhich
the analysis is being performed. In general, there are two basic reasons for measuring
helicopter noise characteristics: first, as part of research and development investiga-
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tions of source mechanisms and, second, in order to derive information for use in
studies of the effects of helicopter noise, for example, upon communities which
are exposed to it. The requirements are likely to be more stringent in the first
ccse than in the second. For research purposes, the greatest possible resolution
and accuracy will be required. Data requirements might, for example, inciude
individual harmonic amplitudes of rotational noise (possibly including phase) and the
power spectral density of random components, all specified as functions of flight
configuration and position. On the other hand, the effects of noise are not nor-
mally dependent upon such details, as we shall see, and it generally is adequate
to deternmine much broader features using fairly coarse filter bandwidths, for example.
However, over and above the basic requirements, the practical complexity of per-
forming these measurements must be considered. Invariably, the experimenter must
make a very difficult choice between resolution, accuracy and analysis time.

Noise Recording

Thus for it has been assumed that suitable records of helicopter noise pressure time
histories are available for analysis. Whereas these are best obtained as the direct
voltage output from a microphone system in the field, this approach is normally im-
practical or impossible because of the time required to perforn the analysis. Thus
it is necessary to acquire a permanent record of this voltage on a magnetic tape
recorder.

The ideal recording system would meet the following requirements:

a) Frequency response flat between 0 and 20,000 Hz

b) Working dynamic range of 120 dB+

c) Crest factor capacity of 15 dB+

d) Zero frequency (tape speed) error

The second of these is considerably beyond the present state of the art. Direct-
record, audio tape recorders (which record a voltage proportional to the sound
pressure) can reach a 60-dB signal-to-noise ratio, but their frequency response
is poor compared with that of an FM (frequency modulation) machine. Also, their
transient response (to rapidly changing SPLs) appears to present a problem for heli-
copter noise recording. An FM tape recorder (which records a carrier signal whose
frequency is varied by an amount proportional to the pressure signal) can meet the
frequency response requirement but has a poor dynamic range of less than 45 dB.
Allowing an adequate margin for high crest factor tolerance, this is reduced to a
practical value of 25 -30 dB. This puts a big demand upon the signal cnrnditioning
system, which must be designed to maintain the tape recorder input voltage within
o narrow operating range, yet at all times meet rigorous calibration requirements.
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Finally, commonly used general-purpose, high-quality microphones are normally
deficient at frequencies below 20 Hz. Special purpose systems are required which

use an FET preamplifier stage to overcome a low-frequency problem. Microphones
are available which come close to meet'ng all the requirements described above,
but only for a particular orientation. All microphones tend to be highly directional
at high frequencies and must be arranged with considerable care.

The problems of helicopter noise measurement ha'.,e been investigated in a parallel
project, and the detaided findings have been reported by Brown" .

Spectrum Analysis

The principles of spectrum anclysis are well established and are documented in many
texts (e.g., Reference 2). However, an application of these techniques to heo1copter
noise is not straightforward because of its unusual composition of random and periodic
noise. Analysis requirements for these components tend to conflict, and significant
errors are likely if due attention is not given to each. The banedwidth/averaging time
requirements for stationary random noise were discussed in Section 2.2,and it remains
to examine the measurement of mean square levels for tones.

The mean squared sound pressure of a sinusoidal signal is
ToP= (p0 cosci ) dt (19)

where (= 2 7rf and T is exactly one period = 21r/w seconds. (Equivaient to
Equation 1). 0 0

A mean-square detection circuit computes a running estimate uf this value, which is

P2 t

m T-t-T

- 2 +k cos (2&)t+] (20)

where T is the averaging time of the circuit and

k sinwT (21)w T

That is, the output of the measuring device oscillates about the true mean square value

20



= 2/2 with an amplitude k(p) and a frequency 2w radians/sec. Thus, the
0

limits of the error associated with the instantaneous measurement P2 are

I. (+IkI)38 and (I - Ikj ) dB (22)

Figure 18 shows the sound pressure level error limits corresponding to Equation (22) as
a function of T/To . Only the envelope of the possible error is shown; its actual

value oscillates with time t and drops to zero at all integral multiples of 0.5 T . The0

figure shows that the accuracy is better than + dB for TA > 0.8 and better than
0

+0.5 dB for T/T > 1.33. That is, provided the averaging time is greater than one

and one-third periods of the frequency of the tone to be ri.nsured, the measured
mean square level will be within 0.5 dB of the true value. It is most important to
note, however, that this statement ;, i-rue only for a sin le tone. The errors asso-
ciated with the rms detection of harmonic complex wi e considered separately
below.

Cogiaring the requirements for random and sinusoidal noise at a frequency of 10 Hz
(typical of o main rotor OPF) "usI., for example, a 5-Hz filter bandwidth, it is clear
that the tone requires considerably less averaging time for an accuracy of+ l dB
(.08 sec-st than does random noise (8 seconds).

A iover;nq I.elieopter radiates noise which is essentially stationary at any fixed mi-
clophonc location. Provided no excessive level fluctuations occur due to propaga-
tion i'regu~orities, and a sufficient length of record is available, any degree of
3pectra! anal/sos can be applied. For high resolution, a narrow bandwidth tracking
ro'ta~t cwi be suvowy swept through the frequency range at a rate which is compatible
with th,- iecuirud averaging time. If, at the low frequencies, only harmonic infor-
miarion it required, a low averaging time is acceptable. If the random "noise floor"
levels betwoen the spikes are required, then a longer averaging time and correspon-
dinqiy lower sweep rate is called for as specified by Figure 7. In any event, at
cufficiently high frequencies, typically above 300 Hz or so, the random components
of !e signal become important and the sweep rate must be reduced or a wider band-
width selected. The latter alternative is unavoidable if modulation amplitudes are
required. Suppose, for example, we wish to examine a 10-Hz modulation of the
random noise and the modulation depth (i.e.,the ratio of the peak level to the
trough level) is 6 dB. To detect this variation, the averaging time T must be sub-
stantially less than the modulation period Ta, say, 20 msec. To discriminate the

periodic modulations, they should be significantly greater than the random level
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fluctuations. To keep the latter to a level of+ I dB requires the product Af. T to
be greater than around 40. Thus, a bandwidthof 40/.02 = 2000 Hz would be re-
quired. This reveals the difficulty of measurin9 modulation depth unless it is very
large. *

The net result of these requirements is that a detailed narrow-band analysis of heli-
copter noise (in real time) can take several hours to accomplish. When this is
multiplied by the number of positions necessary to define the spatial characteristic
of the sound field, the total analysis time expands to days or weeks.

If the signal is nonstationary, as in the case of an aircraft flyby, an additional
constraint is that the averaging time T should be small compared with time scale
of the signal change. This is required for two reasons. First, because the source
is moving, and it is normally desirable to measure the signature at some fixed
direction of radiation relative to the aircraft; second, because if the signal char-
acteristics change appreciably during the averaging time, the measurement will
be erroneous. The extensive subject of nonstationary data analysis is beyond the
scope of this study, but some simple examples u ,fully illustrate the problem.

The orientation problem increases in severity as flight-speed increases and micro-
phone distance decreases. Accepting an angle of 5 o to be a limit upon the
change of position of the helicopter with respect to the microphone, the avera-
ging time for a speed of 100 kt and a distance of 200 feet should not exceed
100 msec. This in turn would require a bandwidth limit of 400 Hz for the analysis
of random noise with a +1 dB accuracy. Note that in the case of a helicopter
approaching the microplone, this constraint is considerably relaxed. Theoretically
at least, only the change in sound pressure level with distance need be considered.
Neglecting excess attenuation, a I-dB change in level corresponds to a 20% re-
duction in distance. For a distance of 2000 ft, and an approach speed of 100 kt,
this critcrion could be met by on averaging time of 2.4 seconds. In practice of
course, short period fiuc",uations of much greater than 1 dB will be obse.-ved due
to propagation effects.

The spectrum analysis problem is best described with reference to a sinusoidal
signal. For a moving source, both frequency cnd amplitude are observed to change
due to the Doppler effect. If a Fourier analysis is attempted with respect to a
fixed period, spurious frequencies are introduced because the signal is non-
sinusoidal. This problem can be overcome by transfoeming the data to a re-

* The required information is better extracted 6/ "ensemble averaging" over many

successive modulation periods. However, this technique requires the precise

definition of the modulation cycles.
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tarded or source time-frame but this operation is beyond the capabilities of con-
ventional instrumentation and in any case requires a precise knowledge of the
aircraft position and propagation effects. Instead, it is more common to select
bandwidths and averaging time to best compromise resolution and accuracy.

For many reasons, 1/3 octave band filters frequently provide a good compromise
to these requirements. They are sufficiently narrow at low frequencies to allow
identification of the first few harmonics and increase in bandwidth rapidly enough
to provide statistical confidence at the higher frequencies of the random compo-
nents (assuming a constunt averaging time). A sufficiently small number (33) of
adjacent bands cover the entire audible frequency range of interest (12.5 to 20,006
Hz) to allow the practical -)se of a bank of parallel filters and, finally, as will be
seen later in the report, provide a useful analogy to the hearing mechanism. For
these reasons, 1/3 octave analysis is very widely used in the ai craft noise field.

However, for helicopter noise, 1/3-octave band analysis is not without its prob-
lems. Figure 19 shows the waveforms from the outputs cf a number of 1/3 octave
filters applied to recordings of two helicopters. Those on tia left-hand side were
obtained from that of a CH-47A tandem-rotor machine opproaching the microphone
at 100 kt in a blade slop condition (as evidenced by the pulsatile pressure siana-
ture at the top of the page). The right-hand diagrams correspond to an HH-43B
helicopter (twin meshing rotors) hovering at an altitude of 50 feet at a distanc?
of 200 ft from the microphone. This particular sound in Jludes considerable high
frequency energy as evidenced by the large omplitudes associated with the 500,
1000, and 2000 Hz bands, Amplitude modulation is apparent in all bands al-
though the envelopes have an irregular appearance at the higher frequencies.
Turning to the CH-47A record, we see that all filters display regular periodic
type waveforms which are very pulsatile (high crest factor) at the higher fre-
quencies. In particular, the band at 125 Hz, which is centcred on the 12th har-
monic of the BPF (11 Hz) and thus encompasses the 11th, 121h and 13th harmonics,
shows a very severe modulation, It is interesting to cor..pcre these diagrams with
Figure 20, which shows sOnilar results 'cr a synt, e i. wuveform containing WO har-
monics of a 20 Hz fundamental. The harmonics decay at 3 dB/octave. The strong
similarity implies a similar harmonic composition, and the amplitude modulations
result purely from the interaction of the finite number of comporients within the
filter bandwidth. It may be seen that the more components there are within a
band, the mare impulsive tN wave envelope becomes.

It has been found that these waveforms which have theoretical crest factors of up
to 9 dB present difficulty to analog rms detection circuits. Figure 21, for example,
shows two 1/3 octave analyses of a similar signal with a 10-Hz fundamental per-
formed with a B&K 3332 spectrometer/graphic level recorder combination. The first
plot, made with a lower limiting frequency (LLF) setting of 2 Hz, is accurate, as
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verified by narrow-bond analysis of the spectrum. The second, with a 10-Hz
UF, exhibits extremely large errors of 25 dB an above at the higher frequencies.
The error is greater than that attributable to an inadequate averaging time as indi-
cated by Figure 22, which was obtained numerically for the ideal 1/3 octave bond
centered on the 20th harmonic (very similar results were also obtained for the 40th
harmonic). The graph shows the ratio of the maximum measured level to the true
level as a function of averaging time (expressed as a multiple of the fundamental
period T ). Only the upper limit is represented, and it might be expected that the

level recorder pen would mairtain a position near this level. However, it tuws
out that the capacitors in the averaging circuits do not hold their voltages between
successive pulses if the averaging time is of the order of this interval or less; they
consequently record an excessively low value. The rule oppears to be that the
averaging time should be significantly greater than the lowest funlamental period
present, regardless of whether or not this component is required in the analysis.
The practical significance of this problem is largely related to the number of har-
monics which can be discretely identified in the spectrum, since the error becomes
serious only at high frequencies. Analyses of typical helicopter recordings showed
discrepancies of only 4-5 dB in the mid-frequency range, although greater ones are
clearly conceivable.

It is appropriate here to note that crest factors exceeding 9 dB can be handled
only by the highest quality analog detectors since intricate circuitry is required to
perform the squaring procass. In gonerai, these devices are not designed to accom-
modate crest factors in excess of 5 dB.

Real-Time Analyzers

Many instrument manufacturers are now marketing high-speed spectrum analysis de-
vices known collectively as "real-time analyzers." These instruments use digital
logic or a combinction of digital and analog techniques to perform and record the
results of spectral analysis at a very high rate. The highest rate possible normally 1
depends upon the method used to display or store the data, but typically they are
capable of generating several spectra per second. The use or details of these machines
will not be d3scribed here except to state the reminder that they are subject to the
same principies ad restrictions that have been discussed. Their major advantaga
over the "old fashioned" procedures are that they allow simultaneous analysis of
actual or effectiv-e filter outputs and provide the data in a convenient form for pre- "
sentation c( further analysis. Also, those units which perform digital rms averaging

* The lower limiting frequency setting controls an initial stage of time integration

(a second is introduced by limits set on the pen writing speed) where the time
constant is approximately equal to the reciprocal of LLF.
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I
may be expected to provide greatw. arcurac, i- h;gh cree 1ackor s;crtk. Monc,
of these devices are ahead of the sote of te art ;( the theory of acovstic analysisand their trve value wfll emerge with the pws;rn oF tn..
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3.0 AURAL DETECTION AND THE HUNMAN HEAHING SYSTEM

3.1 THE AUDITORY MECHANJ15$

The human he-Hno unit cors*.sts of three Jnir divisionm ., i1!Ljstratod in Figure 23,

adapted i,cm. Reference 26. The5e ore !he outer, middie and inner ears. The outer

ear contains the visible portion, the pinna, which in humans is fairly ineffective but
has sowne sma!l effect in focussing incident sound waves upon the entrance to the
auditory canal. The auditory canal is essentially a straight tube, about 2 5 mm long
and 7 mm in diameter. Its inner end is closed by the eardrum or drum membrane, and
the tube thus has a quarter-wave resonance around 3000 Hz. At this resonance, the
sound pressure level at the eardrum is some 10 dB greater than that at the entrance to
the canal and because the resonance curve is fairly broad, the dimensions of the
canal hove an important influence upon hearing sensitivity over a wide frequency
range above I kHz.

The drum membrane has the shape of a shallow cone with its apex pointing toward

the middle ear which contains the three ossicles, the hammer (malleus), the anvil
(incus), and the stirrup (stapes). This system of bones and ligaments mechanically
transmits the icrduced vibrations of the eardrum to the inner ear. The pressure in the
middle ear, which is filled with air, is equalized to that of the atmosphere through
the Eustachi,. \Ibe, a cavity connecting if to the throat which is momentarily

opened by the act of swallowing.

The footplate of the stirrup covers an opening into the inner ear known as the owtl
window. It is in fact hinged to one side of this window and ;s free to rock back and
forth to transmit pressure waves i:,to the inner ear.

The purpose of the middle ear appears to be to match the impedance of the air in the
auditory canal to that of the liquid in the cavity of the inner ear. The inner ear
itself has three parts: the vestibule or entrance chamber which contains the ova!
window arid a second sealed opening known as the round winJaw; the semicirculo
canuC " and the cochlea. The semicircular canals are connected with the sense of
balance and play no role in the hearing mechanism. The cochlea, however, ccntains
the audiiory nerve endirgs and othefr structures whose function is to translate
mechnniccl motions into neural stimuli and as such is c& major interest in the studies
of tht detection process.

The cochlea, named after the snail shell, is a coiled tube with a total length of
about 31 mm which makes approximately 2-3/4 turns. Its mean diameter is about
1.5 mm and the tube narrows somewhat irregularly towards a point at its closed end,.
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The cochlear hbe is divided longitudinally into two channels known as the upper and
lower galleries by a rather complicated partition as shown in the cross-sectional view
in Figure 24. This partition extends from the base of the cochlea almost to the apex
but leaves a small orifice, the helicotrema, connecting the fluid in the two galleries
(Figure 25). One reason for this passage is to protect the delicate membranes of the
partition from possible damage by static pressure differentials. The partition, in fact,
contains two membranes, Reissner's membrane and the basilar membrane, which en-
close a duct containing a thick gelatinous fluid. Re;ssner's membrane does not appear
to play any role in the hearing process other than to restrain the fluid. The basilar
membrane, which on the other hand most definitely does, is connected to a bony
shelf on one s;de of the cochiear tube and the spiral ligament on the other. The bony
shelf is quite rigid and protrudes into the cochlea by an amount which decreases to-
ward the apex (Figure 25). Thus, the basilar membrane actually increases in width
from the base to the apex of the cochlea.

When the slopes is excited by very low frequency sr-und, the incompressible fluid os-
cillates between the uppe, and lower galleries through tie helicotrema, the fluctua-
tions in the lower gallery being accommodated by deformations in the diaphragm of
the round window (Figure 25). At higher frequencies, however, the fluid inertia
prevents this orifice flow and instead, deformations of the basilar membrane occur.
This deformation is sensed by the Organ of Corti which transmits the information
through the auditory nerve to the brain. The Organ of Corti is attached to the upper
surface of the basilar membrane anPd traverses its entire length (Figure 24). It forms
a tc ,ionation to the auditory nerve which enters the cochlea alongside the bony shelf
a d contains more than 20,000 hair cell sensing elements. These protrude from its
upper surface to connect with the tectorial membrane, a fairly rigid element extend-
ing from the bony shelf. When the bas;lar membrane distorts, these hair cells are
put into tension, and in much the same way as a piezo-electric transjucer, generate
small electrical voltages known as cochlear potentials.

Many theories have been put forward to explain the dynamics of the cichlear system
and many experimental simulations have been attempted. However, due to the ex-
tremely complex structure of the real system, many details are imperfectly undcrs.tood.

For present purposes, a simple explanation is adequate to introduce the concepts of
auditory frequency selectivity which are fundamental to presently accepted theories
of the hearing process. This model is illustrated in Figure 25, which shows a dia-
grammatic representation of the cochlea and basilar membrane, As noted previousJy,
except at very low frequencies, antiphase vibrations of the oval and round windows
are possible because deformations of the hasilar membrane allow the necessary fluid
motion. Tese deformaticns are highly localized for a fixed frequency input as seen
in Figure 26, which is a sketch of the longitudinal distortions of the membrane for a
1000 Hz tone. The entire cycle is illustrated in 8 diagrams (r A50 intervals through
the 3600 period. As might be expected, the higher the fre4uency, the closer t+e
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disturbed area comes to the base of the cochlea until, at the upper end of the audible
frequency range, the motions are immediately adjacent to the base.

3.2 HEARING PERFORMANCE

The most important index of hearing performance, insofar as the present study is con-
cerned, is the threshold of audibility, that is the sound pressure level of the sound
which is just audible to the human observer in silence. From a physical point of
view it is thought that at levels below the threshold, the generation of neural impul-
ses in the Organ of Cort is nil. When the acoustic stimulation slightly exceeds
threshold level, neuron generation is activated and a finite signal is transmitted to
the brain. The threshold level is strongly dependent upon frequency and, as might
be expected, varies substantially from listener to listener. Figure 27 shows a number
of determinations of the audibility function for pure tones. The considerable varia-
tion in these curves may be attributed to different listeners, different experimental
techniques and most particularly, different methods of presenting the sound (ear-
phones, one ear, two ears, free field, etc.). This point will be discussed later.
For the moment the discrepancies are not importnnt. What matters is the indication
of the associated ranges of frequency and level. The upper frequency limit of the
audible range exceeds 10 kHz and, depending upon cge (the threshold at high fre-
quencies normally increases fairly rapidly with age) and hearing acuity, can be as
high as 25 kHz. The lower limit is somewhat difficult to define. Normally thought
to be around 20 Hz, some experimentc indicate that sound is audible at frequencies
almost down to zero, provided the level is higth enough. Whnf always casts some
doubt upon these -neasur emets is the difficultr of avoidinc, hao-monic dstortiun when
generating low frequency sounds. This opens up the possibility that it is second or
higher harmonics rc-her than the fundamental which are heard. Naver.hekss, ex-
periments conducted in this study with a very low-distortion system have shown that
sound is definitely audible at 10 Hz.

The most remarkable %a.v-re of the hearing systerr is its enormous dynamic rangeywhich
exceeds the performance of most electronic measuring equipment by a i,:rge .nar$i'n.
In the frequency range I - 5 kHz, minimum perceptible intensities caI be as !ow as
10" 6watts/cm' , at which level the vibration amplitude of the eardrum is opproxi-
matei one-ten+ the diameter of the hydrogen molecule. (if the heanir were any
more sensitive we would be able to hear the hissing of air molecules due to thernrol

agitation.) At the other end of the scale, the system is IEmited bX tickle, discornfort,
and pain caused by excessive motions of the eardrum and ossicles. These limits, so:ne

of which are also indicated in Figure 27, are somewhat difficult to specify becaust ulf
subjective adaptation to high intensities, but they are sufficiently high to be beyond
the range of normal experience. The total dynamic range of hearing ,n the vicinity
of 1000 Hz is approximately 120 dB.
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At levels between these extremes, sound is observed to exhibit varying degrees of
quietness, lowidness or noisiness. Considerable research has been devoted to the pob-
lem of definirg these subjective ruontities in terms of measurable characteristics of Ole
sound. This has led to the development of such indices as loudness level (in phons),
weighted sound pressure levels (in 1.111A, dBN, etc.), and perceived noise level (in
PtdB). These quantities are derived by procedures which take account oi many im-
portant psychosensory features of the hearing process. However, despite their ob-
vious association with present considerations, these procedures ore concerned with
sound intensities well obove threshold and, as such, are in no way applicable to the
aura! detection problem.

3.3 THE CRITICAL BAN D CONCEPT

Hls pioneering studies of auditory performance and considerations of cochlear dynam-
ics discussed in Section 3.1 led Fletcher2?to propose The concept of lie critical bond.
This notion is based upon the fact thcat a single frequeiicy tone excites a finite region
of the basilar membrane (,os shown in Figure 26) so that the excitation regions of tontes
closely !paced in frtequonrcy overlap. Thus, if a second tone is added, it atiempts to
stimulate a region of 4ie basilar membrane which is already in motion due to the first.
In the simpl.!!t possible serme, the "critical bandwidth" is the frequency separation of
tw4o tcnes w'riose excitaion regins do not overlap to any significant degree.

Nearl, forty yc-ars of reseci-ch (References 27 to 44) have shown that the critical band
hypothesis gives a satisfoeto!: explanation for most of the observed characteristics of
the Fieci hj mechcnism. These include:

I1. The m~asking of tones by random noise and the masking of noise
by tories

2. The growth of subjective loudness with bandwidth for both tone

10.2 2'ZZ~enyseetiy o the ear and pitch discrimination
4, The relationships between absolute thr esholds for pure and

finite bandvidt', soundsI 5. Mhose discrimination

11-e ar.!y mrajoir source o.' disagreement between researchers is the exact dimensions of
gie critical hands them,;elves. As in all psycitoacoustic mneasurements, confidence
intervuls are large and rhe resuits appear very sensitive to experimental technique.

The early inensurements of Fletcher and WilsonB were based upon two assumptions:
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(a) If a tone and wideband random noise are played simultaneously,
and the level of the tone is adjusted until it is just barely audible,
then only the random noise energy contained within the critical
band centered at the tone frequency is effective in masking the tune

(b) At the just masked level, the energy in the critical bond is
equal to that of the tone

In fact, his experiments were based upon the second assumption which enabled him
to compute the critical bandwidth as a function of the tone/noise ratio directly as

10 log, Lf' = L-M S  (23)

where L is the level of the tone at threshold and MS is the spectrum level (PSD) of
the masking noise in the vicinity of the tone frequency. This second assumption in
fact imposes a specific definition upon Fletcher's critical bond function which is
shown in Figure 28 and has caused later researchers to refer to it as a "critical
ratio." Its actual variation with frequency was confirmed by the remarkably sim-
liar results of ioawkins and Stevens", obtained many years later and shown for com-
parison in Figure 28.

More direct investigations of the first assumption (a) have been performed by
Fletcher", Schafer, et a12, Bilger and Hirsch3", and Greenwood 37

, and although
all confirmed that noise outside a certain critical bandwidth became rapidly less
effective in masking a tone, there is disagreement in the measurements of the band-
width. De Boer reviewed these and other studies and concluded that the critical
band cannot be accurately determined solely from masking experiments because the
band limits are too imprecisely defined. This is seen to be the case in De Boer's com-
pilation of data which is reproduced in Figure 29. The plot shows, for tones around
1000 Hz, different measurements of the tone-to-noise ratio for differcnt noise band-
widths. Fletcier's model is shown for comparison. Possibly for this reason Zwicker,
Flottorp and Stevens3 turned their attention to the role of critical bandwidth in loud-
ness summation, performing experiments to measure the increase of loudness with
bandwidth. The sounds tudied included both bonds of noise and groups of tones on'i
in both cases they were able to clearly show that, for bandwidths (or frequency spa-
cings) up to a certain limit, the ioudness remains contant. Beyond this limit loudness
increases. They then compared their results with critical bands derived in different
ways. Of particular relevance here, they first compared absolute thresholds for single
and multiple tones to show that, up to a certain number of components (;.e.,up to a
certain bandwidth), the overall level of the just detectable complex remains constant.
When this limit is exceeded the detection level increases. Secondly, the masking of
bands of noise placed midway between two tones (essentially the inverse of Fletcher's
experiments) was studied. Finally, they included data on the perception of inter-
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tone phase perception resulting from amplitude and frequency modulation of tones.
This showed that phase effects were only important for tones within a critical band.
In general, they found close agreement between all these various results and were
able to recommend with some confidence, a revised critical band function, al-
though of similar shape to Fletcher's curve, turned out to be approximately 2 times
larger (see Figure 28).

The recommendation of Zwicker et al went unchallenged until 1961, when Green-
wood" as a result of his earlier masking experiments" a study of optical measure-
ments of the basilar membrane, and some early psychophysical measurements, presen-
ted a revised critical bandwidth curve which is also shown in Figure 28. In deriving
this new result, Greenwood consolidated earlier beliefs' 6 that critical bandwidths
represent equal distances along the basilar membrane (approximately 1 mm) and the
frequency intervals over which the inner ear performs a spacial integration. In fact,
his results agree fairly closely with those of Zwicker et alvin the mid-frequency
range, but diverge at high and, mor6 significantly, at low frequencies. In the
latter regard, it should be noted that Greenwood's curve appears to take account of
the only published data at frequencies below 100 Hz.

3.4 TrMPORAL EFFECTS

Evidence that the ear possesses frequency filtering abilities was discussed in the pre-
vious section. In a further analogy with acoustic data analysis methods, it is of dis-
tinct interest to hypothesize that the auditory signal processing system includes an
equivalent of the rms detection circuit. The notion that s:)ch processing takes place
is perfectly consistent with observations of ihe perception of fluctuating signals (e.g.
beats and other modulated sounds) and several investigators (e.g. References 42
through 44) have attempted to measure the appropriate time constant. HoKwever, dif-
ferent sources of data conflict, with averaging times between 5 msec and 200 msec
havirig been suggested. As with other characteristics, it seems that a precise value
depends almost entirely upon the type oi experiment used to determine it. In 0 an-
eral, a value between 100 and 200 ms.c see-rrs to be discussed most frequent!y.

3.5 SUMMARY

For the purposes of the present study the following observations, based on a review of
relevant research into the functioning of the hearing mechanism, seemed to be
important:

1. Absolute threshold data for pure tones are plentiful and in sufficient
agreement to define an appropriate "average" value.
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2. The "critical bond" concept appears well founded, well Yspported

and is cenral to modern auditory theory. A model of the aural
detection process must be based upon its existence, but there is
some disc ireement regarding the form of the critical bond function.

3. Most reseurch has, of necessity, been confined to relatively simple
acoustic stimuli such as tones and narrow bands of noise. Little data
are available on more complex sounds such as those associated with
helicopters.
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4,0 EXPERIMENTAL PROGRAM

The main purpose of this study is to develop methods for calculating the aural
detection ranges of helicopters. To do this it is necessary to: (a) specify an
analytical/empirical model of the aural detection process and (b) define its applica-
bilty and uccuracy. This section describes the experimental study which was
conducted ;or these purposes.

4.1 EXPERIMENTAL REQUIREMENTS

An accurate, practical and useful method for estimating the aural detection
thresholds of helicopter sounds should take account of all variables which are known
to be of first-order importance to the problem. These include the acoustic charac-
teristics of the helicopter, the effects of propagation over long distances on the
observed sound, the ambient noise environment in the vicinity of the observer, and
finally, the hearing acuity of the cbserver himself.

It is obviously desirable for each variable to be specified in terms of quantities
which can be conveniently measured, or more importantly from a design standpoint,

estimated. Of equal importance is +e need io recognize the degree of accuracy
with which each can be specified. Although it is evident that the psychoacoustlicvariables themselves have wide confidence intervals, there is little point in demanding

greater resolution than can be expected of the physical inputs. In this section each
of the main factors are examined in the light of these requirements and for their
applicability to a potential model.

i Source Radiation

At the present time, the state of the art in helicopter noise estiracition for design
purposes is such that the first few (<12; harmonics of rotor noise can be estimated with
reasonable confidence (+ 2 - 3 dB) and the remainder of the spectrum with somewhat
lesser accuracy (+ 5 dB). The spectral details, associated with these estimates, in
terms of energy distribution, can be predicted fairly well but phase information, which
has an important bearing on the pulsatile nature of the total sound, is beyond the
present state of the art. It may be confidentiy expected that as knowledge advances,
improvements in all areas will be forthcoming, but the very nature of the problem
suggests that definition of high-frequency spectral details will always be difficult.
This is particularly true of such transiind- phenomena as blade slap.

Helicopter noise can he measured with as much accuracy as the instrumentation

will allow. Modern techniques can provide very hgh quality data provided very
rigorous experimental procedures are followed. In practice it is difficult to maintain
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ideal conditions and instrumentation limitations make themselves felt. Measurements
at long distances from the hlicopter are extremely sensitive to environmentul con-
ditions while shc:.' r 'nge measurements present problems with nonstationarity.

Taking all these factors into account it would seem that source noise should be
measured or estimated in terms of 1/3 octave Land spectrum levels. This bandwidth
is sufficiently narrow to allow fairly detailed spectral resolution, particularly being
close to the critical bandwidth over a wide frequency range (Figure 28), and yet wide
enough to avoid serious errors due to nonstationarity in the analysis of flyover data.
Also, the reduction of design predictions to this format is fairly convenient. Further-
more, commercial analysis equipment for this purpose is readily available in a wide
variety of forms.

In addition to frequefncy selectivity, there is the question of time averaging.
A judgement on an appropriate analysis time constant must be made on the basis of
both psychoacoust;c considerations and the significance of short-time scale signal
fluctuations such as blade passage modulation.

Propagation

The effects of the atmosphere and the terrain are of profound importance to the
aural detectability problem, particularly the latter in the case of low-flying aircraft.
Unfortunately, although atmospheric absorption can be estimated with some reliability,
very little is presently known about terrain effects. Also of probable significance are
the effects oF random signal level fluctuations due to atmospheric inhomogeneities
and other causes. Although unpredictable, these are always present and, like other
propagation effects, will eventually become better documented. Some account of
their influence is thus considered desirable.

Masking Noise

Masking noise may of course be specified in practically any terms, depending
upon what is known abovu the ambient noise in a partcular environment. In general,
it seems unlikely that there would be any necessity to be more specific than an octave
band level spectrum; but again, for flexibility, the model should accommodate a 1/3-
octave band level definition. The effects of temporal variations of level could be
considered, but lack of detailed knowledge would probably render this superfluous in
the majority of applications.

Human Observer Characteristics

Hearing acuity varies significantly from person io person and also from commu-
nity to community and must be included in the model as a variable. For convenience
it should be appropriate to include this variable a- pure tone absolute threshold func-
tion.
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Speci ic Objectives

In ;hs light of the foregoing considera.ions, the experimental program was
divided into two phases with the following objectives:

PIoase I: To provide the necessary supporting data to establish on adequate
analytical modo! of the aural detection process. Subsidiary
goals of the Phase I tests were bpecfkcally:

1. To develop a reliable experimental technique

2. To measure absolute and masked thresholds for tones, tonal

complexes and bands of noise, both stationary and modulated

3. To investigote the critical band concept as applied to
detection of helicopter noise.

Phase Ii: To test and or refine the model through application to actual heli-
copter sounds.

4.2 EXPERIMENTAL METHOD

Psychophysical Test Procedure

Although an audibil'ty threshold is deflned as that specific level at which finite

neural activity is stimulated, it is not possible to measure the thre,old level with the

precision that this description ;mplies because of a difference between the levels at
which the stimulus is definitely audible and definitely inaudible. The magnitude of

this difference is a function of many fartors, including whether or not the signal is

increasing or decreasing in level, its duration, the degree of concentration of the
subject, whether or not he is warned of th signal's existence, what to listen for, and

so on. Many techniques have been estublished for the measurement of audibility
threshoJs and c choicc bcN-'ccn thcm inevitably re:t- upon the desired ccmpromnse

between accuracy and speed; as in most measurements, higher precision generally
requires more time.

In the psychophysical method which was originally proposed for the present
study, subjects were to listen to a helicopter sound that was gradually increasing in

intensity and were to respond when they first detectei the sound. Unfotunately,
this method suffers from two well-known types of eivror oiten observed in psychophysi-
cal experiments; errors of anticipation and errors of habituo ion. The former refers
to the tendency of subjects to consistently respond too early, i.e., below their

actual detection threshold, and the latter refers to the tendency of subjects to wait

too long before reporting their deteciun of the stimulus, i.e., they respond well
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above their detection threshold. These errors are typically cancelled out by pre-
senting both increasing and decreasing stimulus intensity sequences: a procedure
which requires a relatively large number of trials with each stimulus to be effective
and which, conceptually, at least, does not fit the field detection situation. The
original technique, therefore, could not be counted on to yield reliable results.
Furthermore, it was very inefficient; each threshold determination would probably
require at least 10 separate threshold determinations.

The standard psychophysical Method of Adjustment appeared to provide a satis-
factory balance between the requirements of reliability and effic'ency. A pilot tet
of the Method of Adjustment was performed with eight subjects. Each subject adjusted
a logarithmic potentiometer to control the headphone (TDH-39) level of a computer-
simulated helicopter sound spectrum which was repeatedly "turned on" for approxi-
mately 1.75 seconds and "off" fo- approximately 0.5 seconds. Subjects manipulated
the potentiometer until they were satisfied that the sound was just at their detection
threshold. They then brought the signal to suprathreshold levels and repeated the
adjustment procedure for a total of 20 threshold estimates for each subject. Thresholds
estimated varied over a 22 dB range for the eight subjects. An individual subject
was, however, quite reliable at picking and remainim with a particular threshold
value from trial to trial. The average standard deviation of the subjects around their
own mean thresholds was 1.7 dB. This small amount of variability indicated &Wt the
Method of Adjustment could provide a reliable indication of detection thresholds for
complex acoustic stimuli.

Although the method appeared to be very reliable, it soon became clear that
it would be too time consuming to investigate the large number of different hel-copter
sound characteristics that contribute to detection. Each adjustment required between
30 and 60 seconds. Thus, if thresholds were to be found for only 100 different stimuli,
and each threshold estimate were composed of only 10 different adjustments/subject;
each subject would have to make 1000 adjustments requiring a total of 500 to 1000
minutes (8 to 16 hours for this limited number of stimulus values).

An alternative approach was required becaus- considerably rrore thar, 100 data
points/subject were desired. Von Biksy'3 defcribed an audiometric technique for
determining pure-tone thresholds as a continuous function of frequency, which used
a modified Method of Adjustment. The technique has been favorably evaluated by
Hirsch" , who found that it was c quick and reliabi- means of obtaining auditory
thresholds across an entire audible frequency spectrum. Bik6sy's audiometer consists
of a variabie-frequenc-oscillator that is coupled mechanically to a rotary drum on
whic, is mounted an audiogram blank. The listener controls the direction of an
attenuator motor, continuously adjusting the signal level between the points where
it becomes audible and then inaudible. A writing device inscribes the amount of
attenuation on the vertical axis of the oudiogyram blank so that the result is a contin-
uous line that moves up and down between points of audibility and inaudibility as o
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function of frequency. The Bekesy method may be classified as a modified Method
of Adjustment, which is reliable and yields a large number of threshold determina-
tions in a short time.

The methodology used for the Bqklsy audiometer was, therefore, suited to the
present task and the ent're experiment was designed around its use. The test signals
were recorded on analog magnetic'tape or generated in such a way that the stimulus
parameter under study, normally frequency, was varied slowly with time. A pure
tone audiogram, for example, was obtained during a 5 minute frequency sweep
from 12 Hz to 12,000 Hz. Whatever the signal, the s qbject, who was able to

control the s'pgnal level, was asked to continually acijust it to the just-audble point
for the entie test duration. The control and data acquisitior. sysiem developed fur
this purpose is d,*sr- i bed below.

Control and Data Acquisition System (DAS)

In order to obtain a statistically adequate number of measurements for the range
of variables envisaged, it was cloar from the outset that some form of automated test
procedure would be required to obtain them reliably and accurately. Accordingly, a
significant proportion of Ihe effort during this project was directed toward the develop-
ment o'un automatic test control and data handling .ystem for large-scale B~e*'sy
audiometry.

The system was centered around a 120-dB, continuously variable attenuator,
whi6h controlled the level of the stimulus sound being presented to the subj'ect. The
setting of the attenuator was controlled by a b--directional electric motor, which was
in turn contro!!ed by the subject. The tracking rate of the attenuator was 2 dB per
second in either direction.

The subject listened to the stimulus sounds inside an acoustic test chamber. He
was furnished with a simple hand-held pushbutton cord switch and instructed to push
down the button as long as he was able to hear the stimulus, releasing it when the
signal became inaudible. Pushing the button drove the attenuctor in the direction
of increasing attenuation and releasing it caused the sound level to increase again.

During the course of the test the automatic data system sampled the position
of the attenuator setting at intervals of approximately one second, recording these
data on punched paper tape. These were subsequently subjected to computer analysis
by prograrris which converted the punched numbers to sound pressure levels and related
these levels to the temporally varying characteristics of the stimulus sounds. The
results were made available as listings or plots of the means and deviations of the
threshold levels, either for individual subjects or as average results for an entire
test jury. An example plot is shown in Figure 30.
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The data system and associated software have been desc, ii ,, "n detail by
Adcock 4'. The main design features of the system together w7Cis e.iration and
calibrut;on procedures and data analysis methods are described in Appendix It to this
report.

Test Environment

It was originally intended to present all stinuli to the subjects in a totally
progressive wave environment in Wyle Laboratories' 1500-cu ft progressive wave
chamber, which has been described in References 48 through 51. However, recent
experience in another project o revezled a serious difficulty in maintaining a known
stimulus level at the subjects' ears at frequencies above 1 kHz. This problem is
caused by head diffraction patterns which vary between subjects and with head
orienlation. Accordingly, it was decided to avoid this problem through the use of
wide-frequency-range headphones. At the same time, the possible importance of
total body exposure at low frequencies was recognized and to retain the effect of
nonauditory stimulation, the tests were performed inside a newly developed low-fre-
quency progressive wave chamber. A crossover network was used so that the test
subject seated in the working section of this facility was totally exposed to frequencies
below 65 Hz generated by loudspeakers while listening to higher frequencies through
hiqh-quality binaural headphones.

A cutaway view of the acoustic chamber in Figure 31 shows its three sections.
The first is a 13 0 0-cu ft loudspeaker enclosure containing four 30-inch-diameter
Electrovoice W30 speakers. These generate a test sound pressure level in excess of
120 dB at frequencies down to less than 10 Hz. To damp out resonances, two wedges
containing 170 lb of low-density glass fibers are installed in this enclosure. The
speakers are mounted in a reinforced wooden baffle and are driven by the parallel
190 watt channels of a Crown DC-300 solid-state amplifier. The total system has a
very low harmonic distortion of less than 0.3% at levels less than 100 dB. The middle
test section, which is 10 ft long x 8 ft wide x 7 ft high, can accommodate four se- 1A
subjects, although the present adjustment tests involved only one subject at a time.
Behind the working section and designed to absorb the toktl speaker power output of
more than 50 acoustic watts, are four 20 ft long fiberglass wedges, each spanning the
full height of the chamber and expanding to a maximum width of 2 ft at the rear wall.
In all the facility is 50 ft long and is constructed of 12-in.-thick concrete to provide
high attenuation of external noise.

The headphones used were the newly available Koss ESP-9 electrostatic units
which have a nominal frequency response ( + 5 dB) of 10 - 18,000 Hz. To minimize
self-generated noise, the AC-powered voltage source was replaced for the tests by a
dry cell to maintain the polarization voltage of 500 volts. The E-9 energizer was
driven by a single 20-watt channel of a Crown D-40 solid-state amplifier, like the
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DC-300 an extremely stable, wide-dynamic rang, .- amplifier with excellent frequency
response characteris.ics.

Figure 32 is a schematic diagram of the entire sound geerotio. and instru-
mentation system. The frequency characteristics of the system, as measured in a Koss
B&K 6-cc coupler using a '-;n.B&K 4133 microphone, are presented ' .:gure 33.
These calibrations were performed at a sound pressure level of approximately 100 dB.
The overall response curves, one for each earphone, are presented in Figure 33 (a),
and the lower diagram (b) shows the separate free field (loudspeaker) and pressure
field contributions (headphones). It should be noted that in the loudspeaker frequency
range, the headphone coupler arrangement is totally transmissive since precisely the
same function is measured bcth with the headphones removed and with the microphone
removed from the coupler. Details of the calibration procedures used are described in
Appendix II.

4.3 PHASE I TESTS

The main purpose of the Phase I lests was to validate the experimental proce-
dures ,iU equipment and to investigate certain aspects of aural detection of relevance
to the helicopter prablem which do not appear to have been covered ir, previous
research. Specifically, these included measurements of absolute and masked thresholds
for tones, bands of noise, both stationary and harmonically modulated, and finite
bands of multiple harmonic noise. The precise combinations of signals and noise
included are presented in Section 5.0. Altogether, more than two hundred and fifty
individual tests were run over a period of 2 months for a total test duration of approxi-
mately 65 hc-,rs (including Phase II).

Subjects

Initil Phase I tests were repeated with five subjects. However, experience

showed that equally consistent data could be obtained with three trained subjects
selected from Wyle Laboratories engineering staff, so to cover the maximum ground in
the time available, the bulk of the experiments were performed with three subjects.
The absolute audibility function for pure tones averaged over these three subjects

showed good agreement with a variety of previous determinations taken from the
literature. This comparison is discussed in Section 5.0; it suffices here to state that
the agreement was sufficiently close for the subjects to be regarded as having normal
hearing acuity.

Signal Generation

Early experiments caused abandonment of the original plan to perform all
experiments using a remote control led tape reproducer as a signal source. This was
due to problems associated with the extraordinary dynamic range of the ear as
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witnessed by the threshold contours of Figure 27. Very simply, it was discovered
that "tape hiss" was considerably more audible than the signal for tones and other
sounds with low frequencies and this problem required major alterations to both the
equipment and the test plan.

All pure-tone thresholds were obtained by what was effectively a standard
B~k(sy audiometric procedure using the BFO as a signal source with direct input to
the DAS amplifier. The automatic sweep facility of this oscillator was used to vary
the frequency at a rate of 0.83 octave per minute in the range of 10 Hz to 12.5 kHz.

Stationary random noise was investigated in octave or 1/3-octave bandwidths
by on-line filtering of pink noise reproduced from an FM tape recording (see Figure
32). During the test, the tape was played continuously into the stepping filter of the
B&K 2112 Audio Frequency Spectrometer which was automatically switched from band
to band at 0.83 octave per minute between 12.4 Hz and 10 kHz (1/3- octaves) or
between 16 Hz and 8 kHz (octaves).

The same technique was also used to generate modulated random noise and
multiple harmonic noise. The modulated noise was initially recorded on FM tape by
rroduiating the same source of pi;rk noise with an electro-optical amplitude modula-
tor. This unit was driven by a modulating signal from an HP 650 A oscillator.
Madulation depths* of up to 12 dB and frequencies of up to 40 Hz were applied to

pink noise signals with energy between 10 and 12,500 Hz. Some oscilloscope records
of these signals were shown in Figure 13. The harmonic sounds containing one
hundred harmonics and fundamental frequencies of 10, 20 and 40 Hz were generated
digitally by an XDS Sigma V computer, converted to analog form by a high-speed
digital to analog recorder ard recorded on an Ampex AG 500 1/4-inch direct record
tape machine.

Test Procedures

Test participation demands considerable concentration on the part of the test
subject, so to avoid fatigue, test runs were limited to the shortest possible duration.
For this reason all preliminary checks and setup procedures were completed before the
subject entered the test chamber. Upon entering, the subject was seated and warned
of an imminent start by the test controller. A two-way intercom was installed, and
the controller was able to hear the subject at all times when a test was in progress.
The subject himself could monitor the progress of the test by watching a slave con-
sole which relayed the status of the DASo Illumination of an amber "STANDBY" lamp

* Defined in terms of the peak to trough rms levels.
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indicated that the DAS was readied and the test could commence at any time. Wher,
the display switched to "READY" (also amber), the system was enerized and the
attenuator motor was running. At this time, the subject should have been wearing
his headphones and begin to perform his test function. When a green "RUN" lamp lit,
data was being acquired. The simultaneous illumination of a red "LIMIT" lamp warned
that the attenuator had reached the end of its travel and had thus automatically
switched off the motor. This situation could only be remedied by the controller as
described in Appendix II, and to be sure that the abort had come to his attention the
subject was asked to advise the controller whenever the red lcmp was lit. At the end
of the run the display switched from "RUN" to "STANDBY" at which point the subject
was usually asked to relax and leave the chamber.

Should an abnormal situation arise during a run, the subject could operate a
guarded "ALARM" switch on the panel which lit a warning lamp on the main control
console and also automatically shut dawn the test. For cases of extreme emergency,
a switch was also installed within reach of the subject vhih cut off the electrical
supply to the audio power amplifiers. This precaution was taken to protect the subject
in the event of a signal runaway. However, no abnormal situations were experienced

at any time during the program.

Typical Phase I tests lasted between 5 and 10 minutes. In every case, the first
60 seconds of the stimulus signal was maintained constant to allow the subject to
acclimatize himself and to give the motor time to move the attenuator to the vicinity
of the appropriate working range. Similarly, the final stimulus signal was maintained
for an additional 30 seconds as a check that the subject had indeed tracked his
threshold accurately and was still concentrating at the end of the test. For wide
frequency range sweeps, the 100 dB dynamic range of the system was insufficient to
give a reasonable chance of avoiding running out of attenuator range. This problem
was remedied by inserting an optional 30-dB attenuator into the system at the DAS
output. V. procedure for using this was to hold the frequency sweep in the vicinity
of 400 Hz for a period of 20 seconds. During this time, the attenuator was switched
into the circuit, leaving the subject sufficient time to adjust to a new attenuator
setting before continuing the sweep.

4.4 PHASE II TESTS

The purpose of this second series of tests was to provide comprehensive experi-
mental confirmation of the validity of the aural detectability criteria for practical
application. The experiment was designed around the Bikesy audiometric procedure
but involved the use of recorded helicopter sounds in place of the "artificial" stimuli
used previously and a wide range of ambient noise spectra.
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The helicopter noise recordings were obtained from the U. S. Air Force
F'ight Dynamics Laboratory, the Acoustics Branch of NASA Langley Research Center
Dynamics Loads Division, and from Wyle Laboratories' magnetic tape library. Many

signals were examined for their ability to meet the following criteria listed: in order
of importance)

1. Good signal -to-noise ratio and signai quality;

2. Freedom from wind noise, insect sounds, bird calls, vehirle movements,
voices, and other spurious sounds;

3. Long durction and stadiness;

4. A diversity of source characteristics;

5. Large distance between source and microphone.

In fact, these requirements were difficult if not impossible to meet collectively,
and in almost all cases a compromise of some kind was necessary. Probably of most
s'qnificance in this regard is that it was generally criterion number 5 that suffered,
and most of the sounds selected were recorded at distances substantially less than
detection range. The 21 signals selected for study are listed in Table I.

Most of the original recordings were made on wide-frequency-range FM equip-
ment, and the initial intention was to use an FM reproducer to generate the test
stimuli in order to include the frequencies below 20 - 25 Hz. Unfortunately, severe
problems were encountered with the PS-207 remote operation facility which could not
be overcome during the available test period. Accordingly, il was necessary to copy
data to a direct record system for reproduction according to the arrangement shown in
Figure 32.

Because of the fir'ite, travel rate of the DAS attenuator, any sudden, large
changes of level essentially cau-se the loss of threshold data while the potentiometer
travels to its new equilibrium problem. To minimize the occurence of such discon-
tinuities, the 21 signals were copied in sequence onto a master test tape through an
amplifier whose gain was continually adjusted Io maintain ar approximately constant
overall level.

The 1/3-octave band levels were read at 15-second intervals from time history
analyses of this tape made with a 300-msec averaging time (see Section 5.4). These
histories were turther averaged by eye to smooti. out low-period random quctuations
for a total effect;ve averaging time of the order of 10 seconds.

The tape, which was initiated ad terminated by 60 seconds and 30 seconds
respectively of a 100-Hz control tone for setup and calibration purposes, lasted about
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TABLE I. SOUND RECORDINGS USED IN PHASE I1 TESTS

Estimated Signal
Ident. Helicopter Flight Configuration Ground Distance Duration
No. Type ft. seco

I CH-47B Hover in ground-effect 200 57
2 UI-iB Hover and approach 5,000 61
3 UH-1B Hover :n ground-effect 600 70
4 CH-47B Hover in groun,-effect 300 94
5 t;.-15 Hover ;n ground-effect 2, 500 53
6 HH-43B Hover in groutid-effect 200 25
7 HH-43B Hover at 50 ft altitude 200 23
8 HH-43B Hover at 200 ft altitude 200 20
9 HH-43B Hover at 500 ft altitude 200 29

10 CH-47A Flyover at 1100 ft, 100 kt from 10,000 62
II CH-47A Flyover at 750 ft, 100 kt from 6,000 37
12 CH-47A Flyover at 450 ft, 100 kt from 6,000 37
13 CH-47A Flyover at 250 ft, 100 kt from 6,000 36
14 QH-50 Flyover at 125 ft, 30 kt from 4,000 80
15 QH-50 Flyover at 1000 ft, 40 kt from 3,500 51
16 YOH-6 Flyover at 500 ft, 100 kt from 10,000 57
17 YOH-6 Hover at 500 ft 200 36
18 CH-3E Flyover at 1000 ft, 60 kt from 8,000 85
19 CH-3E Hover at 500 ft 200 39
20 UH-1F Flyover at 1000 ft, 60 kt from 9,000 91
21 UH-1B Ground run 50 81
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23 minutes. The entire tape was played for each test in combination with one ot
eight different ambient masking sounds (including "zero" ambient for the determination
of absolute thresholds). These umbient sounds all comprised ga, ssian random noise
with spectrum levels designed to provide the severest possible test of the unalytical
threshold model. Only two spectrum shapes were involved: flat "pink" .-. ise and
noise whose 1/3-octave band level decayed at the rate of 6 dB per octave- These
sounds were recoided ,n two separate tapes which were reproduced at difi-.. nt
levels to obtain the specified conditions.

To provide improved statistical reliability in these main tests, ten subjects
were used. These were all men in their twenties and early thirties who were selected
from approximately thirty applicants on +e basis of acceptable hearing ability. No
related experience was required and, in an attempt to derive realistic raults typical
of "untrained" listeners in the tactical situation, no extensive training was given.
Each subject was paid for his services and participated in each of the eight test runs
described above. In addition, sine sweep audiograms weie measured on a number of
occasions. Because of the long duration of these tests, each subject was allowed at
least 30 minutes' rest period between successive tests.

The written instructions given to the subjects are presented in Appendix Ill.
The participants were given ample time to study these and to ask any questions to
satisfy themselves and the Test Director that they fully understood what was required.
In addition they were allowed short practice runs. It should be noted that the
iretructions made specific reference to aircraft sounds. This was felt to be important
after preliminary tests revealed that a difference normally existed between the level at
which on unspecified stimulus difference was detected and the level at which the
signal was recognized as the sound of a helicopter.
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5.0 RESULTS AND DISCUSSIONI1

The experimental iota presened in Sectaons 5.1 and 5.2 we;e read from the
computer plots such as shown in Figure 30. Curves were fittd thiough the Uverage
threshold points by eye, and from it values were read and tabulated t 1/3-octave
intervals. The data points shown in the various figures are these 1/3-octave values. All
results are averaged for the some three experienced subjects and it should thus be noted
that each 1/3-octave data point effectively represents the contributions of approxi-
mately 45 individual mwsurements. The variability of these individual measurements,
due to both the differences between subjects cnd the adjustment oscillation, had arl
average standard deviatior. of approximately 4 dB. However, deviations tended to
increase to around twicp this value at frequencies above 4000 Hz.

5.1 ABSOLUTE THRESHOLD DETERMINATIONS

The absolute threshold of audibility for u pure tone is shown in Figure 34 as a
function of frequency. Two sets of data are plotted, measured on two occasions
sepoatted by several weeks, which indicate the degree, of repeatability obtained.
Very small differences are observed at frequencies below 2000 Hz, but discrepancies
are apparent at higher frequencies. This reflects the increased data scatter at high
frequencies referred to above and is probably attributable to the difficulties of
accurately establishing the true sound pressure level in this region (see the head-
phone response diagram, Figure 33).

A best-fit curve has been faired through the data points for use as a basic pure-
tone reference in subsequent discussions. The slight hump in the curve around 80 -
100 Hz is purely a fiunction of the stimulus presentatic i syz ter as Figure 35 reveals.
It'; cor:-pares the thresholds measured in three ways: with headphones only, with
loudspeakers only, and with both headphones and loudspeakers connected through a
65-Hz crossover notwork. The !oudspeaker-alone data is practically undistinguish-
cble from the "combined" curve, but a marked increase in the threshold level may be
seen for the headphone presented sound. This difference, with a maximum of 12 dB
at 25 - 31.5 Hz, is probably due to the different methods by which the sound pressure
ieveis were masured ord the fact that the headphone levels differ between the
coupler used for calibration ,,-poses and the normal head fitting position due to
Ieakage through the sea.. The rapid convergence of the two curves above 63 Hz
suggests that a higher frequency crossover would have been more appropriate, but
the choice is not considered detrimental since the findings of the study are based
upon relative threshold measurements.

The pure-tone function is compared with previous threshold determinations in
Figure 36. Fletcher and Munson2 8 measured the average threshold of eleven subjects
in 1933 uising headphone., and this curve has been and continues to be widely used
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and quoted. Their curve agree, closely with present data in te mid-frequency range
(63 - 1000 I'z), al ..'ueh differences (It highe frequencies become quite large. The
second curve, which demonstrates the increase of thresho!d level with increasing age,
is due to Robinson and Dodson 3 , who performed a painstaking ,txeriment with 90
subjects to determine threshold levels for totally free field exposure (Minimum Audible
Field). The derived levels are those measured at the center of the head position in
the absence of the subject, and this will account to some extent for the lower threshold
evident in the 20-year-old ciirve around 4000 Hz. As Wiener 2 has shown, sound
diffaction patterns around the head cause an increase in soun' pressure level at the
entrance to the ear, relative to that in the undisturbed field, by 10 or more dB at
frequencies above 10-)0 Hz. At frequencies below 1000 Hz, the Robinson. and Dadson
data is considerably lower than the other curves and is probably due to differences
in subject performance and extra-auditory effects riot present with headphone stimu-
lation. At very low frequencies the curves tend to converge, although the previous
curves terminate at 25 Hz. One of the few previous studies of very low frequency
noise was performed by Von Bekesy in 1936, and a report in Reference 53 explains
that this curve corresponds to the Minimum Audible Pressure measured at the eardrum.
In any event, this data is rather higher in level than that from the other sources. As
noted previously, the subtle differences between the various results are of no concern
here since the only requirement was to determine all thresholds in the same way to
provide comparative results for difference sound sources.

The absolute threshold for 1/3-octave bands of stationary random noise is
compared with the pure-tone curve in Figure 37. Again two separete sets of data
are shown, and the same comments regarding agreement apply. The differences
between the two curves are small but ccnsistent. At low frequencies the noise
threshold is lower than the tone threshold, whereas at frequencies above 1000 Hz
the converse is true. It is likely that the low-frequency difference is related to
the fact that low-frequency narrow bands of random noise differ from pure tones
mclinly in that their rms levels vary with time. In fact, subjectively, a low-frequency
band of noise sounds precisely like a tone with the same center frequency whose
intensity fluctuates in a random manner. Based on the analysis presented in Section
2.1, Figure 38 has been prepared to show the level in dB relative to the true, long
time averaged level, which is exceeded by a narrow band of noise for 10% of the
time. An averaging time of 200 msec was assumed to be typical of the hearing
system as discussed in Section 3.4. If it is appropriate to suppose that a listener can
detect the most intense 10% of the signal, then the fact that the curve of Figure 38
agrees closely with the difference between the tone and 1/3-octave noise thresholds in
Figure 40 supports the value of 200 msec for the averaging time for the hearing
system. However, the choice is arbitrary, and a higher percentage would imply a
smaller averaging time.

The difference between the two curves at high frequencies is largely a criical
bandwidth effect. Accepting that the pure-tone curve is also correct for critical
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bands of noise (since both sounds stimulate the same region of the basilar membrane),
the fact that the 1/3-octave bandwidths are greater than critical bandwidths at high
frequencies explains the increase in threshold level. This is discussed further in
Section 5.3.

Also shown in Figure 37 is the |/3-octavc bond spectrum of the ambient noise
in the test chamber. Measurements above 160 Hz are uncertain due to inhorent micro-
phone noise, but levels are generally more than 10 dB below the threshold level.

The thresholds measured for octave bands of noise are pre-ented .n Figure 39 in
comparison with both the tone and the 1/3-octave curves. Similur comments are
applicable to the tone versus noise comparison, although the differences are smaller

* at low frequencies and greater at high frequencies. This is precisely as might be
*expected. Because of the increased bandwidth, the rms level fluctuations ale decreased

at low frequencies, as shown by the octave band curve in Figure 38; whereas, the
increased difference at high frequencies reflects the higher octcve/critical bandwidth

ratio.

The results of various degrees of amplitude modulation of the random noise are
shown in the 1/3-octave band thresholds plotted in Figure 40, where the curve for
stationary noise is also included. The modulations were all impressed at a frequency oF
10 Hz, typicai of helicopter main rotor blade passage frequencies, and at levels of 3, 6
and 9 dB (corresponding to peak-to-trough pressure ratios of 1.4, 2 and 2.8 respec-
tively). Although some slight differences may be observed, there are no obvious tiends,
and it is felt that these cannot be regarded as significant, particularly at the high fre-
quencies. It should be noted that these modultion depths are equivalent, in the
case of rotor broadband noise, to tio Mach numbers of 0.17, 0.33, and 0.47, which
are perhaps rather low, but were restricted by the capacity of the modulator available.
The corresponding peak-to-mean sound v-es~ure level ratios (crest factors) are computed
to be 1.2, 2.2 and 2.9 dB respectively.

Absolute thresholds were also measured for 1/3-octave bands of harmonic noise
with fundamental frequencies of 10, 20 and 40 Hz respectively. The signals were
9er-.eU witn zero interharmonic phase, but instrumentation response may be expected
to have a significant effect upon the observed phase differences. In each case the

test included the 1/3-octave bands covering the range between the 3rd and 100th
harmonics of the fundamen'.ol. The three sets of results are compared with the pure-
tone threshold in Figure 41. Only slight differences between the various data may
be noted, and again these are somewhat random. This is almost certainly true
between 50 and 160 Hz where the low-frequency bands pass signals which are
essentially sinusoidal with only very slight amplitude variations due to interharmonic
beating (see Figure 20). The differences above 1000 Hz, where the threshold
should be influenced by the critical band effect, are too small to warrant much
discussion. Of particular significance here is that the outputs of the higher
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frequency bands are essentially highly modulated (Figure 20) with crest factors of as
much as 9 dB. The amount of modulation perceived will be highly depenent upon 
aural averaging time as indicated by Figure 22, which shows thepeak-to-mean SPL
ratio as a function of this factor. If, as has been suggested by studies of amplitude
modulated random noise", the averaging time is much less than 100 msec, then for
the 10-Hz signal, a listener would hear intermittent levels considerably in excess of
the rms levels indicated in Figure 41. It is quite. likely, therefore, that these.
observed level fluctuations depress the threshold (just as do the random fluctuations
in low-frequency bands of noise) below the value wh;ch might be expected ona
critical band basis. However, even though the modulations are very apparent in all
bands, the auditory averaging time and consequently the depth of the perceived
modulations are unknown. It can be stated that the apparent perceived modulation
diminishe as the modulation (fundamental) frequency increases, a fact which again
poink * the role of auditory temporal averaging.

5,2 MASKED THRESHOLD DETERMINATIONS

In order to investigate tiie masking effects of ambient roise, similar experiments
were repeated in which the signals were mixed with wideband noise which was
essentially flat as measured by a constant-percentage bandwidth analyzer. The
masking of pure tones by this nose at two levels is illustrated in Figure 42. The
xroken lines show both the absolute threshold for pure tones and the 13-octave band
levels of the masking noise. It is apparent that the low-frequency thresholds are
controlled by t:e absolute hearing ability, whereas the high frequency thresholds are
controlled by the presence of the masking noise. Although there are some differences
bt-ween the threshold signal-to-noise ratios at the two levels, an attempt hai been
made to minimize these differences inthe fixed curves. lt may be seen that the
level of the just-audible tone decreases, relative to the 1/3-octave band level of the
amblent, as frequency increases, being typical lyl0 'lB below, it at the igh frequen-
cles. I? is interesting to compare Figure. 42 with. the results of Hawkim 6iid Stevens 31 ,

which are reproduced in Figure 43. Figure 43 shows masked -tone thresholds for four
different rasking levels of "white" noise. Althoughtheir dota extends down only to
a frequency of 100 Hz, they bear a good resemblance to the present ones, although
detailed inspection reveals some notable. differences in the mid'frequency range.

Results for 1A3-octave bands of noise, both stationary and modulated, are pre-
sented in Figure 44. It may be seen that in theregion Where' the masking nois s is
welI above absolute threshold, the differential threshold is ioughly constant at about
- 5 dB. In other words, the band of noise Is just detectable when the existing level
of noise in that band is raised by 1 dB (since the addition of two uncorrelated signals
which differ in level by 5 dB gives a combined level1dB greater than that of the
highest level). In terms of the auditory mechanism-it can be stated tha a noise signal

48



is audible in an ambient noise when the combined critical band level is increased by
1 dB. This is greater than the generally accepted just noticeable difference (JND)
of 0.5 dB (which is produced by a noise 9 dB less than ambient).

Use of the critical band concept leads to on explanation of the difference
between the masked threshold for tones and bands of noise which is evident in
Figure 44. Since we may assume that the tone Is also audible when it raises the com-
bined criticul band level by 1 dB, the above ratio gives a direct measure of the critical
bandwidth. Use will be made of this in Section 5.3.

In Figure 45 the results for the masking of octave bonds of noise are presented.
These are entirely consistent with the 1/3-octave band data since the 1/3-octave band
components of the just-masked octave bands lie approximately 5 dB below ambient
1/3-octave band levels.

Figure 46 compares the masked thresholds for tones and 1/3-octave bands of
harmonic noise; again, as in the case of abolute thresholds, the two curves are
essentially coincident. In this case, however, it is clear that the threshold for
filtered harmonic noise is decidedly lower than that for 1/3-octave bands of random
noise. It c n only be concluded that this difference is attributable to the high
modulation level in the case of the harmonic complexes. Depending upon averaging
times, the peak-to-mean SPLs for these signals can be as high as 9 dB (Figure 22) and
substantially greter than those associated with the modulated noise signals studied
(up to 3 dB).

5.3 AUDITORY FREQUENCY AND TEMPORAL RESOLUTION

Critical Bands

It is clear from the results plotted in Figure 44 that the "critical ratio" measured
by Fletcher and Munson and later by Hawkins and Stevens (see Figure 28) is a function
of two parameters. It first depends upon the width of the critical band, the dis-
criminatory filter of the hearing mechanism, and secondly, the minimum perceptible
differences in the critical band level caused by the addition of the tone. The factor
of 2.5 -toted by Zwicker et al. 3" between their critical band function and the
"critical ratio" is in fact the just-noticeable signal increment which, expressed in
logarithmic units, is 4 dB. This corresponds closely to the value of 5 dB observed
directly for bands of noise in Figures 44 and 45*. Figure 44 can also be used to obtain
a direct measure of the critical bandwidlh by equating the energy in the just-audible
tone to that in the critical bandwidth of the just-audible noise; i.e., since

*But see paragraph 5.5
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L N 4-10 log Af' (24)

where L is the SPL of the just-audible tone. N is the PSD of the just-audible noise
signal, and Af is the critical bandwidth. Since Ns= N3 -Af3, where the sub-
script 3 denotes 1/3-octave quantities, then

01log,0 -fN = L- N 3 - 10 log,0 f3 (25)

The critical band function derived in this way is compared with those of Zwicker et al.
and Greenwood in Figure 47.

The same equation (25) should be true whether the thres.iold is a masked threshold
or an absolute threshold (in quiet). It has therefore been applied to the data from
Figures 40 and 42 to obtain further estimates of the critical bandwidth fur.ction, which
are presented in Figure 50.

The three curves are perhaps more notable for their differences than their
similarities, a fact which corroborates the conclusions of Swets et al. '9 , De Boer 0 ,
and others, that critical bandwidths ore very difficult to measure, being a function
of the measurement method, the assumed filter function, and many other psychosensory
variables. On the other hand, the results do at least straddle the previously obtained
values, tending to favor that due to Greenwood7. Because of this, the fact that
Greenwood did use measurements made at low frequencies and because his function
has a convenient and simple mathematical description, it seems most appropriate to
rely upon it for an aural detection model.

Multiband Detection

An important question which arises in the practical application of threshold data
for tones and narrow bands of noise is whether the simultaneous detection of more than
one band or frequency component influences the combined threshold level. To
investigate this problem, a test was performed to measure the masked threshold level
of a noise signai which varied in bandwidth steps between one single 1/3 octave
(centered at 500 Hz) and 13 bonds covering the range 125 to 2000 Hz. The spectrum
of the signal was adjusted so that each band was equally detectable according to the
finding that the differential threshold for bands of noise is - 5 dB. The results,
illustrated diagrammatically in Figure 48(a), demonstrated that the masked threshold
decreased at a slow rate as the number of just-detectable bands increased. The rote
from Figure 48(b) is approximately - N/4 dB where N is the "umber of bands.
Although this data is very limited, it does suggest tiat the depression of the
threshold by multiple band detection is a small effect since in general it is likely that
detection will be confined to a relatively small region of the frequency spectrum.
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Averaging Time

Although the literature cites auditory overaging times between 10 msec and
200 msec, several considerations suggest that a value nearer to the latter is probably
more accurate. The first evidence is described in Section 5.1 ;n connection with
the different threshold levels for low-frequency bands of noise. The second is
related to the fact that level fluctuations in bands of n)*se become less perceptible
as frequency increases. For 1/3-octave bands of gaussian random noise, the
transition from unsteady to steady sound occurs around 4000 Hz. For octave bands
it occurs at a little lower frequency. Naturally, this is a highly subjective
phenomencri, and the above statement is based upon very few observations, but it
does agree with me peak-to-steady rms data presented in figure 38 for a 200 msec
averaging -ime. The curves for octave and 1/3-octave bands of noise cross the 0.5-
dB just-noticeable difference line around the above-mentioned frequencias. In a
similar way, the perception of amplitude modulations in filtered harmonic noise
decreases as modulation frequency increases. The 40-Hz modulation frequency used
in the experiments appeared to approach the limit of perception. TOiis would seem
unlikely if the averaging time were 10 msec (i.e., 0.25 x modulation period), giving
a peak-to-true level ratio of around 5 dB. For similar reasons, the agreei'ent between
both absolute and masked thresholds for filtered harmonic noise would probably
diverge widely if the averaging time were very smail.

5.4 MODEL FOR HELICOPTER AURAL DETECTABILITY

The experimental results presented in the previous sections provide the basis
for calculating the aural delectability of helicopter no'se in the light of the following
conclusions:

1) It is reasonable to assume that a unique absolute audibility threshold function
exists which is the some for constant-amplitude tones and for critical
bands of random-noise where the latter should ideally be measured as
the 90th percentile level obtained from the output of a sound pressure
level detector with an averaging time of around 200 resec. -

2) High levels of amplitude modulation do appear to cause an increase in
signal detectability. Although random signals with amplitude modula-
tions of up to 3 dB peak-to-average SPL (corresponding to 9 dB peak-
to-trough SPL) did not reveal this increase, modulations as high as 9 dB
in the case of filtered harmonic noise did indicate a noticeable lowering
of the threshold. Again, it seems that peak sound pressure levels
recorded by a system with a 200-msec averaging time are appropriate for
the specification of detection level.
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3) The critical band function established by Greenwood provides a convenient
explanation for the observed differences between both masked und absolute
thresholds of the various sounds studied.

4) At levels well above the absolute threshold, a narrow-band signal is
audible in a noise background when the combined level of any critical
band is increased by I dB., i.e., when the critical band level of the
signal is increased to within 5 dB of that of the masking noise.

5) Simultaneous detection of many adjacent frequency bands causes a small
depression of the threshold. However, the effect is sufficiently small to
be ignored for practical purposes.

6) In the presence of masking noise, the combined threshold level may be
calculated by (decibel) addition of the absolute threshold for tones and
the critical band masking level.

Since measuring instruments incorporating critical band filters cannot be obtained
commercially, it is necessary in practice to use filters that can yield an adequate
approximation to the critical bond spectrum. One-third octave band filters are
most convenient for this purpose, although other bandwidths can be used with greater
or lesser accuracy.

In any event, to compute the audibility threshold level of a helicopter noise
spectrum in a particular ambient noise environment, it is necessary (a' to convert
the ambient noise data to the form of a critical band spectrum, (b) to define a critical
band masking level which is 5 dB less than the critical band ambient spectrLum, (c)
to combine an appropriate absolute threshold of hearing with the masking level (by
decibel addition) to establish a combined threshold function, (d) to convert the
helicopter noise data to a critical band spectrum, and finally, (e) io adjust the
overall level of this spectrum to the highest value at which no critical band level
exceeds the combined threshold level.

When computing a detection distance, step (e) is a lengthy process because
the observed helicopter spectrum changes its frequency dependence with distaoce
due to sound absorption. It thus becomes necessary either to examine the variation
of each individual critical band level with distance to determine which one is
critical, or to estimate a detection distance, compute the difference between the
signal and the combined threshold and iterate toward an exact solution based on the
magnitude of t'.e error.

Detailed procedures for the calculation of both detection thresholds and detec-
tion distances, together with methods for converting both octave and 1/3-octave band
data to critical band specta are presented in Appendix IV. The next sc:ion includes
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the results of !he Phase II ixperiments and demonstrates the levei of accuracy whichmay be expected of these procedures.

5.5 APPLICABILITY OF THRESHOLD PREDICTION PROCEDURES

Figure 49 shows the eight ambient noise conditions established for the eight tests
which comprised the Phase II experimenh. The lowest ambient (Test 1) is the noise
floor of the test chamber and corresponds to "quiet" conditions, The remaining mask-
ing noises were mixed with the signal and generated by the loudspeakers and head-
phones. The broken line superimposed on these profiles is the average pure-tone since
inspection of individual results indicated that two of the original ten subjects per-
formed very poorly (unac .eptably high standard deviations of their threshold levels).
Even for the remaining eight, the standard deviaticn of the threshold (as previously
defined) was approximately 10 dB.

The eight combined critical band thresholds computed from the data shown in Figure
49 by the method described in Appendix IV, Method A, are presented in Figure 50.
Note that the two lowest ambient levels cause only a very small deviation from the
absolute tone threshold (lowest curve).

The 1/3-octave band spectrum of the helicopter recording was measured (for all fre-
quencies between 12.5 Hz and 10,000 Hz) at 15-second intervals throughout its
length and digitized for computer analysis. The absolute threshold level of the sig-
nal was computed in each case by applying the measured atten-ation level averaged
for all eight subjects. Each spectrum level corrected in this way for overall level and
for the system frequency response was converted to an equivalent critical bond level
by the method of Appendix IV, Method A. The differences between he estimated
threshold level Lne and the actual threshold level Ln in each band at all instants oF

time were analyzed to derive the results presented in Figures 51 through 58 and
Tables II and Ill. Figures 51 through 58 show (in 1/3--ociuve rather than critical
band levels) the distributions of the measured threshold band levels beL'ut the *.e-
reticol values. Three curves are shown in each figure which correspond to the 75th,
92nd and 97.5th percentiles of the measured level distributions. These are levels
exceeded by the measured threshold band levels 2.5%, 8% and 25% of the time re-
spectively. These diagrams show very clearly that the theoretical threshold levels
are exceeded, at n.:ie part of the audible frequency range, for around 25% of the
time. Of direct interest is the average differences between the measured and theo-
retical threshold levels.

This information is listed in Table II in terms of the average for each individual test
and the grand average for all tests. Two errors (differences) are analyzed: the
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TABLE 11. ANALYSIS OF THE THRESHOLD PREDICTION ERRORS

TEST Error L - dB (L -L) Error L min(L in . n )min
NO. _______e _______

mean std. devn. mean std. devn.

1 +4.8 2.4 +1.5 3.0

2 +5.3 2.5 +2.5 3.0

3 +4.4 2.9 +1.2 3.2

4 +6.0 3.5 42.7 3.5

5 +3.3 2.8 +0.1 3.2

6 +2.2 2.9 -1.4 3.1

7 +3.6 3.4 +0.8 3.7

8 +2.0 4.0 ±0.3 4.6

AL +4.0 3.6 +1.0 3.9

"L measured threshold level; L =theoretical threshold level.
n e
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minimum error Lmi n 1 (Ln - Ln ) m n , which T the minimum difference between the

measured and theoretical levels found in any of the 30 frequency bonds at one in-

stant of time, and composite error EL = EdI L - L ), the decibel sum of all
n ne

30 differences at one instant of time, The latter is effectively the total intensity

level of the signol relative to the threshold level.

The grand average errors are - 1 .0 dB and +4 dB respectively. In other word-, the

*helicopter sounds were just detectable, on the average, when an individual critical

band level increased to 1 dB above the theoretical combined threshold*, or when the

decibel sum of such differences reached a value of 4 dB. The associated standard de-

viations of 3.9 dB and 3.6 dB suggest, in fact, that the second criterion is a little

more consistent. However, the increase in practical complexity does not seem justi-

fied by the small reduction in variability. Furthermore, the average minimum differ-

ence, Lmi n , seems to be more consistent from test to test, i.e., as the ambient level

varies, than does EL (intertest standard deviations of the mean are 1.3 dB and 1.5
dB respectively). The standard deviations of between 3 and 4 dB seem satisfactory in

light of the subjective variability of approximately 7 dB, the average standard devia-

tion for this experiment. Also, it is unlikely that the acoustic stimuli, both signal

and noise, could ever be specified with greater accuracy; indeed for most applica-

tions it is probable that significantly larger errors migh be expected.

It is of interest to examine the frequency distribution of the minimum error Lmi pre-
sented for each test in Table Ill. For the lowest threshold levels (1), (2); and(7),

which would be encountered in practice only in the quietest forest or jungle environ-

ments, detections are confined to a limited band of mid-frequencies. This is also

clearly illustrated in Figures 51 and 52. As the ambient level of the "flat" ambient

noise is increased (Tests 3 through 6), there is a noticeable shift of the most frequent

detection bands to lower frequencies, as might be expected. When the "sloping" am-

bient noise is used in Test 8, the combined threshold curve slopes at practically the

same rate as the typical helicopter noise spectrum and indicules that detections occur

over a wide range of frequencies.

In the interpretations of these results, it is most important to recognize that the sounds

studied were selected to include as wide a range of objective and subjective charac-

teristics as possible. For the most part they are not typical of the sound observed at

distances of tens of thousands of feet typical of helicopter detection ranges. In

• A possible explanation for this I dB increment is that it is the margin required for

the listener to identify the sound as that of a helicopter (see Section 4.5).
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retrospect, it is perhaps unfortunate that the choi,-e of signals and Cie unavoidable
change from FM to direct record/eproduction equipment weie jointly respon-
sible for a shift of emphasis to higher frequencies. The Phase I results certainly
permit confidence that the low frequency threshold functions are uccurate, but
further research is required to specify the magnitude and applicability of critical
band functions in that region with more precision.

A comparison o Figures 49 and 36 reveals that the average pure-tone threshold
for the subjects who participated in the tests is rather higher than the free field
threshold for the 20-year old men studied by Robinson and Dadson'. For general
application, it is recommended that the free-field curve measured by Robinson and
Dadson be used because (a) it is directly applicable to the case of helicopter
detection %onditions (at Last in open country). and (b) it was obtained in experi-
ments involving a large number of subjects. For convenience, the data from
Reference 34 has been extrapolated down to 12.5 Hz on the basis of the present
results and tabulated in Appendix IV.
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6.0 CONCLUSIONS

Helicopter noise is on unusually complex combination of periodic and random
sound. The periodic components, which contain multiple harmonics of the rotor blade
passage frequencies, do-inate the frequency spectrum below about 300 - 400 Hz.
At higher frequencies, the noise has a broadband random nature but is periodically
modulated im amplitude at the blade passage frequency. The problems of propagation,
me.surement and analysis peculiar to this kind of noise have been reviewed and an ex-

tensive !aboratory experiment has been conducted to investigate aural detection
mechanisms. ihe major conclusions are summarized below under the appropriate sub-
headings.

6.1 PROPAGATION

1) The effects of a uniform atmosphere on helicopter sound propagation are domi-
nated by relaxation losses wh;ch can be defined analytically with considerable
accuracy. Methods are provided for this purpose which may be confidently
used to predict attenuation as a function of frequency for air-to-ground
propagation angles greater than about 10 degrees (measured from the ground
plane).

2) The effects of ground surfaces, ground cover, and atmospheric inhomogeneities
become important at propagation angles of less than 10 degrees. These effects
are substantially less predictable because (a) many of the fundamental
mechanisms are poorly understood and (b) the parameters themselves are difficult
to define in an operational situation. However, empirieol results ore presented
which allow at least order-of-magnitude predictions to be made.

6.2 DATA ACQUISITION

1) Fo" research purposes, a wide frequency range capability is required of the
mesurarnent ard recording ir strureritation. I, purticular, the system should
have a good response down to 5 Hz or less. This can be achieved only with
high quality condenser microphones used in conjunction with FET-type pre-
amplifiers and a wide-frequency-range FM tape recorder (0 - 20 kHz response).

2) The major difficulty with recording instrumentation lies not in the frequency
response performance, but in dynamic range, the critical item being the FM
tape recorder. At best these recorders have signal-to-noise ratios of 45 dB.
High crest factors and an adequate working tolerance reduce this to about
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30 dB for the peak sound pressure level during a flyover. This compares very
poorly with the 120-dB range of the human ear. Also, working systems must
be designed with special attention to signal conditioning with a variable ain

capability to make the best possible use of the 30-dB range.

6.3 DATA ANALYSIS

1) For most applications, helicopter sound recordings must be analyzed to define
the frequency distribution of acoustic energy. An appropriate procedure for
spectral analysis must be selected to compromise the requirements of resolution,
accuracy, and speed. For either periodic or random noise, the requirements
are well defined. The need to onsider both in the case of helicopter noise
imposes twofold constraints on the selection.

2) For harmonic noise, a narrow filter bandwidth is required, preferably consider-
ably less than the fundamental frequency of interest (which is equal to the inter-
harmonic spacing). The averaging time of the rms detection should be greater
than 1.33 periods of the component under analysis for an accuracy of+ 0.5 dR,
or greater than 0.8 period for an error of less than + 1 dB.

3) For random noise, the error increases as the product bandwidth x averaging
time decreases. For an accuracy of+ I dB, this value should exceed 40; for
+ 0.5 dB, products greater than 200 are necessary. If the modulation ampli-

tudes are required, the averaging time must be very small (typically 20 msec)
so that they can be detected only by very coarse filters, unless provision is
made to average a series of modulation cycles.

4) For long-duration hover recordings, the main constraint upon the analysis is
the physical time involved. A detailed analog narrow-band analysis, for
example, can take several hours. For flyby recordings, the signal is "non-
stationary", and an additional requirement is that the spectral characteristics
should not change significantly during the averaging time. The selection of
or averaging time must be based upon the flight configuration under study, but
this consideration generally eliminates the ability to perform a narrow-band
analysis at the higher frequencies. Harmonic components, however, can be
extracted with reasonable accuracy using high-speed a.-naysis equipment. I

5) For general-purpose analysis of flight data, 1/3-octave analysis is recommended

since it provides a reasonable compromise between resolution, accuracy and
speed, it represents an adequate analog of the hearing mechanism, and it is
widely available in commercial analysis systems.
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o.) P.e;:i-time arioiy.-ers ore V.ery usef'JI for highi-speed, largt.-vcilurne acj.sc
do~a teducton and are po ;culorl>' apprcD-iote for flyby data onai>sis.
Howe'el-, corc is requ;reci Ic meet the occuyacy requirements existing or all

s'o' .ur ,)~ ii porltci~variy wi:- rej'nrd to avercky rig time~.

M)i/er interpre';ng fil'eei dcc it ;i easy to) confuwi rnod~jlaid r.~nd-wr ncise

wirh the waveflxrm of o jjyoup of harmonics, since both exhibit u rxoduloflo:
envelape Winth a perioCd @aLJQ to thAe blade p- SaUgf irvterVOI. The safest WC.,
to discrminote between them !! to perfcrm a noirow-L~znd anailysis of the fifawe
output.

811The accurate measurement of pulsatile su-A pressure levels -with hIgh crest
focrtors reqvwe E ri elcbarate rms detection cireuit. Averoginq times sh'ouicd be
ss..-ewol times arearer than rnoduio'on periods. Failure to meet thsi5 require-
mnent can lea>d to severe errors in the measuremenrt of hghly modulated s'os

6.4 PERCEPTION"'

1) The d;stinct;ve subjective charocter of helcopter nos is related to iti highly
impu'lsive nature which is perceived. acros the an?~re audible frequency range.

2) The poreept;cin of Ohe frtiquency of peri-o c, pulsatile noise is controlled by
the perio-: city and not by the frequency contert. The apparent detection c+
the rnior blade poxg f.equericy -$otr not necessarily mean that the fundorr~er#-
tal frequency is audible. l-doed,the appareni frequency remains oncharveo
ever, ifn of the lower harwmoiici cra rem~oved tramn the si!gnal . Ev, i if
detection) levels ore cotralied by signal ',eqL'encitm 13round 200 Hz the
i-pression rermir tbat of a bladle poussogii frequernc) disturbance,.

IL 3) The aurul dtect-bikIty of helicopters ;!; depenent uon three factcrs: the
spectroi andj tcmporal cl i-cter~siks oft we signal at the observer's iocarion;
his lteariN, aci,-;y; nd +c- ambilenr noise envronrients which msk the s~n!

4) The crit"Ical 6bjodv*dth function, wkich dewcribes t+e frequency velectivity of
the hear4- , stn, plo ' - a central role in aural detectability. Measureffents
of +his function perfixmed as pjist o' this study led tc Hic 3doption of Gree"-
woods relosior.ALiip for the critical 'Dandwidth.

~) For -'ie purpse,,% of aarcil detecton analysis, t1elco~pter noise should iealL
bt a-jyzed or spe-cifie-d in terma of 90th percentile critical bondw-.'idth lev-9b
as measured w*-th r cv oveiv;ng time of aroiund 200 m *c. Itoweve , this
requireme-rt ;s ger,trul'y introc~cal ari p;'ocedure,-. are presertes for calcu'-
lating detectirri Alsho'.d levels Irmy eitlier octarvc. or 1/3 -oct-cve band
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6) The 1/3-o-.tavt procedure was extensively tested in an experiment involving
21 helicopter roise recordings, 8 ambient noise spectra, and 8 subjects.
The metlhod was found to consistently predict detection thresholds to within
an a.curacy of + 4 dB.
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7.0 RECOMMENDATIONS

As a result of tris study, it is recommended that:

1) Sound propagation at small air-to-ground elevation angles be studied in
depth. Definition of small-angle attenuation presents a major problem in
the estimation of aural detection distances.

2) Field experiments be performed in various terrains using real helicopters and
a group of observers to verify the accuracy of the procedures presented
herein for predicting aural detection threshold.

3) Further research be addressed at possible nonouditory perception of noise
and the appiJcability of the critical band concept in the frequency region
below 100 Hz. These undoubtedly have an important effect on helicopter
detectabilityand it was not possible during the present study to give in-
depth attention to this problem.

4) Methods for recording and analyzing high crest factor signals typical of
helicopter noise be investigated. Several problems encountered in this
investigation indicate that very large errors are possible.
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APPENDIX I

METHODS FOR CALCULATING PROPAGATION LOSSES

As discussed in Section 2.3 of the main text, appropriate methods for the calcula-
tion of prcnaqation losses depend upon the elevation angle between the ground
plane and the line joininj the source and observe7. If this angle is greater than
approximately 10 degre.s, the total attenrjation is controlled Dy the atmospheric
absorption which can be computed with some confidence by the methods described
in the first section below. For elevctions less than 10 degrees, attenuation is nor-
rnally controlled by terrain effects, atmospheric refraction due to wind and tempera-
ture gradients, and scattering by turbulence, all of which are poorly understood and
very difficult to predict. Methods for estimating the effects of ground cover ani
turbulence are presented in the second section below, but it is emphasized that the,
Q1re based upon very fragmentary data and ore subject to revision when further infor-
mation becomes available.

Attenuation data for both situations are presented, for ease of reference, in tabulct
or graphic form.

ATMOSPHERIC LOSSES (ELEVATION GREATER THAN 10 DEGREES)

The theoretical value for atmospheric (air-to-ground) propagation losses is the su-i of
four components as discussed in References 54 and 55.

a= a .a + a (0 2 ) + (N2 (:Sci rot avib a2b~2(S

where acl = classical losses including, for convenience,
diffusion and radiation losses which are
essentially nejligible

a rot = molecular absorprion losses for rotational
relaxation of O, and N_ moleculesL L

a vib(02) = molecular absorption losses for vibrational
relaxation of 0 2 molecules

avib(N 2 )  = molecular absorption losses for vibrational
relaxation of N2 molecule-
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f frequency of maximum loss per wavelength, Hzm

f frequency of sound, Hz

c speed of sound, m/sec

Two variables appear in this equation which are necessc.y and sufficient to define a
relaxation loss. As illusrrated conceptually in Figure 59, these are the maximum loss
per wavelength (,u x) and the relaxation frequency (f ) at which this maximum

max r
occurs. As shown in the figure, when the loss is defined in terms of attenuation per
unit distance, it rise& as the square of frequency below f mand then level! off to a

constant value well cboe the relaxation frequency. In air, this relaxation phenome-
non for 0 and N molecules is catalyzed, or becomes much more efficient with the

2 2
right amount of moisture content in the air. Hence, this form of attenuation is very
sensitive to the absolute moisture content in the air, as can be seen from the final
tabular results. Due to the dominant role played by this !oss mechanism, and the
previous lack of an adequate theoretical explanation for extensive experimental
observations, it has been necessary to derive appropriate expressions ;n order to
extrapolate available data to a wide variety of weather conditions.

The value of pi x, for molecular re!axation loss for one gas in a mixture, is given by
(Reference 57):

K n R C.

JImox -1/2 (30)

where

R univerial gas constant

C. internal eaergy of relaxation modeII
Cv, C = usual specific heats at constant volume and constantV p pressure, respectively

K volume concentration of gas in mixture

For diatomic molecules (i.e., -0 or N2 ), the internal energy for the vibrational

mode is determined from basic principles (Reference 58) to be
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CJR = C /R- 7/2 (31)
p

and C = C -R
v p

Substituting Equation 31 into the denominator of Equation 30, the true value of

Pmax can be expressed by

K 2ffC./R
I

mAWX 5- 1/2 (32)

In order to determine C./R from Equation 31, ?he qLonrity of C /R must b; defined
I p

from very accurate gas tab!es (5 or more significant figures) such a5 Sven in
Reference 59.

An alternate method for defining C. to a c!ose approximation is 6ased on application

of the Planck-Einstein equation for the internal energy of the vibratior, mode. This
is given by

C./R i a (33)

where

9. = characteristic temperature corresponding to the particular
vibr'nion mode, 'K

T absolute temperature, OK

If the further approximatoion is made that C./R<< C /R, then C /R=7/2 and
I P p

Equation 32 can then be simplified to give a simple expression for p max for
diatomic molecules, which is

max 4'CiR (34)

where C. is given by Equation 33 and K ;s the volume concentration of the gas in

the mixture.
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A comparison of values for/pma x computed according to Equation 32 and nearly
all the available experimentally determined values from the literature (References
60 through 71) is shown *n Figure 60.

While the majority of the experimental points in Figure 60 of P ma for 0 2 lie

o-ove the theoretical line, the most recent measureme~its by Harris and Monk near
20'C, which are considered to be the most accurate, agree very well with the
theory as given by Equation 33 and 34 with the following constants assumed For 02
and N2

Oxygen, K 0.20953, g. = 2239°K (Reference 71)

Nitrogen, K 0.7811, 0. 3353°K (Reference 72)

Note that the above concentration constants _,re for dry air. It will be necessary,
for final computations, to account for the effect of moisture in the air when defining
4rmax for the general case. The moisture content is usually very small at the con-

d;ions for which IL is normally measured (i.e. - of the order of 1% or less by

volume) and therefore will normally have little effect on the observed magnitude of

t max" For any general weather condition, however, the effective value of t_
for 02 must be modified. Both theory and experiment show that the relaxation of

H20 molecules occurs in concert with that of O 2 ,both having, effectively, a common

or coupled relaxation process with essentially the same relaxation frequency 7,"
Thus, a modified Wmax for 02 will be defined as

- (0 2 )  P (0 2 1+ 'U (H201 (35) 7
/max 2 max 2 max (

where A max (0 2 is given by Equation 34 with the concentration constant K changed
to

K' = K(1 - h/100)

and h = % of H20 molecules in the air mixture (36)

Since H20 is a three-atom molecule, it can be shown that the value of Pmax (H2 0)

can be given to a close approximation by (Reference 58)
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/'max (H20) = (37)

where the internal energy, (C./R) for H20 reiaxation is given by Equation 33 with a

characteristic temperature (9.) for the dominant H20 vibration mode equal to 22940 K

(Reference 73).

It should be pointed out that it has been assumed that the relaxation loss for H20

molecules adds, in a linear fashion, only a small additional amount to the
vibrational relaxation loss predicted for 02 . It can be expected that more sophisti-

cated prediction models may be required in the future based o, the recent theoretical
studies by Bauer and Roesler 3, Bauer"5 , and Beyer 6, on nonlinear summation in
multiple reaction mixtures. However, the p;etdicted air absorption loss, based on
the model outlined in this appendix, will be shown to provide substantial agreement
with the experimental data from Harris in the low-frequency range of concern for
this study.

Relaxation Frequencies

Having defined the 'max parameters for air absorption, it remains only to define the

relaxation frequencies. Two values are required - one for Ahe combined vibrational
relaxation of 02 and H2 0 molecules (to be labeled f ) anti one for the vibrational

relaxation of N 2 (to be labeled f ). Both of these frequencies are a fonction of

humidity content of the air, atmospheric pressure and temperature. For convenient
correlation with theory, humidity content is expressed as an absolute humidity (h)
in terms of the percentage of H2 0 molecules to the total number of molecules in a

mixture (the mole ratio). It can be shown that h is given in terms of relative
humidity, temperature and pressure by the following expressions:

P

h (RH), % mole ratio (38)
0

where

P atmospheric pressure
0

RH Relative Humidity, %

Ps vapor pressure of H20 in saturated mixture in air
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The ratio P /P can be expressed by an empirical power law as a function of tempera-

ture within + 1% over the temperature range of -40 ° to +60 C.

s 10 [-2.22 + .03516t - 1.26 x 10-4 t2 + 3.44 x 10- 7 2]

(39)

where

t = vapor (air) temperature, 0C

Early semiempirical pow r law expressions for estimating the relaxation frequency f

for oxygen (e.g., References 61, 68, 69) have been shown by more recent theoretical
studies by Henderson'7 and Monk6 4 to be inadequate. Using a modification of the
theoretical expression developed by Monk, the following equation has been found to
provide a satisfactory fit to experimental data as shown in Figure 61.

0I )+ 
o - 11+10 5 h+.4 4 0Oh[i0.4 + 10h

where h is the absolute humidity given by Equation 38 and P* and T* ore the atmos-
pheric pressure and temperature relative to standard sea level pressure and 20*C,
respectively.

The relaxation frequency for nitrogen in air is less well defined. In fact, it has been
recognized only racently that nitrogen plays a significant role in molecular vibration
loss in airss, 7. The few absorption measurements which have been made on pure
nitrogen at audio frequencies72, indicate that the relaxation frequency in N2 varies

linearly with humidity content and has a value of about 200 Hz per one percent H2 0
mole ratio at room temperature.

A relaxation frequency for nitrogen in an air nixture has been established in an
indirect manner by a critical analysis of credible measurements in air, particulaly
those of Harris. For each set of data, the observed total air absorption loss was
corrected for the "known losses" already defined (i.e., classical and rotational
losses for air and vibrat;on loss for oxygen only). The remaining anomalous absorption
could then be f'tted to a genaral curve of the type illustrated earlier in Figure 59
and the resulting value for f nestimated. Typical results of this process, one which

necessarily leads to appreciable scatter, is illustrated in Figure 62. This has led to
the following tentative expression for the relaxation frequency of N in air

2
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f 450 h (41)n T" 41

It shou'd be stressed that there are ample guidelines and data available for pre-
dicting air absorption losses already published in the literature (e.g., Reference
56). However, none of these have used a completely theoretical model for their
foundation and hence are suspect or potentilcly inadequate for estimating air
absorption losses under unusual weafher conditions for which experimental data are
lacking, and for which helicopter detectability range ,noy be desired.

Application

Based on the expressions outlined in this appendix, the total air absorption has been
computed for a wide range of temperatures and humidities. The results are given in
Table IV for frequencies at octave intervals between 32 and 8000 Hz (atmospheric
attenuation at lower frequencies is negligible). Values for intermediate frequencies
may be obtained by interpolation.

OTHER LOSSES (ELEVATION LESS THAN 10 DEGREES)

Ground-to-Ground Terrain Attenuation

For zero elevation angles, the total attenuation, in dB per 1000-ft distance, is given
in Table V as a function of frequency and ground cover. These data were read from
Figure 17 which may be used for intermediate frequencies if desired. The three
terrain types included are grassland, sparse jungle and dense jungle.

Ground -to-Ground Turbulence Losses

If the ground absorption is very small, for example over a very hard, sparsely covered
surface, the propagated souckd will still undergo a residual attenuation due to
scattering in the turbulent boundary layer near the ground. Figure 63, which is
based on an analysis from Reference 80 of the experimental results in Reference 81,
provides an estimvate of the magnitude of this effect as a function of frequency and
distance. Note that the curves give total attenuation and that this is constant at
distances above 4000 ft. Propagation asses obtained from this figure should be sub-
stituted for those obtained from Table V whenever they are greater.

Effect of Elevation Angle (,)

Reference 80 suggests the following formula for estimating the effects of elevation
angle upon the ground-to-ground absorption loss:
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LA = tA
g o

where LA 0 ground-to-ground attenuation for , O obtained as
0 described above

elevation angle of source above the ground
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TABLE IV. ATMOSPHERIC ABSORPTION LOSS - DB/1000 FT
(a) FREQUENCY IN HZ =32

T)E F. P I V I( ,i ( W'.. I r D i )

-. ) .06 .06 .1 - 15 .(3 .-2 .00
-3c ,.07 .6 .,5 .,/ .03 .02 .02

-30 .9*/ oO, .0 5 .014 .03 .:. .02
-25 .7 .3 .05 .0 2O) .02 .'1

30ol . .3 .0/1 .)3 .01 .01 .0
3 .A .,3 .. 34 .)3 .01 n .0

-Io .36 .04 .03 .. 3 .02 .,1. ol

-5 - .03 3 .02 .0 .31 .01 .0)
r) .0)5 .t)4 .03 .)3 .1 .0 .01

5 .04 .03 .02 .0 .0'1 .01 .01
() .)1 .- ) .03 .02 .01 .1') -01

p i .03 .03 002 .01 .0 -0 0

70 .03 •.03 .03 .01 .01 ,.00 .00

25 .03 .4)3 .03 .02 .) 1 .0 1 o0
30 .03 .f3 .0 .02 .0 I .i .,01
33 .01 .03 -03 .01 .0 * 0 01
Z40 .,2 .01 .01 .31 .l .001 .00
45 .0-'4 .03 .02 . 01 -01 .00

50. a N .. ,)2 .001 o') 1 9 .01
5. 4 .L)3 00'! 60) 1 .,0 01 00O1

.,) 0 13 . 2 .0 1 -1 .0 .00
65 .03 o;!. -02 on'3 1 $01 ont -0 00

70 .0 .012 .0 o 01 .01 00 .00
75 .03 .02 .1 .,1 .0 1 -00 .00

3 .3 02 .01 .01 .t0 .00 .00

-. 2 .( 1 .01 .0 .0. .Ot .00

9-) .. 0.1 .o
l~~~q~~~. 13 .- 0 .. '1.3 . O. O

1.)5 . 2 oo 0.31." .0.(
110. 2 ) .0 1-O1 . , q . 3_

11 . P 3 on-i.f: .0) .0
I "21 o-) 1 • 0 03) .: 0- '



TABLE IV. (CONTINUED).

(b) FREQUENCY IN HZ - 6

TEiP RELATIVE HUMIDITY Z
DEG F 10 15 20 30 50 70 100

-40 .l .12 .13 .13 .10 .09 -06
-35 .13 .14 .14 .13 .I, .08 .06
-30 .15 .15 .15 .12 .09 .07 .05
-25 -16 .16 .14 .12 .08 -06 W04
-20 .18 .16 .14 .10 .07 .05 .04
-15 .18 .15 .13 -09 .06 -05 .04
-10 .18 .14 .12 .06 .06 .05 .04

-5 .17 .13 •10 .07 .05 .04 .04
0 *16 012 .09 .07 .05 *04
5 .14 oi1 .08 -06 .05 *04 *03

10 .13 .10 *08 .06 .05 *04 .03

15 .12 .09 .07 .06 .05 .04 .03
20 *11 .08 .07 .06 .05 .04 .03
25 .10 .08 .07 °0c' a05 .04 *03
30 •10 .0 .07 .06 ,04 -03 .02
35 .10 .08 .07 .06 .04 .03 *02
40 10 *08 07 .06 *04 .03 *02
45 .10 .08 .07 .06 .04 .03 .02
50 .10 .08 .07 .05 .03 .02 -02
55 .10 .08 .07 .05 -03 .02 .0:
60 -10 .08 .06 .05 -03 .02 I
65 .10 *08 *06 *04 .03 .02 -01
70 .10 .0"7. .06 .04 02 .02 *01
75 t0o .07 .00 -04 .02 .02 *01

0 .09 -07 *05 -03 *02 .01 01
85 .09 .06 *05 .03 .02 .01 .01
90 *08 o06 -04 .03 s02 .01 -01
95 -08 .05 .04 *03 .02 -01 *01

i100 -07 .05 -04 *02f .01 -01 *01
105 .07 405 603 *02 *01 *01 -01

110 -07 -04 .03 -02 *01 -01 .01

120 s06 .04 .03 .02 .01 .01 .00
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TABLE IV. (CONTINUED).

(c) FREQUENCY IN HZ = 125

TEMP RELATIVE HUMIDITY -

DEG F 10 15 20 30 50 70 100

-40 .13 .16 -19 .23 .26 .24 .21
-35 .16 .20 .23 .27 .27 .24 .19
-30 .20 .25 .28 .30 .27 .22 *17
-25 .25 .30 .32 .32 .25 ,20 .14
-20 -30 -35 .35 .32 .23 .17 .12
-15 -36 .38 .36 .30 .20 .15 .11
-10 .40 -40 .36 .27 .18 .13 -10
-5 e44 -39 .33 .24 .16 .!2 .09
0 .45 .37 .30 .22 .14 -11 .09
5 .44 .34 .27 ,19 .13 .10 .09

10 ,42 -31 .24 .17 -12 .10 .09
15 .39 .28 -21 ,16 .12 .10 .09

20 -35 .25 ,19 ,15 .12 .11 .09
P5 .31 .22 .18 .14 .12 .11 -09
30 .28 -21 .17 .15 .12 .10 -08
35 .26 .19 .17 .15 12 -10 .03
40 .24 .19 .17 .15 .12 .10 -07
45 .23 .19 .18 -16 .12 .09 .07
50 *22 -20 .18 o16 -11 .09 .06
55 .23 .20 .19 ,16 .11 .08 .06
60 .23 .21 .19 .15 .10 .07 *05
65 .24 .22 .19 .15 .10 .07 .05
70 .25 .22 .19 .14 .09 .06 04
75 o26 .22 .18 .13 .08 .06 .Oi
80 .27 .22 .18 .12 .08 .05 .0/4
as ,27 .21 .17 .12 .07 -05 .03
90 ,27 .20 .16 .11 .07 .0o .03
95 .26 .19 .15 .10 .06 .0/1 .03
100 .26 .18 .14 .09 .06 .04 -03
105 .25 .18 .13 .09 .05 .01 .02

110 .24 .17 .12 .08 .05 .03 .02

115 .23 .16 .12 .08z .0i .03 .02

120 .22 *15 .11 .07 .0/1 .03 .*o
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TABLE IV. (CONTINUED).

(d) FREQUENCY IN HZ = 250

I"-CP RELATIVE HU:,:1DITY -

DEG F 10 15 20 30 50 70 O0)

-40 .14 1 a *22 .29 -41 .: ,,
-35 1 3 .23 .- 9 .38 .50 .515 5-4

-30 .23 .30 ,37 .48 .59 .6-) .53
-25 .29 .39 .47 ,59 .65 .60 .46
-20 •36 .50 .59 .69 .67 057 .43
-i5 9113 62 -71 .76 .65 • .36
-'0 .60 075 .81 .79 .59 -.. 4 .31

-5 .74 .86 - 3 o77 0!32 .2.8 "27
0 •87 *94 .89 .71 .45 .12 - Z 3
5 .99 .97 • 86 -64 .39 92 8 -22

10 1-07 .96 .80 .56 .3.' . -
15 1.10 .90 -71 .48 .30 *24 .2"
20 1.08 *8! .63 .42 .28 o 4 .22
25 1.01 .72 .55 -38 .27 .24
30 .92 .64 .- 19 .35 .27 .25 .23
35 .83 .56 *4k .34 .28 .27 .23
40 .74 51 .41 -33 .30 .27 .23
45 .65 ./r' .39 .34 .31 'F .2
5 50 594 .39 .35 -32 .2p .22
5 55 .4/ .40 .33 -33 .27 .21

60 .52 -44 • 42 • 40 -33 . .2G
65 -51 *,/6 ,4b ,41 - 32 .2 t) 18
70 •b2 •49 -47 *42 .3i ,24 • 17
75 •.1i.51 9 -42 •39) - :. " 1I6
80 .57 055 ,5 .4 928 *21 * I5

90 ,64 ..59 •52 .39.5 .16 .1: ?
95 * 6 -1 -60 •51 °38 -3 • 17 .11!
loo -71 -60 -50 •36 .22 • I :-, • I ')

105 073 • 59 .Ile * 3-.' o3) . 1 1; ., 09
110 , 7/1 -5; - 6 •32i *19 • 1 3
11!5 •74 - 5-) .'[ •3

3  
-1 "

l l2  
.
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TAt. V.W (CONTINUED).

(e) FREC.UENCY Il HZ - 5W

TFIP 1RELATi-JE HUit A ITY -z

lEm F 11) 15 20 30 50 7 Q 100

-40 *1! •19 .4 .32 .49 ,3 .62

-35 .19 .25 .3. .43 .65 .83 1.02
-30 24 *.33 .41 95- -85 1-06 1.a

-2!i -31 .43 .54 .76 1.09 1.27 1 .30
-20 .41 .57 .72 .99 1.33 1,42 1-30
-1. .53 .74 -94 1-25 1-52 1.47 1.90

-V) -69 .97 1-20 1-52 .62 1,41 1,06
- .99 1.24 1.-49 1.75 1.60 I3,37 .90
0 1.15 .5E4 1.?8 1-88 1.49 1.1,G -75

1-46 1,85 2-01 1.o9 1-32 .94 -64
I0 1.79 2.12 2.14 1.79 1,14 .79 .55
15 2-13 2-30 2-13 i.62 .97 -66 -50

20 2-41 2-34 2.02 1.42 .83 .60 -48
25 2-60 2.26 1.83 1.22 -'73 .56 .47
30) 2-65 2.09 1-61 1,06 .66 .54 -49

36 2-57 1.87 1.40 .9e .62 .55 .52
40 2.39 1 -c4 1-22 -83 -62 .5E -56
, 2.15 j. 3 1.07 .77 .64 .05
50 1-9! 1.26 .97 .75 .68 .66 .62
55 1.68 1-13 .91 .75 .73 -70 -63

60 1-49 1.04 .-8 -7) .7 .'74
f: 1.3 •99 .89 .85 .83 .15 -62
70 1-23 .98 .92 .91 .87 .76 .60
75 1-17 1.00 -98 .98 .89 475 .57
80 1.14 1.05 1-05 1.05 -90 .73 .54
85 1-16 1.13 1-14 1-10 -89 .70 .51

90 1.20 1.22 1.2p 1.14 .87 .66 .47
9F. 1.28 1.31 1.30 1.16 .84 .62 .44
100 1-38 1.41 1.36 1.16 .80 .58 .40
105 1-49 1.50 1.40 1.14 -76 .54 .37
110 1.61 1-57 1.42 1.11 .72 .50 *34
115 1.73 1.62 1-42 1-07 .67 .47 .31

i20 1 .84 1.65 1.40 1.03 .63 .43 .28
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TABLE IV. (CONTINUED).
(f) FREQUENCY INHZ = 1000

T MP RELATIVE FUMIDITY-
DEG F 10 15 20 30 50 70 100

-40 19 *3 
i27 36 - 54 72 $99-35 .23 -29 -35 -48 *73 -99 10'33

-30 .28 "37 .46 .63 .99 1.34 1.80-25 -35 *47 -60 -85 1 -34 1 -79 2*38I
-20 .45 .62 o79 1.14 1.79 2.32 2.77-15 -58 .81 1.05 1-52 2.33 2.86 3.08-10 -75 108 1.40 2.01 292 330 3•13-5 -98 1-42 1.84 2.60 3.46 350 2930 1029 1.86 2.40 3-25 3-80 3.42 2-595 1-68 2.42 3.07 3*88 3'87 3-12 2.1910 2.18 3.09 3,78 4.34 3.66 2.72 1,8415 2.80 3-84 4.44 4.52 3.27 2.30 1-5420 3.54 4.58 4.92 4.40 2.82 1.94 1433-25 4-35 5.18 5.11 4.04 2.40 1.65 1.1830 5-14 5,52 4.97 3.57 2.04 1.44 1.1035 5.60 5.52 4.59 3.08 1.76 1.31 1.0840 6.19 5.24 4.09 2-64 1.57 1.24 1.1145 6.25 4.76 3.56 2o29 1.45 1-24 1-1750 5.99 4.21 3-05 2.02 1.40 1-28 1-2755 5.51 3.67 2.68 1.83 1.41 1-37 1.3860 4.93 3.20 2.38 1.72 1.47 1.48 1.5065 4.35 2.81 2.16 1.69 1-58 1.62 1.6070 3-82 2-53 2-02 1.72 1.72 1.75 1.6775 3.37 2.33 1.97 1.81 1-88 1.87 1.7180 3.02 2.22 1.99 1.95 2.04 1.97 1.7285 P.77 2.19 2.07 2-12 2.19 2.03 1.6990 2.62 2.23 2-21 2-32 2.31 2-05 1.6495 ;255 2.34 2-39 2.52 2.39 2.04 1-56100 2.56 2.51 2.61 2.71 2.44 1.99 1-48105 2.65 2-72 2.85 2.83 2.44 1.92 1.38110 2-80 2.98 3.09 3"01 2.40 1.83 1.28115 3.02 3.25 3-33 3-10 2.34 1.73 1.18120 3.29 3.S54 3.53 3.14 2.25 1.62 1.07
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TABLE IV. (CONTINUED).

(g) FREQUENCY IN HZ = 2000

TEMP RELATIVE HUMID1TY - 2
DEG F 10 15 20 30 50 70 100

-40 -33 .37 .41 .50 069 .87 1.17
-35 -37 .43 .49 .62 .88 1.16 1.59
-30 -42 .51 .60 .73 1-16 1.56 2.17
-25 -49 -62 .74 1.00 1-55 2.11 2-96
-2O -59 -76 .94 1.31 2.08 2.87 3.98
-15 -72 .96 1.21 1-73 2.81 3.86 5-13
-10 -90 1-24 1-58 2-31 3.77 5.08 6.36
-5 1.14 1.60 2.09 3.08 4.99 6.40 7.22
0 1.45 2.09 2-76 4.10 6.37 1.56 7.46

5 1-88 2.75 3.65 5.38 7.74 8.22 7.08
10 2.43 3-62 4.80 6-838 8.77 8.21 6.29

15 3.17 4.74 6.22 8.44 9-17 7.60 5.38
20 4.13 6-13 7o86 9.78 8-86 6.68 4.52
25 5-35 7.79 9.55 10.55 8.05 5.71 3.81

30 6-85 9,58 10.99 10.59 7.02 4-33 3.27
35 8.62 11.26 11.85 9-96 6-01 i.12 2.89
40 10.54 12.50 11.96 8.94 5.12 3.58 2.65
45 12.39 13.04 11.36 7-80 4.4P 3.20 2.54
50 13.83 12.80 10.32 6-73 3-9 2.97 2-54
55 14-59 11.94 9.11 5.81 3-52 2-87 2.63
60 14.55 10-75 7.93 5.08 3-31 2.F9 2.81
65 13.82 9.47 6.90 4.54 3.23 3.01 3.05
70 12.64 8.2p8 6.05 4.17 3,2; 3a2l 3.34
75 11.29 7.25 5.40 3-95 3.' 3.49 3.65
80 9.96 6.42 4.94 3.3 3.66 3.83 3.94
P5 3.76 5-79 4.64 3-94 3-99 4.19 4.20
90 7.79 5.35 4.51 4-12 4-37 4.5 1 4-39

95 7.00 5.09 • 4 .52 4 ./io 4-79 4-7 .49
100 6.il 4.9 4 .66 4.78 b.- 2 5.13 h-51
105 6.02 5.03 4.92 5.23 5.6p 5.31 4.45
110 b.80 5.21) 5.29 5.73 5.96 5.39 4.31

115 5.75 5,51 5.75 6.25 6.22 5.33 4.11

120 5.35 5.93 6.30 6.7f 6.3ii 5.28 3c86
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NOT REPRODUCIBLE

TABLE IV. (CONTINUED).

(h) FREQUENCY IN HZ = 4000

TEN;P i.ELATIVE HUMIDITY - Z
DEG F 10 15 20 30 50 70 100

-40 -88 .92 .96 1.05 1-24 1.43 1.73
-35 .92 .98 1.04 1.17 1.4/1 1.72 P.-17
-30 .97 1.0f 1.15 1-34 1.72 2 .13 2.79
-25 1.05 1.17 1.30 1-56 2.12 2-72 3-69
-20 1 -15 1-32 1.50 1 .t 2-6t 3.56 4.95
-15 12F3 1.53 1.73 2.31 3.47 4.73 6.70
-10 1.46 1.80 2.16 2.91 4.57 6.35 9.00
-5 1.70 2.18 2.6, 3.75 6-09 8.52 11.77
0 R.02 2.60 3.3P 4-9 8.13 11.26 14.63
5 2.46 3.37 /4.35 6,45 10.78 14.35 16.84

10 3.03 4.30 5.66 (3.53 13.94 17.26 17.71
15 3.(0 5a54 7./iI 11.2.3 17.25 19.18 17,09
20 /1.83 7.21 9.72 14.53 20.02 19.58 15.45
25 6.19 9.40 12.66 10.18 21.49 18.53 13.42
30 7.98 12.21 16. .? 21.65 21.34 16.61 11.47
35 13.31 15.67 20.16 211o15 19.86 14.44 9.81
t0 13.27 19,67 13.93 25.,17 17.69 12.110 8.49

16.90 -! .3 *,1 36. 0 2435 15.39 10.69 7.51
50 21 .10 27 # .iS 28.11 22.45 13.29 9.33 6.82
55 25.55 29.84 27.7) 20.01 11.54 a.31 6.40
60 29.67 30.52 35.95 17.53 10.16 7.61 6-21
65 3P.73 29.53 23.4i6 15.29 9.13 7.18 6.23
79 '27 -, 3,? 207 .7 13.4 .41 6.99 6.43
75 33.79 '/,3 67 1,:.2"7 11.93 7.-9 F 7.01 6079

8 2 ,.) . "  16.10 1..)- .6 7 - 4") 7.-2,4 7.30

115 29.*3,5 19.34 14.31 109 P 7,65 7.*61, 7.91
9.) 2 6. - W) 17 t1 l 12 -. 9.,-3 1~l 1 .20 8.60

95 23.51 15. -34 11.a i".) 9.31 6.56 8.- Z9 9 30

1,0 12,.92 13-94 11-0 9.311 9.18 9.67 9.97
105 1.2 12.91 1 .7, 9.60 9.95 10-50O 10954
110 16-"3 1:2.3 1 I:.0l 67 10.01 1J.43  li ' 10.96
115 1 b-. l 11.3 10. -"1 10.7A II.81 1r.07 11.18
120 1/1-52 11.73 11.1/' 11-58 12.30 12.69 11.19
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.. . - . . - = _i= -v < = - =

TABLE IV. (CONCLUDED).

(i) FREQUENCY IN HZ = 8000

TEMP RELATIVE HUMIDITY -
DEG F 10 15 20 30 50 70 100

-40 3-08 3-13 3.17 3-26 3-45 3-64 3.94
-35 3-13 3-19 3.26 3-39 3-65 3-94 4.39
-30 3.19 3.28 3.37 3.56 3.94 4.36 5.03
-25 3.28 3.40 3.53 3.79 4.35 4.96 5.96
-20 3.38 3.56 3.74 4.11 4.93 5.82 7.30
-15 3e52 3.77 4,02 4.56 5.74 7.05 9.24
-10 3.71 4.05 4.41 5.17 6.88 8.81 12.00
-5 3-96 4.43 4.94 6.0e2 8.50 11.29 15.86

0 4-28 4-95 5-66 7.21 10.77 14.77 20-99
5 4-72 5-65 5-65 8-86 13-93 19-48 27-28

10 5.31 6.60 8.00 11-13 18-25 25.52 33-96
15 6.10 7.89 9.86 14.26 23.91 32.55 39.50
20 7.15 9.63 12.39 18.50 30.87 39.52 42.28
25 8.55 11-99 15.82 24.07 38.51 44.76 41.77
30 10.43 15.17 20.39 31.06 45.50 46.86 38,76
35 12.94 19.40 26.33 39-18 50.16 45.65 34.60
40 16.27 24.91 33.72 47.51 51.39 42.14 30.33
45 20.63 31.83 42.33 54-53 49.42 37.64 26.51
50 26.27 40.26 51-33 58-66 45-39 33.14 23.35
55 33.37 49.58 59,32 59.19 40.58 29-12 20.86
60 41-92 58.79 64.71 56.60 35.85 25.78 18.99
65 51-63 66.36 66.51 52.10 31.67 23.14 17.65
70 61-64 70.88 64.85 46.87 25.18 21-12 16.79
75 70e63 71.69 60-74 41.76 25.40 19.67 16-34
80 77.09 69.23 55,41 37-18 23-28 18.72 16.27
85 80.01 64.57 49.84 33-32 21-73 18-21 16.54
90 79.28 58.91 44.62 30.18 20.71 18.11 17.11
95 75.64 53.11 40.05 27.74 20.15 18w36 17.95
100 70.24 47.73 36.22 25.91 20.02 18.96 19.02
105 64.12 43.01 33.13 24.65 20.28 19.85 20.25
110 58.04 39.04 30-72 23.89 20-91 21.00 21.56
115 52-44 35.82 28.94 23.60 21.87 22.37 22.87
120 47.54 33.30 27.72 23-74 23.13 23.88 24.06
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TABLE V. TERRAIN ATTENUATION COEFFICIENTS (FROM FIGURE 17)

Attenuation - dB per 1000 ft

Frequency Grassland Sparse Den&*
Hz Jungle Jungle

16 0 0 0

31.8 0 0.15 0.9

63 0.6 2.1 14

125 2.6 7.2 34

250 6.0 12 48

500 7.6 15 63

1000 6.6 21 as

2000 3.9 30 120

4000 1.5 48 170

8000 0.35 70 230
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APPENDIX II
DESCRIPTION AND OPERATION OF THE AUTOMATIC DATA SYSTEM

The data system developed for the control and analysis of the aural detection e<peri-
ment described in Section 4.2 of the main text were described by Adcock in
Reference 47; only the essential features of the system and associated data reduction
software will be described here.

Description

Particular points which were given detaileJ attention during the design, development
and construction phases included:

o A simple, self-guiding operational procedure, in order to minimize or
eliminate operator errors;

o An intricate system of safety interlocks to guard against the acquisition
of bad data being acquired, eithe7 as a result of an operator error or
because of the failure of some subsystem or component;

o The compression of the acquired data into a minimum quantity of
punched papcr tape, in order to reduce analysis time without sacrificing
precision;

o Subsystem modularity, to permit simplified checkout procedures, easy
maintonance, and a capability for dev6lopment and modification;

o The acquisition of data in a format which would be error free, readily
interpretable, and prepared for immediate computer analysis.

The location of this unit in the sound generation system may be seen in Figure 32.
Its main element, with respect to the signal generation, is a Grason Stadler Model
E 800-193 continuously variable 120 dB potentiometer which is used to adjust the
level of tho stimulus signal. Its input, taken directly from the signal source
(either a tape recorder or an oscillator) is amplified by a Crown D-40 amplifier
used in the capacity of an impedance matching device. It has a linear movement
with a travel of 6 inches, has a flat frequency response between 10 and 10,000 Hz,
and has a resolution of 0.25 dB.

The attenuator is driven, through an antibacklash rack and pinion, by a reversible
motor at a rate equivalent to 2 dB/second. The position of the attetiuator, and
whence the signal level, is monitored by a transducer which indicates the angle
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of rotation of the pinion drive shaft. This device, which is essentially a binary-
masked photoelectric shaft angle transducer, comprises u 10-inch-diameter, 1.25-
inch-deep Plexiglas cylinder having around its periphery ati opaque-, binary mask
made from standard 1-inch eight-hole black punched paper tape. This mask is
coded in standard binary code from decimal I to decimal 255 and covers approxi-
mately 300 degrees of the cylinder's circumference. A high-intensity light source
located inside the cylinder and an array of silicon photodiodes are arranged to
sense the eight data holes and the sprocl<et hold in the tape. An eight-bit storage
register stores the binary coded tape character and is updated whenever any digit
changes value. The contents of this rgister are read and punched at 1.034-second
time intervals (controlled by an internal clock circuit) by a Tally Model 1786 drive
package driving a Model P-120 eight-hole punch. The system continuously outputs
tape characters read by the photoelectric sensors. The physical separation of the
characters on the cylinder and the gearing ratio are sucA that the interval between
characters corresponds to approximately 0.4 dB.

At the start of a test, the attenuator drive motor is started and continues to run
until the test is terminated, either at the end of the run or l-y an abort situation.
The direction of rotation is controlled by the test subject with a hand-held push-
button cord switch. When the button is pressed, the signa! level diminishes.When it is released, the signal increases. By alternately pressing and releasing

the button, the subject contiuaivlly adjusts the signal level between the just-audible
and just-inaudible points.

Figure 32 shows ihs association of the data acquisition system with the electronic
and acoustic equipment, and the subject's console in the acoustic facility. The
latter comprises an array of indicator lights to identify the current experimental
phase and to indicate certain abnormal conditions, and an alarm switch whereby
the subject may terminate the experiment in the event of an emergency.

The various built-in system functions including the manual override capabilities,
safety interlocks, abort, alarm and reset capabilities, are perhaps best described
by the operations required to run a typical test. These are described below in
sequence with reference to Figure 64, which is a diagram of the DAS control panel.

1) The "Ready" button is pressed to prepare the system for the test.
The attenuator begins to reposition itself approximately halFway
through its range and the instruction lamp "Rewind" lights up.

2) The stimulus tape is rewound on the tape reproducer, or other signal
sources prepared as required. When "Rewind" is hit to acknowledge
the instruction, the "Rewind" lamp turns off, and the "Set I.D
lamp lights up.
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3) The required test identification number (4 decibel digits) is set on the
front panel thumbwheel switch. The "Set I.D." is hit to acknowledge
the instruction. The "Set I.D." lamps turn off, and the "Runout"
lamp turns on.

4) The "Runout" switch is temporarily depressed to run out a length of
blank tape from the perforator. This serves as a delimiter between
tests for the purposes of the data analysis. The "Runout" lamp turns
off, and the "Punch" lamp lights up.

5) The Punch Test 1 D. buttons "First" and "Second" are pressed to write
the contents of the thumbwheel registers on the paper tape. "Punch"
is hit to acknowledge the comr.wand, and the ;istruction lamp turns off.

6) When Steps 2 through 5 have been accomplished, and when the motor
drive has centered itself at the midway point of the attenuator range,
the "Ready" lamp is Nt.

7) When the subject is ready, "Run" is hit. The motor com~ienceF driving
in a direction under the control of the subject, and the tape reproduce;
(if used) starts playing. The data acquisition system does not, however,
drive the tape perforator at this time.

8) If a tap reproducer is being used, the "Run" phase of the operation may
bL controlled and timad fully automatically through the use of a control
tono on a second taIe channel. As soon as the "Run" switch is pressed
(Step 7 above), a yellow "Run" Io.' will be lit on the main panel and
repeated on the subject's console. When the controol ignal is detected
from the tape reproducer, the data system is activated and the tape
perforator commences punching data. The yellow "Run" lamp turns off,
and a green "Run" lamp lights, which is again repeated on the subject's
console. This arrangement ensures a repeatable time origin each time a
given stimulus tape is played.

If a tape reproducer is not being used as the stimulus source, or if the
tape is not furnished with a control tone on another channel, a manual
override is available to start the data acquisition procedure. Again,
when the "Run" switch is operated, yellow "Run" lamps are lit unti: the
"Tape Trigger Override" switch is thrown, at which time the system
commences punching data and shows green "Run" indicators.

During this period of data acquisticn, the approximate setting of the
attenuator is indicated by a meter in the bottom left-hand corner of
the console. Two amber indicator lomps are also provided to show the
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direction in which the subject is driving the attenuator at any time.
By observing these instruments, the test director is able to ascertain
that the experiment is progressing normally.

If the sub; ;t attempts to drive the attenuator beyond its range in either
dlrectioi., an "abort" situation arises, vhich is handled as indicated
below.

9) At the end of the recorded stimulus sound, the control tone also ends,
causing the perforator to stop, switching off the tape reproducer, and
reverting the system to a "Standby" mode, with yellow "Standby"
lamps illuminated on the main and subject's consoles. In the event
that a trigger is not being used, the "Override Trigger Signal" switch
is moved to "off" at the end of the required period of time, with the
some effect upon the system.

10) Return to Step 3 for the next test.

The above sequence of operations are required during a normal run. However, a
number of abnormal events are provided for by the system as foliows:

Low Tape -- When the tape perforator paper tape supply runs low the warning "Low

Tape" lamp illuminates. In this condition the system will not ready for a new test
until the paper roll has been replaced.

Operational Error -- The system will not ready unless all operations were performed
in the correct sequence.

Abort -- If, for any reason, the subject tries to drive the attenuator to its !imit in
either direction in t+e course of a test, the motor automatically stops and an abort
situation arises. 'he test operator is warned by the "Abort" lamp that the limit him
been reached, and he may then either override the condition or terminate the test.
by watching the direction indicator lamps and by observing the reading ora the .me..
patal voltmeter (which is scaled from 0 to 120 dB attenuation), the operator is able
to decide whether to discontinue the experiment. If the direction indicator lamps
show that the subject "s resolutely attempting to drive the attenuator beyond its
range, the operator would probably wish to abort the experiment and determine the
reason for this respon.e. If, on the other hand, the subject reverses the direction
of drive almost immediately, the experiment may be continued by pressing the
"Abort" switch and allowing the system to revert to normal operation. In the event

that the experiment is to be termincated, pressing "Abort" and "Reset" simultaneously
will bring the system into "Standby", ready for the next test.
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Data Reduction

The format of the punched paper tape consists of blocks of dato punched in binary
integer form and separated by lengths of blank tape.

Following the blank tape, the first two non-zero characters are interpretled as the
4-decimal-iigit test identification number. The remaining string of non-zero
characters are read as binary integers, which represent the decimal integers 1
through 255. The output of the attenuator position transducer is iherefore recorded
to a precision of 1 part in 255, or about +0.2%, which was considered sufficient
for the experiments concerned.

The data analysis was performed in two phases using two separate computer programs
written for a time-sharing computer service. Access to the computer was through a
Teletype ASR-33 terminal located at the test facility which allowed convenient and
rapid off-line reduction of the test data. The first program served merely to read
the experimental data punched by the data acquisition system, to print sufficient
information for the contents to be manually checked, and to store the good records
in a permanent file. The main analysis was then performed upon these files by a
second, independent program. Remembering that each file represents a time history
of detecton level for one particular sound sequence as adjusted by one subject,
options were provided to process the files in four different ways for output:

1) The results of one test for one subject could be examined, each
data sample (which was originally recorded at a rate close to
1 sample/second) being listed or plotted as selected.

2) The results of one test for one subject could be analyzed, with

the time axis compressed for convenience of examination of
desired. In this case a group of samples could be compressed into
one data point (defined by a mean and a standard deviation) for
listing or plolltn- purposes.

3) Th. results of several tests, for several separate subjits or repliccae
tests for the same subject, could be averaged, and mean and stardard

deviation data presented at each time interval.

4) The results of several tests could be averaged, as in Method 3 above,
with the time axis compressed also, as in Method 2. The mean and
standard deviation were thus values appropriate to a number of data
points taken from several tests over some finite time span.

In order to perform the analysis: the program required se,,eral sets of calibration data
as follows:
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1) An attnuation table comprising 255 vclues, ;n dB, corre.ponding to
the 255 angular positions of the binary mask. This data, obtained
as described under "calibration procedures," allows precise conversion
of the punched data to signal levels, in d8, relative to a calibrated
reference.

2) (optional) A function defining the overall system frequency response

necessary to convert source level to the level experienced at the
subject's ears. This is tabulated as 31 values of a correction factor,
in dB, to be added to the signal level at each 1/3-octave band center
frequency between 12.5 and 12,500 Hz. This function was used in the
analysL of tests involving frequency as the stimulus variable. For sine
swet tests (see Section 4.4), appropriate values for the continuously
varying frequency were obtained by interpolation.

3) The stimulus variable (typically frequency) as a function of time for
conversion of the time variable and more convenient interpretation of
the printed results. Although this function could be tabulated, it was
normally generated according to an appropriate analytical relationship
in a specia%-purpose sbrourine.

The anaiyzed results could be output in two forms: as a printed table as shown in
Table VI, and as a quick-look plot as presented in Figure 30. The listing provided
a detailed tabulation of all values of the stimulus variable under sludy, the mean
signal level and the standard deviation of the level if appropriate. The teleprinter
plot has a limited resolution of 2 dB but proved to be a most convenient method of
condensing the large quantities of data involved. The zero characters represent the
mean threshold leveland the asterisks denote tiie extent of the stardard deviations.

Calibration Procedures

All calibrations of the test -q':iprnent were performed usig a B&K Automatic Fre-
quency Response and Spectrum Recorder Type 3332. This general-purpose instrurent
combines three mechanically coupled units: a Beat Frequency Oscillator (BFO)
Type 1022, an Audio Frequency Spectrometer Type 2112 and th Level Recorder
Type 2305. It provides for the generation of sine waves at frequencies up to 20,000
Hz, octave or 1/3-octave spectrum analysis at frequencies down to 12.5 Hz (in
conjunction with a S&K Type 1620 extension filter set), and automatic plotting of
spectral and time history data. Accessories included a O&K Model 4133 -in.
condenser microphone, a B&K 4145 1-it.condenser microphone, on HP Model 650A
test oscillator to cover frequencies between 10 and 20 Hz, and a B&K Type 4220
pistonphone. These items were fully calibrated prior to the test program to labora-

tory standards which in turn wore traceable to the National Bureau of Star-dards and
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TABLE VI. EXAMPLE COMPUTER ANALYSIS

ANALYSIS OF 3 TESTSU 102

103

104

ABSOLUTE SPL DD
TIE CLAPSE.D STIMULUS
COUNT TIME MEAN SIGNA PARAMETER

1 2.586 68.4 5.9 .1200K 2
2 7*759 80.8 6*0 03200E 2
3 12.931 93.1 Sol .1200E 2
4 8-803 98.6 3-5 ,1200[ 2
5 23-276 103.0 3.5 .ieooE 2

7 33.621 97.5 2.1 .1200E 
8 38*793 96.1 5*0 91200E 2
9 43o966 96*6 3.8 .1200E 2
30 49.138 96.5 3.5 ,1200£ 2
It 54.310 94.8 2.7 .12001K 2
32 59.453 97.2 4.0 .1200t 2
13 64.65S 96.5 4.3 *1347t 2
4 69.828 87&7 2.4 *15231E

is 75o000 84.9 3e6 .1709r 2
16 80.172 78.3 2.7 ,1910K 2
17 85.345 79*4 3.4 .2126E 2
18 90.517 73.7 3*9 ,2359E 2
39 95.690 70-7 4.3 -2608E 2
20 1'.S&2 68.3 3.7 .2876£ 2
21 l06,034 64.5 4.4 -3165E 2
9 111207 616 3*0 .3474K 2
23 116.379 59*9 3*6 .3807E *
24 £2 552 56.1 3.0 .4164E 2
25 1eL724 55,6 3e6 ,454GE 2
26 131*897 54.5 3.3 *49631 2
27 137&069 53.0 2.5 .5404E 2
Z 48 24e41 52.4 4.4 45880E 9
29 147.414 52.9 2.8 .6391E

0 152.586 s0.2 3.9 .6940£ 231 1570759 51.3 2.6 .7531C e
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which meet Military Specification MIL-C-45662A. A full set of calibration pro-
cedures was established during the test setup phase of the study and was rigorously
adhered to during the entire program. These operations are described below,
according to the frequency with which they were performed, with reference to
the schematic diagram of Figure 32.

Data Acqu.siimon System:A
The data system itself was calibrated in two respects, and was also used
as part of the calibration procedure for the entire acoustic system. The
two system calibrations are the clock pulse period, which governs the
sampling rate, and the relationship between the angular position of the
transducer shaft and the seltng of the attenuator.

The systam clock was periodically calibrated to determine the pulse period
by allowing the system to punch data for a period of precisely 5 minutes as
timed by a stopwatch. In many repeats of this procedure, it was found
that the number of characters punched is repeatable to within a total spread
of I count, -"r an accuracy of approximately 0.3%. The overall mean
period was found to be 1.034 +0.3% seconds/count.

The relationship between the angular position of the motor/transducer/
att'enuator drive shaft and the setting of the attenuator in dB uttenuation
is mechanically fixed and theoretically invariable. If, for any reason,
however, the drive system was disassembled or adjusted, or if some mecha-
nical malfunction occurred, the system was recalibrated. In practice,
the calibration was spot-checked daily. The BFO was adjusted to set up a
I -vo It-r.n-m.. 500-Hz tone as input to the attenuator at point A. Using the

motor drive override control, the assembly is driven to the minimum atten-
uation position, The graphic level recorder monitoring the crossover inr-.t
voltaqe at C was set to a zero dB level. The chart level recorder paper
drive and tape perforator were started, and the attenuatoi was swept from
minimum to maximum attenuation. The attenuation setting was recorded as
a continuous curve on the chart recorder, with each punch pulse being
identified on the chart usiny the event marker pen. Upon reaching maximum
attenuation, the motor direction was reversed to drive the attenuator back
to minimum aiten-ation position. The curves were averaged, and the at-
tenuation settings read for each punch pulse were recorded for correla&ion
with the punched paper tape output.

From these results an attenuation setting in dB was obtained for each binary
count, and a 2 55-entry table wos compiled for use by the analysis program.
A copy of this table was kept in the laboratory so that periodic spot checks

* could be made as desired.
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Acoustic System - Frequency Response:

For the purpose of computing the sound pressure level at the subject's ears
from the input signal level monitored by the DAS, the overall system fre-
quency response function was required0 This is the difference, in dB,
between the input signal level at C (where the signal characteristics are
normally measured) and the levels heard by the subject as a function of
frequency. In reality, it is difficult to define or measure these levels and
many conventions are practiced. For free propagating sound it is most
common to specify audible level either as that measured at the entrance
to the ear canal or that measured at the subject's head position when the
sLbject is absent. From a practical standpoint, the latter definition is
probably of more value since levels are normally specified or measured
in a relatively free spate. Depending on frequency, the two values can
differ by as much as 10 dB. However, when headphones are used,
there is no free field to measure. Also, the measurement of ear canral
pressures presents a severe practical problem since it is very difficult to
locate microphones ;nside the headphone cups. Instead, an "acoustic"
coupler is used to simulate the human head and in which a condenser
microphone is seated at the bottom of a 6-cc cavity approximating that of
the outer ear. The coupler used in this study was a Koss/B&K unit specially
manufactured for the ESP-9 headphones. The precision with which this
coupler represents a real humor, ned is not known, but this imposes no

restriction on the validity of the results since we are only concerned
with sound pressure level values measured relative to the measured
absolute threshold. The only requirement is for both measurements to
be made in exactly the same way.

The frequency response was thus measured using the B&K 1022 Beat Frequency
Oscillator as a signal source and using c d&K 4133 microphone cartridge
mounted on a B&K 2619 preamplifier inside the coupler. The pressure re-
sponse of this transducer is flat between 20 Hz and 2000 Hz, with a slight
roll-off beyond this rang, reaching 1.0 dB at 10 Hz and 5 dB at 10,000 Hz.
The coupler was mounted ut the subject's normal head position to properly
measure the low-frequency, free field component and the absolute level
was established by applying a B&K 4200 pistonphone to the microphone
generating a known 124 dB at approximately 250 Hz. The "sine-sweep"
calibration was always performed with all system gain and attenuation
settings adjusting to give predetermined rms voltages at each point in
the system. These settings were established during the system development
to provide optimum signal-to-noise situations and an optimum balance between
the free field and headphone signal levels. The response to a constant sinu-
soidal voltage, changing slowly in frequency, was shown 'n Figure 33 (a) for
each headphone cup. It will be seen that the two earphones are fairly well
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balanced, the maximum difference being approximately 2 d3. It should
be noted that the frequency scale is displaced by a constant 10 Hz from
thc printed recorder chart values. This reflects the use of the incremental
frequency adjustment available on the BFO to start the sweep at 10 Hz
instead of the standard 20 Hz. The linearity and frequency of the oscillator
between 10 and 20 Hz was checked using a low-frequency HP 650A
oscillator.

The relative contributions from the loudspeakers and the electrostatic
Phones to the total signal level are shown for the right ear cup in Figure
33(b). This was obtained by superimposing upon an identical curve the
two sine sweep response curves with first the loudspeakers and then the
headphones disconnected. Figure 33(b) shows the overall responses
measured in each earphone separately.

As a second check on the system frequency variation, the response of
the system signal was obtained from an Allison Random Noise Generator,
shaped to an essentially flat 1/3-octave band spectrum (Figure 65a) and
recorded on the Precision Instruments PS 207 FM tape recorder. This tape
was used whenever required as a source of "pink" noise. With this tape
as a signal source, the 1/3-octave band level spectra shown in Figure
65(b) were recorded in the earphones. The right and left ear responses are
shown separately in Figures 65(b) and 65(c) which, together with Figure 33(b),
clearly illustrate the uniformity of response (+ 2.5 dB between 12.5 and
12,500 Hz) and the similarity of the two earpieces. To avoid the compli-
cations introduced by interaural differences, both for the headset itself and
the subjects participating in the tests, only the maximum signal occurring
in either earphone is considered for calibration purposes. Likewise, threshold
results are presented in the next section without regard to the ear in which
the signal was detected.

Ambient Noise:

At periodic intervals, the ambient noise inside the test chamber was measured
with the sensitive B&K 4145 microphone and analyzed into 1/3-octave band
levels. This was done to ensure a far as possible that the noise floor was
at all times less than the threshold of audibility. Typical results are pre-
sented in Section 5.1 of the main text.

Daily Calibrations:

The calibrations described above were required to set up the entire system in
readiness for the tests and were only necessary following repairs or other
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changes which might alter the system performance. They provided all
the calibration data required for analysis of the test data. On a day-
to-day basis it was normally only necessary to make fine adjustments
to the various settings, to verify that no changes had occurred to the
system responses and 1o set up specific test stimuli as follows:

The spectrometer,/level recorder was calibrated for overall level by ap-
plying the 124-dB pistonphone signal to the coupler microphone. The
headset was mounted on the coupler (left ear) with the unit at the normal
head position, and the chamber door sealed. The oscillator frequency
was checked against the 60 Hz power supply frequency and adjusted
if necessary. With the DAS Ottenuator in the low position all voltages
were checked or set at the predetermined values. A sin,, sweep fre-
quency response was then recorded between 10 Hz and 20 KHz and checked
by comparison with a standard calibration. In all checks performed, the
errors were undircernible. With a 1--volt, 500-Hz signal applied to the
DAS input, the crossover input level (D) was recorded while driving the
potentiometer to maximum (120 dB) attenuation. This was also compared
with a standard, and at selected intervals the motor was stopped to check
the paper tape punch output against the newer calibration. Finally,
with the DAS input voltage (b) returned to zero and the attenuator still
at the maximum position, a 1/3-octave analysis was made of the micro-
phone output to ensure that no undue noise was present in the system.
A further option exercised periodically was to perform an identical
analysis on the right earphone.

Individual test stimuli levels were established by monitoring and adjusting
the crossover input voltage to a specified level for a known signal. For
recorded helicopter sounds, this was a 60-second 100-Hz tone recorded at
the beginning and end of the test tape. For other wideband signals, the
500-Hz 1/3-octave band level was used. These levels were measured
to the nearest 1/10th dB with the true rms voltmeter of the audiospectro-
meter.
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APPENDIX II
WRITTEN INSTRUCTIONS GIVEN TO TEST SUBJECTS

INSTRUCTIONS -- Please read carefully.

The purpose of these tests is to determine how human listeners detect helicopter
noise. The resul.s will be used as a basis for the development of quieter heli-
copters.

You will be seated inside a specially designed acoustic chamber,and sounds will be
presented to you through both loudspeakers and headphones. In many of the tests
you will hear a uniform background noise which will remain constant throughout the
test and is beyond your control. Unless otherwise instructed, your job is to listen
for the sound of aircraft. When you hear an oircraft or helicopter, depress the
small hand-held button and hold it down until you can definitely no longer heur the
airi.raft. At this point release the button. Repeat this during the entire test, con-
tinuing to depress or release the button each time you definitely can or definitely,
cannot hear an aircraft sound respectively.

To inform you of the test progress, we have installed a small console in front of you.
Immediately before the start of each test, the amber READY light will illuminate
and your control button will energize, The test is actually in progress when the
green light is on during which t;me we are making measurements. At the end of the
test the amber STANDBY light will appear and you may take off the headphones and
relax to await further instructions.

You will also notice a red LIMIT lamp. If this should light up at any time -- please
alert the test director v'a the intercom, which is always switched on. The system
has been in use for many weeks and has proven to be perfectly reliable. If, however,
for any reason the sound level becomes uncomfortably high and you are unable to
reduce it with your button the red switch or. the wall to your left may be thrown to
immediately turn off all sound. TWe LRM-EMERGENCY switch on the console
stops the test and should be used only under extreme circumstances.

The headphones should be worn with the cable to your left ear. Please be sure to be
wearing them as soon as the READY light comes on.

The tests require considerable concentration on your part, and it is important for
you to rest between tests. Please notify the test personnel if you suspect your per-
formance deteriorated at any time.
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APPENDIX IV
METHODS FOR CALCULATING HELICOPTER AURAL DETECTION THRESHOLDS

Three methods for the calculation of helicopter detection thresholds are presented in
this appendix. A choice among them may be made on the basis of the degree of
resolution of the available input data, the computational equipment available, the
accuracy required in the specific application, and the time available to perform the
computations. The first method, which in general is practical only for machine
computation, requires specification of the 1/3-octave band level spectra for both
the helicopt6r noise signal and the ambient noise at the observer location. These
data are converted, as accurately as possible, to critical bandwidth spectra, and
the transformed signal spectrum is compared to a combined threshold function. This
is the method which was tested ai described in Section 5.0 of the main report. The
second method is still based upon %he use of 1/3-octave bond level data but is
simplified by the adoption of an approximate method for the inclusion of the critical
bandwidth effect. It is thought lhat this cpproach will be only slightly less accurate
than the first method, and yet it offers considerable simplification o the computa-
tional steps. The final version requires only octave band spectral resolution and is
otherwise identical to the second method. It is probably less accurate than either
of the alternatives, but it is amenable to hand calculation.

Whatever the choice, the basic calculation indicates whether the particular heli-
copter noise spectrum is audible in the particular masking noise and by what margin.
This margin is obtained as the greatest (or least) difference between the signal and
a combined threshold. The true threshoid level for this particular signal spectrum
can be obtained by applying the appropriate dB adjustment to reduce the above
difference to zero. In general, however, a change of signal level requires an
adjustment of the helicopter position, and this in turn, due to frequency dependent
attenuation effects, requires a modification to the spectrum shape. In this case the
threshold is best established by iteration, basing successive estimates of the correct
result upon the previous error. Again, th*s procedure is best performed by machine
calculation.

In the following instructions, frequent use is made of the summation notations dB
and (LI +L2 4' ... )dB These are used to denote t6e decibel summation of sound

pressure levels according the formula

dB (La) = (L1 + L2+ L3  """)dB
n .

L /10 L2/10 L3/10l 10og10 l101 + 10 + 10 3 '

10'dB

Ko



As an aid to manual calculation, a tabular method for sound pressure level summation
is presented in Table VII at the end of this Appendix.

METHOD A. "EXACT" CALCULATION USING 1/3-OCTAVE BAN) LEVELS

Data Required

[' for n = I to 30: the 1/3-octave band levels, in dB, of the helicopter noise
spectrum at the observer location for the frequencies fn = 12.5, 16, 20 .. , 10,000
Hz (or for wiatever frequency range the data are available).

Min for n = I to 30: the 1/3-octave band levels of the ambient masking noise at the
observer location for the same frequency range.

Method

Step 1: Convert the 1/3-octave band levels Ln and Mn to critical band levels
L' ond M' using the "exact" relationships described in Table VIII.
n n

Step 2: Calculate the combined critical band threshold level T ' at each fre-

quency as the decibel sum of the ribsolute threshold A 'from Table IX)
and the masking threshold (M. - 5) dB; i.e., n

= A'+(M'-5) "--

n n n dB

Note that if the difference between A' and (M' - 5) exceeds 13 dB,
it is sufficienly accurate to put T4 equal to thegreater of A' and
(M' - 5). n

n

Step 3: Subtract the combined thresholds T' from the critical band signal levels
L'. If the greatest value is greater than +1 dB, it may be assumed
that the signal is audible.

Example

A hypothetical example is worked in Table X. The 1/3-octave band levels of the
helicopter signal and the ambient noise are listed in columns 4 and 5 and the
absolute tone threshold is copied from Table IX into column 3.
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Step 1 is executed in Tables XI and XiI according to t'e instructions provided in
Table 11.2, and the results are transferred to columns 6 and 9 of Table X. The
critical band masking level obtained by subtracting 5 dB from the ambient levols
is given in column 7. The combined threshold which is the decibe! summation of
the absolute tone threshold (3) and the masking level (7) is tabulated in column 8.
Column 10 is the detection level which is the difference between the signal level
and the threshold level. Column 11 shows the audible level in each critical band
(all positive values of the column 10 entry minus 1 dB).

Thus, in this example the signal is audible in the four critical bonds at 50, 63, 80
and 100 Hz. The most audible band is that at 63 Hz, and the audibility threshold
for the signal is 3 dB below that specified in column 4. The results of the example
calculations are shown graphically in Figure 66.

METHOD B. APPROXIMATE CALCULATION BASED ON 1/3-OCTAVE BAND LEVELS*

Data Recuirod

As in Method A, L and M for n = 1 to 30, the 1/3-octave Land levels of the heli-
n n

copter signal and the ambient noise.

Method

For this approach,the absolute audibility threshold has been converted to an effective
1/ 3 -octave band level threshold A so that no critical band conversions are required.

The computational steps required are as follows:

Step 1: Calculate the 1/3-octave band masking level by subtracting 5 dB from
each of the 1/3-octave ambient noise levels.

Step 2: Establish the 1/3-octave band combined threshold by the decimal
summation of absolute threshold A (from Table IX) and the masking
level; i.e.,

T = A W M -5
n r n 5) dB

*This method is only approximately correct for helicopter type spectra whizh decay
fairly uniformly in the lowest bands. Errors will be greater for different .ype spectra.
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Step 3: Compute the detection level in each bard by subtracting the threshold
level from the signal level.

Step 4: The audible level is the amount by which each detection level exceeds
I dB.

Example

The previous hypothetical data is reused for this example which is worked in Table
XIII. Comparing the final results with those obtained using the exact method
(Table X) it may be seen that thb detection levels agree to within I dB. This is
typical of the relative accuracy which may be expected.

METHOD C. APPROXIMATE CALCULATION BASED ON OCTAVE BAND LEVELS*

Data Required

and Mk for k = I to 8, the octave band sound pressure levels of the helicopter

signal and the ambient noise in the frequency range 16 Hz to 8 kHz.

Method

The procedure is precisely the same as that for Method B above except that the
equivalent octave band thresholds -A from Table XIV are used. Again, the pro-

cedure should be restricted to helicopter type spectra.

Step 1: Calculate the octave band masking levels by subtracting 5 dB from each
of the octave band ambient noise levels.

Step 2: Establish the octave band combined threshold by the decibel addition of
the absolute threshold A. and the masking level; i.e.,

dB

*This method is subject to the some restrictions regarding spectrum shape as Method B

(q.v.).
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Step 3: Compute the detection level in each band by subtracting the threshold
level from the signal level.

Step 4: The audible level is the amount by which each detection level exceeds
1 dB.

Example

A complete example is worked in Table XV. The octave band levels listed in
columns 3 and 5 correspond to the 1/3-octave levels presented in the previous two
examples. The final result is again very similar, i.e.,an audible level of 3 dB in
the octave band centered on 63 Hz. This demonstrates the usefulness of this pro-
cedure.
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TABLE Vi1. TABLE FOR THE ADDITION OF SOUND PRESSURE LEVELS
(TO THE NEAREST 0.5 dB)

dB -20 -0 - 10

0 .010 .100 1.00 10.00

0.5 .011 .112 1.122 11.22

1.0 .013 .126 1.258 12.58

1.5 .014 .141 1.412 4.12

2.0 .016 .159 1.585 15.85

2.5 .01L .178 1.780 17.8

3.0 ,020 .200 2.00 20.0

3.5 .022 .224 2.24 22.4

4.0 .025 .251 2.51 25.1

4.5 ,028 .282 2.82 28.2

5.0 .032 .316 3.16 31.6

5.5 .036 .355 3.55 35.5

6.0 .040 .398 3.98 39.8

6.5 .045 .447 4.47 44.7

7.0 .050 .501 5.01 50.1
7.5 .056 .562 5.62 56.2

8. 0 .063 .631 6.31 63.1
8.5 .071 .708 7.08 70.8

9.0 .080 .794 7.94 79.4

9.5 .089 .891 8.91 89.1

Method: Subtract the decade of the highest level from oli values and convert
each to an energy value using the tabie. Convert the sum of the
energies to he nearest 1/2 dB level, remembering to replace the
decade.

Examine: To calculate EdB(584 64.5+ 73.5 + 71.5)dB, subtract 70 from each:

8.0 (-20), 4.5 (-10), 3.5 (-0), 1.5 (-0)
Energy values: .063 + .282 4 2.24 + 1.412= 4.01
Nearest dB level: 6.0
Add buck original 70: Z dB- 76.0 dB

107



TABLE VIII. METHO' FOR CONVERSION FROM 1/3-OCTAVE BAND TO CRITICAL BAND LEVELS

fi (dB)

2 0 1 1 13 14
n f 25 6 2 5 3.51 40 50 63 90 10 125 10 200o 5

1 12.5 9.5 0 0 0 -2 -_ - - - -

2 16 8.5 0 0 0 0 -8.5 - - -

3 20 7.5 0 0 0 0 -1.5- - - - -

4 25 6.5 0 0 0 0 0 -5 - - - - - - - -

5 31.5 6.0 - -9 0 0 0 0 - - - - - - - -

6 40 5.0 - - - -3.5 0 0.1 - -

7 50 4.0 - - - - -9 0 0 -2 -.. . . .

8 63 3.5 - - - - - - -1 0 -3.5 . ... .

9 80 3.0 - - - - - - - -2.5 0 -4.5 - -.

10 100 2.0 - - - -3.5 0 -6.5 -..

11 125 1.5 - -- - - -5 0 - - -

12 160 1.0 ..- - - 10.5 0 -12.5 -

13 200 0.5 - - - I- -. - - 0 -14.5

14 250 0 [ I_ -- I

15 315 -0.5 1) 'Exact" Me+ld:

16 400 -0.5 For fnequencies Wow 250 Hz (i.e. n -. 13) the critical bandwidth is greater than the
1/'3-octave bandwidth at the sor" center frequency 3o that the cr~tical bond level must

17 500 -1.0 be obtained by summing the total or partial energies fr.-m a number of adjacent 1/3-

18 630 -1.0 octave bands. The formula for this addition is
14

19 800 -1.5 L' : [14 8n where L. L for i 
n

20 1,000 -1.5 n h:dB Lin I n

21 1,250 -1.5

22 1,60¢J -2.0 (Note that the Bn. am added algebraically to the L. before the decibel summation
across i). I

23 2,000 -2.0 Example: Compute the sound pressure level in the critical band centered at 40 Hz

24 2,5001-2,0 ;-en t-e 1/3-octove band levels at 31.5, 40, 50 and 63 Hz are 58, 54, 53 and 50.5dB

25 3,150 -2.0 respectively (remaining levels may be ignored):

26 4,000 -2"0 Ln =Ed B [49 + 54 + 53 + 48.5]

27 5,000 -2.0 = 58dS

28 6,300 -2.0 For frequencies of 250 Hz and above, the exact method is the iume as the approximate

29 8,000 -2.0 method below.

30 10,000 -2.0 2) Approximate Method:

Add algebmically the increment R to the 1/*3octave level Ln; i.eL'= L R.
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TABLE X. WORKED EXAMPLE USING METHOD A.

1 2 3 4 5 7 8 9 F 0 11

- w x -z

z , , o- 0), , -'
26 -

-i G) .6 52 30 36 3-U 77 5

632~ 46. 30 36. 3E 5 575 - . -

z 4 ) 5. 44 30 - o6 3I c. I~~.' Ea& - -Y :,o3 :c~

2 - 4.- .

63 -36. 36. 30 33 28. 37 41 4 3

0f A L M M M'-5 T L'
nn n-n n n n In T

1 12.5 83 54 30 35.5 30.5 83 j6. 2 6 -

2 161 77 52 30 36 31 77.571 -205
3 200 14 482. 30 37. 25. 70 57.5 -12.5 -

4 25 63 46.5 30 36.5 31.5 63 57.5 -12 -

5 31.5 56.5 44 30 36 31 56.5 52.0 -24.5 -
6 40 50 42 30 35 30 50 48.5 - 1.5 -

7 50 43.5 40 30 34 29 43.5 45 1.5 0.5

8 63 36.5 36.5 30 33,5 28.5 37 41

9 80 31 32 30 33 28 33 36.5 3.5 2.5
10 100 26 28 30 32 27 29.5 31.5 2
11 125 21.5 23.5 30 31.5 26.5 27.5 6.5 - 1

12 160 18 18 30 31 26 26.5 19 - 7.5

13 200 14.5 12.5 30 35 25.5 26 12.5 -13.514 250 12 6 30 30 25 25 6 -1915 315 9 0.5 30 29.5 24,5 24.5 0 -24.5

16 400 7 -9 30 29.5 24.5 24.5 -M -3417 500 6 - 30 29 24 24 - -

18 630 5 - 30 29 24 2A - -

19 800 4 - 20 285 23.5 23.5 - -

20 1,000 4 - 30 28.5 23.5 23.5 - -
21 1,250 3 - 30 28.5 23.5 23.5 -

22 1,600 2.5 - 30 28 2)3 23 -

23 2,000 1.5 - 30 2 23 23 - -

24 2,500 0 - 30 28 23 23 - -

25 3M50 -2.5 - 30 28 23 23 - -

26 4,000 -4 .. 30 28 23 23 -

27 5,000 -1 - 30 28 23 23 -

28 6.000 5 - 30 28 23 23 -

29 8 000 14 - 30 28 23 23.5 - -

'A19 16 - 30 28 23 24 -
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IRL[ XI. tAL LlHC,?' h rYA, : VI "IA%-" .. UTA ,ON OF HELICOPTER
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L B . 1 b fi To le
, 0.

' 2 7 5 A 7 8 9 111 12 113 14

Si t dB
52 I48 14 L. 4A 42 40 3& 1 2P 23.5 18 112.5 6

.... 1 - ... 1------, _ , /_ - u20 40 63~ T2 1610 125 160 1200 25o0L'

. . .- _ _J . . ." .__ _ _ k . z _.-.- .. . n- ,- u

2. .5, , -6 '5 , -4 . / 7/ hi L ' "-- / 1. - - -' .... - --- --- m- ------

20 54 5?48 ;4-~.)-575
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S'13180 19

1313 -1200[ X7L 2 717 12.5 L8.5 12.5

n 14 15 16 1 18 19 20 21 22 23 24 25 26 27 .28 29 30

f 250 315 4001500 630 800 100(12501600 200C 2500 315( 400C 5000 630C 80C IOK

R 0 -0.5 -0.5-.0 -1.0 -1.5 -1.5 -1.5 -2.0 -2.0 -2.0 -2. -2.0 -2.C -2.C -2. -2.0
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L' 0.5 -9 5 . . . . . . . . . . . . . . .
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TABLE XIII. WORKED EXAMPLE USING METHOD B.

1 2 3 4 5 7 8

U _ -

r. 0 0 o.-G

n A L M-5 T D S

1 12.5 79.5 54 25 79.5 -25.5 -

2 16 71.5 52 25 71.5 -19.5 -

3 20 62 48 25 62 -14 -

4 25 53 46.5 25 53 - 6.5 -

5 31.5 48.5 44 25 48.5 - 4.5 -
6 40 44 42 25 44 - 2-

7 50 38.5 40 25 38.5 1.5 0.5
8 63 32 36.5 25 32.5 4.0 3.0
9 80 28 32 25 30 2.0 1.0
10 100 24 28 25 27.5 0.5 -
11 125 20 23.5 25 26 - 2.5 -

12 160 17 is 25 25.5 - 7.5 -
13 200 14 12.5 25 25.5 -13 -
14 250 12 6 25 25 -19 -
15 315 9.5 0.5 25 25 -24.5 -
16 400 7.5 -9 25 25 -34 -
17 200 7 - 25 25 - -

18 630 6 - 25 25 -

12 800 5.5 - 25 25 -

20 1,000 5.5 - 25 25 -
21 1,250 4..5 -25 25-
22 1,600 4.5 -25 25-

23 2,000 3.5 - 25 25 - -
24 2,500 2 25 25 -
25 3,150 -0.5 25 25 -
26 4,000 -2 25 25 -
27 5,000 1I 25 25 -

28 6,300 7 - 25 25 - -

29 8,000 16 - 25 25.5 - -

30 10,000 18 - 25 26 - -
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Hover in Ground Effect
Miclophofic distonce ;zt 200 ft

UH-IB
Low altitude -,pproack
Microphona distance -5000 ft

HH-43B

Hover at 200 ft altitude
Microphone distance :z;280 fh

QH-50
Flyover at JkL ft , 30 kt

______________________________ Microphone distance -z500 ft

YOH-6
Flyover at 500 ft , 100 kt
Microphone distance ' 1000 ft

UH-JB
Goid run, low powerMiroph -one 50 ft from tail-rotor

Figure 1. Examples of Helicopter Noise Waveforms.
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Figure 2. Time and Frequency Representations of a Sine Wave
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(-0 dB,"Oclave)

-0.5
an =aIn

*1 In'(-3 dB/octave)

0 n =aIn

(-6 dB/octave)

-32

a n=a Irn

(-92 dB/octve

-)-2

a(1 cos/2c7rvf

200
n cst

Figure 4. Waveforms- of Computer Generated Sounds
Showing Effect of H-arroic Amplitude Decay.
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Figure 6. Fluctuation in Mean Square Value of a Random Signal.

120



00

0

0) 0

a~ 0)

UO w

c 0

V) I- c 4

00

OC 0

0 C)or

I
Qp -JOAD O~nSG~dP~nO OA101W

1±. O121



C)

-pCo 0

C -3

0 LO

C, 04
I- N Z0 EL

0 0

CN a

r0I -0

-0

0)

0 0 0

0 C)

'40N XJO.4!cVV~ :SJ UpeJ41aissaid puc

122



It

Decreasing Distance

(Each diagram shows one blade passage period)

Figure 9. Waveforms Observed at Successive Times During
the 60 kt Approach of a UH-IF Helicopter ar 1000 ft.
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Increasing "Slop"

Figure 10. Waveforms Observed During the 60 kt Approach of a
CH-47A Helicopter (750 ft. altitude)
Showing In~creasing Degrees of Blade Slap.
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p.s.d.

Source Radiation

frequency

Figure I1I. Conceptual Sketch of Rotor Broodband Noise Spectrum.

Modulatio

p.s.d.

f (1 -M) f f (I+ M) Frequency
0 0 0

Figure 12. Modulation of Observed Broadbooxi Noise by Rotation.
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3 dBModuatio at 0 H

3 dBl Modulation at 10 Hlz

6 dB Modulation at 10 Hz

Figure 13. Waveforms of Modulated Pink Noise.
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F -

(a) Ray Paths in Air When Vertical (b) Ray Paths in Air When Vertical
Velocity or Temperature Gradient Velocity or Temperature Gradient
is Negative Is Positive

Sshadow
ZoneI, /

Receiver

!t i

Source

(c) Wind Generated Shadow \Zne

Figure 14. Effects of Refraction on Sound Propagation.
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-0.5 Data from Harris
/~ (Reference 18)
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/
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/
/

0.1
100 200 500 1000 2000 5000 10,000

Frequency, Hz

Figure 15. Comparison of Theoretical Predictions
and Laboratory Mcasurements of
A#tmospheric Absorption Losses.
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0 Data from Reference 20 0

20 0 -

0/
0/

"of
0'

5 -

00/
0Co 0 /

00

Theory /including-

1.0- nitrogen relaxation / Theory
/ excluding

/ nitrogen
05 relaxation

/
/

0.3 I
100 200 500 1000 2000 5000 10, O000'

Frequency, Hz

Figure 16. Comparison of Theoretical and
Measured Values of Atmospheric
Absorption Losses in the Field.
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500

200-

100- Dense Jungle
(ref. 22)

. 50-

~ 20 Sparse Jungle

0

0

< 2

c 18 -.6. high grass
i 1 (ref. 24)

0, Open flat grassland
(ref. 21)

I .2

10 20 50 100 200 500 1000 2000 5000 10,000

Frequency - Hz

Figure 17. Absoption of Sound by Ground Cover.
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U V V Error oscillates between thes. l1imits

-j

0

2

0 0.5 1.0 1.5 2.0 2.5

Ratio of Averaging Time to Period of Tonte - T/A

Figure 18. Error in Measured Pure-Tone Sound Pressure
Level as a Function~ of Averaging Time.
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6 Hz ___________________

32 Hz
32 H,

63 Hz 63 tiz

125 Hz

125 Hz,

250 H.

250 Hz 00H

i03 Hi
I i n - ~ 1000 Hz

2000 Hz

(c,) CH4A Approach at400H
100 kn., 1100 ft. Altitude

Right 00H

(b) HH43B Hover at 50 ft.
Altitude - Ground Distance 200 ft.

Figure 19. Waveforms of 1/3-Octave Band Filtered Helicopter Noise,
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Linear
(-10 dB)

20 Hz

40 Hz

- 80 Hz-W 160 Hz

315 Hz- 630 Hi

F 1250 Hz

p= PO (Cos 2 7r f n)/~~ V 1 20 Hz

Figqure 20. Waveforms of ]/ -Octave Fitred Harmo.,ic Noise.
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(a) Lower limiting frequency = 2 Hz

-40-
10 20 50 100 200 500 1000 2000 5000

CL

0-

t -10

-20
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(b) Lower limiting frequency= 10 Hz

10 20 50 100 200 500 1000 2000 5000
Band Center Frequency Hz

Figure 21. Effect of Averaging Time on /3-Octave Analysis of Harmonic Signal
Containing 100 Harmonics, f = 20 Hz, decay = 3 dB per octave.
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Ossicles

Pinna Drum Inner Ear
Membrane

t D Cochlea

Middle Ear

Auditory Canal

(a) Sketch of Hearing Mechanism

L CieUpper Gallery of Cochlea

Auditory Canal Apex of Cochlea

Lower Gallery of Cochlea

Drum Membrane . Round Wirndow

(b) Schematic Diagram of Hearing Mechanism

Figure 23. The Human Hearing Mechanism.
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Reissner's Membrane

Organ of Corr;
Spiral Liga0mentjAud;~ory Nerve 

80M Shelf

Lower Gcllery 
Basilor Membgrane

Figure 24. Cross-Section Of the Cochlea.

Stps Oval Window 
Hlicorm

(Ro~und Window. 
Side View

...... B...o'n'...Baslar 
M em bran eJ

Top View
Fiaure 25. Diagramn of Unco~iled Cochlea.
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Figure 26. Deformation Patterrn - th Basilar Mt -nbrane for
One Cycle of a 1000-Hz Tore at 45 c hrtervals).

160 =-.. Pain/Tick le
140 ..- . C3,

120 N

100 -Discomfort

2 80

60- .S

M 40-

2 I10 100 1000 10000

Frequenc/ Hz

Figure 27. Various Determinations of the Thresho!d of
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Figure 47. Comparisons of Critical Bandwidths Determined by Various Criteria.
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