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ABSTRACT

In semiconductor and semiconductor device research, a complete
equivalent circuit for the noise performance of phototransistors is de-
veloped and the current gain and cutoff frequency are derived from noise
measurements. Study of the design of a detector using the PME effect in
gold-doped silicon shows the compromises required in the concentrations
of gold and shallow-level impurities to yield both speed and sensitivity.
Measurement of conductivity and Hall effect in In-doped and Cu-doped CdS
reveals the impurity levels and dominant scattering mechanisms. Measure-
ment of the FME and PC effects in gold-doped silicon yields the recombi-
nation parameters. A method is described that so selects model complexity
in the simulation of transistor circuits as to save cpu time and to accom-
modate larger circuits than heretofore possible. In glass and semiconducting
glass research, experiments demonstrate that crystallite size determines
the threshold of fast-neutron damage in heterogeneous amorphous semiconductors.
Various methods for surface characterization of ceramic powders are detailed.
A computer program is described that calculates and plots pertinent behavior

of electronic ceramic materials based on humidity-dependent dielectric data.



SUMMARY

This report for the seventh semiannual period of contract support de-
scribes technical findings in two main subject areas: semiconductors and semi-

conductor devices, and insulating and semiconducting glasses.

SEMICONDUCTORS AND SEMICONDUCTOR DEVICES:

Analytical and experimental results are reported on the noise performance

of phototransistors. The noise performance of phototransistors depends on fluctu-
ations traceable to two main sources: (a) the random fluctuations in the rate

of photon arrival; and (b) mechanisms inherent in the deviée such as fluctuations
in the generation of free carriers, diffusion and recombination fluctuations, and
1/f mechanisms, to cite a few. On the basis of corpuscular arguments, it is shown
that the important fluctuations may be represented by simple, partially-correlated,
shot noise generators in parallel with the device junctions for a wide range of
frequencies. Use of the hybrid-pi transistor model together with these noise
generators yields expressions for the noise current at the short-circuited out-
put of a phototransistor. Attention has focussed primarily on the low-frequency
expression for noise since correction terms due to high-frequency effects are
negligible. The output noise spectra of commercially available silicon photo-
transistors and of silicon units fabricated at the Microelectronics Laboratory

of the University of Florida have been measured. The measurements agree well

with the predictions of the model. The current gains and Beta cut-off frequencies
of these devices have been computed by interpreting the noise spectra with the

aid of the analytical results. Independent ac and dc measurements of these noise
parameters agree satisfactorily with values determined from noise measurements.
This demonstrates, therefore, that noise measurements on phototransistors can

be used to characterize the current gain and Beta cut-off frequency.

We describe considerations pertinent to the design of a fast solid-state
light detector using the photomagnetoelectric effect in gold-doped silicon. One
desirable attribute of such a device is that it would bu very economical to
fabricate using modern silicon technology. Our study demonstrated the compro-
mises relevant to the design of such a detector. For cells with high internal
resistance the speed is low while the sensitivity is high. Conversely, samples
with low internal resistance show much higher speed but lower sensitivity. The
construction of a detector with considerable sensitivity and speed requires that

a compromise be made between the doping concentrations of gold and the shallow
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donor impurities in the silicon host material.

Electrical conductivity and Hall effect measurements have been made on
In-doped and Cu-doped CdS single crystals between the temperatures: 300°K and
4.2°K. To interpret the empirical observations we make use of an energy-band
model containing two impurity levels. This yields conclusions regarding the
dominant scattering mechanisms and the energy levels of the impurity states.

Measurements of the photomagnetoelectric and photoconductive effects in
thin gold-doped silicon are reported. In contrast to previous work the measure-
ments made here are reported for room temperature. From the data we determine
recombination parameters such as electron and hole lifetimes and the electron
and hole capture probabilities associated with the gold levels. The results
obtained agree well with experimental data available in the literature deter-
mined from Hall effect photoconductivity decay and photovoltaic effect experi-
ments.

A method is described that selects, for each transistor in a circuit, the
model of least complexity that will give acceptable accuracy. At the heart of
the method is the capability to assess model adequacy. This capability derives
from a self-consistency test in which the values of currents and voltages com-
puted in the simulation of the circuit behavior are compared with onset param-
eters. By this comparison one determines whether these computed values are con-
sistent with the approximations underlying the device models used in the simu-
lation. The onset parameters for a model are the terminal currents and voltages
beyond which the model fails to give a satisfactory reprusentation of device
behavior. We set forth the onset parameters for the Ebers-Moll model and dis-
cuss their determination by terminal measurement and by calculation based on
the transistor make-up. To illustrate the method of model assessment we simu-
late the performance of an operational amplifier. The effectiveness of the
method in selecting model complexity is demonstrated.

The addition of a single parameter, termed the Early voltage, enables in-
corporation of the Early effect (base-width modulation) in the Ebers-Moll
model for the large-signal static behavior of transistors. The consequent
voltage dependences of collector current, common-emitter current gain, and

small-signal output conductance are set forth.

INSULATING AND SEMICONDUCTING GLASSES:
The unique range of properties exhibited by both insulating glass-ceramics

ii4



and amorphous semiconductors makes them potentially useful in a variety of
applications which may involve exposure to nuclear irradiation. We demonstrate
here the importance of crystallite size on the fast neutron damage threshold

in heterogeneous amorphous semiconductors. Electrical properties of hetero-
geneous glasses governed by sub-micron crystals suffer fast neutron damage at
fluences of 1-2 x 1017nvt. The size of the crystals influences the damage
threshold. Ionizing radiation produces electronic complications in addition

to the neutron-related structural changes that occur in semiconducting glasses.

Analyzing the surface properties of ceramic powders is one of the most
important and most difficult procedures in the field of ceramics. A comprehen-
sive study is reported of various direct and indirect methods for surface charac-
terization. A series of studies is suggested to enable the development of a
structural theory of ceramic surfaces. Such a theory can be used to yield under-
standing of the changes in behavior associatec with the handling and wet or dry
processing of ceramic powders.

In an earlier report in this series we demonstrated the severe dependence
borne between humidity and the electric and dielectric properties of electronic
substrates, insulators, radomes and other electronic ceramic materials. Analysis
of humidity-dependent dielectric data is extremely time-consuming. We describe
here a computer program that will calculate and plot material behavior based on
the humidity~dependent dielectric data.

iv
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I. Introduction

The original general objective of this research program was to establish
at the University of Florida a '"Center of Competence in Solid State Materials

and Devices."

From the efforts expended in developing this center of compe-
tence have evolved technical findings: technical findings concerning such
materials as glass ceramics, semiconducting glasses, magnetic films, degenerate
materials and degenerate semiconductors; concerning devices made from these
materials; concerning measurement techniques; and concerning methods of fabri-
cation. The first of the findings in these various areas are described in six
previous scientific reportsl-6, To Scientific Report No. 1 the reader is
referred for a more detailed statement of the research objectives than given
here and for a discussion of the means to be used in achieving these objectives.
The present report sets forth major findings of the seventh semiannual period
of contract support. In the presentation to follow, Section II describes the
results of research concerning semiconductors and semiconductor devices, and
Section II1 reports findings concerned with insulating and semiconducting

glasses.
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II. Semiconductors and Semiconductor Devices (A. .J. Brodersen, E. R. Chenette,
S. W. Director, S. S. Li, F. A. Lindholm, A. van der Ziel)

A. NOISE IN PHOTOTRANSISTORS (F., H. De La Moneda, E. R. Chenette, A. van der Ziel)

The phototransistor was first suggested in 1951 by Shockley, Sparks,
and Teal [1] as a variation on the "hook'" transistor. It was relatively
unimportant until recently when considerations of cost, size, reliability
and the planar semiconductor technology have catapulted it into a
prominent position in the imagine sensing zrea.

Several studies on characterization of phototransistors [2], [3]
and their modes of operation [4] have been published recently. The
problem of noise in these devices was treated by Daughters([5] who
estimated the output noise current. His analysis was brief and no attempt
was made to correlate it with his experimental data. It is the purpose of
this paper to examine analytically and experimentally the noise per-
formance of phototransistors. The results will establish the fundamental
limit to thz usefulness of a phototransistor as a radiation detector and
amplifier. In addition, it will be shown that noise measurements on
phototransistors can be used to characterize them, a particularly use-
ful technique since often the base lead of the device is not available
for normal small signal measurements,

Expression for the d.c. currents flowing across the emitter and collector
junctions are derived. These expressions are then used to obtain the corre-
sponding shot noise generators which are located in parallel with the device
junctions. From these generators, a phototransistor noise model is set up.
Using this model, an expression for the output noise current is obtained,
The analytical development concludes with the derivation of the noise
equivalent power. Finally, spectra for the output noise covering a wide
frequency range and operating currents are presented. These data are

interpreted with the aid of thc analytical results.
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a.c. and d.c. measurements of these parameters are in satisfactory
agreement with values determined from noise measurements. It is there-
by ascertained that noise measurements on phototransistors can be used
to characterize them in terms of current gain and beta cut-off frequency.

I. Introduction

The phototransistor was first sugsested in 1951 by Shockley,

Sparks, and Teal [I] as a variation on the '""hook'' tran.sistor, It stayed
in @ dormant state until recently when considerations of cost, size,
reliability and the planar semiconductor technolcgy have catapulted

it into a prominent position in the imaging sensing area.

Several studies on characterization of phototransistors [2], [3]
and their modes of operation [h] have been pub'ished recently. The
problem of noise in these devices was treated by Daughters ﬁﬂ who
estimated the output noise current, His analysis was brief and no attempt
was made to correlate it with his experimental data, It is the purpose of
this paper to examine analytically and experimentally the noise per-
formance of phototransistors. The results will establish the fundamental
limit to the usefulness of a phototransistor as a radiation detector and
amplifier. In addition, it will bc shown that noise measurements on
phototransistors can be used to characterize them, a particularly use-
ful technique since often the base lead of the device is not available
for normal small signal measurements,

Expressions for the d.c. currents flowing across the emitter and
collector junctions are derived. These expressions are then used to
obtain the corresponding shot noise generators which are located across
the device junctions, From these generators, a phototransistor noise
model is set up, Using this model, an expression for the output noise
current is obtained. The analytical development concludes with the
derivation of the noise equivalent power. Finally, spectra for the output
noise covering a wide frequency range and operating currents are pre-

sented. This data is interpreted with the aid of the analytical results.



II. Phototransistor Operation

lrradiation of the top surface of the planar phototransistor shown
in Fig. 1 by a uniform photon flux density, F(V), causes generation of
excess electron-hole pairs throughout the whole device. Therefore,
both junctions act as photodiodes. To achieve good phototransistor
performance, it is desired to suppress the photogenerated leakage
current flowing across the emittcr-base junction. In practice, this
is accomplished by making the emitter area relatively small in comparison
with the collector area. Reflection and absorption of the incoming
radiation by the emitter metal contact a.so helps to relegate the emitter-
base junction to a secondary role as 2 photodiode, Consequently, in what
follows only the collector-base photodiode will be taken into account
and the phototransistor will be regarded as a photodiode in parallel
with the collector=base junction of a conventional transistor., This
modeling is shown in Fig 2.

Excess electron-hole pairs are continuously generated on both
sides of the collector-base photodiode. The excess majority carriers
stay in their corresponding side of the junction whereas the excess
minority carriers within one diffusion length of the junction edge
glide over to the opposite side of the collector-base junctlon giving
rise to the photogenerated current IPH as illustrated in Fig. 1.
IPH is then a majority carrier current and flows in the same direction as
the thermogenerated leakage current, IBC' IPH is related to F(V)
through the quantum efficiency 9),.,. The relationship is (2

Loy™ VorpWIFOIA, (1)

The incoming radiation, F(V), then increases the collector-base
5 : + '
leakage current from its dark value, 1., to (I, ISC)' Since
the net base current is 2ero, this majority carrier current must be
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compensated by injection of minority carriers by the emitter-base
Jjunction otherwise charge neutrality is not maintained in the base region,
It is then clear that (IPH + IBC) play the role of a current source
which keeps the emitter-base junction forward biased,

Minority carriers are not only injected from emitter to base
but also from base to emitter, It is convenient to irtroduce the
familiar concept of emitter efficiency, Y,

N
diffusion currents, In addition, there is also a leakage current,

, to relate the resulting

Reddi [6] has analytically and experimentally shown that recombination
through a single level generation-recombination center explains the
behaviour of the leakage component of the emitter current, Usually,
this component is represented by means of a diode with a non-ideal
exponential dependence. For moderate levels of operation, the total

emitter current is

«d
1; }_? exp ("Vae /kT) + IET exp (qVg, /m'kT) (2)
N
where m £ 1,

The collector current is composed of the current (IPH + IBC)

plus the fraction “F of the current injected by the emitter reaching

the collector,
Ic‘* & 1, exp ( qVge/ kT) + (Tp, +IBC) (3)

The net base current must be zero, This constraint and Eqs., (2) and
(3) yield

lg exp (q Vo / kT) _ (IPH + Igc) - IET exp ( qVae / kT) (4)

17 (1 =¥, &)

This expression clearly shows how the forward bias of the emitter junction
is controlled by IPH’ Substituting Eq, (4) into Eq. (3) yields an



expression for the output current, ICEO' as a function of IPH' The
subscript here indicates that IC'IE'ICEO with the base floating

I =
CEO T YNOCF

It has already been pointed out, that (IPH + IBC) play the role of a base
current source. Hence, by rearranging Eq. (5) to yield the ratio
ICEO//(IPH + IBC)' the current gain of the phototransistor, (hFE+l),

is obtained,

Y oc.1 exp ( qQV,. /mkT)

-1
(hegt!) = (1- YN 0C)- N TFET 3E

l'lCEO

This last expression indicates the dependence of hFE on current bias

due to emitter leakage. It is well known that due to this dependence,
the incremental current gain, hfe' is larger than hFE’ This observation
will become relevant vhen the noise experiments on phototransistors

are discussed later,
From the definition of (hFE+I) and Eq. (1), the output current

can also be expressed in terms of the input photon flux, That is

Teem  (heet!) Mprof (VA

This relationship clearly shows that the phototransistor has an effective

ICEO

quantum efficiency which is (hFE+l) times larger than that of the collector-

base photodiode.

[ 'EIPH +'TBC) - YNCYF]ETexp( qVge / m'kT)] (5)

(6)

(7)
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III. Noise Characterization

In a phototransistor, the two main categories Into which radiation
sensitive devices are classified are found combined into a single device,
That is, a power sensitive device corresponding to the coliector-base
photodiode and an ampiifier corresponding to the transistor, Their
noise mechansims are quite different. In the former, the noise is
accoclated with random arrivals of the incoming photons and the random
excitatlon of output carriers by these photons, For the latter, the
input signal may be considered nolseless but the amplifying mechanism
adds nolse power to the signai. In what foilows, the phototransistor
noise modei is deveioped by representing these nolse sources with
sppropriate shot noise generators. The anaiysis cuiminates by formuiating
from these generators and the gain of the device an expression for the

short-clrculted output noise current,

Collector-8ase Photodiode Noise Current

The noise in the collector-base photodiode partiy arises from
the randomness with which the Incoming photons arrive., To some extent,
then, thls noise depends on the type of radiation source. In the
experiments to be described in section |V, an incandescent lamp has
been used. In practice, dayilght is tne commonest source of radiation
to which phototransistors are exposed. Both of these sources are good
examples of biackbody radiators. It is then sufficient to just consider
noise due to fluctuatlons in blackbody radiators. A iucid treatment
of this problem has been yiven by van Viiet [7]. His anaiysis gives
that, for most practical circumstances, the fluctuations of IPH can
be represented by a shot noise generator,

As indicated earller, the only difference between IPH and IBC is
that the former is caused by photon excitation while the latter is
phonon (thermai) excitation. The statistics of photons and phonons
are the same, consequently the noise of the thermogenerated IBc is
also shot noise. The total noise associated with the coliector-base
photodiode is then represented by a shot noise generator of a strength

corresponding to (IPH + IBC)' located across the coliector-base



junction

o = 201, + Iy A (8)

Qutput Noise Current

As in the case of the p-n junction, it will be assumed that the
passage of carriers across a junction potential barrier contributes
full shot noise. In light of Eqs.(3) and (8), the noise of the collector

current is then given by

12 2q [Ty exp (aVge/kT) + (T, + 10| Ar (9)

The two types of currents flowing through the emitter junction
have different noise spectral densities, The diffusion component has
full shot noise but the leakage due to generation-recombination levels
does not. Lauritzen [é] has analytically proved that this type of
mechanism has a noise spectrum with a strength varying from full shot
noise at very low voltage bias to 3/4 of full shot noise for VBE>'3 volt.
Then, it does not introduce great error to assume full shot noise for

the leakage current, The noise of the emitter current is then

2 1
i€ = 2q D exp (qVBE/kT) + IET exp (qVBE/m'kTElAf (10)

At frequencies low in comparison with Er , the transit time of
minority carriers across the base region can be neglected and one can
consider the current pulses of the injected carriers that do not recombine
in the base as simultaneously appearing at both the emitter and collector
junctions. This fraction of injected current common to both junctions

gives the correlation between emitter and collector noise currents

ici:’ - 2q[0tFID exp (quE/kT)]Af ()



Since only a fraction of the total instantaneous emitter and
collector currents is composed of simultaneous pulses, there exists
an instantaneous base current jnasmuch as ic # ie. The mean square

value of this base current is

2 3 v . T A
lb * (lc - |e)('c B ;e) - 'c;c tlele - 'c;e = ! (12)
Substituting Eqs. (9), (10), (11) into Eq. (12) yields

ol

= 2q (_L'_;ﬂf(?_) I, exp (qVgp/KT) + Jeo exp (qVge/m'kT)
N

+ (1, + IBCﬂAf (13)

From Eq. (4), it is straightforward to show that the first two terms
in this last equation equal (IPH + ]BC)' This |s apparent since the
first two terms correspond to the fraction of the emitter current that
compensates (IPH + ISC)' Hence, the base current generator has

twice the shot noise corresponding to (IPH + IBC); that is,

;: = 2q [z(xp,.l + Iac)]Af (14)

Physically, this comes about because ;b is made up of the fluctuations
of (IPH + ]Bc) and of the fluctuations of that portion of emitter current
that compensates (IPH + IBC)' These two curreats flow in opposite directions
and cancel through recombination in the base region whereas their shot
noises are independent and consequently add quadraticaily,

It is Interesting to compare this situation with the case of a
conventlonally biased transistor. For that case, the majorlty carriers

sustalning ;b are supplied through an ohmic contact where no potential



barrier exists. Therefore, the shot noise associated with lPH dise
appears form Eq. (13) causing a reduction of 3 db in the noise power
of. iy if 'BC is negligible.

Finally, the correlation between ib and ic is

. . oyl o 2, L
1T -(lc°le)lc'lc-ll

bc ec

Combining Eqs. (9) and (1) in Eq. (15) gives

iyis = 2a(Tp, + 1) AF

This is the expected result since (! IBC) is common to both the

+
PH
instantaneous collector and base currents.

The hybrid-pi equivalent circuit is next used to accomodate

the shot noise generators given by Eqs. (9) and (14). The resulting

(15)

(16)

noise equivalent circuit is shown in Fig. 3. From this equivalent circuit,

the short-circuited output noise current is obtained

T el e T

where
[3: he /(1 +jf/fﬁ )

With the aid of Eqs. (9), (14), and (16), Eq. (17) transforms to

omm——

B 2
i2 a 2qf 1 +<IPH + Lo ) ( 2heot Nee ) A¢
o CEO ’ 3
Iceo (I + £/F)

10

(17)

(18)



Recalling that (hge + 1) = ICECJ//?IPH + IBC; and using the fact that
hee is usually sufficiently large so that he > h. , Eq. (18)
simplifies to

— 2
li- 20 Ieeo |4 + zhfe/hFE Af
1o+ (05 ) (19)

This is the sought-after expression for the output noise current. This
approach is not fully correct for frequencies near the
fT. where l[’l"l, but the device is not very useful there either,
High frequency effects have been dealt with elsewhere [9] and found
to be negligible,

The physical interpretation of Eq. (19) is straightforward.
Its low=frequency plateau gives the shot noise of the base current
amplified by the gain of the device plus the shot noise of ICEO' As
the gain decreases with frequency, the output noise approaches a high-
frequency plateau given by the shot noise of the collector current.

At a given 1 the unknown parameters of Eq. (19) can be deter-

mined from a measﬁsgment of the output current spectrum ranging from
the low=-frequency plateau up to some frequency above the 3 db fall-off
point, For the purpose of interpreting the measured spectrum, it is
convenient to define an qu by imagining that Eq. (19) gives tne shot

noise of a frequency-dependent current I;q ; namely

2
= 2h //ﬁ
1e < Teeo '-: + te/ "FE

! f/f
T e

The value of qu corresponding to the low-frequency plateau gives the
parameter hge /hFE' With this parameter known, it is then a simple

2 (20)

manipulation to find forom the measured frequency at which qu is
3 db below its low=frequency value,

In conclusion, Eq. (19) not only gives the magnitude of the output

11



noise of a phototransistor but it can also be used to characterize

it by means of the parameters h?e/hFE and ig . This can be a very
useful characterization technique when the base lead of the device is
not available

Noise Equivalent Pover

1f it is desired to characterize the pnototransistor noise per=
formance at its input, the concept of noise equivalent power or NEP
must be used., The NEP is defined s the r.m,s, value of the sinusoidally
modulated radiant power falling on the detector which will produce an
r.m.s, output signal current equal to the r.m,s. noise current from the
detector. This definition can be written in a way which makes clear the

relationship

nep_ = (MY IR

— — (21)
2 \/azw.f)
(o] S S

This equality implies that if one knows the right-hand relationship

between the phototransistor response, is. and the signal power excitation
rnvsjsAb. then one can find a noise equivalent power which causes the
output noise current, i . By extending Eq. (9) to the small signal

case, one obtains the right-hand relationship

TV F) = (B+ )iy = a(B+ NNpri A (22)

After substituting Eqs. (19), and (22) into Eq. (21) and rearrang-

ing, the NEP can be written as (- N\ 1/2
2
)I/Z I+ 2hfe /hFE 1/2
(2qL 4 2
NEP = th CEQ F | + (f/fa) :J f (Af) (23)

2
q)YPTD I+ h1’e

2

I+ (f/f,)

L /% 4

12



Inspection of this expression shows that the NEP of a phototransistor is
practically constant up to frequencies close to hfef and it equals
the NEP of the collector-base photodiode times Vi‘. That is, the NEP

of these two detectors are practically the same,

1V, Experimental Results

Noise measurements were performed as described in the Appendix,

As discussed in connection with Eq. (20), the measured noise has been

interpreted using the concept of ]e From the measured plots of
leq , the parameters h?e/hFE and f, have been extracted. These results
have been compared with independent a.c. measurements of hfe and :3

and d.c. measurements of h... A transit-time bridge 10] has been
used to measure transit time, Te’ and hfe from which f, has been computed
by means of the relationship derived by Lindmeyer and Wrigley [i1]

! (24)
kT
277 [Te 4 — cc% he,
alg

is the collector-base transition capacitance,

t)-‘
[ ]

where CBc

To show that no inconsistancy is introduced by comparing measured
parameters obtained under different sources of excitation, measurements
were also performed using a GaAs light-emitting diode. The measured
frequency response of the tested devices to an amplitude-modulated
light signal from a GaAs diode has been used to determine ﬂ?

The room temperature spectra of Motorola phototransistor type
MRD-310 and units fabricated with the facilities of the University of
Florida Microelactronics Laboratory are discussed next., BSoth devices
are silicon units with the base lead available.

The measured Ie vs, frequency plots for the Motorola unit are
shown in Fig. 4. The low-frequency plateau predicted by Eq. (20)

is observed aithough it is masked by 1/f noise at the lowest frequencies.

13



The high-frequency plateau corresponding to full shot noise of"[ceo
is also observed,

For a given IcEg the value of I;q for the low-frequency plateau
and Eq, (20) yield he
indicated by Eq. (6), the current gains hFE and hfe are different;
h¢o is larger than h .. The ratio m(I ) = he /h which is a slow

function of IE is useful in the duscussnon of our expernmental results,

Because of the dependence of hFE on IE

For this purpose, the pliot of h /h Vs, IE in Fig, 5 has been labeled

mzh In this figure, plots of hfe from transit-time bridge measure-

menis and hFE are also shown, m(IE) can then be computed by three
different ways. In Fig. 6, m(IE) has been plotted from comparison of
noise and bridge measurements and via h /hFE The good agreement
between these two independent approaches indicates that all these
measurements are accurate and that our noise model is accurate at low
frequencies.

from the measured h?e/hFE and qu plots, the corresponding 2
have been computed and plotted in Fig. 7. In addition, f, from the
transit-time bridge measurement and the GaAs diode experiment are also
plotted in Fig. 7. These data agree very vell,

The output spectra of another MRD=310 unit was measured for both a

the phototransistor and transistor modes of operation, For the tran-

S NIy

sistor mode, the base current was supplied through a 3 Mflresistor,
The measured qu are compared in Fig. 8. It is clear that the low-

o

frequency plateau of the phototransistor is twice as large as that

T

of the transistor with conventional bias. This is the expected result

as explained in connection with Eq. (14). To repeat, the phototran-

sistor is 3 db noisier on account of the shot noise contributed by IPH
Using the facilities of the Microelectronics Laboratory of the

University of Florida, three-lead silicon phototransistors were fabricated.

Fig. 9 shows a representative plot of qu for these units. The familiar

spectrum shape of the MRD-310 device is recognized here. Fig. 10
2
compares m hFE' mhFE' and hFE' From these plots, m(IE) has been computed

as explained before. The results are plotted in Fig. 11.

?

i

.
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The agreement is again good between values of m computed by independent
approaches., Fig. 12 compares values of fﬂ obtained from the three

independent measurements used earlier, Agreement is again excellent,

V. Conclusions

The excellent agreement obtained between values of hie/hFE and
59 obtained from noise measurements and the other independent measure-
ments coupled with the convergence of qu to ICEO at the higher frequencies
indicate that the noise model of Fig., 3 is valid except where 1/f
noise predominates. An immediate consequence of this agreement is that
noise measurements on phototransistors can be used to characterize
them in terms of A%FE and 53 . To extend the usefulness of the basic
results, an expression for the NEP has been derived. With this expression,
a2 comparison between a photodiode and a phototransistor leads to the
conclusion that they practically have the same NEP, However, the

phototransistor has the advantage of its gain.

15



APPENDIX

NOISE MEASUREMENTS
The objective of these measurements was to obtain plots of 'eq
vs. frequency, This was accomplished by measuring ig given by

ic = queq[Sf (25)
Since it was desired to measure a noise curr.nt, the phototransistor
was biased with a current source. A block diagram of the noise measure-
ment apparatus as shown in Fig. 12, The special low-noise preamplifier
was buyilt in our laboratory. It has an equivalent noise resistance
of 220 ohms, and a flat frequency response from 10Hz to 200 KHz,

At a given frequency fo' two measurements were needed in order
to obtain qu. For the first measurement, let Ml(fo) be the spectrum
analyzer reading obtained after the amplified input noise was filtered
through the bandwidth Z&f of the spectrum analyzer

M) = (I o+ :gg).|c| (26)

where G is the power gain of the whole system and it is unknown,

ig is given by Eq. (25), and igg is the background noise. The second
measurement was used to calibrate the system since G was unknown. For
this latter measurement, a calibrating signal was added to the input

of the preamplifier. As the diagram of Fig. 12 shows, two options

were available for calibrating signals: a signal-generator-variable-
attenuator combination and a noise diode, A 100K resistor was inserted
between the attenuator and the preamplifier input so that the calibrating
signal behaved as a current source, ;zal'
The calibrating measurement, Mz(fo), was normally done at a power

level several db above Ml(fo)

2 2
Mz(fo) = (lo + i

bg ¥ i<2:a|)'|G| B IonMI(fo) (27)

16



~1nce the preampl 21 uSeT wWa w noise t
- . o

with ié . Herce, from Eqs. (26) and (2h)

; 2

i~ = 'cal

o
(10" - 1)

or in terms of I
eq
i2

qu = L col

YA (10" - 1)

If a noise diode is used for calibration izal = 2qINDZXf and there is

no need to know the effective noise bandwidth of the spectrum analyzer.
Since the majority of the noise measurements performed during this
investigation used a sinusoidal calibrating signal, it was necessary

to measure the noise bandwidths of the spectrum analyzers listed in
Fig. 12. This was done by replacing the phototransistor in Fig 12
with a noise diode and using a sinusoidal signal for calibration,

The measuring frequency was above the 1/f region of the diode spectrum,
hence fo was readily determined from Eq. (29) since, in this case,

qu = I“D‘ This procedure gave the bandwidths listed in Fig, 12,

17

was negligible in comparison

(28)
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LIST OF SYM3OLS

Ab Area of the base region exposed to radiation

CET Emitter-base junction transition capacitance

F(V) Photon flux rate per unit area at optical frequency ¥

f Electrical frequency

59 8eta cut-off frequency

hFE D.C. current gain, Eq. 6

hfe Incremental current gain

IC D.C. collector current

18C Collector leakage current due to thermal excitation

]CEO D.C. collector or emitter current

lD Coefficient of the electron current injected from emlitter to base

IE D.C. emitter current

IET Coefficient of the emitter-junction leakage current

qu Equivalens shot noise current corresponding to the phototransistor
output noise current, Eq. (20)

IPH Photogenerated current

ib Instantaneous base current

ic Instantaneous collector current

ie Instantaneous emitter current

io Instantaneous short-circuited output current

Instantaneous photogenerated current

ph
is(pg.f) Small signal output current due to js(bg,f)

j(;l,f) Small signal photon rate per unit area at optical frequency
S m@ and electrical frequency f

18



m(IE) Ratio of h, to h

m! Reciprocalf:!ope EE the emitter-leakage current vs,
forward junction voltage

NEP Nolse equivalent power

T Absolute temperature

'I’° Emltter-collector fransit time

VBE Base-emitter junction voltage

CZF Fraction of the current injected from emitter to base that
reaches the collector

/3 A.C. current gain

’% Emitter injection efficiency

LY, Bandui dth
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i
=20[a, L explaV, /KT) + (1, +1,,)] Af

v=2a2(I + IPH)] Af

C
i, = 2q(IBc+ IPH)Af

Fig. 3 PHoToTRANSISTOR Noise MoDEL
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B. A FAST SOLID-STATE PME LIGHT DETECTOR USING AU-DOPED SILICON (S. S. Li and
H. F. Tseng)

I. Introduction

The photomagnetoelectric (PME) effect is due to the interaction of an ap-
plied magnetic field on the diffusion of éptically-injected carriers. The
relative orientations of the incident illumination, the magnetic field and the
resulting PME voltage are shown in Fig. 1. This effect was discovered by Kikoin
and Noskov1 in Cu20 in 1934. Since then, a considerable amount of research ac-
tivity has beeun carried out by using the PME effect in semiconductors owing to
its usefulness in the investigation of material propertiesz-g.

Application of the PME effect in light detection was first made by Boatright
and Mettelo for laser signal demodulation. They developed a germanium PME light
detector which is capable of cvercoming some of the difficulties encountered with
photomultipliers as light demodulators. In addition, they also used such a
device to investigate the fine structure of laser signals. Zitter11 developed
a fast InSb PME detector for optical maser studies up to 7 microns. This detector
responds to modulation frequencies of at least 150 Mc, and the use of more highly-
doped material could result in speeds up to 1 kMc. These are the historical back-
ground for the PME detector.

In our recent study of the PME effect in Au-doped siliconlz’13

, we have found
that the PME response in silicon can be greatly enhanced by doping gold in silicon.
This is particularly so for n-type silicon overcompensated with gold impurity.
It has been demonstrated by us that in such material the PME open-circuit voltage
of several volt/cm at liquid H2 and several hundred mV/cm at room temperature
could be obtaired without much difficulty. This large PME response was observed
in the visible spectrum range in such material., In addition, the regombina;ion

~ 10

which implies a fast response detector could be built by using such material.

lifetime in Au-doped silicon is extremely short (of the order of 10 sec)
It is the objective of this paper to discuss the feasibility of using an Au-doped
silicon bar as a PME light detector. The advantage of such a device lies mainly
in the fact that it would be very economical to fabricate a PME detector using
gold-doped silicon due to the efficacy of modern silicon technology.

1I1. Theoretical Aspect of the Photomagnetoelectric Effect

In our recent paper13 we have developed the theory for the photomagneto-

electric effect in gold-doped silicon. The results relevant to the present work
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will be discussed here. The theory is valid under the following assumptions:
i) Low injection (i.e., An < n s Ap < po)case.
ii) Small magnetic field (i.e., uB < 1).
11i) Large gold density (i.e., NAu 2 ND or NAu 2 NA)‘
iv) Incident photons only absorbed near the illuminated surface.
v) Carrier lifetime is independent of injection for small injection case.
vi) Sample thickness is greater than the carrier diffusion length.

vii) One-dimensional approximation is valid.

Under the above assumptions, the expression for the photomagnetoelectric

open-circuit voltage per unit length for gold-doped silicon can be written in

=] B \%
p L) e ¥ ( _A_c)
(b+r ) n°b+ po T G

the form:

PME 1)
where

B denotes the magnetic flux density

b= un/up is the electron and hole mobility ratio

[ = 'rn/'tp is the ratio of electron and hole lifetimes

n , p_ are electron and hole concentrations in thermal equilibrium,
respectively

D is the electron diffusion constant
T is the electron lifetime

G = G + AG; G is the dark conductance per unit length to width
ratio, and AG is the photoconductance per unit length
to width ratio which is related to the surface electron
concentration, Ano, and can be expressed by:

- *
AG = q(b+ T 1)up L An (2)

Equation (1) shows that the PME open-circuit voltage is directly proportional
to the magnetic flux density, B, and also varies linearly with light intensity
for low injection (under this condition, AG << Go’ G =~ Go)' Eqn. (1) also pro-
vides a direct means for determining electron lifetime by concurrent measure-
ments of the steady-state PME open-circuit voltage, photoconductance, Hall coef-
ficient and dark electrical conductivity. In the next section, we will discuss
in detail the possible appliication of using this effect in gold-doped silicon as
a light detector.
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III. Analysis of a PME Detector

The linear relation between the V and the incident light intensity at

low injection, and the very short eleci?gn lifetime possessed by the gold-over-
compensated n-type silicon, make this material very attractive for fabricating

a fast response and high sensitivity photodetector. In this section, the photo-
electric characteristics of the PME light detector are discussed.

a) Effect of surface treatment on the sensitivity of the PME voltage

The dependence of the photosensitivity and the range of the linearity on
the surface recombination velocity, So’ can be seen from the dependence of AG
on So' The photoconductance, AG, is directly proportional to the injected sur-
face electron density Ano, and Ano is linearly related to the incident photon
flux density and the surface velocity through the following relation:

*
An_ = —-——3-——* L - (3)
)
L So + D

where Q is the photon flux density

x [ %
L =/ D T is the effective diffusion length

-1
X Dn(nol1 + po)
(nob + po)

is the effective electron diffusion constant

Combining Eqs. (2) and (3) yields the photoconductance

*
46 = q(b + I Ly L (%)
P (s, +D /L)
From Eg. (4) it is noted that AG is independent of s, if DtL >> 8 (i.e.,
for a well-etched illuminated surface one should expect the maximum PME respon-
sivity). However, if So > D*/L*, the photosensitivity will decrease with in-
creasing surface recombination velocity, while the range of linearity between

VPME and Io w1ll increase with increasing surface recombination velocity.

b) Response time (T.)

It is shown in Eq. (1) that the PME voltage is directly proportional to the
photoconductance for small injection cases. Therefore, the response time of the
PME voltage should be equal to that of the photoconductance. It has been pointed
out by Rosela that in a trap-free material, the response time will be equal to
the carrier lifetime, and is dominated by the majority carrier lifetime. In the
presence of trapping centers, the response time will in general be longer than the
carrier lifetime when the trapping states are in "thermal contact" (i.e., trapping

time is smaller than one-half of the recombination lifetime) with the conduction
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band (or valence band for p-type). Under this condition the response time of ex-

cess carriers can be Ant

T T (1++)
expressed as: I o An

N
T [1 +(Ez—“) exp(E, - E_)/kT] )

where Ten is the response time for the eleztron, and
P
t
T 01+ —
p( Ap )

T
rp

N
= Tp[l + (-r;.-f;'-‘-) exp(Etp - E_)/kT] ®)

where Trp is the response time for holes.
In the case where the trapping time is much longer than the carrier recombi-

nation lifetime, i.e.,

1
T, &8 ————>> 17T (7
nt vtotnntl P
and 1
T = — D> T (8)
pt vtotpptl n

then the response time will approach the lifetime of the free carriers. Under
this condition, the photomagnetoelectric response time should, in principle,
be the same as for the trap free case.

For gold-doped silicon, the gold donor-level will act as hole traps in the
n-type silicon, while the acceptor level will act as electron-traps in the p-type
silicon., These are minority-carrier trappings, and will not in general have much
influence on the response time. To see whether Eqs. (7) and (g8) hold for gold-
doped silicon, we use the electron and hole capture cross section data given by
Fairfield et al15 for gold-doped silicon to calculate the electron and hole life-,
times. The results indicate that the minority carrier trapping times are indeed
several orders of magnitude greater than the recombination lifetime. Therefore,
the effect of minority carrier trapping on the response time in gold-doped silicon
can be ignored (e.g., Tpt = 1.3 x 10-6 sec. and T 1.38 x 10-8 sec, at the gold
acceptor levels). The PME response time is therefore controlled by the majority

carrier lifetimes in such detectors.

¢) Sample internal resistance and capacitance

The internal resistance of the PME cell depends greatly on the compensation
ratio of gold and shallow impurity in silicon. The sample resistance may vary
from a few hundred kilohms to several tenths of megohms for the present case.

The internal conductance of the cell remains constant under small light intensity
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(1.e., Go >> AG). Since no p-n junction exists in such a cell, the total
capacitance of the cell is extremely low (C < 1.5 pf), and mainly comes from the
connecting wires and external circuits. Since the RC time constant is rela-
tively large as compared to the majority carrier lifetimes in the cell, it is
the RC time constant that controls the decay of the PME open-circuit voltage
signal. 1In order to shorten the response time of the detector, it is necessary
to reduce the RC time constant of the cell,

d) Noise consideration

There are three major sources of noise existing in the PME detector that
need to be considered.

(1) Thermal Noise (or Johnson noise)

The thermal noise is due to the thermal agitation of the carriers, which

can be expressed asl6' X
’ v = (4kT < RAB) 9)
n,th

where R is the detector internal resistance and AB is the bandwidth of the detector.
The thermal noise of a typical gold-doped silicon PME detector, with internal
resistance of the order of 100 kilohms operating at room temperature and for 100
kHz bandwidth, will be of the order of 10 pvV. As will be shown later, this com-
ponent of noise will constitute the lower limit for the detection of weak signals.

(2) The Generation-recombination noise (or G-R noise)

The G-R noise is due to statistical fluctuations of the generation-recombi-
na;zon of the excess carriers under illumination. The G-R noise can be expressed
e vn,g-r = Zéég ' T (10)
where Q is the photon flux density and Vg is the PME voltage. As can be seen
from Eq.(10), the signal noise ratio for this case is proportional to the square
root of the input photon flux density. Therefore, this ratio will decrease with
decreasing photon flux density 1t is found that evan at very low light intensity,
the ratio is in the order of one thousand. In comparison with thermal noise, the
G-R noise can be ignored in a PME detector.

(3) 1/f noise

The 1/f noise is prominent at low frequencies. This noise may be assoclated

with surface states, barriers and poor ohmic contacts, and is only important when
operating at frequencies below 1 kHz. This noise can be reduced by careful
preparation of the sample.

From the above discussion and noting that the detector is designed to

operate at rather high frequencies, it is obvious that the thermal noise will
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constitute the lower limit for the detection of weak signals for such devices.
Therefore, low noise performance is oné of the outstanding features of such a
detector.

e) Temperature dependence of the PME response

Boatwright and Mettelo have reported that the PME voltage change in a
germanium detector is less than 1%C° within # 10°C change around room tempera-
ture., In the gold-doped silicon PME detector, the PME response is more sensi-
tive to the temperature. The change of the PME output voltage in such a cell
is found to be 2%/C° around 25°C t 10°C, which is about two times more sensitive
than that of the Ge-cell. This is mainly due to the high internal resistance
of the silicon cell.

f) Magnetic field dependence
The PME open-circuit voltage of the gold-doped silicon PME detector is

linearly proportional to the magnetic flux density up to 10 kilogauss at room
temperature (this is the maximum B available in our laboratory). The general
criterion for such linearity to hold is that pB < 1, where p is the carrier
mobility and B is the magnetic flux density. To obtain a large PME output sig-
nal, the magnetic flux density should be as high as possible.

g) Spectral response

The incident photon flux is related to the incident light intensity by

n) [1-RAW) Ja@) T

Q- = (1)

where n(A), R(A) and o(A) are quantum efficiency, reflection coefficient and
absorption coefficient, respectively, which are functions of the incident photon
wavelength A. The spectral response of the PME effect in gold-doped silicon
samples is found to be relatively flat (constant) over the wavelength interval
from 0.45 pym to 0.65 um. Therefore, the detector is adequate for detection of
the modulating light signals in the visible spectrum range from 0.5 ym to 0.7 um,

h) Selection of the material

It is found that gold-doped n-type silicon is superior to that of p-type
silicon. This is due to the tacts that: (1) the electron mobility is higher
than the hole mobility; this is important for high PME responsivity; (2) the
compensation of donor impurities by gold atoms is more complete than that of
acceptor impurities (see for example, Wilcox17). Therefore, with equal amounts

of substrate concentration and gold concentration, the resultant thermal equilib~

39



rium carrier concentration is much less in n-type material than in p-type
material. This means that with equal amounts of incident photon flux, the
change in AG for n-type is much larger than that for p-type, and thus results
in a higher sensitivity for n-type samples.

Another important aspect needs to be considered in connection with the
selection of the material. This is the determination of the gold and donor
concentration. The higher the gold concentration, the shorter the electron
lifetime, and therefore the faster the response time can be achieved. The
maximum attainable gold concentration is limited by the maximum solubility of
gold in silicon, which is about 1017cm-3, as reported by Collinsle. Under this
maximum gold density, the electron lifetime is abci:t 6 x 10-9 sec.,and therefore
the detector is capable of operating up to the frequency of 165 MC. The selection
of substrate concentration (donor concentration for n-type) is more critical than
gold doping. For small substrate concentration, ND’ the thermal equilibrium
electron density, nos will be small, and thus results in a high responsivity and
large RC time constant. On the other hand, the hole lifetime (minority carrier
lifetime in this case) will increase with decreasing ND. In order to achieve
the goal of minority carrier trapping in the detector (i.e., T, > Tp) rather than
the majority carrier trapping, T should be greater than T_. Underl;heig con-
ditions, the optimum doping concentration of ND varies from ND = 10" "cm
(p = 0.5 Q-cm) to 9 x l(:l6cm-3 depending on the desired sensitivity and RC time

constant of the cell.

i) Dimensions of the cell

The PME open-circuit voltage is inversely proportional to the sample con-
ductance which varies directly with the sample thickness, as shown by Eq. (1).
To ensure maximum sensitivity of the PME response, it is necessary to fabricate
a thin PME cell. In addition, the PME open-circuit voltage is linearly pro-
portional to the length of the cell and independent of the width of the cell.
As a consequence, for optimum operation, a long, narrow cell should be mounted
in between a small Arnold C-magnet with tapering pole pieces that concentrate
the field near the PME cell.

VI. Results and Discussion

We have fabricated and tested more than twenty gold-doped silicon PME
detectors with various gold, shallow donor and acceptor concentrations. Some
typical data and calculated material parameters are summarized in Table 1 for
comparison. The typical sample dimensions are 5 x 2 x 0.1 mma.

Figure 2 shows the variation of the PME open-circuit voltage versus mag-
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netic flux density for various light intensities for sampe (4-d). The results
indicate that a linear relationship between VPME and B is obtained for various
light intensities and for B up to 10 kG.

Figure 3 demonstrates the VPME
netic flux densities, which also shows a linear relationship between VPM

for low light levels.

versus light intensity, Io’ for various mag-
E and Io

Figure 4 shows the spectral-response of the PME voltage versus wavelength
for a typical gold-doped silicon sample. The results indicate that the maximum
response occurs between 0.5 - 0.6 Um and decreases with both increasing and de-
creasing photon wavelength.

Figure 5 shows the normalized V at 25°C as reference) as a

pug (VER Vpyp
function of temperature between -20°C to +60°C for samples 1-d, 2-d and 4-d.

The results indicate that the maximum VP shifts to the lower temperature side

as the resistivity of the sample decreaszg.

Figure 6 illustrates the noise figure of a typical PME detector. The re-
sults indicate that for frequencies below 103 Hz, the 1/f noise dominates. And
for frequencies greater than 103 Hz, the thermal noise is the only major noise
component that exists in the sample.

In conclusion, we have studied the PME effect in gold-doped silicon samples
and analyzed the feasibility of using this material as a PME light detector.

It was found that for cells with high internal resistance, the RC time
constant is rather long, while the sensitivity is very high. On the other hand,
samples with lower internal resistance have shown a much shorter RC time constant,
while the sensitivity is greatly reduced. In order to construct a PME light
detector of considerable sensitivity, and with fast response time, one has to
compromise the doping concentrations of gold and shallow donor impurities in

silicon.
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Fig. 1 The relative orientations of the incident
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C. ELECTRON MOBILITY AND SHALLOW IMPURITY LEVELS IN In-DOPED AND Cu-DOPED
CdS (S. S. Li and C. I. Huang)

I. Introduction

Although a considerable amount of work has been done on the photo-
conductive and luminescent properties in II-VI compounds, only a small part
of this work has been on the conventional transport properties.

Much of the work on CdS has been concerned with the intrinsic scattering
mechanism. Kroger et al1 attempted to fit their data to a simple expression
for optical mode scattering. Migazawa et al2 also attempted to fit their data
with a combination of optical mode and impurity scattering. Devlin3 used the
variational method to find the effect of two simultaneous scattering mecha-
nisms on the Hall mobility. Fugita et al4 measured the Hall mobility under
pulsed illumination using the RedfieldS technique. Monikown6 measured the
Seebeck coefficient of several n-type CdS crystals having room temperature

15073, and gave a value of 0.024 eV

carrier concentrations of the order of 10
as the shallow donor ionization energy. Woodbuty7 reported a double acceptor
0.09 eV below the conduction band edge. Bradberry and Speat8 observed trap-
ping effects in their drift mobility measurement due to a level 0.16 eV below
the conduction band. They attributed this level to native defects, tentatively
singiy ionized sulfur vacancies. Buget and Wtight9 measured the temperature
dependence of the carrier concentration in n-type CdS and found it determined
by unknown donors with ionization energies of 0.45, 0.63 and 0.82 eV in dif-
ferent crystals,

Kroger and Vink1 have studied the effect of additions of Cl and Ga which
act as shallow donors after firing in Cd atmosphere, but the defects were in
such high concentration that the samples were degenerate or indicated impurity
band conduction. Piper and Halstedlo observed a donor level at 0.032 eV in

]'sc:ln-3 which is sufficiently low to avoid

samples with carrier density of 10
impurity banding or screening effects. This energy is in close agreement
with the value predicted on the assumption that the donor is hydrogen-like.
Itakura and Toyada11 measured the Hall effect in undoped CdS in which two
donor levels were found: one 0.014 eV and the other 0.007 eV below the con-
duction band edge.

The transport measurements reported in the literature so far yield a
relatively well-understood knowledge with regard to the intrinsic scattering

mechanism in CdS. Longitudinal optical mode and accoustical mode scattering
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dominates the scattering of electrons at high temperatures, while piezo-
electric scattering dominates the scattering mechanism at low temperatures.
Identification of impurity levels in CdS is still far from ideal due to the
fact that native defects resulting from nonstoicheometry and residual im-
purities exist in the crystal, controlling the electrical properties of such
a material.

In this paper, we attempt to identify the impurity levels in In-doped
CdS from a study of electrical conductivity and Hall effect measurements
between 4.2°K to 300°K. The doping density of indium is chosen such that
the material is non-degenerate in certain temperature ranges. An elaborate
study of the carrier concentration versus temperature between 4.2°K and
300°K is made for In-doped CdS samples. A two-impurity level model is pro-
posed to interpret the observed results. In addition, the conductivity and
the Hall effect measurements are also studied for Cu-doped CdS. This allows
us to draw conclusions with regard to the scattering mechanism as well as
shallow impurity states in In-doped CdS.
II. Experimental Details

The undoped CdS crystal was supplied by the Clevite Corporation, and
has the following impurities before doping with indium or copper:

Fe < 0.1 ppm Ni < 0.5 ppm Zn < 30 ppm
Cu < 0.1 ppm Pb ~ 5.0 ppm Cl< 5 ppm

The last three elements are greatly reduced in the process of vacuum
sintering and growing the crystal. The indium doping density is chosen such
that its concentration is high enough to control the electrical properties
of the sample by indium atoms alone, rather than by native defects or residual
impurities. In addition, the material has to be non-degenerate in a wide
temperature range so that the study of the shallow impurity states can be made
in such materials. The optimum concentration chosen for In and Cu is about
5x 10]'7c1u-3 for the purpose of this study. The sample was cut into a rectan-
gular bar with dimensions of 5 x 3 x 1 mm3, after chemical etching. In-Ga
paste was used for ohmic contacts, which is found to be satisfactory over
the measuring temperature range. The electrical and Hall effect measurements
were performed between 4.2°K and 300°K, using standard techniques. An AC-310
liquid helium refrigeration system was used for low-temperature measurements.
The magnetic fields used were between 1 and 8 kG. To assure that no irrevers-

ible changes had occurred in the bulk of the crystals or the electrodes during
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the thermal cycling, several of the crystals were re-measured over the entire
covered temperature range. A few crystals were removed from the cryostat,
provided with electrodes, and re-measured. It was found that the maximum
fluctuation was less than 3%.

III. Results and Analysis

The Hall effect and electrical conductivity measurements were made be-
tween 4.2°K and 300°K on In-doped and Cu-doped CdS single crystals. Detailed
analyses of the Hall coefficient and electrical conductivity data will be
given for the In-doped CdS. For Cu-doped CdS, only qualitative descriptions
will be given due to the non-conclusive results obtained from the present
measurements.,

Single-Donor-Level Model for In-doped CdS

In analyzing the carrier concentration data versus temperature for In-

doped CdS, we first try a single-donor-level model and use the well-known

formula12 for nondegenerate statistics, e.g.,

N
c
n(n + N,)/(Ny - N, =n) = (E-) exp (Ep/kT) (1)
for the electron concentration n. Here Nc = 2(21Tme kT/h2)3/2, m, being the

density-of-states electron mass and g the degeneracy factor which depends on
the nature of the impurity states and the band edge involved. Later when con-
sidering the carrier concentration associated with two shallow donor states,
we set up the generalization of (1) appropriate to that case. The electron
concentration is assumed to be given by IRHeI-l for simplicity, where R, is
the Hall constant and e is the electronic charge. The factor r = uH/ud, the
ratio of Hall to drift mobilities is, thus, taken to be unity. This is, in
fact, a fairly good approximation for CdS moderately doped with indium im-
purity. We take the electron effective mass, m, = 0.2 LI for calculating

the donor level from Eq. (1), which is the most acceptable value obtained so
far3 for CdS. If Eq. (1) were used for calculating the shallow impurity level
in In-doped CdS, a linear slope with EDl = 0,0154 eV was obtained for

77°K < T < 300°K from Zn[n(n + NA)/(ND - N, = n) T3/2] versus Pl plot.

A T
The assumed values for ND and NA for this case are ND = 5 x 1017cm 3
and NA = ]x 1017cm-3, respectively. The ionization energy EDl = 0,154 eV

+ N, =1x 10]'7cm-3 is chosen so that coasistent results in the curve fit

oe Fig. 2 can be obtained for 20°K < T < 300°K.
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obtained from this curve-fit for In-level is about two times lower than the
reported valuesl3. In addition, the experimental points deviated consider-
ably from the theoretical curve for T < 77°K, indicating tune inadequacy of
using a single-impurity level model for In-doped CdS. In fact, this dis-
crepancy can be eliminated if a two-dunnr-level mode is used to fit the

electron concentration data between 300°K < T < 20°K.

Two-bDonor-Level Model for In-doped CdS

Fig. 1 shows the electrical conductivity and Hall coefficient versus
1/T for In-doped CdS, for 4.2°K < T < 300°K. It is noted from the conduc-
tivity versus 1/T curve, shown in Fig. 1, that normal band conductivity was
observed for 300°K > T > 20°K, and impurity band hopping conductivity was
observed for T < 20°K. In the normal band conductivity region where non-
degenerate statistics hold, we use the two~-donor-level model to perform the
curve-fit from the electron concentration data versus 1/T. The results
indicate that the indium~donor level is responsible for the electron con-
duction between 300°K and 77°K (range I), while another unidentified donor
state dominates the conduction mechanism for temperatures between 20°K and
77°K (range II). In order to analyze the electron concentration data for the
above temperature regions, we start with the charge-neutrality equation, and
assume that N are the indium density and ionization energy, respec-

tively; N

p1 and Ep,

D2 and ED2 are the density and ionization energy of the unknown de-

fects, respectively. The acceptor density for this sample is assumed to be
NA'
regions, using nondegenerate statistics as given by Eq. (1). For range (I)

The electron concentration data can be analyzed in two temperature

the following expression is obtained for n versus T:

n(n + N, - Np) afo/y, - Op,/N, - 1)

(Npy + Npp = 8, = 0) [ /8, - o/, + (7N, - 1)

= %- Nc exp(EDI/kT) )

In this temperature region, the second donor state, EDZ’ is assumed
completely ionized, while the first donor state, ED1 is partially filled.
In range (II ), the first donor state is assumed completely filled and the
second donor state is partially ionized. The relationship between n and T

in this temperature range is given by:

n(n + NA) (3)

1
= = kT
(NDZ - N, -n) g Ne exp(EDZ/ )
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Since n << NA and n << NDZ - NA for T < 77°K, eqn. (3) can be reduced to

~ Nc NDZ
ne (8—) (-N—A— -1) exp(EDzlkT) (3-a)

With the aid of Eqs. (2) and (3-a), EDI’ EDZ and NDI’ NDZ can be de-
termined by assuming values of NA’ g, and using values of n determined from
the Hall constant. The procedures for determining these parameters are indi-
cated in the legend of Fig. 2.

For temperatures below 20°K, the impurity band hopping conduction process
dominates the conduction mechanism; this is shown in Fig., 1. For T < 20°K,
the indium levels are completely filled and the second donor state, (EDZ)’ is
partially filled. Presumably the electron conduction is by hopping from one
filled state to the nearest empty state in this level. The hopping conduc-
tivity for T < 20°K is shown by the dashed line in Fig. 1 for In-doped CdS.
The low electron mobility for T < 10°K is more evidence for the hopping con-
duction in this material (e.g., for T = 10°K, My = 10 cmzlv-sec). The hop-
ping conductivity activation energy observed from conductivity versus inverse
temperature curve for T < 20°K is found to be 0.00035 eV,

Electron mobilities of In-doped and Cu-doped CdS were determined from
the conductivity and Hall effect measurements between 4.2°K and 300°K, as
is shown in Fig. 3. The present results are adequate to permit a study of
the dominant scattering mechanisms. From the near equality of the mobilities
for T > 200°K for samples with different doping and from their fairly rapid
increase with decreasing temperature, it appears that the UH for T 2 200°K
are determined by the intrinsic properties of the two samples and not by the
crystal defects. The scattering of electrons in this temperature range is
most likely by the longitudinal optical phononsl. The best fit of the
mobility data for T > 200°K is given by M, & 110 [exp (300 £ 10)/T - 1), For
both In-doped and Cu-doped CdS samples, the electron mobility reaches a max-
imum at T = 80°K, and then decreases with decreasing temperatures. The
doping density of both copper and indium is approximately equal to 5 x 1017cm-3.
The significant difference in electron mobility for both samples for T < 100°K
depends mainly on the effectiveness of the ionized impurity scattering of
electrons by both centers. Since indium atoms introduce a shallow donor level
in CdS with a single positive charge when it it ionized, the electrons experi-
ence a Coulomb attractive potential while being scattered by such centers.

On the other hand, the copper atoms introduce a deep acceptor level, and it
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will stay as C“éd’ with a single negative effective charge. The electrons
similarly will experience a Coulomb repulsive potential while being scattered
by such centers. In general, the scattering cross-section for the former is
much greater than for the latterla. As a result, the electron mobility in
Cu-doped CdS is much higher than that of In-doped CdS for 20°K < T < 100°K.
For In-doped CdS, the electron mobility decreases exponentially with tempera-
ture for T < 15°K, indicating a hopping type conduction takes place in the
localized states.

In addition to the conductivity and the Hall effect measurements reported
above, we have done an optical transmission measurement on the In-doped CdS
sample in the wavelength interval between 2.5 um and 40 um. A strong absorp-
tion peak was observed at 7.14 um, corresponding to a defect level at 0.175 eV
below the conduction band edge (neglecting Frank-Condon shift). No conclusion
can be drawn regarding the type of defect involved without further investi-
gation,

IV. Conclusions

Electrical conductivity and Hall effect measurements have been made between
300°K and 4.2°K on In-doped and Cu-doped CdS single crystals. A two-donor-
level model has been proposed for the In-doped CdS in order to interpret the
electron concentration data between 20°K and 300°K. The results yield
EDI = 0,033 eV for In-level which is in excellent agreement with the recent
report by Nassau et 3115. The ionization energy observed between 77°K and
20°K for an unknown donor level is EDZ = 0,007 eV, This energy is smaller than
the predicted value by the hydrogenic impurity model which for the case of
CdS should be 0.0305 eV. Although we have no adequate erplanation in this
respect, an unknown donor state with identical ionization energy, ED = 0,007 eV,
has been reported by Itakura and Toyada11 in a high purity undoped CdS be-
tween 50°K and 10°K. It is believed that the low temperature hopping conduc-
tion observed in our In-doped CdS samples is taking place at this unknown
donor state because the thermal energy in this temperature range is much
smaller than EDZ' Optical transmission experiments revealed another defect
level at 0.175 eV below the band edge. The scattering of electrons is inde-
pendent of the types of impurities for T > 200°K and is mainly due to the
longitudinal optical mode scattering. Impurity hopping conduction was observed
for In-doped CdS for T < 20°K. This was not observed for the case of Cu-doped
CdS with the same amount of impurity concentration.
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4, which yields n,
Region (II) is a plot of ﬁn[n/T3/ ] versus 1/T. The slope of this
line yields EDZ = 0.007 eV and the intercept of this line with
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D. STUDY OF ROOM TEMPERATURE PHOTOMAGNETOELECTRIC AND PHOTOCONDUCTIVE
EFFECTS IN Au-DOPED SILICON (S. S. Li and H. F. Tseng)

I. Introduction
In our recent study of the low temperature PME and PC effects in gold-

doped siliconl’z, we reported that at very low temperatures (from 4.2°K to
100°K) a nonlinear quadratic relationship was obtained between Ap and An
(L.e., bp = FAnz) at moderate injection range as a result of the hole trap-
ping at the gold acceptor levels. This results in a 4/3 power law relation

4/3).

between PME short circuit current and the photoconductance (i.e., IPME x AG
In this paper, we report the results of room temperature measurements of the
PME and PC effects in a relatively thin Au-doped silicon (d = 0.1 mm) sample.
A method of determining the recombination parameters such as electron and

hole lifetimes, the electron and hole capture probabilities at the gold levels
using steady state PME and PC effects is demonstrated in the present paper.
The results are found in good agreement with the experimental data available
in the literature as determined from the Hall effect, photoconductivity decay

and photovoltaic effect experiments3_5.

II. Theory
The physical model used in developing the room temperature recombination
theory and the photomagnetoelectric (PME) effect in Au-doped silicon is based
on the following assumptions and facts:
1. The samples were overcompensated by gold impurity (i.e., NAu > ND
or NAu > NA)’ and thus in the exhaustion region NAu >> n» OF P is valid.
2. Small injection (An < n, Or Ap < po) and small magnetic field (uB < 1)
conditions are assumed.
3. The generation of electron-hole pairs by incident photons is in the
vicinity of the illuminated surface. (i.e., ad >> 1, where q is the
absorption coefficient and d is the sample thickness),
4, The surface recombination velocity, 8, on the illuminated surface
is much smaller than the dark surface recombination velocity, 8y (i1.e.,
8, << sd).
5. One-dimensional analysis is valid (£ >> d) and end effect is ignored.
The notations used above, unless otherwise specified, have the conventional

1
meanings™,
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A. Excess Carrier Lifetimes and the Ratio of Excess Carrier Density

In order to interpret the steady state photomagnetoelectric and photo-
conductive effects in gold-doped silicon, it is necessary to develop the
expressions for the excess carrier lifetimes and the ratio of injected exccss
carrier deﬁsity. In the case of gold over-compensated silicon, the Fermi
level is locked near the center of the forbidden gap, and the gold concen-
tration and the shallow donor (or acceptor) density will be much larger than
the thermal equilibrium concentration of the free carriers (i.e.,

NAu’ ND >> n, p, or N 0’ NA >> n s po). The recombination and trapping
mechanism for such samples is that only one of the two levels of the gold
atoms in the band gap will be effective in recombination process (i.e.,
acceptor level for n-type material, and donor level for p-type samples); the
other level will act as a trapping center for minority carriers.

The density of gold atoms with different charge states can be expressed

by: (a) for n-type material,

° = - -
NAu NAu (ND no)

- No - N is the density for
neutral gold centers 1)
and _
Naw " = %
® Ny is the density for nega-
tively charged gold-acceptor
centers (2)

(b) for p-type material

o = o -
Niw ™ Nay = Ny - p)

o
=Ny, - N, (3)
N =N, - p.~N is the density for positively
Au A o A
charged gold donor centers
(4)

° r ° .
For small injection case (i.e., An << NAu’ Ap + Apt << NAu' NAu for n-type;

+
] ]

Ap << NAu’ An + Ant << NAu’ NAu
states with injection can be ignored. Therefore, the lifetimes of the in-

for p-type), the variation of gold charge

Jected carriers are independent of the light intensity.
For n-type samples, the electron lifetime, Ty? ('rn is defined as the
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free time that an electron spends in the conduction band before captured by
the neutral gold acceptor level) can be expressed by:
1 1

T = 35— ® SF oy (5)

Colau G Way~Mp)
where C; is the rate of electron capture probabilities (cma-sec-l) by the
neutral gold acceptor centers, and N;u is substituted by (NAu-ND) using
Eq. (1). The hole lifetime, Tp, at the negatively charged gold acceptor

centers, can be expressed by:

1 1
T = B eo— (6)
P CpﬁAu CpND

where C; represents the rate of hole capture probabilities by the negatively
charged gold acceptor centers, and N;u is substituted by ND using Eq. (2).
Similarly, the electron and hole lifetimes at the gold donor level, T,

and Tp’ in p-type samples can be defined by:

1 1
T = G e
chNt N 7
d n n Au Cn A ™
an . 1 ] 1 )
°w °  C°(N, -N (8
P CpNAu P ( o A)

where C: and C; represent the capture probabilities for electrons and holes
at the positively charged and neutral gold donor levels, respectively. The
NZU is substituted by NA using Eq. (4), and N;u is substituted by (NAu-NA)
using Eq. (3).

The reason that the minority carrier trapping at the gold centers does
not influence the steady state excess carrier lifetime is quite obvious for
small injection cases. To be more specific, let us consider only the case
of n-type gold-doped silicon: the gold acceptor levels will act as recombi-
nation centers, while the gold-donor levels will act as hole-trap centers.
The condition for a trap-level is that the recombination at this level is
negligible (compared to the recombination rate at the gold acceptor levels).
This means that the probabilities of electrons being captured by the gold
donor levels can be neglected. Therefore, we can set the electron recombi-

nation rate at the gold donor levels to be zero, i.e.,

U= 0 9

while for small injection, the hole recombination rate at the gold donor
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Bebe s iac ez

can be expressed by6:

Upp = CpWaylP = Py

where, P1¢ denotes the hole concentration in the valence band when the

levels, Utp

+
AN, ) (10)

donor level coincides with the Fermi level, and AN:u is the excess density
of gold-donor levels being filled by the captured holes. For steady state,
Utp = Utn = 0, since the capture of holes is exactly balanced by their

emission. The steady state electron and hole lifetimes T and Tp are given

by:
An An
T 8, = = (11)
n (Ucn+Utn) Ucn
(Ucp+ctp) cp

From Eqs. (11) and (12) we know that the steady state excess carrier
lifetimes are only controlled by the recombination centers (i.e., the gold
acceptor levels). The only effect of these trap-centers is their influence
on the a.c. response time of the PME voltage, which will not be discussed
in the present paper.

The rates of recombination of electrons and holes through recombination
centers are equal in the steady state case6:

cn T cp

-—A£-U --AL (13)
n T

If we define I as the ratio of excess electron and hole density, then
from Eqs. (5-8,13) we find:

(a) for n-type material,

T CN N
r.%ﬂ.._n. pD o D Y (14)
P T ° =N_) =
- P cn(NAu ND' (NAu ND)

c
where Yk = E% is the ratio of hole and electron capture probabilities

and n at gold acceptor levels

(b) for p-type material

- - -
+ = Yo (15)
p ch N Ny %
° n A

c
vhere Y'k = Eg is the ratio of hole and electron capture probabilities
N at gold donor levels.

From Eqs. (5-8) and (14-15), it 18 noted that one can easily rcontrol the
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lifetimes of excess carriers and the ratio of excess carrier density simply
by controlling the compensation ratio of NAu and ND for n-type samples, and
N, and NA for p~type cases.

Au
B. The Photomagnetoelectric and Photoconductive Effects

The results in part (A) yield the relationship between the injected excess
carrier density for Au-doped silicon under small injection conditions. 1In this
section, the results of part (A) will be used in the derivation of the PME

effect for gold-doped silicon. The electron and hole current density equa-

tions are given by:
J

nx qunnex - unB Jny (16)
Lz U PE, + U B Iy (an
oy = aHne + D g% e
Jpy T Wy PE, - D géz (19)
Ty ¥y = O (20,

and the relation between An and Ap is given by Eqs. (14) and (15).
The continuity equation for electrons in the y-direction (i.e., the

direction of illumination) is given by

1 d
a -&-; Jny - Ucn =0 (21)

The boundary conditions at the illuminated and the dark surfaces of

the sample are

[s, on - J ] - Q (22)

[Sd An +

Ql= .-

Jny] =0 (23)

where Q is the photon flux density. Solving Eqs. (16-20) and with [' = %% o

we obtain the electron current density in the y-direction

=1
an(noP + po)

J = dAn
ny (nob + po) dy
* dAn
P Ty (24)
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*

-1
where
- Dn(nor + po)

(n b +p) 1s the effective diffusion
constant.

The PME short circuit current per unit width (hy setting € = 0) is

given by: d d
I = [ Q__+J )dy = -B(1+b [ J . d
PME o X px) y ) Up 5 ny y
or
I *
PME qB(1+b) up D Ano (25)

where Ano is the excess carrier density at the illuminated surface. Ano can
be related to the incident photon flux density, Q, by solving the continuity
equation (21) and using the boundary condition at y = 0, The result yields

*
L
An,, = zrsfw 2R

(o]

An = Ano exp(-y/L*) and

* *
where L = (D“tn);5 is the effective diffusion length.

The PME open circuit voltage per unit length, V g* can be obtained from

PM

3
the relation . - IpME (27)
PMi G

Substituting (25) into (27) we obtain:

*
Voug = 9B(14) My D Ano/G (28)

where G = Go + AG, and Go is the dark conductance per unit width to length
ratio. AG represents the photoconductance per unit width to length ratio

which can be derived from -1 d
AG = q up(b +T %)/ bMndy (29)
o

*
Substituting An = Ano exp(-y/L ) into Eq. (29) and using the boundary
conditions that An = Ano at y= 0 and An = 0 at y = d in Eq. (29), we obtai::

AG = q(b + I} m L b (30)

The PME open circuit voltage, VPME’ can now be expressed as a function
of AG simply by eliminating Ano from Eq. (28) and Eq. (30). The result reads

-1
nl 4 % D k%
v - B( b+11)( o O) (?‘l) (é.(.;-) (31)
PME b4r~ Reb*Po n
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Eq. (31) predicts that for small injection case (i.e., AG << Go)’

the PME open circuit voltage, y should vary linearly with magnetic flux

VPME
density, B, and the photoconductance, AG (or light intensity).

Note that Eq. (31) provides a direct means for determining the electron
and hole lifetimes as well as the capture probabilities from the concurrent
measurements of the steady state PME and PC effects as long as values of T
are known. Eq. (31) applies equally well for both p- and n-type samples.
For n-type samples, I' is determined from Eq. (14) and for p-type samples, I' is
determined by Eq. (15).
III. Results and Analysis

An n-type silicon slab with phosphorus concentratio;aof ND = 101

a p-type silicon bar with boron concentration of NA = 10 cm-3 were used for

gold diffusion. The gold impurity was first evaporated on silicon substrates

6 -3

cm and

(or using AuCl3 plating) and then diffused at 1200°C for a twenty-four hour
period and quenched to room temperatur:. The gold concentration was then esti-
mated from the resistivity and Hall coefficient data and compared with the
diffusion data available for gold in silicon7. The results are as follows:

(a) for n-type silicon sample

N &5x 1003
Au
~ 1516 =3
ND = 107 cm
n, = 1.3 x 1012cm-3
8 =3 o
P, " 1.5 x 10 cm at 300°K,
n, = L x 101%p3
(b) and for p-type sampl
p=typ mPNe - 1016cm'3 vz 1014 3
Au ] A cn ’
P, = 9.6 x 1012cm-3, n = 2.1 x 107cm-3.
3 3

The sample dimensions for n-type are 7 x 5 x 0.1 mm~ and 7 x 5 x 0.2 mm
for the p-type sample. In order to satisfy the assumption (4) made in Sec. II,
the front surface of the sample was chemically etched and the dark surface was
sand blasted. The experimental set-up and the measuring technique is iden-
8
tical to our previous report .

The results of the PME and PC measurements are shown in Fig. 1 to Fig. 6.
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Figs. 1-5 are the results for the n-type sample, and Fig. 6 is for the
p~type sample., Similar dependence of VPME on B, Io and AG on Io are observed
for p-type samples and only V.

PME
of evaluation of carrier lifetimes.

versus AG/Go is shown in Fig. 6 for the purpose

Figure 1 shows the variation of V versus B, with light intensity, Io'

PME

as parameter. The results indicate that V directly proportional to B

PME 18
for various illumination intensities, which is in accord with the prediction
of Eq. (31). Fig. 2 shows the variation of VoME

sity with magnetic field, B, as parameter. The results indicate that at low

as a function of 1light inten-

illumination intensity a linear relation between V and Io is obtained for

various magnetic field strengths, and a sublinear :2:ion is observed for large
illumination intensity. Fig. 3 shows a linear relationship between VPME and
Io observed for two different wavelengths and magnetic field strengths. The
light intensity is rather weak when the monochromator is used for measure-
ments. This can be seen by comparison between Fig. 2 (white light) and Fig. 3
(monochromatic light). Fig. 4 demonstrates the linear relationship between
AG/Go versus Io’ which is again in accord with the prediction given by Eq. (30).
In order to compare the results with theoretical prediction of Eq. (31),
we plot V versus AG/Go from Fig. 2 and Fig. 4. The results are shown in

as a function of AG/Go with

PME

Fig. 5. Fig. 5 demonstrates the variation of VPME

B as a parameter for the n-type sample. The results indicate that for
AG/Go < 0.2 a linear relationship between VPME
predicted by Eq. (31). For AG/Go > 0.2, deviation from linearity was observed.
The V should become independent of AG/Go at very high injection leVelss.

PME
For the p-type sample, V

versus AG/Go is obtained, as is

versus AG/Go is shown in Fig. 6. One can again
<
pMg Versus AG/Go is obtained for AG/GOz 0.12,

In order to calculate the electron and hole lifetimes and the carrier

PME
see that the linearity between V

capture probabilities at the gold levels, it is necessary to know the elec-
tron and hole capture rate ratios, Y% and Y_;5 at gold acceptor and donor levels,
respectively. Using the data given by Fairfield and Gokehale3 for gold-

doped silicon, it is found that

c c®
N, = EE- = 70 and Y_% = E%- = 0.38

Substituting the above values into Eqs. (14) and (15), one finds

I' = 17.5 for n-type sample

and
I' = 38 for p~type sample.
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Using the above data and assuming b = 2 (the electron-hole mobility ratio),

the electron lifetime is then computed from Eq. (31) and from the data in the
linear region of Figs. 5 or 6. The result ylelds T = 1.3 x 10-8 sec. for

the n-type sample. The electron diffusion constant, Dn' for the n-type sample
used in the above calculation, is 24.9 cm2/sec. and the hole diffusion constant
Dp, for the p-type sample is 8.8 cm2/sec. These two consta;ts are determined
from the Hall effect measurement (We have found no= 960 cm” /V-sec for the
n-type sample and up = 340 cmz/V-sec for the p-type sample.) and by using

H (Elb. In determining the scattering factor

n’p- n,p q
in the Hall Coefficient, we have assumed that the longitudinal acoustical mode

the Einstein relation, D

lattice scattering is dominant (i.e., r «1.18) and the scattering due to the
gold impurity is negligible at room temperature. Other parameters such as

Tp, L*, C;, C;, C: and C; are calculated subsequently by using Eqs. (5) to (8),
(14) and (15). For comparison, the results are summarized in Table I along
with some available data in the litera.ure.

One aspect we need to point out here is the fact that in calculating the
carrier lifetimes and capture probabilities from the PME and PC measurements,
we used the values of the electron-hole capture rate ratios at gold-acceptor
and donor levels given by Fairfield et 813. This discrepancy can be eliminated
by concurrent measurements of the PME and PC effects on two specimens (either
n-typé or p-type) with different gold density or different shallow impurity
density, and using the theory developed in the present paper. This would allow
us to determine the capture rate ratios independently.

IV. <Conclusions

The photomagnetoelectric and photoconductive effects in gold-doped silicon
have been studied at T = 300°K. A linear relationship between PME open~-circuit
voltage versus magnetic field intensity, photoconductance and light intensity
has been obtained in both n- and p~type samples under small injection conditions,
which is in sccord with the theoretical predictions of Eq. (31). This result
indicates that the recombination and trapping mechanisms at room temperatures
are quite different from those observed at low temperatures, as reported previousl%’z.

A simple recombination model has been proposed to interpret the observed
PME and PC effects in gold-doped silicon at room temperatures. The electron
and hole capture probabilities at the gold acceptor and donor levels have been
deduced from the PME and PC measurements; using the electron-hole capture rate
ratios given by Fairfield et a13, and the results are found in good agreement
with those determined from otheyr methods.
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E. ASSESSING MODEL ADEQUACY AND SELECTING MODEL COMPLEXITY IN INTEGRATED-
CIRCUIT SIMULATION (F. A. Lindholm, S. W. Director and D. L. Bowler)

I. Introduction

Success in the simulation and automated design of integrated circuits
depends critically on the models chosen to represent the behavior of active de-
vices. The basic consideration involved in the choice is to obtain required
accuracy from a model of minimum complexityl. Basing calculations on a model
of insufficient accuracy will normally lead to meaningless results. On the other
hand, use of a model more complex than needed threatens the capability of com-
puter memory, increases c.p.u. time, increases the chance of numerical errors,
and limits the size of circuits that the simulation program can accommodate.
Moreover, the more complex the model the more time and effort must be spent
determining the model parameters. Design using optimization techniques compounds
the need for model simplicity because such design requires many circuit analyses.

In simulation of the static behavior of bipolar integrated circuits, the
simplest transistor characterization commonly in use is the Ebers-Moll model2
or its charge-control or Linvill equivalentss. The validity of a simulation
based on this characterization then depends on how adequately the Ebers-Moll
model represents the performance of each transistor in the circuit. This ade-
quacy in turn depends on the approximations that underlie the model. In the
original fotmulation2 of the Ebers-Moll model, these approximations (or assump-
tions) are:

1. The transistor consists of space-charge and quasi-neutral regionsé.

2. Net generation or recombination in the space-charge regions and at
the surface 1s negligible. This includes the neglect both of thermally
derived generation and recombination and of,generation arising from
avalanche multiplication or Zener breakdown .

3. A Boltzmann relation of the form exp(qV/kT) describes the dependence
between the minority densities at the edges gf a space-charge region
and the voltage V applied across that region .

4. The dependence of lifetime on carrier density and current is negligiblea’s.

5. Conductivity modulation in the base region is negligible, as is degzag
dation of emitter efficiency resulting from conductivity modulation ’~.

6. The electric field in quasi-neutral regions is independent of current4’5’6.

7. Uniform injection of carriers is assumed across the area of the emitter;
that is, emitter crowding is negligible’-s.

8. Base widening caused by space-charge limited flow in the collector is
negligible9,10,

9. Multi-dimensional flow caused by space-charge limited flow in the
collector is negligiblelO,11,
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These approximations limit the validity of the Ebers-Moll model, as it
was originally formulated, to a restricted range of terminal voltages and cur-
rents. Because common methods of simulation give no assurance that the currents
and voltages in each transistor of the circuit under study lie within this range,
one guards against model failure by employing generalizations, to be discussed
subsequently. These generalizations extend the range of validity; unfortunately,
they increase model complexity.

The Ebers-Moll model fails for currents and voltages below certain critical
values. In formulating a generalization that avoids this failure, one must take
account of net generation-decombination in the transition regions and at the
surface (approximation 2 above). Analytical expressions exist that enable this

12,13

generalization to be made. To establish the pertinent critical current,

one can measure the IC-VBE characteristics and infer the-current above which
recombination in the active base predominates in determining the total recombi-
nation current. 12,13

Aside from the lower bound thus established, failure of the Ebers-Moll model
normally occurs if voltages and currents exceed certain critical values. Here
generalization of the model is more difficult. The difficulty arises because,
for large currents and voltages, the phenomena implied by the approximations
listed above all tend to interact to determine the device behavior and all are
described by nonlinear equations. From an analytical viewpoint, direct solution
poses an intractable problem. Several approaches, based on approximations, have
been proposed to evade this problem.

One approach consists in retaining the form of the equations describing
the Ebers-Moll model but increasing the accuracy by allowing the parameters of
the model to vary with voltage and current1’14. The functional dependence of
this parameter variation is determined by curve fitting, using measurements made
at the device terminals. The characterization thus consists of tabulations of
the dependence of such parameters as current gain and the charge-control time con-
stants on relevant currents and voltages.

The advantage of this method lies on the side of accuracy. By fitting the
parameter dependence to measured data, one ensures that the predicted behavior
will match actual device behavior to within a specified error. The accuracy
can be increased by increasing the number of data points used in constructing
the model. This method, however, has serious drawbacks. The resulting model
is complex. Its use requires the storage of many pileces of data to characterize
each device. This produces the disadvantages noted earlier: limitations on

computer memory, on numerical accuracy and, consequently, on the size of the
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circuit that can be simulated. As an additional disadvantage, the parameters
for this model derive solely from measurements made at the device terminals.
No attempt is normally made to relate device performance to structural and
material parameters. To the integrated-circuit designer, this constitutes a
serious deficiency.

Gummel and Poon have recently described an alternative approach that offers
significant advantagesls. Their integral charge-control model, described by 21
parameters (excluding parasitic resistances), does not depend for its validity
on many of the approximations, cited earlier, upon which the Ebers-Moll model
is based. Moreover, their model enables trading simplicity for accuracy, thereby
generating a progression of simpler models; in its simplest form the Gummel-Poon
model reduces to the Ebers-Moll model. The most important approximation limiting
the validity of the Gummel-Poon model is the assumption of one-dimensional cur-
rent flow. To include a first-order description of the multi-dimensional effects
of emitter crowding, Gummel and Poon include in their model an adjustable parameter
whose value is chosen to fit measured device behavior. In general, multi-dimen-
sional effects have received much study, although mainly from the viewpoint of
device rather than of circuit design7’8’lo’11.

Thus models of different degrees of accuracy and simplicity exist as candi-
dates for use in simulation programs. Of these the simplest is the Ebers-Moll
model, or its charge-control or Linvill equivalents. Other more complicated
models take account of one or more of the various phenomena ignored by the Ebers-
Moll model: emitter crowding, high injection, etc.

A basic problem left unsolved by previous studies, however, rules out the
effective utilization of these models in integrated-circuit simulation and de-
sign., This problem is the determination, for each transistor in the circuit
under study, of the model of least complexity that will give the accuracy re-
quired. A sub-problem is to determine those transistors for which the simplest
model -- the Ebers-Moll model -~- will provide an adequate description.

The present paper describes a method that offers a solution to these prob-
lems, In Section II below, we cutline the central ideas of the method. Section
I1I sets forth certain onset voltages and currents that describe the limits of
adequacy of the Ebers-Moll model. 1In Section IV we illustrate the practical
utility of the method by applying it to the simulation of an operational ampli-
fier.

{}. The Method
A model may fail to adequately describe device behavior if any of its

underlying approximations is violated. If for a particular circuit application
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none of !hese approximations is violated, we say that the model is self-consistent
for that application.

The method for model assessment and choice of model complexity presented here
is based upon using voltages and currents calculated in a computer simulation of
the circuit to test for self-consistency of the models. Each model that fails the
test is replaced with a more complex model, and the circuit is again analyzed. This
procedure continues until self-consistency prevails for all models in tne circuit.
When this condition is satisfied, we assume that the models adequately represent
device behavior.

Becausc it is desirable that simulation progriams employ the least complex models
possible, the first simulation uses the Ebers-Moll model for each transistor. For
simplicity we focus attention in this paper on the static behavior of circuits in
which all of the transistors operate in the forward-active region; and we assume all
the collector currents to be large enough that one can neglect contributions arising
from net recombination~generation in the transition regions. Under these constraints --
which apply, for example, to the biasing circuits of many amplifiers -- four onset
parameters suffice to describe the limits of adequacy of the Ebers-Moll model. These
parameters -- three currents and one voltage -- provide the basis for the self-con-
sistency test. As is described in Section III, each onset parameter corresponds to
the onset of failure of various of the approximations underlying the Ebers-Moll
model; that is, each corresponds to the onset of various of the phenomena ignored
in the formulation of that model.

Figure 1 shows an abbreviated flow diagram of the method. Most existing anal-
ysis programs are easily modified to permit incorporation of this method. As in
any analysis program, the first step is to read in the network description. Each
transistor should be read in as a three-terminal device rather than as a set of
interconnecting elements. For the first analysis, an Ebers-Moll model with para-
sitic resistances added is used to represent each transistor in the circuit; the
onset parameters for this model are calculated as is indicated in Section III below.
The first analysis gives the collector current and voltage for each transistor in
the circuit, which are compared with the appropriate onset parameters to test for
self-consistency. If an onset parameter associated with any transistor model is
exceeded, the self-consistency test fails. Each such model is made appropriately
more complex. Analysis is then repeated and another self-consistency check is
made. The procedure continues until all models in the circuit are self-consistent.

Notice that this method ensures use of the simplest model -- the Ebers-Moll
model -- wherever possible., It places additional complexity only on those tran-

sistors poorly represented by the Ebers-Moll model. Moreover, for
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any transistor requiring a model more accurate than the Ebers-Moll model, it
encourages adding of no more complexity than that needed to obtain an adequate
representation of device behavior. For example, suppose that the Ebers-Moll
model for a particular transistor in the circuit fails because the collector
current exceeds the onset value describing high injection in the base. Then
one replaces the Ebers-Moll model, not with the most complex model available,
but rather with a model obtained by adding only the elements needed to account
for this high injection.

Thus the method offers a solution to the basic problems described in
Secticn I. For each transistor in a circuit the method selects from among
existing models that one of least complexity consistent with an adequate de-
scription of the circuit behavior.

III. Onset Parameters for the Ebers-Moll Model

The onset parameters describe the currents and voltages at which various
of the approximations underlying the Ebers-Moll model start to become severely
vinlated. These approximations were listed in Section I.

The onset parameter I R gives the collector current above which emitter

crowding becomes severe, i: Siolation of approximation 7. In specifying the
value of this critical current, we assume the absence of the other phenomena
implied by the approximations listed in Section I; we make a similar assumption
in specifying each of the other onset parameters. The onset parameter IC-HIB
gives the collector current above which high level injection in the base region
becomes severe. It thus relates to the onset of conductivity modulation and

of current dependence of lifetime and electric field in the base; moreover, for
collector current larger than IC-HIB’ a Boltzmann relation of the form
exp(qVEB/kT) no longer describes the dependence of the minority density at the
base edge of the emitter space-charge region. Hence I is concerned with

C-HIB
the violation of approximations 3 through 6. The onset parameter I

c-scL B7VeS
the collector current above which space-charge limited flow occurs in the col-
lector region. Space-charge limited flow causes base widening and multi-
dimensional flow, violating thereby approximations 8 and 9.

We specify the foregoing onset parameters in terms of collector current.
Alternatively, we could specify them in terms of emitter base voltage VEB
inasmuch as the Ebers-Moll model supplies a functional dependence between IC
and VEB' For the final onset parameter no such choice is available. This
parameter gives the collector voltage at which breakdown begins in the collector
space-charge region, in violation of approximation 2.

We now describe each of the onset parameters and discuss its determination
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by calculations based upon the transistor make-up and by measurements at the
terminals.
A. ONSET PARAMETER FOR EMITTER CROWDING

The flow of base current produces a potential gradient tha:t makes the
voltage applied across the emitter junction be a decreasing function of dis-
tance from the base contact. Because minority carrier injection depends expo-
nentially on this voltage (normalized by the thermal voltage, kT/q), the injec-
tion occurring at the emitter edges nearest the base contact can greatly exceed
that occurring over the rest of the emitter area. This tendency for carrier
density, and hence current density, to crowd toward emitter edges is called
emitter crowding.

The exponential dependence cited above suggests that the effects associated
with emitter crowding will become important when the maximum voltage difference
produced by the base current reaches approximately kT/q. Hauser7 has shown that
this condition occurs when I = 2 kT/q 1)

B RB/m
where m = 4 for a double-stripe base contact and m = 1 for a single-stripe
contact. At this value of base current, the current density normal to the
active emitter and at the emitter edge nearest the base contact is approximately
twice the minimum normal current density7. (The minimum normal current density
occurs at the center of the emitter for a double-stripe base contact and at the
emitter edge farthest from the base contact for a single-stripe geometry).

We use thir condition to definme the onset parameter 1 R for emitter

c-C

. 2 kT/
Tc-cr = Fer @F%f &

Crowding increases continuously with increasing current, and thus a definition of

crowding:

the current at which crowding "begins' is to some degree arbitrary. The ad-
justable constant FCR reflects this arbitrariness. As is discussed later, its
value is chosen at the discretion of the analyst, in accord with the maximum
error in model prediction that accompanies different choices of FCR'

In (2), Bf denotes the common-emitter current gain in forward-active oper-

ation and RB denotes the transverse resistance of the intrinsic base region.

which is estimated by

)
4 B%-"Bsk (3)
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In Figure 2 the base width W_ and the emitter dimensions, L and Z, are indicated.

B
By pB we mean the average resistivity of the base and by Pgs the sheet resistance
underneath the emitter.

In determining the value of I for a particular transistor, one must dis-

tinguish between the transverse baSeCSesistance RB’ on the one hand, and the
intrinsic base resistance Rb pertinent in a dc large-signal model, such as the
Ebers-Moll model, on the other. For current sufficiently low that the approxi-
mations underlying the Ebers-Moll model all are valid, the relation between

these two resistances 137’16

R = RB/3m (4)
The simplest way to find the value of RB is by direct measurement of the sheet
resistance Pas using a closed-geometry (JFET) test pattern fabricated on the
same chip as the transistors in question. If a test pattern of this kind is

unavailable, one may estimate Pas from

Here HEM denotes the mobility of majority carriers in the base, which can be

estimated with fair accuracy, and N, is Gummel's number (the number of impurity

B
atoms per unit area in the base), which can be inferred from measurements at

7
the conventional transistor terminals . Alternatively, one can measure the
intrinsic base resistance r, pertinent to small-signal, low-frequency exci-

b
tation. Under the same constraints that ensured the validity of (4),

T, Rb = RB/3m (6)

To determine the value of RB from the measured value of rb

to know whether the base contact has a double-stripe or a single-stripe geometry.

, one then needs only

In principle, one can calculate Bf from knowledge of the transistor make-
up. In practice, however, one knows the spatial distribution of carrier life-
time to such poor accuracy that the only practical way to determine Bf is by
inference from terminal measurements.

The means for determining the value of the onset parameter IC-CR thus
consists in combining calculations based on the transistor make-up with measure-
ments made at the device terminals,

The onset parameter for crowding lends itself to interpretation in relation

to the current-voltage characteristics, For F. =1, I defines the corner at

which the asymptotes for negligible crowding g:d forcsf:hificant crowding inter-
sect. Figure 3 shows this interpretation., Notice that the Ebers-Moll model
tends to predict a collector current larger than that resulting if the effects
of crowding are taken
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into account. In the method of Fig. 1, the maximum difference (or error)

occurs when 1, = 1 Using the results of Hauser7, one can find the maxi-

C C-CR’

mum crrors attending different choices of the constant F These values,

which appear in Table 1, apply to any transistor whose mg:e-up is consistent
with the assumptions used by Hauser in his analysis. For many practical devices,
these assumptions hold with good accuracy; the most seriously restrictive of
them are the assumption of stripe-contact geometry and the assumption that the
length-width ratio of the emittzr makcs reasonable a two-dimensional (rather
than three-dimensional) treatment of crowding.

In the method diagramed in Fig. 1, the first simulation of circuit beha-
vior is based on representing each transistor in the circuit by an Ebers-Moll

model with parasitic resistances added. To this point, we have ignored the

influence of these resistances. Indeed, however, inclusion of base resistance
Rb reduces the maximum error substantially below the values cited in Table 1,
The reason for this is as follows. Whether predicted by the Ebers-Moll

model or by the Hauser model which accounts for crowding, the collector cur-

EB
voltage VEB-that contributes to the potential barrier at the emitter-base

rent IC depends sensitively on the portion V of the applied emitter base

junction. The relation between these voltages is

%

IvEé = IVEBI = IICI 'B; (7)

(ignoring the voltage across the parasitic emitter resistance Re‘ which is
assumed negligible in this discussion). The maximum errors given in Table 1

are computed by comparing collector currents at the value of VEE that causes

Lo = Ie cr

to flow in the Ebers-Moll model. From a practical standpoint, this is an
inappropriate comparison, however, because VEé is an internal voltage rather
than a voltage across transistor terminals. To find more meaningful values of
the maximum error, one must compare the collector currents predicted by the
Ebers-Moll model and the Hauser model at the terminal voltage VEB that causes

I, to equal 1 in the Ebers-Moll model. Doing this, one finds, for example,

c C-CR

that the maximum error accompanying the choice F., = 1 decreases from approxi-

CR
mately 70% (see Table 1) to approximately 20%Z. No general results can be

given as to the size of this decrease. The reduction cited holds for a typical
transistor employed in our experimental study, described in Sec. IV. As is

apparent from (7), determination of the actual error risked in model assess-
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ment for a particular transistor requires the specification of Bf, Rb’ and
IC-CR for that transisto.

Choice of FCR in the definition of IC-CR thus rests on the transistor

make-up and on the maximum error in model assessment that the analyst is

wiiling to risk. For many circuits, F = 1 may be a reasonable choice.

C-CR
B. ONSET PARAMETER FOR HIGH INJECTION IN THE BASE

All of the phenomena implied by approximations 3 through 6 listed earlier,
which accompany high injection in the base, set in at approximately the same
collector current, As this critical current we take the value at which the

injected minority charge is some fraction F of the majority base charge

HIB
- present in thermal equilibrium:

8, = Fure%o = FrisdAeMs (8)

where AE is the area of the emitter. From charge-control theory, we express
the injected minority charge as the product of the collector current and the

forward transit time Tge "Thus

A
Lo nip = FuisdeNp/ s 9

which defines the onset parameter for high injection in the base,

Finding the value of I for a particular transistor requires the

C-HIB
determination of the Gummel number NB and of the forward transit time Tf' To

determine NB, any of the methods mentioned earlier can be used. To determine

18,19

Tgs One can either employ measurements at the device terminals or the

semi-empirical relationlo’15

T = Wain D (10)
where DBm denotes the diffusivity of minority carriers in the base. For
practical transistors, the constant n_ ranges from 2, appropriate for a homo-
geneous-base transistor, to 10; it accounts for the influence of built-in elec-
tric field on the carrier transit time across the base. As an estimate, one

can calculate the value of n, from the expression

W 3/2
~ _B dnN (11)
nt/2 1+ 7 dx

which pertains to a transistor with exponential doping in the basezo. Here
N denotes the impurity density in the quasi-neutral base.

In describing transistor beta degradation at high collector currents,
Wait and Hauserz1 have proposed an onset current for high injection in the
base that differs from that defined above. It can be shown, however, that the
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Wait-Hauser onset curreit results if one sets FCR = 1 and n, = 2 in our expres-

sion for IC-HIB' The Wait-Hauser current therefore describes the onset of high

injection in a homogeneous-base transistor, but is less generally applicable
than is the definition given in (9) above.

This definition has different physical meanings depending on the choice

ne* FoT Fyp = 1 leoup NG
the intersection of the asymptotes describing high and low injection™ precisely

c-cg in Fig. 3. For Fy o= 0.5, it

corresponds approximately to the current at which the injected minority density

made of the fraction F corresponds approximately to

analogous to the interpretation given to I

at the emitter edge of the quasi-neutral base region in a homogeneous-base
transistor just equals the density of the base impurity atoms.

Gummel and Poon15 have computed the IC - VEé characteristics assuming high
injection in the base. From their computations one can infer representative
values of the maximum error risked in assessing the adequacy of the Ebers-Moll mod-
el in the presence of high injection. Defining tHe maximum error in a sense analo-
gous to that employed for Table 1, one finds that the approximate maximum error
for FHIB = 1 is 857%; for FHIB = 0.5, it is 257%; and for FHIB = 0,25, it is 5%.
These values result if one ignores the effects of a potential drop in Rb. As
was discussed in connection with the onset parameter for current crowding,
these values may therefore substantially overestimate the maximum error actually
risked in model assessment.
C. SPACE-CHARGE-LIMITED FLOW IN THE COLLECTOR

In the conventional treatment of forward-active transistor behavior, which
assumes the absence of crowding and of high-level injection in the base, a so-
called space-charge region is assumed to straddle the metallurgical collector
junction. In this region the space charge density equals the charge density of
the impurity ions. The free carriers present are assumed to contribute negligibly
to the charge density. As current increases, however, the charge of the free
carriers traversing this region can no longer be neglected. Indeed, at a certain

critical current density JC the charge of the free carriers combined with

rit’
the charge of the impurity atoms will be just large enough to cause the electric
field at the collector metallurgical junction to vanish. This occurrence marks
the onset of space-charge-limited current flow in the collector space-charge

region; current densities exceeding J require (in a one-dimensional, one-

Crit
carrier model) the formation of a potential barrier which will reflect some of
the carriers that are injected by the emitter and reach the collector junction.

In this space-charge-limited mode of flowzz, the current will increase propor-
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tionately as the square of V if drift flow with constant mobility predomi-

CB’
nates, or proportionately as IVCBI’ if flow at the scatter-limited velocity

Veat preaominates. But in a normal circuit environment VCB and IC will be un-

able to vary in accord with this dependence; for example, the circuit configu-

ration might hold V. essentially constant. Thus the one-carrier, one-dimensional

CB
model of the conventional treatment disallows collector currents exceeding
JCritAE'

Accommodation of current larger than this value therefore requires a major

departure from the one-carrier, one-dimensional model. One possible departure,
which retains the assumption of one-dimensional flow, involves the cooperation

of holes and electrons to extend the quasi-neutral region that recelves injection
from the emitter so that its far boundary crosses the metallurgical collector
Jjunction into the collector region itself. This is the model of base-widening 1
Another possible departure involves an increase in the effective area of the
emitter owing to lateral injection of carriers into the base and consequent
multi-dimensional flowlo'll. In practical transistors, both base widening and

lateral injection occur at currents exceeding J A_; both contribute to the

Crif B}
degradation of current gain and frequency response .,
We now derivz an expression for JCrit' the current density at which space-
charge-limited flow in the collector sets in. For concreteness, consider the
npn structure shown in Fig. 2. If one ignores crowding, a one-dimensional
treatment suffices for current not exceeding JCrit.
As is stated above, the condition defining the onset of space-charge-limited

flow is the vanishing of the electric field at the metallurgical collector junc-

tion:
E@) = 0 (12)

By definition this occurs at current density

JCrit = - qn(x) v(x) = qn(x) unc(E) E(x) (13)

The electric field is therefore determined by

dE _ _p -~ WMpc * Igp /v
dx K¢ K€
s O s 0

(14)

To find the functional dependence of J upon VCB and the transistor

Crit
make-up, we now introduce an approximation that will put (14) in suitable form

for integration. We approximate the dependence of mobility on electric field

by the simple empirical relat:ion23
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in which E = VCBT/WC

Here Moo denotes the low-field mobility and VCBT denotes the total (applied

is the average electric field in the collector region.

plus contact) potential between base and collector. Combining (14) and (15)
and rearranging leads to

K€, dE/(qNDC /u E) = dx (16)

Crit

In their study of space-charge-limited flow, Shockley and Prim24 have integrated

an equation of this form. The result is

Yerse = Wpe Vepr/Mo) Hho an
1+ Vggr/Ne) uno
Vsat
provided
qNDCWC/K eVepr > 1 (18)
For integrated-circuit transistors, this condition is easily met. ;

Despite its simplicity (17) provides a good fit with the functional depen-
dence of Whittier and Tremere's critical current densitylo, which required com-
puter solution. Moreover, it is consistent with the expression of Poon et qlis '
for critical current. The derivation given here applies more generally than
that of Poonzs, which required the assumption of collector bias so small that

at low currents the collector depletion width constitutes only a small fraction

of the width WC of the collector region. !
In accord with (17), we define the onset parameter for space-charge-limited

flow in the collector as 4

-1 !

. cr Mpchgtne |17 VeprMotno | (19) I

C-SCL SCL W v CBT ]

C sat

The factor FSCL provides the analyst with an adjustable constant that plays a
role similar to the adjustable constants associated with the onset parameters
for crowding and for high injection in the base.

The simplest method to determine the value of IC-SCL is by calculation
based on knowledge of the doping of the collector region, of its width, and of
its junction contact potential.

Notice that, in contrast to IC-CR and IC-HIB’ the value of IC-SCL cannot
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be found prior to the first simulation. For any transistor in the circuit
under study, its value depends on the value of V
D. ONSET PARAMETER FOR VOLTAGE BREAKDOWN

For a transistor biased in the forward-active mode, the smallest of the

CB computed for that transistor.

breakdown voltages conventionally defined is typically BV 0’ the breakdown

CE
voltage between collector and emitter with the base open-circuited. Thus we
normally take this voltage to ve the onset parameter describing breakdown. How-
ever, for certain diode-connected transistors26 and for transistors in which the
circuit environment imposes close approximations to either short-circuit or

open-circuit conditions between emitter and base, violation of the constraint

Ver < BVero

may not necessarily imply failure of the Ebers-Moll model. Voltage ratings
such as BVCBO or BVCES may more appropriately serve as the breakdown onset
parameter for these devices. Often the circuit configuration makes the appro-
priate choice obvious; the results of the computer simulations of circuit beha-
vior also offer guidance. 27

The breakdown voltages can be measured at the device terminals™ or calcu-

lated from the transistor make-upze'-29

IV, Illustrative Example

The effectiveness of the proposed procedure was studied by the simulation
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