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1, Artificlal Inte||l|gence Prcject

Artificlal Intelllgence Is the exper|mental and theoretical study of
perceptual and Inte|lectual processes using computers., Its u|timate
goal I8 to understand these processes we|l enough to make a computer
perceive, understand and act In ways now only possible for 9Sumans,
This understanding Is at present In a very prelimimary state.
Nevertheless, progress In Identlfylng and dupliicating Inteljectuai
mechanlsms |s being made and the range of problems that computers can
be made to solve |s increasing, The unders*anding so far achleved has
important potentlial practical appllications, The development of these
applications I8 worth undertaklnag,

The Starnforo Artificlal Intel|lgence Project Is concerned with both
the central problems of artlficlal |nte|llgence and some related
subflelds of computer sclience, The proposed structure of the Project
Is glven In Floure 1, The scores of some contlnuing activities have
beer mod|f|led and two new research areas have been added: Analysls
of Algorlthms and Machine Trans|atlion,

Flgure 1, Structure of the Stanford Artificlal|
Inte||lgence Project
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"Analysis of Algorlithms" |s headed by Professor Dona|d Xnuth and
dlrected to an wunderstandings of the quantitative behavior of
particular algorithms, The oroperties of many ajgorlthms that are of
central Iimportance to computer sclence are known only In a
gualltative or ¢rudely auantitat|ve way, Knuth and his group are
empioying analyticaj techniques to gdeepen our knowledge of thls area,

The probiem cf machine transiation wili|| be approached anew from two
directions: artificlal Iinteiligence and |inguistics, This small
project wli| Involve representatives of both disciplines who propose

to test thelr ideas Initially on a restricted formal language,

"Interaction with the Physical World" Includes continuing projects on
computer vislon and control, as we|| as speech recognition research,
Durlrg Prof, Feldman’s sabbatical leave, (academic year 19708-71)
respons|bllilty for Hana-tEye research has passed to Drs, Thomas
Binford and Alan Kay, Work on speech recognition was curtailed wlth
the departure of Professor Reddy but |[s centinuing In the area of
syntax=directed recognitlion,

Work on Heurlstics continues [In the areas of machline |earning and
autoratic deduct!on, Board games such as Checkers and Go are the
prirary test vehicles for Ideas In machine Iearning, Theorem-
proving |Is the current oblJective of our research on automatic
deduction,

John McCarthy’s Representation Theory work will contlinue on
esplsterologlical probiems (|,e, - choosing a sultable representation
for sltuatlons and the rules that describe how sltuations ¢change),

Research |n Mathematical Theory of Computation |s expanding somewhat,
partly through other sources of support, A practlcal goal of this
work Is to replace certaln time-consuming and uncertaln pragram
debLgging processes wlth formal proofs of the correctness of programs,

The work on Mode|s of Cognitive ProcesseS shown In Flguyre 1 Is an
affillated proJect not Inciuded |[n this proposal, It will Dbe
supported by the Nationa| Institutes of Mental Health under Grant
MHP 664510,

Subsequent sections cover the proposed research |n somewhat more
detall,
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1,1 ANALYSIS OF ALGOR[THMS (Donald Knyth)

"Analysis of algorithms” Is a fleld of study dlrected to an
understanding of the bahavior of particular ajgorithms, Two klnds of
problems are usuajly |nvestigated!?

A, Quantitat]ve anajlys|s of an ajgorithm, In this case the
goal Is wusually to determ|ne the running time andsor memory B8pace
requirements of a g|ven ajaor|thm, The determination of running time
ean be done |[n an essentially machine=-independent manner by
expressing the aigorithm In some mechine=- |ndependent language (not
necessar||y a forma| languaye) and counting the number of times each
step s executed, Usually these counts Include a "worst case
analysis" (the max|mum number of times that the step can be
performed, taken over sume specified set of inputs to the aigorithm);
a "best case anajysis" (the minimum number of times), and a "tybplcal
case analys|s" (the average number of times for a glven clstrlbution
of Inputs), It Is In fact deslirable to have complete informatijon
about the distribution of the number of times, for a known
distribution of the Input, whenever this can be worked out, A
tynlcal example of sych an analys|s |s presented |n detal| In [1, pp,
95-991,

B, Determination of "optimaj"® algorlthms, In this case the
goal Is usually to fina the "best possible" ajgor|thm In a glven
ciass of ajgorithms, We set up some definjtion of "best possibje"
which reflects, as reallsticaliy as possibile, the pertinent
characteristics of the hardvare which |Is to pe associated wlith the
ajgorithm, A typical exampje of this sort of analys|ls, applled to
the problem of computing xtn with the fewest muftipllications when n
is fixed, Is dlscussed |n detal| In [2, pp, 481-4183,

Analyses of type A are usuaily employed when comparing two different
algorithms that do the same Job, to see whigh [s more sSultable on a
particular oomputer for some particular type of Input data, Since
there |Is wusualiy more than one way to soive a problem, analyses of
this type can be very heipful In declding whigh of severa| algorithms
should be chosen, Occaslonally type A analyses are ajSo incorporated
Into the algo., Ithms themselves: for 8xampje, the "spectra| test"
ajgorithm (2, pp, 93-96) carr|es out one type of Iteration untl| |t
finas that the data has been transformed énough to et another type
of Iteratjon comp|ete the Job In a reasorabje amount of time,

It may seem that type B analyses are far Superior to type A anajyses;

we will have found the "pest" gigorlthm once and for aljj, Instead of
performing type A anajyses of ajl algor|thms In the class, But this
Is only true to a lImited extent, since silght changes In the

definition of “"pest possihje" oan slgnificantiy affact which
algorithm |s best, Ffor example, X¢31 cannot be calculateg (starting
with the vajue of x) in fewer than ¢ multipllcations, but it oan be
evaluated with onjy 6 arlthmetic operations |t division |s allowed,
Kiyuyev and KokovklIn=Scherbak (3] oproved that the Gaussjan
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elimination method for matrix |nversion uSes the minimum number of
arithmetlic operations, provided that whole rows are always operated
on at a times byt Strassen (4] nhas recent|y dlscovered that
substantliai|y fewer operations are needed |f the row restriction |Is
dropped,

Another problem w|th type B analyses |s that, even when a Simple
deflnlition of "best possible"” |s postulated, the determipation of an
optiral algorlthm |s wexceedlingly difficult, For example, the
following basle problems are among those not yet completely reso.ved:

(a) The min|mum number of mujtiplications to compute xtn
glver x with n fixegd,

(b) The min|muym number of arltnmetic operations to compute a
general polynomlal al(n)xtn + ,,, *+ a(l) + a(P), glven x, for flxed
values of the ccefficlents,

(c) The min|mum number of steps needed to multiply two glven
binary n=blt numbers,

(d) The mirn|mum number of steps needed to recogn|ze whether a
glver string belonds to a glven context~free |anguags,

.e) The min|mum numbar of steps needed to multiply two glven
n x n matrices, when n |S known,

(f) The mIn|mum number of compar|son steps needed to sort n
elerents,

Asymptotic solutlons are known for proojems (a) and (f), and the
solutilon to (b) Is known within 1 or 2 oparations, for “a|most aj|"
polynomla|s; but |n cases (¢), (d), and (e) the known upper and |ower
bounds for the <deslirea quantlities are far apart, No asymptotic
sojution to problem (f) Is known when simultaneous cOmpar|sons afe
allowec, The evidence 1In case (a) suggest strong|y that the exact
answer as a function of n has no simple form which WwWl|| ever be
alscoversd w|thout exhaustive trlal=-and=error search, Furthermore,
the simpl|fled deflnltlions of "best possible™ often fal| to represent
suffliclently reallstlec sltuations) for example, |tems need not be
sorten by means of compar!sons at all, they can be sorted by using
blt Inspection or by using ldentitlas |lke

min(a,b) = (a + b - |b=al)/2

1f only the number of c¢omparisons |8 consldered, other Important
characteristics of the sorting problem (e,g., the l|oglcal complex|ty
of the program and of the data structures) are Ignored, Therefore
although type B ena|yses are extremely Interesting, type A analyses
more often pay off |n practice,
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It Is obvjous that algorithmig analysils |s desirable, but Is It
really a un|fleg disclp|ine? If each algorithm presented a probj|em
quite dlfferent from eaeh other algor|thm, Analys|s of Algorithms
would be no more than a hodgepodge of |solated technliques, not
deserving any distinction as a speclal branch of Computer Sclence,
Fortunate|y, experlignce has shown that a good deal of un|ty |s
present In th)s area, wlth the same technigues applled repeated|y,
Some of the most Important unifying principles are "Klrghhoffrgm
eonservation |aw for floweharts; tne use of generating functions:
discrete calculus; and some aspects of Information theory and of
autorata theory, {(For numerous [1lustrations of thesg techr lques,
ses the |Istings unger "Analysl|s of a|gor|thmg" In the Index to 1]
and to (2)), Furthermore, |t Is not uncommon to find that the
analysis of one algorithm appj|les perfectly to the analysls of
another superficlaj|y unrefated algorlthm, (For examp|e, "rad|x-
exchange sort|ng" Is governed by essentlaliy the same |aws as g
certaln form of nt,|q memory",; The analys|s of an algorithm to fjng
the rax|mum of a set |nvolves the same faormula as does the analysls
of the number of cYecles In a random permutation, and the running time
of this ajgorlithm I's strongly related to the storage Space requlred
by the ‘"rggervo|r samp|lng" ajgor|thm, Algor|thmlc ana|ysls Is
coming to be g Coherant disclpliine,

By any deflinition of Computer Sclencs, the fleld of algorithmle

analysls probably lles In the central ccre of the Subljects It |Ig
Somewhat surpris|ng that so I|tte concentrated study has been devoted
to |t, It may pa argued that we shoulgn’t spend too mueh t|me

analyzlng ouyr algor|thms, l1ast we never get anything else done, This
Is aqulte true up tg g polnt, since [t |s certalnly unnecessary for a
person to analyze careful |y every program that he writes:; put there
are many ajlgorithms whjech have speclal |mportance because they are
applled to so many different probjlems, Thess algorithms must pe wel |
understoood If Computer Sclence Is to advance signiflcant)y,
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1,2 Mechanical Transiatlon (J, McCarthy, R, Schank, Y, Wl |ks)

We plan to undertake a smal| affort In mechanical trans|etlon, The
first effort will be to create programs to <ranslate from a
restricted formal |anguage RFL [nto both Engllish and French, The |dea
Ils that RFL wll| be wused to express the semantic conten: of the
sentences Independent of grammar and wlthout the syntactic and
semantic ambliguities, There are two views of semantic content ot
natural language he|d In ihe proJect and elsewhere, and bath wli! be
explored, probably to the extent of making two transiators,

The flrst view (the I|nguists In the projJect are betting on this one)
Is that semantl¢ content {(at Jleast to the extent necessary for
transliatlion) can adeaquate|y be expressed by some form of non-|ogle¢al
representation, such as a network structure,

The second view (held by Al people |lke McCarthy and Sandewali) Is
that the semantics of natural language W|l| have to be deveioped
along |Ines similar to those taken |n mathematical loglc, |,e, the
notlon of deno*tatjon for phrases end sentences of natural language
wlil have to be formallzed, From this point of view, the flrst cut
at RFL shoulo be based on the predicate calculus, and a major effort
should go [nto devising precdicates that wi|l enable the content of a
wide class of sentences of natura| |anguages to be expressed,

From the |ingulstic end, Yorlck W|Iks and Roger Schank wl||| ,ead the
work alded 1/4 time by Dr, A,F, Parker-Rhodes and with Dr, Margaret
Masterman as a consyltant, From the Al djrection, McCarthy and
perhaps Patrick Hayes wl|! take parv, Several research assistants
will also be Invo|ved,

One rajJor reason for reopening the mechanlical transiation probjem |s
that conslderable advances have been mide towards the sat|{sfaotory
semantic representation of natural Janguage material, Another 15 that
there has been an |Inorease |n the general |evel of sophistication
about the del|lcaoy with which real natural{ Jlanguage forms must be
treated,

MT went through a certaln number of clear|y deflnable phases, Therz
was the word=for-word transiatlion stage, at the Inception of MT,
vhen that falled, Iingulsts were called on to remedy the slituaticn,
Thelr emphas|s on Syntactlc struoture caused a shift <towards more
formal methods |n MT, most of them based on the work of Chomsky,
when that approach falled, |t became |ncreasingly clear that
something called semantics ought to be added, but no one was qulte
sure what that was, Workers In MT began to fall Into three groups:
those who thought that a great deal more [exlicograbhv was needed;
those who felt that the |lack of an adequate theory of human |anguage
understianding and generation must be dealt with before more effort on
MT could be expended; and those who were so heav|ly Into thelr own
approaches that ¢they falled to see troubles because of thelr bel|et
that the goal was Jjust over the next mountaln,
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The ALPAC Report caused most government financing tu be wlthdrewn
from MT, Jlargely because |t was felt that MT was too expensive as

human trans|ators could do the Jjob more cheapiy. Since the ALPAC
Report (19661, researchers have made considerable strides In the
deveioprent cf a theory of natural language understanding (for

discussion of this, see J, Mey (19721), The Impetus for these has
been provid.d by the growth ot time=Sharud computer sysiesms that
permit on-|Ine diajogues between man and mach|ne, The des|re to yse
natural language as the med|um .f comminicatiyzn In these proJects has
necessitated the development of a SUffld'Gnt?y rich forma! structure
that can represent the conceptual content of each naturai Ianguage
senterice typed 1Intd> the machline, Most Importantiy, these formal
structures have been bullt to handle |linguistic input at a higher
fevel than that of sentences, and In conjunction with memory or
eariier |nput, and the |ong-term memory of the computer model , One
alm of these Interiingual forma] mode|s has been that [nferencss,
loagical operations and Impilcations may work In conjunction with the
analyzed content of an utterance so as to establish the intent of the
utterance and its affect on the memory, It was found by a number of
researchers that formal Interiingual structures could be made to
direct language anajysis so as to e|liminate previous rellance on
syntactic analysis, and replace It with a more heuristic approach to
sentence structure,

We propose usinq some cf the approaches that have recenti{y been
developed for deajling with computationai lingulistic and formaj
itngulstiec and forma| |oglca! probjems |n order to enrich the
emerging theory of humas language understanding and generatjon, and
to aoply these theoretical and practical advances to the problem of
translating |angQuages by computer, For exampje, we woJid combline the
approaches of the foljowlng: (1) Jonn McCarthy’s suggestions for
the construction of a logicebased Intermediate J|anguage hetween
scurce language (S) and targut |anguage (T), (2) Schank’s system of
represeni|ng semantic structure based on an inter|ingual vocabulary
and a system of dependency relatlions, (3) the Eng|ish-French MT work
of Shlilan and Ruther ord basSed on a theory of phrase=for=phrase
translation, (4) Wl|ks’ system of semantic structure representation
using a mixtura of dependency and phrase=structure ruies ranging over
semartic objects, A number of para'lels ai.d contrasts between these
approaci.as could be expjored, but what |s most Important Is that they
all share certaln agsumptions, name|v that conventiona| gqgrammatical
alalysls s not fundamental, wnereas some Intermediate and
Iinter!linguaj representation hetween S and T Isy s0 then It 1Is
proposed to make a new attack on the MT probliem, Using an
Interilingua to detect and transform semantic content, thus the
approach wW[ll be, from the start, |n principle Interiingual though
the Initla! system set up w!i| be Detween two languages only=e
Engllsh and French,

Interiinguas for MT can be of two k|nds:
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(A) Axlomat|zed formal systems witn separate rules to fit the
formulas gensrate: py the system to some gliven natura| language, The
early Masterman-Parker Rhodes semant|c product=-|att|ce system was of
this Intermediate "Progression Caleculus” to connect sube|attieces of
the deep semantic system tc seyments of surface structure,

It cannat be gec!ded a prlorl that to solve the nature| f|t probjem
realistical|y with such calculi |Is Impossible, Nonethe|ess, after
15 years of trla) and error, the Cumbrlidge Language Research Unlit
declded to [mplement, In a contract for the Canadian government, g
system with an Inter||ngua of type (8) below Inltially, in order to
galn more knowledge of how to operate, In actua| practice, an
Inter|Ingua of type (A),

(B) General machine algorithms for defining, structuring and
Interconnecting segments of semantica|ly coded text In any l|anguage,
At least two varjants of Such systems have been trled! the fipst
takes the who|e sentence, dom|nated by the verb, as the unit of
semantic content, If this approach could be sufficlent|y simp||fj|ed
It wouleo probably be the shortest and pest way to MT, Schank and hils
students have been making slgnificant strides In this dlirectlion, When
making such codings for R|chens’ system the CLRU rate was about one
coding per session, His system had a hlerarchy of subsoripts,
whereas the Schank system has - much easler 10 read hlerarchy of
arrows,

The second varlant of this type re|les on an Initial segmentation of
Inout sentenges Into phrasings of the order of |ength af a single
clause or phrase, and Intended to correspond to a breath group of a
human speaker, The dletlonary making required for such an approach
can be simpler and more rapid sinpe the paradigm |s much shorter,
This approach Is used In the work of Shi|lan and Rutherford (3 above)
and that of Wi|ks (4 above! which Is stily, according to SImmons*
survey, the only semantic work working beyond the boundary of the
sentenoce,

Wilks’ work has trled to taokle another quest|on that comes up In
eonnection with an inter(|Ingua: namely, how |arge are the ecntent
patterns that can be transferred from one language to another, Thls
work has been on the semant|e discourse structure of paragraphs angd
has Imposed semantig patterns, or templates, onto the segmented and
coded text, Its most general assumption has been that It Is the
blager patterns In |anguage, applying over the [ongest aval|able text
length, that are genuinely Inter|lngual: and, moreover, that
Interlinguality at that leve! can to some extent compensate for the
obvious fal|ures of inter|linguality at the bottom or codlng leve]|,
where the actua! |inguistic oodings yused are inev|tably blased
towards e|ther the S or T language,

It shouid be possibje to comb|ine the approaches deve|oped at the
Cambridge Language Research Unit with those deve|oped at Stanford so
as to integrate a system that uti|izes semant|c networks to represent
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the Iriterllnguai content of a plece of dlscourse, The vossibliity
of utlllzing networks oy conjunction with ecertaln assoclatjve
eriterla and propertles of a genaral memuv:y Structure to establ |sh
the meaning ot the speaker as opposed to the meaning of the sentence
Is current|ly being Investigated by Schank. Presumably the entire
procedure can be comb|ned with certaln high level loalcal operations
In order ‘to create a flna| representation that could serve as the
starting polnt of a generatlon routine for naturaj languags, A major
goal of th|s project, therefore, for those mathematical= Interl||ngua
orlented, but who have become npractically wary, |Is to develop
Inter! lngual systems that are formally and algorithmically
Interesting, yet wh|ch can have natural |anguage dlictlenarles made
for tnem In a simp|e and stralghtforward manner, The stress should
not be on contrast and comparlison between the constituent approaches
to thls proposed proJect, but or the degree to which the different
approaches comp|ement one another, and suppiy elements missing In the
others,
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1,3 INTERACTION WITH THE PHYSICAL 4ORLD

Computer visjon In the three-dimens|ona] worid and manipulation wWith
mec-anlical arms continues to be a central Interest of the project,
Speech recognltion reseach continues at a modest |evel,

1,3,1 Hand-Eye Research (Thomas Binford, Jerome Fe|dman, Alan
KRY),

In our research we aim to develop the abl|ity to see and manipulate
In simp|e Industria| situations, These s|implie problems are beyond
our abli|ties now, but we expect modest gains In the next two Years
which will stimulate use of newiy avallable hardware, Mechanlcal
arms now have a pl2¢e In Industry; touch sensing and computer control
have potentia] advantages in extending versati|ity, We anticlipate
the time when It wi|l pe SImpler and cheaper to use a gereral purpose
device than to make speclal purpose machlnes, just as computers have
repiaced many speclial purpose control devlces,

Visual perception solutions have applications In advancing the
capabliit]jes of computer systems, by making easier communication w|th
computers, and as visuallzat; n tools |n proplem solvir- and natural
language,

Arm and eye modules are sufficlent|y standard that a handful of
people use them routinely, The Hand/tye submor|tor [1]) coordinates
about 7 cooperating Jobs (there w||| be 3 or 4 more soon) which
comrunicate by message procedures and a giobal model! In the common
upper segment, An ALGOL style language SAIL, Implemented by Robert
Sproull and Dan Swinehart (2,31 Is In genera| use by the Hand/Eye
oroup and others at the project,

A yser package for the arm has made It wlidely avallable, and
generalilized manipujation procedures and Improved sSojutions have
stirulated evtensive use of the arm, A new arm has been constructed
and oocerated [4]), a oynamic trajJectory servo [5] using a Newtonian
mechan|cs mode| has operated the new arm, Non~||near callibration, a
user package for the new arm, and obstac|e avoldance w||| be done in
the flrst half of 1971,

The visual system |s distingulshed by automat|c sensor accommodation
as an integral part of the recognition process [5], An edge follower
has been wrltten whjch uses automat|ic accommodation to0 enhanoe® |ts
dynamic range and selfectivity [7]), Camera calibration [8] converts
pan and t]jit of the camera to space angles and positions on the
support plane, Color |dentiflcation routines have been written by
Tenenbaum [6] and Binford, The SIMPLE body recognlizer [9] identi|fle=
Isoiated objects from thelr out|ines, The COMPLEX body rdoognlzer
[S, |s desligned for |ncomplete edge |[nformation and |ncorporates
prediction and ver|fication teohnlaues for miss|ng edges, G, Grape
{12] |e developing an Improved program for organization c¢f |[Ine
drawlngs from raw edge data, using edge prediction and verification,
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In order to deve|op and test the system and to stancdard!zs the
Independent modules, the task of "|nstan. Insanity", & puzzle
Involving colored cubes, was success?ully carrled out, The strategy
Job was the work of Bob Sproull, Jerry Feldman and Alan Kay,

We propose teo work toward understanding of more comp|ex cbjects |n
more complex sceneS, such as tools on & workbench or outdoor Scenes,

Many scenes w|l| be too complex, Over the course of two years we
wlili use new Vvisua| functlions, organ|Ze the scene In new |evelS, and
use a repesentalon of compiex objects:i we wlll Incorporate <these
modules In a goal=-orlented system which coordinates them,

We wlll make a reglon finder which uses color, The new funetjon
color permits a new |evel of organlzatlion: reglons of homogensous
brightness In three c¢olors wl|l be grouped Into super=reglone of
uniform cojor, e wlll benef|t from the use of color even With a
primitive color nperceptlion, What |Is needsd Is a fundamenta|

understanding of color perception, color constancy, We have none In
sight,

We wlll organlze <color super-reglons Into higher supereregions by
proximity In space and color, Color Super=-reglons are defined by
connectiv|ty: the set of polnts withn a nearest nelghbor having the
same property., In very simple scenes of objects with uniform faces,
reglon-orlented or edge-orliented processors are adegquate, Bi:t when we
look out a window, we Ssee Sky, trees and grass, In none of these
areas wl|l reglons based on contingulity enable us to descr|be that
area a8 & unlt, We see patches of fresh green among brown clay or
old grass, Patches of sky show through the trees, Patches of b|ue
In the sky are separated by clouds, If we group together the color
super=reglons Into higher super-reglons based on proximlty |In
positlon and color, 1,e,, we group reglons which are nearby but not
connected, we desScr|be that outdoor scene In terms of & few mgln
parts: ¢louds, sky, grass, earth, trees, some of wh|ch overiap. We
have added another |evel of organization that In some cases zan Mmake
sense of what appeared a jumble,

We will criticlze the super~reglons according to how they simp||fy
the Scene, We w|l| find relations wlithin the super-reglons and
relatlions among the super-reglons, We requlre many |evels of
organlzatjion, Group|ng based on some sim|larity} sub=grouping based
on alfferences, Group Into super-realons based on prox|mjty In Space
and some attrlbute (or vector of attr|butes).

We wlll form super-reglons based on proxim'ty In space and shape,

glzes and dlirect|onallity, We suggest that we can organize S!mple
textures, The natural |anguage description of textyre seems a

reasonable recresentation: the set of texture elements and the
georetric rejations apong them, AS texture e ements we can work with
Ilnes and blobs (whose Shape we can describe, perhaps |n a primitjve
way now), We seek to Isolate repeated elements, Relations among
repeated elements w|ll be examined, This wlil be a multi=iave)
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process |n whlch the finding of some relat|ons wlll help !n
establishing others, Deallng wlith proflles of |Inear textures, =
orimitive program with that structure was able to describe the
textures ([Wolfe and BiInfordl, There are three bas|c operations
Involved: find|ng spatia]| features, two~-dimensional Shape
description, and organization of features, We can do each opesration
well enough on simp|e cases to make progress by combining them,

If we were to organize by proximity using usual "clustering" methods,
the cost would be prohlbltlve, These methods rely on comput|ng
distances from an element to a|| other ejements, Even |f we were to
factor the problem (nto a two-dImenslional problem pjus a search
(search for a match among reglons hNearby In space, or search among
Ilke colors for reglons nearby In space), the cost would be
proh|bltive, A technical ald to organization |s the use of proxim|ty
In n~space, This can be Implemented at reasonable cost |n computat|on

and storage oy the technique of multl- entry coding ([BlInfordl, In
the example of <color Super-reglons, we Impiled proxirmlty In a
four-dirensiona| space (two color dimensions and tvo spatial

dimensions), In using other attr|butes we work wlth Jiml |ap
high-direns|ona| spaces, This |Is a reasonable extens|on of the
reglon=or|ented structure In that the cost |s s|ignt when the scene
Is adequate|y described by region=-growling or edge-finding technliques,
for then there are few regions and I1ttle effort 1Is |nvolved In
prox|imity among the reglons, The cases where higher leve]
organization costs something are those cases which coul|d not be
handied before,

We warn agalnst the ||luslon that the v|sua| problem wi|| pm solved
by one technl|gue, For each new facl|lty we wl|| have "counter=~
examp|es”, problems It cannot overcome, But we greatly Increase the
set of probiems which are routine for the system which Includes that
faclilty,

We will form representations of comp|ex objects, MeCarthy [12] has
emphasized representation theory as primary In problem=so|ving, We
require a good representation as a compact hauristic base, a source
for heurlistics which prevents random accumulation and mutua|
antagon|sm, We choose representations which are three-dimensional and
obtalned by the cperations of gutting and Joining primitive
three-d|mensional forms,

We wll| wuse stereo correlation to obtaln motion parallax and
foreground/ backgroynd ssparation In stereo Images, AS emphaslzed by
McCarthy, this Is a method of overal| characterization of the scene,
separating the scene |nto potentlal|y Significant areas, There are
some simp|e cases:
(a) with camera motion or sma|| angle stereo, aj| disparities
are smal|;
(b) the distant parts of the scene have sma|| dispar|ty}
(c) disparity of ground or floor can be approx|mste|y
predicted, traced by continulty,
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Color and other properties (for aeaxampj|e, the "energy". a miasure of
contrast) narrow the range of search, A good starting place for many
objects |Is the assumption that tiey rest on the ground,

We wlll use depth Information In the 3hape representatiecn, Stereo
correjation provides a depth mapping, We can use the Shape repre-
séntatlon to bulld up a mode| of the object, We Wil| a|g0o uge the

representation to opganize data from a direct=ranging experiment by
trlanguiation,

We will use v!sua| feedback In a varlety of ways to control the aem,
Immeaiately, we wilj control stacking plocks and putting a square pin
through a square hole,

As our visual facll|tles become stronger, we wi]l use visua| feedback
In tracking the hand, screwing a bolt Into a nut, and pleklng up
blob=- type objects,
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1,3.2 Speech Recognitlon {Arthur Samuel)

Work on speech recognition In the Stanford A.l, Project wes s|owed by i{
the departure of Prof, Raddy and by tha ogradual completion of :
projects belng carrled on by hls students, Studles by Or, George

White (2) and by Or, Mort Astrahan (1) have, however, po|nted to @ i
siightly new dlirection that our Speech work can take, Impetus has }
been glven to this work by recent extens!ons of Or¢ Astrahan’s work
by Ken Sleberz and by some new !deas wnleh thls work has prompted,

Gary Goodman Is continuing his thes|s research on a syntaxecontro||ed L
speech recognition system, It Is anticlipated that severa] flrst year

graaquate students wil| undertake studles related to speech
recoanition, : i
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1,4 HEURISTICS
1,4,1 Mach|ne Learning (Arthur Samye|)

Work Is continulng on the checker orogram with gcontlinued help from
KD, Hansor, A majJor reprogramming effort has just been compieted to
reduce the oore and d|sk storage requirements of the program whioh
had gotten comoiete|y out of hand, The playing program has been
speeded up and |t now uses 35K of core as compared w|th eari|er
requlrements of 55K, The dlisk requirements have been reduced by
rather more than a factor of 2, At t¢the same t|me the book game
storage techniques have been altered to permit the storage of end
game situations which could not previously be saved, Mpr, Hanson has
nearly completed the Insertion and editing of 3 books of end game
piay to be used by the |earning program, Severa| rather drastlec
modiflcations of the program are now under cons|deration, Since sach
of these would require a major bprogramming effort, an attempt Is
belng made to evaluate the potential usefulness of the different
schemes before actual|y starting the programmi|ng,

The Go program now plays a better game than the beginning human
player, Work Is continuing on development c¢* an evaluation funct|on
capable of handling a|l stages of the game, DIifflculties ar|se from
the |Inherent complexity of Go and from the vast differences In
objectives at different times during the game, A stralghtforward
pattern-recognition |earniing scheme Is expected to be work|ng soon to
heip the program |n exact placement of stones, Cons|derable success
has Dbeen observed from substituting a local |ookahead technlque for
the more usual generatlon and search of a (global) move tree, The
local |ookahead Is inltlated at polnts on the board whigch seem to be
eritical to the position as a whole, S0 this technique c¢can be
considered a specla|-purpose pruning heuristic for trees wlth very
large branching factor,

1,4,2 Automat|c Deductlion (David C, Luckham}

Recent|y, the interactive resolution theorem=-proving program has been
extended and Improved. The program and Its app|ications te baslc
exiormatic mathematics Is discussed |n [|, 2, 33, Improvements, for
exarple, In the algorithm for the replacement rule for equa| |ty
(Paramcdulation [(4]) have led to furtner successful experiments |n

which dependencies between axjoms In Marskhall H_|I’s thlrd
axiomatization of Group Theory [5, p, 6] have been found, The
program |S belng used to search for proofs of theorems of gurrant
researoh |nterest In several|l different axiomatic theor|les, Other

Improvements Include (1) the extensien oY the |nput language to
many=sorted loglc, and (!l) the facil|ty for using natural models (by
this we mean the sort of relational structures that occur |n everyday
use, 0,9, a multipllication table for a finlte group, OF an
arrangement of objects In a room) In the mode| relatl|ve deduotion
strategy, In additlion to experiments |n theorem=proving, the program
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le current|y belng Incorporated Into some computerealded Instruction
programs at the Stanford Institute for Mathematical Stud|es |n the
Soclal Sclences, The obJective here Is to Increase the flexlbllity
of the Instructional programs for high school mathematlics by
extending the loglcal Inference system to which the student myst
conform,

One of the obvious weaknesses of the theorem-proving program |s the
lack of edlting strategies [1) to eliminate the |arge number of
trivial deductions which cannot be excluded on purely |ogleal
grounds, Such deductions are trivial In the context of the probjem
at hand, but not |n every context, [t Is therafore necessary to
develop strategles of a "semantic” nature for speclajized probjem
domalns, to do thls sort of editing, We have experimented wijth
methods for using natural models for tn|s purpose, However, |t turns
out that the use of anything but the most trlv|al siructures |nvolves
a henvy cost In computation time, general|y because the svajuation of
satisfiahility relative to a structure Is a lengthy process (even for
many~-scrted models), It now appears that such edliting appllications
can be acnleved by working with operators on (partial) descriptions
of nrodels, (For the purpose of this dJdlscussion, a partial
description of a mode| IS a speclflcation of sSome of those statements
that are true of the model and Some of the statements that are
faise), Preliminary experiments show that probiems to do with the
Advice Taker ProlJect [6) or correctness of computer progams are
frultful areas In which to apply thesse strategjes,

In addition to the devejopment of the semantic edliting strategles,
other |Iines of resaarch currentiy belng pursued Inciude- the
followiny,
(1) Addition of a procedure for question answering, It has
recently been shown that the procedure [7] constructs
Interpojation formuias In the sense of [8],
(11) construction of a system for checking proofs of proper=
tles of computer programs, where the proofs are glven
In a form simijar to that described In (9],
(111) Experiments with the reduction of second order oroof
provapl| ity within two-sorted first-order theorles(isl,
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1,5 Mathematical Theory aof Computation (Robert Floyd, Nonra|d
Knuth, Zohar Manna, John McCaprthy)

1,5.1 Recent Research

Sutstantlal wor“ has been done In developing technlques, wusing the
methods of Floyd and Manna, for proving procerties of aigor|thms,
Conslderirg the Increased Interest |n the class of paral|e|
algorlthms, Ashecroft and Manna (1970) have extended these technlques
for simple parallel programs, Although the programs cons|dered are

syntactically sim ‘e, they do exhib|t Interactlon between
asynchronous parailel processas, The formallzation can be extended
to more complicated programs, The method |[|s pased on a

transformation of paralle| progams |Into non-determ|nistic programs,
the propertles of whlich have been forma|lzed In Manna (197fa), The
non-determin|st|ic programs are |In general much larger than the
peralle|l programs they correspond to, A simp|ification method Is
therefore presented which, for a gliven parallie| program, aj|lows the
c-nstruction of a simple equ|valent paralle| prozram, WwWhoSe
corresponding non-determ{nistic rnrogram |S of reaSonable s|ze,
Further research [s proceedina, emphaslzing prastlical appllcations In
such arees as time~sharing and multl=processing.

Manna (19708b) demonstrates conclusive|y that all propertles regularly
observed In programs (deterministi¢c or non-deterministic) can be
forrulated In terms of a formallzation of ‘partlal oorrectness’,
Ashcroft (1978) ‘explalins’ this by formulating the notjon of an
Intultlively ‘adequate’ deflinltion (In predlioate calculus) of the
semantics of a language or a program, He shows the relatlonship
between a formailzation or partlial corivctness of a program and an
‘adequate’ |oglca| definlition of |ts =emant|cs, These two works give
a general theory unifying the varlous joglcal approaches Inoluding
those of burstall, Cooper, Floyd, and Manna,

Manna und McCarthy (1970) formallze properties of L|so=||ke programs
using partlal function loglc, where the partial funotlons oceurring
In the formuias are oxactly those computed by the nrograms, They
distlingulish bhetweer two types of computation pules == seauential and
parallel. McCarthy 1Is trylng to further deve!op ax|omatic theor|es
to handle ‘undefinedness' In a natura| way, Among other things, It
may avold paradoxical statements.,

Igarashl (1978) has deveiopad exlomat|c methods for the semant|cs of
Algol=llke languages, malin|y based ouvn nlils edar|ler studles, but
allowing the riethods of Floyd to be carried out within the formallsm,
A nmetathaorem 1[s Included which can he Interpreted as a proof of
cerrectness of a conceptual complier for the programe treated by the
formaljlsm, .

Manna and Waldinger (1978) outlilned a theorem=proving proaram
approach to automatic program synthes|s., in order to construct a
program satisfylng certaln specliflications, a theorem Induzed .y those
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speciflcations |s proved, and the deSlred program is extracted from
the proof, The use of the Inductlon princliple te construct programs
with recurslon |Is explored In some detall,

Other theoretical research In progress Is main|y orlentated towards
practical appllicatlions, For example, Ashcroft, Manna and Fnue|l h- ve
uxtended the class of schemas for whlch varlous properties are
decldable, (These results glve the declidablility of the equlvalence
problem for lanov schemas as a ¢trivia| case), Other work, by
graduate students, Is dlrected towards finding more powerful methods
of proving equlvalence of programs (NesSs), detecting nparaliellsm |~
sequsntial programs (Cadlou), and proving correctness of ¢trans|aters
(Morrlis),

Currently our maln emphasis |Is on prellminary studlies for the
construction of an Interactive verlflcatlion system, He w[sh to
develiop a practlica| system for proving programs correct that wlll be
powerful enough to handle rea| programs,

1,5.2 Propnsed Research

In the following we outlline several researoh toplcs that we wish to
undertake In the near future. Note that most of these toplcs are
already belng actlvely purcsued,

1, To develop further the *heory of equivalence, terminat|on and
correctness of computer programs,

2. To develop fuyrther the theory of semantic definition of
programming languages, the formal description of ¢transiation
algorlthms, and the correctness of compllers,

3, To try to develop a theory of paral|e! processes adequate to
prove thelr correctness and especially . thelr mutual
non=|nterference,

4, To develop a formal system of |ogle In whloh proofs of
termination, equlivalence, correctness, and non=interference can be
convenlently express,

5, To pursue whatever new theoretica| avenues appear |lke|ly to
contributs to the goal of making checkout by proving correctness
practlca|.

6, AS soon as poSsible, Stanford graduate students |n computer
sclence wlll be asked to prove some of thelr programs correot as
part of thelr course work So as to check out the techniquas
developed, .
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1,6 Representation Theory (John McCarthy)

McCarthy wl|l continue his Investigations of ways of forma|ly
describing sltuations, laws glving the effects of aotions, and laws
of motion, New ax|omatizations of knowledge and "can" are In the
WOr«s.

L T L R

Recent devejopments Include work performed during a visjt to Stanford
by Er.k Sandewa]| of Uppsala University on expressing natural
language Information |In predicate calcu|us (1) and work by MeCarthy
on languages |n which not al| sentences have truth values,

B od

E

;

E Recent work In mathematical theory of computation by McCarthy,
: Ashcroft, and Manna on paralle| and Indeterm|nate computations and
£ the corractness of non-halting pronrams has a direct appilcatlion to
E i representation theory because |t perm|ts proofs of oorreotness of
f

Wit

strategles whlle processes other than the activity of the machlne are
going on, The proof checker development under the Mathematica|

o Theory of Computation project wWi|l also promote this,
|
b In the next perlod, work In representation theory w|l| be carr|ed out
. by McCarthy, Patr|ck Hayes, possibly Davlid Luckham, and by graduate
i students,

REFERENCE
¥ (11 E, Sandewal|, "Representing Natural-Language Informatlon |n
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Tesler, and Sylv|a Weber]

psychlatry to devote full time to Invest|gations
computer simulation, The Natlona| Institute of
sponsored two proJects under Ur, Colby’s directior,
a Research Career Award and the other Is a research
continues ¢the Investigations In which his group has
the past seven years,

Introductlon and Specific Alms

The ¢clinlical problems of psychopathology and psycho
further |[nvestigatijon since so [Ittle Is known about
processes, Some of thls jgnorance stems from a Ia
sclence level of dependable know|edge regarding
processes such as cogrlition and affect, The research
atterpts ts approach both the clinlcal and baslic
from the viewpolnt of Information=-processing model]|
simulation technlques, Thls viewpoint |s exempl||fled
In the ¢flelids of cognitive theory, attitude changs,
computer simulation and artificlial Intel||igence,

The ratlonale of our approach to these clinlical pr

are aporoprlate to this !evel| of conceptuallzatlion,
other sclences would |ead one to expect they might
areas of psychopathology and psyohotheraoy,

developing more satisfactory explliclt theorles
psychopatho|oglcal proceSses, The mode|s can then
with In ways whlch cannot be carrjed out on
Knowledge galned |n this manner c¢an then be appll
slituations,

Methods of Procedure

psychotherapy and we are currentiy wr|ting programs
the bellef systems of two normal |[ndlviduals,
oonstructed a model of a pathologlcal bellef system |
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1,7 COMPUTER SIMULATION OF BELIEF SYSTEMS (Kenneth Colby, TFrank
Hilt, Majcolm Newey, Roger Schank, Dave Smith, Larry

Kenneth Mark Colby, M,D,, who Is a Senlor Research Assoclate In the
Computer Sclence Degpartment, terminated hls private practice of

In this area of
Mental Hea|th
Ona of these Is
proJect which
heen engaged for

therapy reauire
their essential
ck at a baslc

higher mental
of the proJect
sclence problems
S and computer
by current work
be|llef systems,

objems |leS In a

conceptua|ization of them a9 Informatlon=processing problems
Involving hligher mgntal functlons, Computer concepts and techniaues

Thelr success In
be of ald In the

The speclific aims of this project relate to a Ilong-term goal of

and models of
be exper)mented
actual| patlents,
ed to clinloal

We have now gained consliderab|e exper|ence wlth methods for wrliting
programs of tWo types. The first type ot orogream represents a
computer model of an Individual person’s bellef 2ystem, We have
constructed two versions of a mode| of an a.t

ua| patient |In
which simulate

¥e have also
n th: form of an

e M
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artificial paranola, A second type of program represents an
Interviewing program which attempts to conduct an on-{ine dlalogue
Intended to collect data regarding an Individual’s |Interpersonal
relatlions, We have wr|tten two such |[nteviewing programs and at
present we are col|aborating with psychlatrists In writing a progrum
which can conduct a dliagnostic psychlatrlc Interview,

3
:
=

Biid Gl nd

A computer mode| of a bellef system cons|sts ¢f a large data-base anc
procedures for processing the |Information It contains, The data=basSe
consists of concepts and bellefs organized In a sStructure which
represents an Individual’s conceptuallzation of himse|f and other
persons of Importance to him In hi{s |Ife space, Thils oaata s
collected from each Individual Informant by Interviev3, verliflcation
of the mode| Is alsSo carrled out In [nterviews In which the Informant
Is asked to conflem or disconfirm the outcome of experiments on the
particular medei which represents h|s bel|ef system, Because of the
: ; we | I~known effects of human |[nterviewer blas, the process of
: data-col|ection and ver|fications should |dea|ly be carried out by ]
3 on-|line man-machineg dialogues and this 1Is a major reason for our ]
atterpt to write Interviewing programs, However, the dlfficulties
In machine utllizatlon of natural language remaln great and untl|
this problem |s reduced we must use human iInterviewsrs,

il

[ s |

! We have wpltten one type of therapeut|c Interactive program whlch |Is
deslgned to ald |anguage deve|opmant In nonspeaking aytistic
children, We have ysed |t for the past two years on elghteen
i children with considerable success (80X |Inguistic Imnrovements), We
Iintend to continue using this program and to |Instruct professionals
y in psychlatry and speech therapy In how to wrlte, operate and Improve
such therapy programs for speclific conditlions,

Signifticance of thls Research

This research has significance for the opsychiatric, behavioral and
computer sclences,

Psychlatry lacks satisfactory classifications and expjanations of
psychopathology, We fee| these problems should be cohceptualized In
terms  of pathologlcal bellef systems, Data collectlon In
psychlatry |s performed by humans whose Interactive .gffects are
"belleved to account for a large percentage of the unre|labl|ity In
psychlatric dlagnosis, Diagnostic Interviewing should |deajly be
conducted by computer programs, Finally, the process and mechanl|sms
of psyohotherapy are not well understood, Since exper|mentation on
computer mode |s |s more feas|dle and controljable than
experimentation on patients, this approach may contribute to our
understanding of psychotherapy as an |nformation=processing problem,

L B = R

It Is estimated that 98X of the data ccljected In the behavioral
sciences |8 collected through Interviews, Agalin, a great deal of the
varlance should be reduced by having consistent programs condyct
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Interviews, Also, this research has significance for coghltive
theory, attltude change and soclal psychojogy.

Computer sclience |s concerned with probjems of man~machline dlalogue
In natural language, with optimal memory organization and wlith the
search problem |n jarge data-structures, This resea -sh bears on
these problems as well as on & c¢crucial problem |In artlficial
intellligence, l.e,, Inductive Inference by Intelligent mach|nes,

Coliaboration

I

We are collaborating with two psychiatric centers for disturbed
chlldren and a locaj VA hospltal, We are ajso collaborating with
residents |In the Department of Psychlatry and vith graduate students
In corputer scleree, psychology, education and efectrical
engineering,

Kt d
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1.8 Facllit)es

By the time work on this proposal Is to be Injtlated (1 July 1971)
the computer faclility will Include the follow|ng,

Central Processors: Dliglital Equlpment Corporation POP-10 and PDP=6

Primary Store: 65K Words of DEC Core (2us)
65K Words of Ampex Core (1us)
131K wWords of new core (2us)

Swappling Store! Librascope disk (5 m|illlon words, 22 mill|lon
bits/second transfer rate)

File Store: IBM 2314 disc fl|e (|eased)

Perliphera|s: 4 DEC tape drives, 2 mag tape drives, iIne

printer, Calcomp plotter

Termlinals: 15 Teletypes, 6 Il displays, 1 ARDS disp|ay,
38 Data Disc dispiays, 3 IMLAC remote displays

Speclal Equlpment: Audlo Input and output systems, hand=-sye
equipment (2 TV cameras, 3 arms), remote-~
controlled cart

1.8.1 Processors

The system operates about 23,5 hours per day every day and |s heav]| |y
loaded about 78% of this time. Lengthy compute-bound jobs such as
computer vision, theorem=proving, and machlne |earning programs often
bog down durilng hligh-|load condlitions to the point where It Is
difflcult to complete segments of usefu| slze In as much as an hour,
With this problem |n mind, we have explored ajternative ways of
Increasing performance and concl.:ded that the most productive
approach wl|| be to design and construct & Special processor that |s
optimized for the c|ass of prob|/em we are deajing with,

Before the Initiation of the proposa| period, we expect to have
completed the desi2n of the new processor, submitted It to ARPA for
review, recelved approval, and Initiated fabrication, Funds already
avallable under the existing contract should be sufficlent to
complete this project,

In the svent that the design does not materiallze in a timely way or
that this project |s disapproved, some other soilution to the

processing bottleneck wil| be needed, All known alternat|ves are more
expens|ve and would exceed aval|able funds, The budget of this
proposal assumes that the new processor wiil be completed

successfully,
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We understand that one of the cond|tions for final| approval of the
new processor project w|l| be that 53X of |ts capaclty be made
avallable to other participants In the ARPA npet, This wll| be
acceptable, however |f the external usage makes substant|a| demands
on other system elements (e,g, primary or secondary storage) |t may
be neoessary to supplement these facllltles, We have budgeted no
funds for this,

1,8,2 Primary Store

Wwe expect to have procured and |Instal|ed core memory by the beglinning
of the proposal perfod, uslina funds made aval |able under a supplement
to thils contract for Mathematlica} Theory of Computation, !t may be
des|rable to augment thle memory or replace some of the |ess rellable
pnortlions supsequent to the advent of the new processor,

1.8,3 Swapping Store

The Llipbrascope dlisc flle crashed some t|ime ago, destroylng half jts
capaclty, Since the system |s totally dependent on thils unlit for
efflclent operation, |t Is vt|nerab|e to another crash, On behalf of
the U.S, Government, Stanford IS pressing a claim agalnst L|braBscope
(a alvislion of Singer) regarding shortcomings in this equipment, It
Is hoped that there wll| be suffliclent recovery under this sult to
replace the disc with a more re|lab|® Swappling store,

1,8,4 F|le Store

Cost/performance conslderations and the need to store somewhat more
plcture Information ‘for our computer vis|ion research cal|l for
replacement of the B8-dlsc IBM 231% fl|e (|eased) with a 4=dl|sc
verslion of the IBM 3330 (also leased),

1.8,5 Ferlpherals

Exlisting peripherals appear to be adequate wlth few exceptlons, We
have a need for a high speed printing device with genera| graphics
capabl !ty (1,e, the capabl||tles of a plotter and the speed of a
|lne printer), Ex|sting devices In this class all seem to use specfal
paper, wh|lch makes thelr operating costs too h|igyh, Devices that work
wlth ordinary paper are under deve|opment by more than one
manufacturer and we wil| |lke|y want to procure one WwWl|th avallabls
funas when they become avallable,

1,8,6 Terminals

ExIsting terminals appear adequate for the foreseeable future,
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2, HEURISTIC PROGRAMMING PROJECT (lncorporating Heurlsti¢c DENDRAL)
(E.,A, Felgenbaum, J, Lederherg, B, G, duchanan, R, S, F.nge|more)
TABLE GF CONTENTS

Introduction
Change of ProJject Necme
Proposed Work for New Contract Perlodt [ts Relatlion to Long Term Goal
I. Theary Formatlion In Sclence
2. Representation
3., Generallity and Froblem Solvina
4, The Nature of Programs and the Organlzation of Heurlstic Progr
S. New Artifleclat Intel|igence Application
Historlca| Synopsls
Views of Others Othgrs Concerning This Research
Review of Work of the Current Perlod
Heurlstic DENDRAL as an application to Chemistry: Possible NIH Suppo
Computer Facllitles
Budgetary Note Concerning Computer Time
Budgetary Note Concerning “ersonnel
Bibllography

2,1 INTRODYCTION

Under previous ARPA con*ract support, the work of the Heyrlistlie
DENDRAL proJect has teen focused on understanding the processes of
sclentific Inference |In problems |nvo|lving the Induction of
hypotheses from empirical data, and on the Implementation of a
heurlistic program for solving such problems In a real sclentifiec
setting, The Heur|stic DENDRAL program now does a credl/table, often
extreme|y good. Job of solving a varlety of mass spectral analysls
problems |n organic chemistry,

It was necessary to Invest the effort to construct thls comp|ex
performance program as a foundation of understanding and a mechan]sm
from which to bulld toward more Interesting and Important programs to
do sclent|fic theory formation, We have begun thi|s bullding,

what we [ntend to do |n the next two years Is the subject of this
proposal, The phase of ARPA support of the performance program
writing and tuning (the Heurlistic DENDRAL phase) will end wlth the
explration of the present contract perlod, though funds are being
sought from NIH to continue that part of the work,

2,2 CHANGE OF PROJECT NAME

The focus of. our work under ARPA support |s expanding, and |ts natyre
Is changling, Our desire to oonvey th|3 explicitly |eads us to want
to change the proJect name to Heurlstic Programming Project, This
desirs was reinforced by our observat|on that "Heurlstle DENDRAL"™ has
become, among computer sclentists, a technical term referring to a

32

rt

et S —




-

speclfic program, rather than a covering teem for a group of people
workling on programs whicgh model sclentlific thoight processes,

2,3 PROPOSED WORK FOR NEW CONTRACT FERJOD:
ITS RELATIoN To LonG TERM GgALS

It Is a paradox that the Success of the Meurlistic DENDRAL program |n
Its chemical task area has tended to obscure our primary (ong=term
motivations, Our sgientifiec reports are by nature discrete entitles,
but the shape of the envelope function shou|d not be lost sight of,
Most of our plans for the coming perlod have ar|sen naturally from
discussions In our research meetings over the jast few years, Our
problems, Iike most others, tend to have a natura| time of rlpeness;
to pluck them earjler Is to waste energy and resources and to Incur
frustration, It |s toward an understanding of the overa|| shape of
our work that we offer the following comments concerning goals,

Sclerce and the work of sclentists Is our obJect of study, We seek
our understanding not abstract|y, as logiclans and philosophers
might, but concrete|y as sclentists mjght (and sometimes do) about
real sclence, We wuse the 'nformatijon processing viewpolnt becayse
this Is the conceptua|ization that |eads most directiy from our
obssrvations about the processes of sclence and the behavior of
sclentists to computer programs that de sclent|fic reason|ng,

We seek to understand the formation of scient|fle theory as a means
of organizing sets of observations; experiment as a technique for
efflclentiy oxtractipng pew Information about a universe of concern:;
how a sclentific paradigm |s used most effectively as framework for
the conduct of routine sclentific problem sojving; how the framework
may DbDe altered when necessary; and what processes under|y a
scientific Innovation,

Our specific plans for work on sclent|{fic theory formation are
outllined In [tem |, balow,

We use the tools and concepts of artificlai |nteli|gencge research,
and as we wWrite oyr programs and experiment with them, gaining some
Insights and understanding, we seek to pay back our debt by refining
and addlng to the f nd of too|s and concepts, As oyt|ined In Items
2, 3, and 4, below, our current research trajectory |eads us to
expect that we can contrlbute to an understanding of: the problem of
representation of knowledge; the sources of generallty and speclal|st
expertise |n problem solving programs; the nature of programmling and
the organjzation of heurist|e programs,

1. Theory formation In Sclence

Flve years . ago we bhegan our work b’ seeking a speciflc task
environrent [n whigh to work, one of a complex|ty peyond the
toy-llke, yet simpje enough so that we could formulate an approach
with the conceptual tools we had at our command, We declded that the
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problem area needed to have as Its essence the Inductive ana .slis of
emplrical data for the formation of exn|lanatory hypotheses, 7This |Is
the type of |Inference task that calis for the use of a sclentliflc
theory by a performance program, but not the formation of that
theory, We dld not have the |Insight, understanding, and daring at
that tire to tackle ab Inltio the problem of theory formatiom (and
indeed It would have been foolhardy to do so then),

Now we feel the timg |s ripe for us to turn our attentiom |n a major
way to the problem nf theory formation, Cur understanmding and our
technlcal tools have matured along with the Heurlistle UENDRAL program
to tne polnt where we now See clear ways to proceed, The effort,
which began In a small way a few montns age |Is called Meta=DENDRAL,

As always, proper cholce of task environment Is cruclal, but for us
the cholce was abso|utely clear, The theory formatiom task most
accessible to us Is the task of forming mass spectra| theory, Hence,
the rotion of bullding a jevel of programs "meta"™ to the DENDRAL
performance program,

DENODRAL already contalns an excel|llent mass spectral theory, We,
therefore, have a clear |dea of what a "correct answer" Is |lke,
DENCRAL’s theory Is represented In at least two different forms at
present, so that we have a pretty good |dea of the Issues |nvo|ved In

renresenting mass Spectral theory for a program, The Predlctor
program Is an Interesting kind of artificlal experimental environment
Iin which to perform certaln klinds of interral "experiments®

systematically, therepy generating a kind of systematlc data that may
not be avallable In the natura| worjd, A theory language of
notatlons, data structures, and primitive concepts (wlth which we are
Intimately faml|liar because we developed It) IS avallabje, People
who are expert In the discovery of mass spectre| theory are members
of our research team. Many programs for manipuiating mass spectral
data have already peen developed by uS and are ready to be explolited
as Meta DENDRAL tools,

The goal of the Meta-DENDRAL program Is to Infer the theory that the
performance program (Heur|stic DLNDRAL) needs to Solve problems of
mass Spectral analysls,

The followling tanle attempts to sketch some dlfferences between the
programs at the performance level and the meta-level,

Heurlstic DENDRAL Meta=0OENDRAL
Input The mass spectrum of a A large number of recorded
mrolecule whose Structure mass spectra and the assoclated
Is not known (except, {known) mojecular Structures,
of ccurse, In our test
cases)
S4
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OQutput A mojecular structure
Inferred from the data rules constlituting

@ subset of the theory of mass
spectrometry

Exarple Uses aloha-carhon Discovers (and vallidates)
fragmentation theory aipha=curbon fragmentation
ruies In planning ang rules In a space of possible
In valldation patterns of cleavage, Uses

set of primitive concepts but
dces not Invent new primitives,

In our view, the continulity evident |n this table reflects a
continuity In the processes of Inductive explanation In Sclence,
Moves toward meta-legvels of sclentiflic Inference are moves toward
ancorpassing broader data spaces and constructir3 more Qenera| rujes
for describing regujarities In the data, :

The nurber of possible ways o searching for regularities !n a data
scace |lke that of Meta~DENDRAL'S (and correspondingly, the number of
generallzatlons that may be valld) |s enarmous, Consequent|y
heurlstic search strategles and path evajuations are necessary to
constrain the search to subspaces that appear to be most frultfu| by
some (heurlistic) criteria, we can not be too specific now about what
shape these strategles and heuristics wji(| eventual|y take, since
this is the object of the research,

Two global organlizations are being studied now, The first, In a
rudimentary state, |s very "human=||ke" and results from an attempt
to get insights Into the process by mimicking the Induct|ve processes
used by one of our chemist rcllaborators, This |s an "Incrementg|"
type of strategy In which a rule (or part of a rule) |s formulated on
the basis of a very sma|l number of examp|es, and IS mod|f]|ed as

additional cases are considered for which the rulje fal|s partly or
who | l.V.

The second Is morg "Machlne-||ke" In the size of the data subset |t
Is able tc deal with at one time and In Its systematiec approach to
rule finding, Each structure-spectrum par |s subjected to a
bond-by-bond examination for evidence of cleavage, Bond=palr
cleavages and then pond-triplet cleavages are searched for, Evidence
for group migrations In conjunction with the varlous cleavages |s
sought (the generator treats nydrogen migrations first, more comp |ex
groups later), Val|dated events and the molecular context In whjch
they occured are coded (described) In a language of primit|ve
processes for the next stage of processing, This critical step Is a
search for regular!ty In the set of nrocesses and contexts, It ocan
be carrled out |In very many ways, A detal|ed understanding of the
nature of such searches, and the effect of differant ssarch
strategles, Is an |mportant part of our study, Regujaritlies are
expressed as tentative theory-rules In our sltuationeaction ryle
renresentation (developed for Heuristic UENDRAL'’Ss Predlctor),
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Success of these tentative genera|lzations at predicting gevents for
new data validates the rules, No ruinning program yet ex|sts which
Implements thi|s schema, though pleces of program are heginning to be
written, The whole scheme |Is llkely to undergo considerable
evolution as we get more desp|y Into the effort,

2, FRepresentat|on

We have seen In our prevlous work that the form |n which know|edge
about the (DENDRAL) wor|d Is reoresented 1s oruclal to effect|ve
problem solving and to augmenting the know|edge structure for
Improveg performancs, Be:ause of this, pecause the problem of
representation Is Important to artifliclal Intelllgence tesearch, and
because we felt tnat the problem was more access|ble to us than to
most other groups (since we have a running prob|em sojving program
that uses and manipulates a comp|ex body of knowledge), we have
devoted conslderable effort to representation,

We propose to contlinue these studles; Indeed this |s unavolidable In
connection with the Meta-DgNDRAL research, A Substantja) plece of
works, pegun In the current perlod, WIll be pushed, The work alms at
the automatic re-representation of the knowledge of mass spectometry
held by the Predlictor In Its "natural" process~orlented form to the
more rfecent (and more satisfactory) production=rule form, The
experiment Involves trylng to do this majn)y by Inductive technlques
rather than by |oglca| derlvatlions, The Structure Generator wlll be
usead to oproduce appropriate and systematiec |nput to the "ofld"»
Prealctor to produce an artificlal data space from which |nductlons
to the "new" representation will be made, Th|s effort opvious|y has
considerable |Inkage to the Meta-OENDRAL work previously dlscussed,

3, Generallty ang Problem Solving

Transformation of representation Is cjose|y assoclated wlth the
concept of speclallzing knowledge for Its most officlent uyse |[n
solving speclific classes of problems, Our Planning Ryle Generator
aiready does thjs for a particular Supra=faml|y of mass
spectral/chemical proh|ems, the saturated acyc|lc monofunctional
compounds, That Js, "specla||sts" for particular chem|ca| famli|jes
are automatically Inferred from alpha=carbon fragmentation theory,

A,1. Memo 131 (23) dlscusses ~ expertlise and prob|em=so|v|ng
speclalists In contrast to general problem solving mechanlsms at the
performance level that se|ect appropriate specia|ists, This |s a path
In the search for generall|ty of oproblem se|vers that has not
previously been expjored In detal| (though Moses’ SIN program |les on
the path), We plan to do a more deta|led exploration, for whigh AL,
Memo 131 was our orening statement,
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4, The Nature of Programs and the Organization of Heuristlc Programs

One of the most Important sources of transfer from our present work
to our future work and to the work of others |s |ikely to resu|t from
a g¢getal|ed axamingtion of the DENDRAL programs as an organlzed
sequence of manlipulations on a symbollc wor|d Internal to the LISP
"machlne", In our research dlscusslons, we return repeated|y to
problems Involved in trylng to understand systematically that
universe of entitjes knovn as compuler programs, and |In par*ioular
the subclass of heurlstic programs, Wny?

Flrst, as builders of perhans the |argest heurlstlec program that
ex|sts, we are forever frustrated that our next steps are not more
readlly accomplished than our Jlast steps, that there remains
undlscovered something systematic and understandabie that wi||1 permit
next sSteps to be made more sclentifically and |ess artisan-| ke than
orevious steps,

Second, the programming task I|tself presents a problem domaln worthy
of Intense application-oriented research by the A,l. communlty, It
Is almost certaln|y true that two or three decades nence most
computer programs (as we know them today) wll| be wrltten by computer
program, The neces%sary Inltlal explorations should hegin now (as
Indeed they have begun at a few places),

Third, our work |Is primarlly concerned with heuristic programs and
theses present particular problems and challenges, At some |evel In
the organiztion of our programs we are wrlting heurlstic procedures
and not merely routine symbol manipulations (for example, search
cut=off declisions as opposed to some |Ist-structure reorganization),
But there Is so llttle heurlstlc programm|ng sclence to draw upon In
englneering speclfic heurlstlec procedures: To the extent that
heur!stlic programmjng |Is a sclence at al|, It |s an experimenta]
science (Invent, organlze, Impiement, try, observe, interpret;
reorgan|ze, Invent more, try again, observe and Interpret; and so
on), The processes of the automatlec heur|stlic program we|ter (or at
least programming assistant) may be sim|lar to the processes of the
emplrical Sclentist, the problem domaln of oiur primary Interest,

For all of these reasons, we plan to Invest some of our t|me and
resources In a exploratory effort to opetter understand programs,
program construct;on, and In particular the organization of heurlstic
programs, Wwhethar we pursue our quest for understand!ng by bprogram
writlng Is not now clear, It wlll probably depend on what
Individuals, partlicularly 3raduate students, become Interested In
pursulng these guestlions,

5, New Artificlal Intelllgence App|ication

Durlng the current perlod, we have soent much effort In seargh of a
new appllcation In which the technlques and concepts of artiflcial
intelilgence research can be applled to a problem of Importance to
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Sclence, To 3serve adeauate|y, the proojem domaln myust be such that
ccmplex reasoning processes play a slgniflicant role In the discovery
of probjem solut]onsg (Interestingly, many sclent|f|c tasks 4do not
have this property), 1In Ilne with our general Inclinations, probjem
domalns of primary |nterest to us are those Involv]ng Induct|ve
generallization and hypothesls format|ion from sets of empirical data,
Thare are many other characteristios that a probjem area must have |f
It !s to be of Interest and use to us, but we Wil not discuss these
here.

During the remainder of the current perlod, a new applica* un area
will probably be sejected, wWe |ntend that the oprojact sup.ort this
work during the perlod of problem formujation and the perjod of
initlal testing for feaslbl)|ty, If tne l|dea Is viable, sustalning
support to bring the app|ication to frultion will probah|y be sought
from NSF or NIH,

2,4 HISTORICAL SYNOPSIS

Work began In 1965 and has been Supported by ARPA contract funds for
artificlal Intelllgence research at Stanford singce that time, A
speclflc task environment was declded upon as a context for studying
sclentific nypothesis formatjon, Tnis was: the |Inductlon of
hypotheses about organic molecular structure from physycu| spectra of
molecules (Inltially mass spectra, |ater Including nuclear magneti|c
resonance spectra as aux!ilary data), The heurlistic program written
to soive such problems cons|sts broad|y of two pnases! hypothesis
generation and hypothesis valldatlion,

The hypothesis generation phase Is a Neuristic search |n which g
comb|natorla!’ space of possibls candldate molecular structures |s
severely constralned by: (a) heuristics that define glausiplilty of
structures |n terms of thelr natural stabliity and (b) ] Ssearch plan
Infer-ed from the problem data using task=-specifi: bpattarn analysls
heuristics that are bpased on mass spectral theory, The chemical
knowledge (theories, conjectures, facts, heuristics) usegq by the
program has been ejjclted from professional rass spectrometrists by a
reasonably systematic techn|que, often emp!oying Interaction between
the human chemist and the program, In some Instances, the heurlistics
used for Inferring the search plan can be deduced by one of our
programs, wlthout recourse to ou, chemist collaborators,

In the hypothesis valldatior phase, cancldate hypotheses are
evaluated by a two step process! (a) a program using a comp | ex
theory of mass spectra generates a prediction agalnst probjem data,
makes a flnal dlscarding of some cand|dates, and ranks those
remajning,

This orogram [s wrltten In LISP, In terms of bytes of core memory
for the [IBM 360 (Inciudling necessary bilnary program space and
adequate free storage space) a tyoical "workIng" core Image wil}j
occupy over one mil|lon bytes (usually run In three 350K job steps),
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Other DENDRAL code used In the past and sometimas In the present
constitutes another hatf mlii{llon bytes,

The ecrogram has soilved hundreds of structure determination probiems,
For the supra=-family of organic molecuies upon which we have focused
most Intensely (Saturated, acycliic, monofunctional compounds) the
performance 1S extremely good, measured In time~to-solution and In
quality of solutions, even compared with the best human performance,
In other famiiies and supra-famiiles, the osrformance |[s sometimes
gooa, sometimes novice-|ike, The basic processas are completely
general, however, so that increments of new chemical knowledge Ww[lI
readlly give rise to better performance on a broader range of
Dr0b|0m3|

This work has been reported to the computer science community In the
folliowing pubiications: (71, [12), (161, ([17), (23], Sines the
program |s of considerabie Interest as an application In chemistry,
we have produced a series of papers for the chemical |[Iteratyre
entitied “"Appllications of Artificial Intelligence for Chenmleal
Inference", of which six papers nave appeared {14), [15], [19], [2a2],
(21), ([22), and ¢two more are |[n progress, The work has been
discussed In terms of philosophy of sclience Iin (181,

2,5 VIEWS OF OTHERS CONCERNING THIS RESEARCH

The publication of this work has engendered considerable discussion
and comrent among compute: Sclentists and chemjste, FProfessor ®H,
Gelernter (SUNY, Stony Brook), at an SJCT 1970 panel of the use af
computers In sclence gave an extended discusslion of the grogram, In
which he said that |t was the first [mportant sgientific appilcation
of artificial Inteljigence, Or, W, H, Ware (RAND Corporation) In a
recent articlie entitied Yihe Computer In Your Future” 1[In the
collection Sclence and Technofogy In the Worid of the Future (A, B,
Bronwali, ed,, Wiley Press, 1970) sald:

*Thus, much of wenglineering wil| be routinized at a high
jevel of sophistication, but what about sclence? An
Indication of what |s coming at a higher J|eve] of
inteliectual performance (S a computer program c¢called
Heurlstic DENDRAL, which does a task {het a physical
chemist or bjojoglst concernad w|lth organic chemistry does
repsatedliy,"”

Professor J, Welzenbaum of MIT, In an undersraduate computer sclence
eurrlicujum proposal for MIT entitied "A Flrst Draft of a Proposal for
a New Introductory Subject [In Computer Science (Septemper 1970)"
included Heuristlic DENDRAL In hi|s "group 4" serles (three [ectures)
entitied Great Programs; and he sald recent|y (nersonai
communication), commenting on recent work and plans,
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"] 388 the work you are now beg|nnring as a sten In the
direction onf composing expllic|lt mnde|s of just such
programs (that build expertlise in an area), The
implications of a success In such an effort are staggering,
1 therefore pellieve your effort to be worthy of very
considerable Investment of humen and financlal resources."

In his paper presented at the S|xth [nternationa|l Machlne
Intell!lgence Workshop, Professor Saul|l Amare| (Rutgers Unlversity)
used Heuristic ODENDRAL tu |llustrate a point about programs whlch use
theoretical knowledge, He wrote:

"The DENDRAL system provides an excelilent vehiclie for the
study of uses of relevant theoretical knowledge |n the
context for formation probjlems,” [from "Representat|ons and
Model|ing In Problems of Program Formation", Saul Amarel,
In Machine Inteiligence 6 (B, Ma|tzer and D, Michle, eds,)
tdinburgh University Press (In press)],

Dr, T. G, Evans (Alr Force Cambridge Research Labs), President of the
ACM SIGART, in introducing a talk on Heur|stig UENDRAL at the 1970
FJCC meeting of SIGART, cal|ed the program "probably the smartest
program In the world" (and followed this with the |nterest|ng
obhservation that this program had probably recelved a more sustained
and Intense effort than any othar Single program Iin the history of
the artificial Intelligence field), At a practical leval, a flrm of
British computer science consultants headed by Professor D, Michle of
the University of Edinburgh requested and obtained permission to
adapt and market the use of the Heur|stic OENODRAL program to a
British chemical company, A mass spectometry |aboratory at the
University of Goteberg In Sweden, headed by an em|naent mass
spectroretrist, has asked for |istings and help In beginning the use
of the program there, On a recent visit to Stanforad representatlives
from one of the |eading mass Spectrometer manufacturers (varian-MAT,
Germany) also requested |Istings of the program,

2,6 REVIEW OF WORK OF THE CURRENT PERIUD

In the previous proposal, we outilined work to be undertaken during
the current perjod, There has bean substantial progress on much of
this work, though we are only a year |nto the current perlod, Some
of the work has not been attempted pecause its time did not seem to
be ripe,

We have ailready mentioned that dramatic progress was made In the
improvement of the performance of the program as an app|lcatlion to
chemistry, Our f|rst paper on ringed structures was pubjlshed and
more compl|ex work (on sterolds) IS now being done, Other functiona|
groups were added to the Planner, N,M,R, analysis was brought to
bear 'n a meaningfu| way at the |eve| of plannina, As we Indicated
aarller, the proagram |s moving to the stage at which It can be
exported to the sclientiflic commun|ty,
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Our work on representation of knowledge, so dominant a theme |N our
previous proposal, has been mult|-faceted, The know|edge wWe are
deallng with |Is the theory of the mass spectrometric processes of
fragrentatlion and recomblnatlion, Yhis theory, the basls of our
Predlctor, has pegn rerepresented In a partlcular production ryle
("slituatlon=action" rule) form as a pre|iminary to writing programs
that Wil perform this representational transformation automatlicalliy,.

This new representation |8 also the Interna| representatiom for the
knowledge acqulred by ths Interactive Dlalog program for ellcliting
knowledge about chemlical Structures and processes from practitloners,
A rather speclal!zed chemistry |anguage In which to conduet this
dlalog has peen created, as wel| as the Interpreter for <that
languagde, Thils work wlll be the subject of an A,I, Memo |ater In the
contract perlod,

There are at jeast two aspects to the proplem of the effective use of
general knowledge apout a wor|d by a problem solver: at what point
In the problem solving process the knowledge |s deployed, and the
representation chosen for I1ts deployment at that point, We have done
suhstantlal work on both of theSe proolems Hith respect to these
problems, the most dramatlic event of th|s perlod was the constructicn
of the Planning Rule Gererator (described In A,I, Memo 131 [23]),
This |s the program that deduces, from some general flrsteorder mass
spectral thegry that |Is baSle %5 the Predictor’s activity, the
speclflc faml|ly~related pattern recoanition heurlistics used In the
Planning process, It deduces "“experts" for speclific chemlieal
fam|lles for deployment early In the hypothesls generation phase, Of
the other experimgnts done wlth respest to point of deployment of
knowledge, some haveg had spectacular effect In search reduction, as
for example, the Introductlon of *he N,M,R, analysis during
Planring rather than as a termina| evalualon step, (The former |Is
discussed In A,1, Magmo 131 (23), the lattar In [19],)

Sclentlflec reports on our experiments with representation and design
wlll be forthcoming as A,l1, Memos durling the Spring and Summer of
1971,

In this perlod, alsoc, we have been able to formulate and beglin the
groundwork for the next perlod?’s work on meta-DENDRAl, dliscussed
eariler,

2,7 HEURISTIC DENDRAL AS APPLiCATION TO CHEMISTRY!
POSSIBLE IH SUppgRT

It should he clear from the ear|ler sSectlons of this proposal that we
have demonstrated the feasibl|lity (at least) of applylng technlques
of artificlal Intellligence research to structure determination
nroblems In organic chemistry In a meaningful and practical way,
Feaslbl|lity, however, Is not real|zatlon, A very consliderable amoynt
of hard work by chemlsts and DENDRAL programmers rema|ns to be done
to make a comprehensive practlical sclentif|c tool, ARPA |8 not beling
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asked to support th|s part of the research and deve{opment,

An NIH grant appilcation was submitted 1ast Aprl| and gliven an
extraordinarily comprehensive sclentific review by NIH, The
appllcation was agpproved and |Is now awalting funding by the DIvision
of FResearch Resources, which funds gcomputer facliitles, mass
spectrometar facli|ties and other expensive |Instrumental tools of
blo-medicel! research, along w!th research Into methods for thelr most
effective use,

The N1H proposal calls for:

i, Exper|menta| work with a new mass Spectrometer,

2, Organlzing and programming existing and newly-developed knowledge
about mass spectrometry to Improve the breadth and qualiiy of the
performance of the Heurlstie DENDRAL program,

3. The oontrol of a mass spectrometer with a gas-liqulid chromatograph
in real=time by the Heurlstic DENDRAL program, such that the
whole system [s solving a problem rather than merely coilecting
data for |ater analyslis.,

4, Meta=DENDRAL research on theory formation in mass Spectrometry
(a very sma|l fractlon since th|s work |s advanced A,l,
research and (s central to the ARPA -sponsored affort),

2,8 COMPUTER FACILITIES

Fortunate|y, the project |s blessed wlith excellent computer
facllltles at the moment, so that the oniy budgetery proposal that
neeas to be made |In thils regard is for the pturchase of services and
naot for the devejopment of a resource, Our programming IS done
almost entirely In Stanford 36@/LISP,

On the 3608/67 at the Computation Center’s Faclilty, the fo|lowlng

ls avallable:
Remote Job Entry to Batch Partitlions via the WYLBUR Text Edltor,
with Job output avallable at the terminal,
Partitien Sizes for Batch Partitions:
I3IK bytes In separate high=-speed partition for dlagnostic runs
280K bytes, norma| partition slize
411K bytes, large partitlion s|ze
800K bytes, “glant"” partition sl|zZe, aval|able on overright runs
Interactive time-shared LISP (nterpreter »~4 ~ompller, avallabie
under ORVYL time-sharing submonjtor

On the 363/50 at the Medical| School’s ACME Ccmputer Fagl|lity:, the
foliowing Is avaliable under the ACME time=sharing mon|tor
{non=-swapplng):

360/L1SP (Interpretef and compller)

42

Wittt &

i




Arount of memory: um to a few hundred thousand bytes In the
davtime opera*lon, var|able depending upon our |Immediate
raquest, Lbp to 1,8 ml|llon bytes of s|ow=-speed cofe
memcry avallabie at nloht and at off hours,

€.,9 BUDGETARY NOTE CONCERNING COMPUTER TIME

The need to hold thg overal |l annual hudget constant as we move to the
next contract perlod. coupleec w|th the need to ab=orb expenclture
increases in a varlety of budgetary categorjes, necess|tated the
budgeting of reduced computer time expend|tures from the budgeted
36062/ month of the present contract tc $4000/ month, The possibls
adrerse Impact of this reduction can (honefull|y) be mltigatad byt
a. ‘he use of -some of the MIH grant funds (|f our progsosal |Is
funded) for certaln perts of the work,
b, use of the Artificlal Inte|llgence Project’s facllitles for
part of the work,

c. use of ARPA network facl!lities, where feas|ble and appropriate,

Thus, the fajlback poslitions appear &t precent %o be adeguate,
2.172 BUDGETARY NOTE CONCERMNING PERSONNEL

In addltlion to the p .ple mentioned in the ARPA=-supported budget
!7elgenbaum, Lederberg, SBuchana~=, Eny-.|more, and graduate students),
other projevt sclentiets are oprovideud by the Stanford Mgr =
Spuctronetry Laboratory, and the Instrumentation Research Laboratory
ef the Genetlcs Department, Additlonal positions are requested In
the NIH grant appjicatlon to caprry out tasks called for there,
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Flitering Chemical Structures", Stanford Artificlal Intel]|lgence
Project Memo No, 49, February 1967,

{7} J, Lederberg and t.A, Ftelgeibaum, "Mechanlzatlion of Inductive
Inference In Organie Chemistry”, In B, Kleinmuntz (ed) Formal!
Representations for Human Judgment, (Wljey, 1968) (a|jso Stanford
Artiflcligal Intelligence Project Memo No, 54, Aygust 3i967),

(8] J. Lederberg, "On|lne computation of mojecular formulas from mass
number,”" NASA CR-94977 (1968),

{91 E.A, Felgenbaum and B,C, Buchanan, “"Heuristlc ODENDRAL: A Program
for Generating Expjanatory Hypotheses In Organlec Chemlstry", In
Froceedings, Hawall Internatlional Cor:ference on system Sclences, B,K,
Kinariwala and F,F, Kuo (eds), January 1968,

(19]) 8.6, Buchanan, G,L, Sutheriand, and E,A. Felgenbaum, "Heurlstlic
DENDRAL: A Program for Generating Explanatory Hypotheses In Organle
Cherlstry", [n Machline Intelllgence 4 (B, Meitzsr and D, Michle,
eds) Edinburgh Un|verslity Press (1v69), (ajso Starford artificilal
Intelllgence ProJect Memo ho. 62, July 1968).

[11] E,A, Felgenbaum, "Artificlal Intel])lgence: Themes |In the Second
Decade™, In FlInag| Supplement to Proceedings of the IFIP 68
International Congress, Edinburgh, August 1968 (also Stanford
Artiflclal In.e|l|gence Project Memo No, 67, August 1968),

{127 J. Lsaderberqg, "“Topology of Mojecules™, In The Mathematlcal
Sclences = A Collectlon of Essays, (ed,) Comm|ttee on Support of
Research In the Mathematlical Sclences (COSRIMS), Natliona| Academy of
Sclences - Natlonal Research Councl|, M,l1.T, Press: (1969), pp.
37‘510

{131 6. Sutherland, "Heurlstlc DENDRAL: A Famlly of LISP Programs",
to appear In D, Bobrow (ed), LISP 4Appilcations <(a|so Stanford
Artiflclal Intelllgence Project Memo No, 80, March 1969),

{14 J. Lederberg, G,L. Sutherland, 8,6, Buchanan, E,A, Felgenbaym.
A.V, Ropertson, A M, Cuffiseld, and C, 9NJerassi, "Applications o
Artiflclal Intel|llgence for Chemjcal Inference !. The Number of
Pc sibie Organlc Compounds: Acyc)ic Structures Contalining C, H, O
and N", Journa| of the American Cnemjcal Soclety, 913111 (May 21,
1969).,

£151 AM, Ouffield, A,v, Robertson, C, Ujsrassl|, B,6, Buchanan, G,L.
Sutherland: E,A, Fejgenbaum, and J, Ledeérberg, "Anp|icetion of
Artifliclal Inte|ligence for Chemical lrference 1!, Interpretation of
Low Resojution Mass Spectra of Ketones”, Jour al 0f the American
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Chemrlcal Soclety, 9111 (May 21, 1969,

RECENT PUBLICATIONS

{16] B,6, Buchanans G,L, Sutherland, &t ', Felgenbaum, "Toward an
Understanding of irnformation Froceses o Sclentific Inference In the
Context of Orzanic Chemistry", In Machlne Intel|lgence 5, (B, Me|tzer
and D, Michle, eds) Edinburgh Unilvers|ity Press (1969), (a|so Stanford
Artiflcla]l Intelllgence Project Memo No, 99, September 1%969),

(1713 J, Lederberg, G,L, Sutherland, B,s. Huchanan, and E.A,
Felgenbaum, "A Heyrlstic Program for Sojving a Sclent|fi¢c Inference
Problem: summary -of Motlivatlon and Implementation®, In Theoretlical
Apprcaches to Non-Numerlica|l Probjem So|lving (R, Banerj| and M,D,
Mesarovic, eds,) Springer~Verjlag, New York (1972), (Also Stanford
Artiflcla]l Intel!lgence Project Memo No, 104, November 1969),

(18] C,W, Churchman and B,G, Buchanan, "On the Deslan of !nductl|ve
Systems: Soms Phllosophlcal Problems", British Journa| fecr the
Phllosophy of cclence, 28 (1969), pp., 311-323,

{191 G, Schroll, A,M, Duffleld, C, Djerassl, B,G. Buchanan, G,L,
Sutherland, E,A, Felgenbaum, and J, Lederberg, "Appllcatlon of
artiflclal 1Intelllgence for Chemical Inference l!I, Allphatic Ethers
Dlagrosed by Thelr Low Resolutlion Mass Spectrz and MMR Data"™,
Journal of the Amgrjcan Chemlical Society, 91:26 (December 17, 1969),

[28] A, Buchs, A M, Duffleld, G, S¢chroll, C. DJjerassl, ..,3, Delfino,
8.6, Buchanan, G,L, Sutherland, t,A, Felgenpaum, and J, Lederbery,
"Applications of Artificlal Intellligence for Chemical Inference ly,
saturated Amines Dlagnosed by thelr Low Resolutlon Mass gpectra and
Nuc,ear Magnetic Resonance Spectra™, Journa] of the American Chem|cal]
Society, 92:23 (Ngovember 18, 1970),

{z21] Y.M, Shelkh, A, Buchs, A,8, O0Delflno, B,G, Buehanan, G,L,
Sutherland, E,A, Felgenbaum, and J, Lederberg, "App|lcatlons of
Artifilclal Intelligence for Chemica| Inference V, An Approach to the
Computer Generatiocn of Cycllc Structures, Differentiation Between
Aj|l the Possible [Someric netonas of Composition Cé6HiBO", urganle
Mass Spectrometry |n press),

(22 A, Buchs, A,B, Delfino, A,M, Duffleld, C, DJerass|, °.G,
Buchanan, E,A, Fe|genbaum, and J, Lederberg, "App|licatlions of
Artificlal Intelllgence for Chemical Inference yl, Approach to a
General Method »f Interpieting Low Resojution Mass gpectra Wwith a
Computer®, Halvetlica Chemlca Acta, 5316 (197@),

{23] ¢,A, Folgenbaum, B,G, Buchanan, and J, Lederberg, *On General'ty
and Prodblem Solving: A Case Study USing the OCENDRAL Program”, In
Machine Intelllgence 6 (B, Me|tzer and D, Michle, eds) Edinburgh
University Press (Iln press), (A|so, Stanford Artificial
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Inteliigence Project Memo No, 131),

{24] B,6, ouchanan and T,E, Haadrlck, "Some Sreculation about
Artificlal Intelllgence and egal Reasoning™., Stanford [aw Review,
Novembers, 1978, (Aiso, gtanford Artificial Inteligence Project Memo

.NO. 123)0

(25] 8,6, Buchanan, A,.., Duffield and A,V, Robertson, "An Application
of Artificlial Intei]jigence to the Interpretation of Mass Spectra"”,
In Mass Spectrometry, 1970 (G,W, Mi|Ine, ed,) Wlley (in press),
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3.BUDGETY

Budgets for the Artificial Inte|l|gence (A,1,) and Heurlstle
Programming (H,P,) proJects are glven pelow for the next two flscal
years, It may be noted that the amounts allocated to salarirs are the
same for both vears, even though Inflation may be expected to take
Its tol|, The budget wll| be malntalned by permitting attritien to
reduce staff size,

3.1 SUMMARY OF BUDGETS FOR CONTINUATION OF SD-183 (Fisce| Year 1972)

BUDGET ITEM 1 JUL 71 TO 3@ JuN 72 TOTAL
Aol H,P,
Selarles $467.,526 $ 79,628 $ 547,154
Staff Benefits 70,051 11,931 81,982
Travel 30,500 3,700 34,200
Capitati Equipment 108,000 - - - 108,000
Equipmant Renpal 50,319 5,400 55,719
Computer Time - - - 46,081 46,081
tquipment Maintenance 40,000 - - - 40,000
Communications 14,400 1,500 15,900
Pubiications 14,000 - 1,600 15,600
Other Operating Expenses 32,942 1,800 34,742
Indirect Costs 322,262 46,360 370,622
Totals $ 1,150,000 $ 200,000 $ 1,350,000
47
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3.2 SUMMARY OF BUDGETS FOR CONTINUATION OF SD-183 (Fisca| Year 1973)

BUDGET ITEM 1 JUL 72 TO 34 JUN 73 TOTAL ?
i
A, I, H,P,

Salarles $467,526 $ 79,628 $ 547,154 .
Staff Benef|ts 76,908 13,084 89,992 ]
Travel 32,503 3,700 34,200 )
_i
Caplital Equipment 79,855 - * - 79,855 g¢é
{

tquipment Rental| 56,700 5,400 62,100

Computer Time - e = 44,200 44,200

Equipment Malntpnanco 40,000 - - - 49,000
Comrunicatlions 14,4020 1,500 15,990 j
Publlcatlions 14,000 1,600 15,600 i
i
Jdther Operating Expenses 32,942 1,800 34,742 .
Indlrect Costs 337.169 49,088 386,257 )
b
Totals $ 1,150,000 $ 200,000 $ 1,350,000 .
48 I
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3,3 ARTIFICIAL INTELLIGENCE BUDGET

1-JUt-71
TO
30=JUN72

TOTAL ARTIFICIAL INTELLIGENCE SALARJES

SeSececesccccccecacenecccccncennaan - 467,526

STAFF BENEF]TS-

13,9% tc 8-31-71 19,831
15,2% to 8-31-72 59,220 11,344
16,7% to 8-31-73 65,064

TOTAL STAFF BENEFTSe=eccccccccacan 70,051
TRAVEL

6 Forelgn trips,1208/ea, 7,240
20 Trlps east,450/ea, 9,040
5 Professlonal staff moves
to Stanford,1928/ea, 9,520
Loca! travel 4,820

TOTAL TRAVEL=e-ececccaccacccenca. 32,529
CAPITAL EQUIPMENT
5«1BM 3336 DIsk Packs 5,040
Test Equipment(Arm and
caméra !nstrumentation) 70,040
Color Equipment (Camera,
mount, fl|ters) 33,040
Computer perlipherals
and Test Equlpment 79,855
TOTAL CAPITAL EQUIPMENTecccacaaa- 128,07g
EQUIPMENT RENTAL
IBM DIsk Fije and Packs
(2314, 3330) 50,319
IBM 3332 Disk Flle 56,700
TOTAL EQUIPMENT RENTALe=vcceccaes 56,319

EQUIPMENT MAINTENANCE=memuessccmennnmencoon 40,020
(based on past experlence)

49
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VII, COMMUNICATIONS =ceeea- SeSesCsecacececcceces 14,407 14,490 .
(Telephones, dataphones, te|stypes) i—
vill, PUBLICATIONS COST (Past Experjence)- ----- 14,090 14,005 o
Ix, OTHER GPERATING EXPENSES----------------- 32,942 32,942 EN
(6.9, 0fflce Supplles, postage, Frelont, i
Consulting, Utiitles)
X, INDIRECT cosTS ‘3
59% of sajarles to 9=1-71 45,974 -
46X of modifled dlrect costs 3
thereafte, (direct costs jess -1
caplital equipment) 276,788
TOTAL INDIRECT COSTSeeevcccceas 322,262 337,169
TOTAL ARTIFICIAL INTELLIGENCE BUDGETwewee § 1,150,000 1,159,000 as
i
i
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XI,
X171,

X111,

XIv,
Xv,
XvI,

Xvll,

XVIIL,

XIx,

3,4 HEURISTIC PROGRAMMING BUDGET

1-

3@=-

TOTAL HEURISTIC PRUGRAMHING SALARIES =-=ew §
STAFF BENEFITS-

13,9% to 8=-31-71 1,845

'5.2X to 8-31-72 19,286 2,02

6.7% to B8-31-73 11,082

TOTAL STAFF BENEFITS=e-ceecacacea
TRAVEL
2 Forelgn trips, 31202, ea, 2,400
2 Trips East, $450, ea, 908
Local Travel 409
TOTAL TRAVEL-e=-ececccccaccaccanan
EQUIPMENT RENTAL (Wylbur Terminals=362/67)-
COMPUTER TIME (IBM 368/67 timg)e-=eece cca=
COMMUNICATIONs(Telephones, Jataphongg)=e=e-=
PUBLICATIONS--------------------u-------—--
OTHER OPERATING EXPENSES=e=mcccaeccacananan
INDIRECT COSTs
59X% of salarles to 8=-31-71 7,830
46X of mod!fled dlrect costs
thereafter (dlrect costs
less computer time) 40,530

TOTAL INDIRECT COSTSremmmacanas -

JUL=71
TG
JUN=72

79,628

11,933

3,780
5,408
46,081
1,502
1,602

1,882

48,360

TOTAL HEURISTIC PROGIAMMING BUDGET------------$20G,ﬂzﬁ

XX,

TOTAL SD=-183 BUDGET---------'---°-----'--$1,35”,000
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79,628

13,084

3,700
5,400
44,200
1,5g0
1,609
1,800
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4, Cognlzant Personnel

For contractual matters?

Office of the Research Administrator
Stanford Unlversity
Stanford, Callfornla 94305

Telephonet (415) 321-2300, axt, 2883

For technical and sclientific matters regarding the
Artificial Intelllgence Projaect:

Prof. John McCarthy

Dr, Apthur Samuel

Mr, Lester Earnest

Computer Sclence Department
Telephone: (415) 321-2300, ext, 4971

For technical and sclentliflic matters regarding the
Heurlstlc programming project:

Prof, Edward Feigenbaum
Computer Sclence Uepartment
Telephone! (415) 321-230@8, ext, 4878

Prof, Joshua Lederberg
Genet|cs Department
Telephone: (4157 321-2308, ext, 5052

For administrative magters. including questions
relating to the budget or property acqulisition:

Mr, Lester O, Earnest

Mr, Norman Br|ggs

Computer Sclence Department
Stanford Unlversity
stanford, Callfornia 94385

Telephone! (415) 321-2308, ext, 4971
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| APPENDIX A

Wrresssores aved

PUBLICATIONS

Articles and books by members of the Stanford Artiflicla| Intel]|!gence
Project are |Isted here by year, Oniy pubilcations fol|owling the
inglvidual’s afflliatlion wlth the Project are glven,

-mwm-E ore—

—

1963

L 1, J., McCarthy, "A Basls for a Mathematlical Theory of Computatlion,"
In P, Blaffort and O, Hershberg (eds,), Computer Programming
and Forma| Systems, NortheHol|and, Amsterdam, 1963,

2, J. McCarthy, "Towards a Mathematlical Theory of Computation,” |In
Proc, IFIP Conaress 62, North~Holland, AmSterdam, 1963,

3, J. McCarthy (with S, Bollen, E., Fredkln, and J,C,R, Lick|lider),
"A Time=Sharing Debugging System for a Small Computer,"” In
Proc, AFIPS Conf, (SJCC), Vol, 23, 1963,

4, N McCarthy (wlth F, Corbato and M, Uaggett), "The LIinking
1 Seoment Subprogram Languaae and Linking Loader Programm|ng
Languages,"” Comm, ACM, July, 1963,

1965

1, . J,. McCarthy, "Problems In the Theory of Computat|on," in Proc,
IF1P Conaress 65, Spartan, Wash|ngton, 0,C,, 1965,

1966

1, A, Hearn, "Computation of Algebralc Properties of Elementary
: Particle Raactlons Using a Digltal Computer,” Comm, ACM, 9, pp,
o 573577, August, 1966,

2. J. McCarthy, "A Formal Descriptlon of a Subset of Algol|," Iin T,
s Steele (ed,), Formal Language Description Language?x,
North=Ho|land, Amsterdam, 1966,

3, J, McCartpy, "Informatjon," Sclentific Amerlican, September,
1966,

4, J, McCarthy, "Time=Sharing Computer Systems," In W, Orr (6d,),
— Conversatlona| Computers, Wiley, 1966,

5, U, Reddy, "Segmentatlon of Speech Sounds," J, Acoust, Soc,
| Amer,, August 1946,

A=1




1.

2,

7.

8,

19,

11,

13,

1967

S, Brodsky and J, Sulllvan, "W="ason Contribution t0 the
Anoma|ous Magnetic Moment of the Muon,"™ Phys Rev 156, 1644,
1967,

J. Campbel|, "Algebralc Computation of Radlat|ve Corrections for

Electron-Proton Scattering,"” Nuciear Physlics, Vel, Bi, pp,
238-308, 1967,

E, Felgenbaum, "[nformation Processing and Memory,"” In Proc,

Filfth Berkejay Symposium on Mathematical Statlstics and
Probablllty, vo|, 4, U,C, Press, Berkeley, 1967,

Jo Goodman, ™"Diglital Image Formation from Electronically
Detected Ho|ograms," In Proc, SPIE Seminar on Digital Imaging
Technlaues, Soc, Photo-Optica| Instrumentatlion Englineering,
Redondo Beach, Callfornia, 1967,

J Goodman, "Dlgltai Image Format|on from Electronically
Detected Holograms," Appiled Physics Letters, August 1967,

A, Hearn, "REDUCE, A User-Orlented Interact|ve System for

Algebralc Simp|ification, Proc, ACM Symposlium on Interactive
Systems for Exper|menta| Appi|ed Mathematl|cs, August 1967,

J, Lederberg, "Ham|iton Clrcults of Convex Trivalent Polyhedra,"

Arerican Mathgmatical Month|y 74, 522, Ma, 1967.

J, McCarthy, D, B8rian, G, Feldman, and J, Allen, "THOR==A
Oispiay Based TIme=Shar|ng Systea," AFIPS Conf, Frocese Vol.
32, (¥JCC), Thompson, Washlngton, D.C,. 1967,

Js McCarthy, "Computer Contro| of a Hand and Eye," In Proc,
Third AllaUnlon Conference on aAutomatic Control (Technlcal
Cybernetics), Nauka, Moscow, 1967 (Russlan),

J, McCarthy and J, Palnter, "Correctness of a Compl|er for
Arithmetic Expressions,” Amer, Math, Soc,, Proc, Symposia |n
Applled Math,, Math, Aspects if Computer Sclence, New York,
1967,

D, Reddy, "Phoneme Groupling for Speech Recognition," J, Acoust,
Soc, Amer,, May, 1967,

O, Reddy, "Pjtch Perlod Determination of Speech Sounds," Comm,
ACM, June, 1967,

D, Reddy} Computer Recogn|tion of Connected Speech," J, Acoust,
Soc, Amer,, Aygust, 1967,
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14,

15,

1.

9.

1o,

i1,

12,

13.

A, Samuel, "Studles In Machine Llearning Usling thes Game of
Checkers, I1-Recent Progress,” IdM Journal, Novamkter, $967,

G, Sutherland (wlth G,W, Evans and G,F, Wallace), Simulation
Using Digltal Computers, Prentice='all, Engelwood C||ffs, N,J,,
1967,

1968

&, Felgenbaum, J, Lederberg and B, Buchanan, "Heurlst|c Dendrai”,
Proc. International Conference on System Sclences, Unliversity
of Hawall and IEEE, Unlversity of Hawall| Press, 1968,

E, Felgenbaum, "Artifleclal Intejilgencet Themes In <the Second
Decade”, Proc, IFIP Congress, 1968,

J, Feldman (with D, Grles), "Translator Writing Systems", Comm,
ACM, February 1968,

J, Feldman (with P, Rovner), "The Leap Language Data Structure",
Proc, IFIP Congress, 1968,

R, Gruen and W, Welher, "Rapld Program Generatlon", Proc, DECUS
Symposium, Fa|| 1968,

A, Hearn, "The Problem of Substitution", Proc, I1BM Summer
Institute on Symbollc Mathematlics by Computer, July 1968,

O, Kaplan, "“Some Ccempletenass Results In the Mathematical Theory
of Computation”, ACM Journal, January 1968,

J, Lederberg and E, Fe|genbaum, "Mechanlizatlion of InJductive
Infercnce In Organlec Chemistry", |In 8, Klejnmuntz (ed,),
Forma| Represgntation of Human Judgment, John Wlley, New VYork,
1968,

J. McCarthy, "Programs w|th Common Sense" |n M, Minsky (ed,),
Semant|ic Informatlon Processing, MIT Press, Cambri|dge, 1968,

J, McCarthy, L, Earnest, U, Reddy, and P, Vicens, ", Computer
with Hands, Eyes, and Sars", Proc, AFIPS Conf, (FJCC), 1968,

K, Plingle, J. Slinger, and W, Wichman, "Computer Contro| of a
Mechanlical Arm through Visual Input", Proc, IFIP Congress 19s¢t,
1968,

D, Reddy, and Ann Roblinson, "Phonsme~to=-Grapheme Translatlion of
Eng|ish", IEEE Trans, Auclo and t|ectroacoustics, June 1968,

D, Reddy, "Computer Transcription of Phonemic Symbois"» J.
Acoust, Soc, Amer., August 1968,
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14,

15,

16,

17,

1,

5.

7,

D, Reddy, and P, Vicens, "Procedure for Segmentatlion of
Connected Speech", J, Audlo Eng, Soc,s October 1968,

D, Reddy, "Conconanta| Clustering and Connected Speesch
Recognition®, Proc, Sixth Internat|onal Congress on Agousties,
VOI. 2) o, Ce57 to C=-68, TOokyo, 1968.

A, Sllvestr! and ., Goodman, "Olglital Reconstruction of
Holographlic I!mages", 1968, NEREM Record, lEEE, Vo|., 19, oD,
116-119, 2968, )

L, Tesler, H, Enea, and K, Colby, "A Directed Graph
Renresentat|ion for Computer Simujation of Be|lef Systems",
Math, Blo, 2, 1968,

1969

J, Beaucnamp (w|th H, Von Foerster) (eds.,), "Muslc by Computers",
John Wlley, New York, 1969,

J, Sacker, "The Modellng of S|mple Analoglc and Induct)ve
Processes In a Semantic Memory System", Proc, International
Conf, on Artificlal Inteillgance, Wash|ngton, D,C,, 1969,

B, Buchanan and G, Suther|and, "Heurlistic Dendral: A Program for
Generatling Hypotheses In Organie Chem|stry", In O, Michle
(ed,), Machine Inteliligence 4, American E|sevier, New York,
1969,

B, Buchanan (wlth C, Churchman), "On the Design of Inductive
Systems: Somg Ph|iosophica| Problems*, British Journal for the
Phijosophy of Sclence, 27, 1969, pp, 311-323,

K. Colby, L, Tesler, and H, Enea, "Experiments with a Search
Ajgorlithm for the Data Base of a Human Bellef System", Pr-as,
Internat.onal Conference on Artificlal Intelllgence,
Washington, 0,C,, 1969,

K, Colby and D, Smith, "Dlalogues between Humans and Artificla]|
Bellef Systems", Proc¢ International Conference on Art|ficlal
Intet|Igence, Washington, D,C,, 1969,

A, Quffield, A, Robertson, C, Ujerassl|, B, Buchanan, G,
Sutherland, E, Felgenbaum, and J, Lederberg, "Application of
Artificlal Intelilgence for Chemlcal Interfarence 11,
Interpretat|ion of Low Resclution Mass Spectra of Ketones", J,
arer, Chem, Soc,, 91:11, May 1969,

J., Felaman, G, Fejdmen, ‘G, Falk, G, Grape, !, Peariman, I, Sobel,

and J, Tenenbaum,» "The Stanford Hand=Eye ProJact", Proc,
International Conf, on Artific al] Intel|ligence, Washlngten,
0.C,, 1969,

A=-4

Qu:'rl ﬂ'.w'

LI
o i

[




ey

Yo

1...

£t

-

ateton

romtstst |
!:mm-

-
o

sasne 0t
-

!

s
S

esssshion
p—

 S—

9.

i,

11,

12,

13,

14,

15,

16,

17.

18,

19.

20,

21,

J, Feldman (w|th P, Rovner), "An Ajgol-based Assoclatlive
Language", Comm, ACM, August 1969,

T, 1to, "Note on a Class of Statistical Recognltlon Functlons"®,
IEEE Trans, Computers, January 1969,

D, Kaplan,"Regular Expresslons and the Comp|leteness of Programs",

J, Comp, & System Sci,s Vol., 3, No., 4, 1969,

J, Lederterg, "Topology of Organic Mojlecules"™, Natlonal Academy
of Sclercs, The Mathematical Sclences: a Coljectlon of Essays,
MIT Press, Cambrldge, 1969,

J, Lederberg, G, Suther|and, B, Buchanan, £, Felgenbaum, A,
Robertson, A, ODufflelds and C, Djerassls "App|lcatlons of
Artiflelal Inte|llgence for Chemlcal Inference I, The nNumber
of Posslible Organlc Compounds: Acycllec structures Contalning C,
H, U, and N*, J, Amer, Chem, Soc,, 91:11, May 1969,

£, Manna, "Propertlies of Programs and the Flrst Urder Predlicate
Calculus"™, J, ACM, Aprl| 1969,

¥. Manna, "The Correctness of Programs", J,System and Computer
Sciences, May 1969,

2, Manna and A, Pnue'!, "Formallzatlon of Propertliaes of
Recursively Deflned Ffuncgtlons", proc, ACM Sympos|um on
Computing Theory, May 1969,

J, McCarthy apnd P, Hayess "Some Ph||osophlical Prublems from the
Standpoint of Artifliclal Inte|llgence”, In D, Michle (ed,),
Machine Intel|lgence 4, American tisevier, New York, 1969,

U, Montanarl, "Contlinuous Skeletons from Digltized Images",
JACM, October 1969,

R, Paul, G, Falk, J, Feldman, "The Computer Representation of
Simply Described Scenes", Proc, ZND Illlinols Granhjcs
Conference, Unlv, Illlnols, Aprll 1969,

R, Schank and L, Tesler, "A Conceptual Parser for Natural
Language”, Proc, Internaticna| Jo|nt Conference on Artifliclal
Intelllgence, Washington, D,C,, 1969,

G, Schro|l, A, Duff|eld, C, D.ierassl. B, Buchanan, G,
Sutherland, E, Ffelgenbaums and J, ederberqa, "Appl|ications of
Artifliclal Intelllgance for Chemlcal Inference 111, Allphatle
Ethers . Dlagnosed by Thelr Low Resolut|ion Ma.S spectra and NM%
Data*“, J, Amepr, C:-.m, Soc,, 91:26, December 1969,
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1,

2.,

3.

10,

11,

1970

Jo Allen and O, Luckham, "An Interactjve Theorem-Proving Program"
Ir B, Meltzer and D, Michle (eds,), Machine Inte|ilgence 5,
Edinburgh Unlversity Press, 1978,

6. Buchanan, G, Sutherland, and E, Felgenbaum, "Redliscovering some

Proplems of Artificlal Inte|llgence In the Context of Organic
Chemistry” |n B8, Meltzer ang D, Michle (eds), Machlne
Inteillgence 5, Edinburgh Unlvers:ty Press, 1970,

6, Buchanan and T, Headrlck, "Some Speculation aboyt Artiflclal
Intelligen. and | egal Reasonlina", Stanford Law Revlgw,
November 19732,

b, Buchanan, A, Ouffleld, A, Robertson, "An Appllcation of

Artificlal 1Intelllaence to the Interpretation of Mass Spectra",
In Mass Spectrometry (G,W, Milne, ed,), Wiley, 1970,

A, Buchs, A, Duffleld, G, Schrojl, C, DJerass|., A,
Uelflino, B, Buechanan, G, Sutherland, E, Felgenbaum, and J,
Lederberg, "Applicatlons of Artificlal Intel|lgence for Chamlical
Inference IV, Saturated Am|nes Dlagnosed by thelr Low Reseo|ut|on
Mass Spectra and Nuc|ear Magnetic Rasonance Spectra», J, Amer,
Chem, Soc, 92:23, November 1970,

A, Buchs, A, De|fino, A, Duffie|d, C, Djerassli, B, Buchanan, E,
Felgenbaum, J, Lederberg, "Applications oy Artificlal
Intelllgence for Chemica| Inferance vli. Approach to a General
Method of Interpreting Low Resolutian Mass spectra with g
Corputer™, Helvetica Chemlica Acta, 53:6, 1970,

K, Colby,"Mind and Brain Agaln", W, McCu|iough Memorjal Vol|. of
Math' Bl°|l 197m'

E. Feigenbaum, chapter In Readiness to Remember, D, P, Kimbali

ied,), Gordor and Breach, 1970,

K, Pingis, "visual Perception by a Computer™, In Automatlc
Interpretation and class|ficat|on of Images, Academ|c Press, New
YO['kQ 197”.

J, Lederberg, G, Sutherland, B3, Buchanan, E, Felgenbaum, "A
Heurlstlic Program for So|ving a Sclentlific Inference Prob|am:
Surmary of Mgot)vat;oan and Implementetion", In M, Mesaruvig
(ec,)s Theoretjcal Approaches to Non=numerical Prob|em Solving,
Soringer-verjag, New York, 1978,

o, Luckham, "Reflnement Theorems |n Resojut|on Theory”, Proc,
1968 IRIA Sympoosium In Automati|c deductlion, Ver-:l]]Jes, Francge,
Springer=-verjag, 1973,
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12,

13,

14,

15,

16,

17,

18,

19,

20,

1,

D, Luckham (with O, Park and My Pe.arson), "On Formallsed
Computer Programs", J, Comp, & System Sc|,, Vo|, 4, No, 3, June

1970,

z, Manna and J, McCarthy. "Properties of Programs and Partjal
Functlion Loglc" |n B, Meltzer and O, Michle (eds,), Machine
Inte|llgence 5, EdInburgh Unlversity Press, 1970,

Z, Manna, "The Correctness of Non-Determinist|¢ Programs",
Artificlal Intel|igence Journal, Vol. 1, no, 1, i97¢e,

£, Manna, "Second-order Mathematical Thaory of Computatlon",
FProc, ACM Symposium on Theory of Computing, May 197¢e,

2, Manna and A, Pruel|l, "Formal|zat|on of Properties of
‘Recursively Defined Functlions", J, ACM, July 1978,

U, Montanar|, "A Note on Minima| Length Polygonal Approximat|on
to a Diglitized Cortour", Comm, ACM, January 1970,

U, Montanarl, "Gn Limlt Properties in digitizat|on Schemeg",
JACM, April 1970,

» Soma|vico (w|th G, Bracch|), "An Interagt|ve Software System
for Computer-alded Design: An Appllcation to Clrcult Project",
Comm, ACM, September 1978,

x

U, Waterman, "Genera]lizatlon Learn|ng Technlques for Aytomati|ng
the Learning of Heurlistlics", J, Artificlal Intel|igence, VoI,
1, No, 1(21

1971

t, Ashoroft,"Formallzation of Properties of Paral |2 Programs",
Machine intelljgence 6, Edinburgh Unlv, Press, 1971,

t, Felgenbaum, B, Buchanan, J, Lederberg, "Cn Generallty and
Problem Solving: A Case Study wusing the DENDRAL Program®,
Machine Intell|gence 6, Edinburgh Univ, Press, 1971,

Y. Shelkh, A, Bychs, A Delf|no, b, Buchanan, G, Sutherijand, J,
Lederbarg, "Appllications of Artificlal Intel|igence for Chemical
Infarence V, An Approach to the Computer Generatlon of Cyclle
Structures, Differentlation Betwaen Al| the Possible Isometr|¢
Ketones of Composition C6H1pO", Organlic Mass Spectrometry (1In
Press),
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APPENDIX ®
THESES

Theses that have been pub|lshed by the Stanford Artiflcial
Intelllgonce Project are |isted here, Several earned degrees at
instltutions other than Stanford, as ncted, Abstracts of recent A,
I, Memos are glven |n Apperdix D,

AIM=43, D, Raj Reddy, AN APPROACH TO COMPUTER SPEECH RECOGNITIUN BY
DIRECT ANALYS]S gF THE SpPEECH WAVE, ph,D, ThesSis In Camputer
Sclence, Seprember 1966,

AIM=46, S, Persson, SOME SEQUENCE EXTRAPQLATING PKROGRAMS: A STUDY OF
REPRESENTATION AND MODELING IN INQUIRING SYSTEMS, Ph,D, Thesls
In Computer Sclence, Un|verglity of Call|fornla, Berkeley,
September 1966,

AIM=47, Bruce Buchanan, LOGICS OF SCJENTIFIC DISCOVERY, Ph,D, Thesls
In Philosophy, Unlversity of Callfornlia, Berke|ey, December
1966,

AlM=44, James Palnter, SEMANTIC CORRECTNESS OF A COMPILER FOR AN
ALGOL~-LIKE LANGUAGE, FPh,D, Thesls |[n Computer Sclence, March
1967,

AlM=56, Wi|llam W|chman, USE OF OQPTICAL FEEDBACK IN THE COMPUTER
CONTROL OF AN ARM, Eng, Thes|s In Electrical Engineering, August
1967,

AlM=58, M, Callero, AN ADAPTIVE COMMAND AND CONTROL SYSTEM UTILIZING
HEURISTIC LEARNING PROCESSES, Ph,D, Thesls In Operatlons
Research, December 1967,

AIM=68; Donald Kaplan, THE FORMAL THEORETIC ANALYSI3 OF STRONG
EQUIVALENCE FOR ELEMENTAL PROPERTIES, Ph,D, Thas|s |n Computer
Sclence, July 1968,

AIM=65, Barbara Hyberman, A PROGRAM TO PLAY CHESS ENJ GAMES, Ph,D,
Thesls In Computer Sclence, August 1968,

AIM=73, Donald Pleper, THE KINEMATICS OF MANIPULATORS UNDER COMPUTER
CONTROL, Ph,D, Thesls In Mechanlc2| Engineering, Uctober 1968,

AIM=74, Donald Waterman, MACHINE LEARNING OF HEURISTICS, Ph,D, Thesls
In Computer Sclence, December 1968,

AIM=83, Roger Schank, A CONCEPTUAL DEPENDENCY REPRESENTATION FOR A
COMPUTER ORIENTED SEMANTICS, Ph,D, Thasis In Lingulstics,
Universlity of Texas, March 1969,

B-1



A[M=85, Plerre Vigcens, ASPECTS OF SPEECH RECOGNITION By COMFUTER,
Ph,D, Thegls In Computer Sclence, March 1969,

AlM=92, Vietor D, Schelnman, DESIGN UF COMPUTER CONTROLLED
MANIPULATOR, Eng, Thesls In Mechanical! Englneering, June 1969,

AIM=96, Claude Corde!| Green, THE APPLICATION OF THEOREM PROVING TO
QUESTION=ANSWERING SYSTEMS, Ph.D, Thesis In Electrlienl
kngineering, Augqust 1969,

AIM-98, James ., Hornlrg, A STUDr OF GRAMMATICAL INFERENCE, Ph,D,
Thesls In Computer Sclence, August 1969,

AlM=1d6, Mlchae.| 'E. Kahn, THE NEAR=MINIMUM=TIME CONTROL OF OPEN=LOOP
ARTICULATED KINEMATIC CHAINS, Ph.,D,  Thesls In Mechanical
Englpeering, Decemper 1969,

AlMe121, lrwin Sopel, CAMERA MODELS AND MACHINE PERCEPTION, Ph.D,
Thes!s In Elect:lcal Engineering, May 1970,

AiM=130, Mlchael| D, Kelly, VISULL IDENTIFICATION OF PEOPLE BY
COMPUTER, Ph,D, Theslis In Computer Sclence, July 19792,

AIM=132, Gl |bert Fajk, COMPUTER INTERPRETATION OF IMPERFECT LINE DATA
AS A THREE-DIMENSIONAL SCENE, Ph.D, Thesls |In Electrical
tnglneering, August 1970,

AIM=134, Jay Martin Tenenbaum, ACCOMMODATION IN CUMPUTER VISION,
Ph,D, Thes|s In Electrical Englneering, Septen..r 1974,
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Appendix C
FILM REPORTS

Prints of the fo|lowing flims are avallable for shorteterm |oan to
Interested groups w|thout charge, They may be Shown on|ly to groups
that have pald no admisslion fee, To make a reservatlon, write to:

Artificlal Intelllgence Project Secretary

Computer Sc|ence Department

Svanford Unjversity

Stanford, Callfornia 94305
Alternative|y, prints may be purohased at cost (typlcally $37 to $50)
from?

Cine=Chrome Laboratorles

4975 Transport St,

Palo Alto, Cajlfornia

1, Artv E|senson and Gary Feldman, "E|l|s D, Kroptechev and ZeusS, hls
Marvelous Time-Sharing System", 16mm black and whlite with
sound, 15 minutes, Mareh 1967,

The advantages of t|me-sharing over standard batch processing are
revealed through the good offlces of the Zeus time-sharing system on
a POP=1 computer, Our hero, El|IlS, I8 saved from a fate worse tnan
death, Recommendad for mature audlances only,

2, Gary Feldman, "Butterf!nger", 16mm co|or with sound, 8 mlnutes,
March 1968,

Descrlibes the state of the hanrd-eye systam at the Artificial
Intell!lgence Prolect In the fall of 1967, The PDP=6 computer getting
visual |nformation from a televislon c¢amera and co trolllng an
electrical-mechanical arm solves simple tasks |Invo|ving stacking
blocks, The technlques of racognlzing the blocks and thelr positions
as well as controll!ing the arm are brjefly nresented, Rated "G",

3, FKRaJ Reddy, Dave Espar and Art E|senson, "Hear Hare™, 16mm cojor
wlth sound, 15 minutes, March 1969,

Describes the state of the speech recognitlon project as of Spring,
1969, A dliscusslion of the prob|ams of spesch reocognitlion |s followed
by two real time demonstratlions af the current systenm, The flrst
shows the computer |earning to recogn|ze phrases and S8cond Shows how
the hand=eye system may be contro|led by volce c2mmandS, Commands as
complicated a8 "Plck up the smal| block |In the lower lefthand
corner", are recognized and the tasks are carrled out by the computer
controlfed arm,

4, Gary Feldman and Donald Pelper, "Avold", 16mm s|lent, g¢olor, S
minutes, March 196%,




Reports on a computaer program written by D, Pelper for hls Ph,D,
Thes!s, The problem is to move the computer controljed
electricai=-mechanical arm through a spaca flijled with one or more
known obstacles, The progeram uses heuristics for finding a safe
path:i the fl|m demonstrates the arm as |t moves through varlious
ciuttered environments witr falrly good success,
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Appendix U

ARTIFICIAL INTELLIGENCE MEMUS

These memos report research resuits, Abstracts of mamos publ|lshed In

197¢ angd later are |Isted here, For an ear|ler ||st going back to 1963,

see AlM=117,

Interested researchers may obtaln avallable coples upon request to:
Artificial Intelllgence Project Secretary
Computer Sclenve Department
Stanford Un|versity
Stanford, Callfornja 94325
Ajternatively, they are avallablje from!
Clearinghouse for Federal Sclent|flic
and Technical Informatlion
springflield, Virginla 22151
The Clearinghouse charges $3,00 per full slze copy and $.95 for a
mlicroflche oopy,

197

AIM=108, Michael D, Kel|y, EDGE DETECTION 1IN PICTURES B8Y COMPUTER
USING PLANNING, January 1979, 28 pages

This paper describes a program for extracting an accurate outilne of
a man‘s heac from a digital pleture, The program accepts as Input
digltal, grey scale plctures contalnlng people standing In front of
var|ous backgrounds, The output of the program Is an ordered !1st of
the polnts which form the outline of the head, The edges of
backaround oblJects and the |nterlor detal!s of the head have been
suppressed,

The program |s successful because of an Improved method for edge
detection whlch uses heuristie planning, a technique drawn from
artiflcla| [ntolllgence research In problem solving, A pbrief, edge
detection wusing planning consists of three steps, A new diglital
dDicture Is prepared from the original; the new plcture Is smaller and
has |eSs detal|, Edges of objects are |ocated |n the reduced plcture,
The edges found In the reduced plcture are used as a plan for flnaing
sdges In the orlginel picture.

AIM=-189, Roger C, Schank, Lawrence Tesler, and Sylvia Weber, SPIKJZA
11 CONCEPTUAL CASE-BASED NATURAL LANGUAGE ANALYS!S, January
1976, 107 pages,

This paper presents the theoretical c¢hanges that have developed |In
Concertua| Dependerzy Theory ane thelr ramliflcations In computer
analysls of natural language, The major ltems of concern are! the
elimination of rejlance on ‘“grammar rules" for parsing w|ith the
emphzsls glven to conceptual ruje based parsin,, the cevejopment of a
conceptua] case system to account for the power of

O=3



T,

concsptuallzations: the categor|zat|on of ACT’s based on perm|ssihl|e
concaptual cases and other criteria, These Items are developed and
discussed In the context of a more powerful conceptual parser and a
theory of language understand|ng,

ATHM=11@, Edward Ashcroft and Zohar Manna, FORMALIZATION OF PROPERTIES
oF PARALLEL pRQGRAMS, February 1978, 58 pages,

In this paper we describe a class of paraliel programs and glve a
formallzation of certaln properties of such programs |n predlicate
calculus,

Although our programs are syntactically simple, they do exhiplt
Interaction bstween asynchronous parallel processes, which Is the
essential feature we wish to cons|der, The formal|ization ecan easll|y
be extended to more complicated programs,

Aiso presented Is a method of simpilfying parallel progrems, |,e.,
constructing simpler eauivalent programs, based on the "|ndependenge"
of statements in them, W|th these s|mp||cations our formallzation
glves a practical mgthod for proving properties of such programs,

AlM-111, Zohar Manna, SECOND-ORDER MATHEMATICAL THEORY oF
COMPUTATION, March 1978, 25 pages,

In this work we show that It Is possible to formallze all properties
regular}y observeg In (deterministic and non- determinist|c)
algorithms |n second-order predicate cajculus,

Moreover, we show that for any gliver. algorithm It sdfflces to know
how to formalize its "partial correctness"” hy a seconde=order formyla
In order to formalize all other properties by second~order formulas,

This resuit |s of speclal Interest since "partia| correctness" has
already been formg||zed |n second=-order predicate calcujus for many
classes of algorithms,

This paper wli! bes rresented at the ACM Symposium on Theory of
Computing (May 1978),

AIM-112, Franklin D, H|If, Kenneth Mark Colby, David C, Smith, and
Willlam K, Wittner, MACHINE~MEDIATED INTERVIEWING, March 1970,
27 pages,

A technique of psychiatric Interviewing |s described In which patient
and Interviewsr communicate by means of :smotel|y located te|etypes,
Advantages of non-nonverba] communjcation |n the study of the
psychiatele Interview anrd |n the development of a computer program
deslgned to conduct psychlatrie Interviews are discussed,
Transcripts from representative Interviews are reproduced,
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AIM-113, Kenneth M, Colby, Franklin R, Hilf, William A, Ha|], A MUTE
PATIENT’S EXPERIENCE WITH MACHINE=MEDIATED INTERVIEWING, March
19790, 19 pages,

A hosplta|lzed mute patient participated In seven machine-medlated
Interviews, excerpts of whicn are presented, After the flfth
Interview he began to use spoken language for communicatlion, This
novel teohnique |s suggested for patients who are ynable to
particlpate In the usua] vis-a=vis Interv|ew,

AIM-114, A,W, Bjlepmann anpd J.A, Fejdman, UN THE SYNTHESIS OF
FINITE-STATE ACCERTQRS, Aprl| 1978, 31 pages,

Two algorithms are presented for Solving the foli- g problem:
Glven a f|n|te~set S of strings of symbols, f|nd in|te=8tate
machine whlch wili| accept the strings of $ ar possibly some

additiona| strings whlch "resemble" those of S, The :u.proach used |s
to directly construct the states and transitions of the acceptor
machine from the string |.-formatior, The algorithms |ncjude a
parareter which enaple one t¢ Increase the exactness of the resulting
machine’s behavicr as much as deczired by Increasing the number of
states [In the rmachine, The prooerties of the aj|gor|thms are
presented and |;lustrated with a rnumber of examples,

The paper glves a method for |dentify|ng a finite-state Janguage from
a randomly chosen finite subset of the language If the subset |s
large enough and |f a bound |s known on the number of states required
to recognize the |anguage, Filnal|y, we discuss some of the uses of
the algorithms and thelr relationsh|p to the prcblem of grammatical
Inference,

AIM=115, Ugs Mont.nari, ON THE OPTIMAL DETECTION OF CURVES IN NOISY
PICTURES, March 1978, 35 pages,

A technique for recoanlizing systems of |ines |s presented, In which
the heuristic of the probjem Is not embedded In the recognition
algorithm but |Is expressed |n g figure of merlit, A multistage
decislon process |s then able to recognize |n the Input plcture the
optiral system of ||nes according to tne gliven figure of merit, Due
to the glotal approach, greater flexlbl|Ity and adequacy In the
particular problem |s achieved, The rejation between the structure
of the fligurc of merit and the complex|ty of the optimizat|on Process
Is then dlscussed, The method described Is sultable for paralje|
processing because the operations re|ative to each state can bpe
computed In paralje|, and the number of stages Is equal to the |ength
N of the curves (or to J0g2(N) If an approximate method |s ysed).

AIM=116, Kenneth Mark Colby, M,D,, MIND AND BRAIN, AGAIN, March 1970,
190 pages, :

D=3



Classlica! mind=braln questions appear deviant through the |ens 5f an
analogy comparing menta| processes wlith computationa| processes.
Problems c¢f resduclibilility and personal consclousness are a|Sso
consldered In the |jght of this anajogy,

AIM=117, John McCarthy and the Artificlal Intelligence Project Staff,
E, Felgenpaym, J. Lederberg and the Heurlstic DENDRAL Project
Staff, PROJECT TECHNICAL REPORY, Apr|!| 1970, 75 pages,

Current research |s reviewed In artificial Intejllgence and related
areas, Including representation theory, mathematica| theory of
computation, models of cognit|ve processes, sneech recognition, and

computer vislon,

AlM-11i8, Ugo Montanarl, HEURISTICALLY GUIDED SEARCH AND CHROMOSOME
MATCHING, Appl| 1978, 29 pages,

Heuristlically gulded search |s a technigque which takes systematically
Into account Information from the probjem domain for directing the
search, The probiem s to find the shortest path In a weighted graph
from a start vertex Va to a goa| vertex Vz: for every |ntermediate
vertex, an estimate Is avaljable of the distance to Vz, It this
estirate satisfles a consistency assumption, an algorlithm by Hart,
Nlisson and Raphasl|l |s guaranteed to find the optimum, |ooking at the
a priorl minimum number of vertioes, In this paper, a version of the
above algorithm Is presented, wWhich |s guaranteed to succeed with the
minirum amount of storage, An application of this techni{gue to the
chromosome matching oroblem |s then shown, Matching Is the last
stage of automatic chromosome analysis procedures, and can 2{S0 So|Vve
amblaultlies In the classification stagse, Some peoullaritias of this
kind of data suggest the use of an heuristically gulded Search
algorithm Instead of the standard Edmonds’ ailgorlithm, The method
that we obtaln |In this way |s proved to explolt the ¢lustering of
chrorosome datat! a |inear-quadratlis dependence from the number of
chromosomes Is obtalned for perfectly clustered data, Finally, Some
exper |menta| results are glven,

AlM=119, J, Becker, AN INFORMAT]ON-PROCESSING MONEL OF INTERMEDIATE-
LEVEL CoGNITIgN, May 1970, 123 pages,

Thers Is a jarges class of cognitive operations In which an organ|sm
adapts Its previous experience |In order to respond properiy to a new
sltuatlon - for example: the perceptual recognition of obJjects and
everits, the oprediction of the |Immeglats future (e,g, In tracking a
moving object), and the empjoyment of sensorye-motor "sk|||s", Taken
all together, these highly efficlent processes form a cognitlve
subsystem which |s [ntermediate between the |jow~jeve| Sensory=-mo=or
operations and the more del|lberate prooesses of high~leve| "thought",
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The present report describes a formal Information-proceasing model
of this "Intermed|ate-Level"” cognitive system, The mode| Includes
memory 8trugtures for the storage of exper|ence, and prucesses for
responding to new events on the bas|s of previous experlence, In
addltlon, the prcposed system contalns a large number of mechanlsms
for making the respcnse-selection process hlghly efficlent, In splte
of the vast amount of stored Information that the system must cope
wlith, These daevices Include procedures for heurlstical|y evaluating
alternative subprocesses, for gulding t{nhe search through memory, and
for reorganizing the |Information In memory Into more effliclent
representat|ons,

AIM=128, K. M, Co|by, D,C, Smlith, COMPUTER AS CATALYST N THE
TREATMENT OF NONSPEAKING AUTISTIC CHILDREN, Aprl) 1978, 32
pages,

Continued experlence wlith a computer~alu3d <treatment method for
nonspeaking autistic chlidren has demonstrated Improvement effects on
thirteen out of a ser|les of seventeen cases, Justification for thils
concluslion |s dlscussed In detall, Adoption of thls method by other
research groups ls needed for the future devejopment of
computer~alded treatment,

AIM=121, Irwin Sobe|, CAMERA MUDLLS ANU MACHINE PERCEPT]ION, May 19780,
89 pages,

We have developed a parametric model for a camputer=control|ed
moveable camera on a pan-tl|t head, The model expresses the
transform relating object space to |mage space as a function of the
econtrol varlables of the camera, We constructed a callbretion system
for measur|ng the mode| parameters whilch nas a demonstrated accuracy
more than adequate for our preSent needs, We have nalso |dsnt|f|ed
the major source of error In model measurement to be undesired |Image
motlon and have developed means of measuring and compensating for
some of It and e|im|nating other parts of It, The system can measure
systamatic Image d|stortions |f they become the major accuracy
lImitation, We have shown how to generallze the mode| to handle
smal| systematic errors due to aspects of pan-t||t head geometry not
present|y accounted for,

We have demonstrated the .ode|’s appllication In stereo vislon ang
have shown how It can be applled as a predict|ve device |In Jocating
objects of Interest and centerling them |In an Image,

AIM~122, Roger C, Schank, "SEMANTICS"™ IN CONCEPTUAL ANALYSI!S,
May 1978, 56 pages,

This paper examines the question of what a semantic theory Should
account for, Some aspects of the work of Katz, Fl|Imore, Lakoff and

Chorsky are d|scussed, "Semant|cs" |Is concluded to be the
representation proplem with respect to conceptual analyslis, The
beginnings cf a solution to this problem are presented In the |Ight
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of devel|opments In conceptual dependancy theory,

AIM=123, Bruce G, Buchanan, Thomas E, Headrick, SOME SPECULATION
ABOUT ARTIFICIAL INTELLIGENCE AND LEGAL REASONING, May 1970,
54 pages,

Lega! reasoning I|s viewad here as a compiex prohlem=solving task to
which the technlques of artiflcial Intei|llgence programming may be
app!led, Some existina programs are dliscussed which successful|ly
attack varlous aspects of the probjem, In this and other task
dome Ins, It remalns an open aquest|on, to bhe answered hy {ntensjve
research, whether computers can be programmed to do creative |egal
reasoning, Reaardless of the answer, |t Is argued that much wlll be
galred by the research,

AlM=-124, M,M, Astrahan, SPEECH ANALYSIS BY CLUSTERING, OR THE
HYPERPHONEME METHUD, june 1978, 22 pages,

In this work, measured speech waveform data was used as a bhasls for
part|itioning an utterance |nto segments and for class|fylng those
segrents, Mathematical classificatlons were used |Instead of the
tracitional phonemes or llngulstic categorles, This Invofved
clustering methods appll!ed to hypersnace points representing perlodle
samples of speech waveforms, The cluster centers, or hyperphonemes
(HPs), were used to class|fy the sample polnts by the
nearest-nelighbor technlque, Speech segments were formed by groupling
adjacent npolints wW|th the same classification., A dictlonary of 54
different words from a single Speaker was processed by this method,
216 utterances, representing four more repetitions by the same
speaker each of the origlinal 54 words, were Similarly anajyzed Into
strirgs of hyperphonemes and matched agalinst the dlictlonary by
heur|stically developed formylas, 874 were correctly recognlzed,
although almost no attemot was made to modify and improve the Initial
methoeds and parameters,

AIM=125, Kenneth M, Colby, Sylvia Weber, and Frank!iin H||¢f,
ARTIFICIAL PARANOIA, ,ju|y 1978, 35 pages,

A case of artificla| paranola has been synthes|zed |In the form of a
somputer model, Using the test operations of a teletyned psychlatric
Interview, clinlclans Judge the Iinpui-output behavior of the mode| to
be paranold, Forma| va|lidation of the mode! wll! require expariments
involving indistingulshabllity tests,

AIM=126, Donald E, Knuth, EXAMPLES OF FORMAL SEMANTICS, July 1978,
34 pages,

A technique of fcrmal definition, based on relatlions between
vrattributes" assocjated with nonterminal Symbols In a context=-free
gramrar, Is ||llustrated by severa| applications to simpje ye’t typlcal
problems, Flrst we define the baslic properties of |ambda expressions,
involving substitution and renaming of bound varlables, Then a Simple
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programming language |9 defined usliny several| different polnts of
view, The emphasis !s on "“declarat|ve" rather than "Imperative"
forms of definition,

AIM-127, Zohar Manna and Richard J, Waldinger, TOWARDS AUTOMATIC
PROGRAM SYNTHESIS, July 1978, 54 pages,

An elementary out|ine of the theorem~proving approach to automatic
program synthes|s |Is given, without dweillng on technica| detalls,
The method [s l|iustrated by the automatic construction of both
recursive and Iterative programs operating on natural numpers, |Ists,
and trees,

In order to construct a program satisfying certain specifications, a
theorem Induoed by those spscif|cations |Is proved, and the desl|red
program |8 extracted from the proof, The same technlique IS apdiled
to transform recursively deflned functions [nto Iterative programs,
frequentiy with a major 9ain In affjclency,

It Is emphasized that In order to construct a program with |oopS or
with recursion, the princliple of mathematical| Indugtion must be
appilied, The relation hetween the versjon of the Inductlion rule used
and the form of the program constructed Is expiored In some detall,

AIM=128, Erlk J,Sandewa|l, REPRESENTING NATURAL-LANGUAGE
INFQRMATIQN IN pREDICATE CALCULUS, July 1978, 27 pages,

A set of general conventions are proposed for representing natural
language Information 'In many-sorted first order predlicate cajculus,
The purpose |s to provide a testina~ground for exiSting theorem-
proving programs,

AIM=129, Shigeru lgarash!i, SEMANTICS OF ALGOL-~LIKE STATEMENTS,
June 1973, 95 pages,

The semantics of elementary Algol=-|lke statements |s dlseussed,
mainly based on an ax|omatic method,

Firstiy, a class of Ajgol=i|ke statements is Introduced by
generallzed Inductive definition, and the Interpretation of the
statements belonging to It Is defined In the form of a function over
this class, wusing the Induction principle Induced by the above
definition, Then a category of program |s Introduced In order - to
clarlfy the concept of equlivajence of statements, which becomes a
speclial case of Isomorphism In that category.

A revised formal system representing the concept of equlivalence of
Algol=llke statements s presented, fo|lowed by elementary
metatheorems,
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Filnally, a process of decomposition of Algol=|lke statements, whlch
can be regarded as a conceptual complier, or a constructive
description of semantics based on primitive actions, |s cdeflined and
fts correctness Is oprovsd formaily, by the help of the |nduced
Inductlion principle,

AIM=138, Michae| D, Kelly, VISUAL IDENTIFICATION OF PEOPLE BY
COMPUTFR, Jyly 1978, 238 pages,

This thesls doscribes a conputer program whloh performs a comp|ex
plcture processing task, The Task |s to choose, from u co|lection of
pletures of people taken by a TV camera, those plictures that dep|ct
the same person, The primary purpose of this ressarch has been
directes toward tpre deve|opment of new techniques for nplcture
processing,

In brlef, the program works by finding the location of features such
as eyes, nose, of shoulders |In the plctures, Individua|s are
cltassiflad by measurements between such features, The Interasting
anc difflcult part of the work reported In this thesls [s <the
detectlion of those features In digital plctures, The nearest
nelghbor method Is used for ldentiflcation of Indlviduals once a set
of measurements has been obtalned.

The success of the progran |s due to and ||luatrates the heurlistic
use of context and structure, A new, w|dely useful, technlque cal)ed
planning has been appllied to plcture processing, Planning Is a term
which Is drawn from artificlal Intelilgence research |In problem

"solving,

The principal positive result of this research |Is the use of goal-
directed technliques to successfully locate feaiures |n cluttered
glgltal plctures, Thls success has been verliflec by displaying the
results of the feature findinrg ajlgorithmrs and comparing these
locatlons with the |ocatlons obtalned by hand from digital printouts
of the plctures, Successful performance In the task of
Identificatlon of people provides further verification for the
feature finding algorithms,

AIM=131, Edward A, Felgenbaum, Bruce G, Buchanan, Joshua Lederberg,
ON GENERA| ITY AND PROBLEM SG_VING: A CASE STUDY USING THE
DENDRAL PROGRAM, August 1978, 48 pages,

Heur!stlc DENDRAL Is a computer program written to so|ve problems of
Inductive |Inference In organic chemistry, This paper wlil| use the
desian of Heurlstic DENDRAL and |ts performance on different problems

for a discussion of the following top|cs:

I, the design for generality}
2, the performance problems attendent upon too

much generallty
3, the coupling of expertise to the general probjem solving
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4, the symplotic relationship between genecallty and
expertnness of probjem so|ving systems,

St

We conciude the paper with a view of tne design for a general probjem
solver that |s a variant of the "blg sw|tch" theory of generallity,

L mmﬂlll‘
Eaentitany

AIM=132, Gli|bert Fa|k, COMPUTER INTEXPRETATION OF IMPERFECT LINE
DATA AS A THREE~DIMENSIONAL SCENE, August 19782, 187 pages,

e

| e
m;-ézeq‘

The major portion c¢f th|s paper describes a heurlstic scene
description oprogram, This program accepts as input a scene
represented as a [ine drawing, Based on a set of known object models
the program attempts to determine the Identity and location of each
object viewed, The most s|gnificant feature of the program Is |ts
abfllty to deal wWith Impe.fect Input data,

A
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We also present some preiliminary resuits concerning constralnts in
projections of planar~faced sollds, We show that for a restricted
class of oproJects, 4 points located In 3=-space |n additlon to
complete monacular [nformation are sufficlent to speclify a|l the
visible polnt locat|ons precisely,

AIM+133, Anthony C, Hearn, REDUCE 2, Octovoer 1979, pages,

A

|

TN

This manua| oprovides the user with a description of the algebralie
programming system REDUCE 2, The capabljities of this System
inciude:

1) Expansion and order|ng of rat|ional functions of po|ynomials, 2)
symbo|lc differentiation of rat|jonal functlons of polynomlals and
general funectlions, 3) substitutions and pattern matching In a wlde
varjety of forms, 4) cajculation of the greatest common divisor of
two polynomials, 5) automat|c and user controlled simp||fication of
expressions, 6) calcujations with sSymbo||c matrices, 7) a complete
language for symbollec caleculations, In which the REDUCE program
Itself Is written, 8) calculations of |ntereast to high energy
physiclsts Including spin 1/2 and spin 1 algebra, 9) tensor
operatlions,

b
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AIM=134, Jay Mart|n Tenenbaum, ACCOMMODATION IN COMPUTER VISION,
September 197g, 452 pages,

We desocribe an evoiving computer vision system In which the
parameters of the camera are control|ed by the computer, It Is
distingulshed from conventional plcture proocessing systems by the
fact that sensor accommodation |s automatic and treated as an

Foid G

f‘g
§ Integral part of the recognition process,
) A machine, |lke a person, comes In contact with far more visyaj
if Information than |t ¢an process, Furthermore, no phvsical sensor can
1 simultaneous|y oprovide Information about the full range of the

environment, Consequentiy, both man and mach|ine must accommodate
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their sensors to emphas|ze sejacted charaoteristiecs of the
environrent,

Accommodation improves the rellabi|ity and efficlency of machine
perception by matehing the iInformation provided by the sensor with
that required by specific perceptual functions, The advantages of
accormogation are demonstrated In the context of five key functions
in computer visjon: acquisition, contour fojlowing, verifying the
preserce of an expected edge, range=finding, and color recognition,

We have modelied the Interaction of camera parameters with scene
characteristics to determine the composition of an image, Using a
priori knowledge of the environment, the camera Is tuned to satisfy
the information requirements of a particuiar task,

Yask performance depends Implicitiy on the appropriateness of
avaiiabje Informatjon, If a function falis to perform as expected,
and If this fallure Is attributable to a speciflic Image defliclency,
then the relevant accommodation parameters can be refined,

This schema for auytomating sensor accommodation can be appiied in a
variety of perceptual doma'ns,

AIM=135, Oavid Canfje|d Smith, MLISP, October 1973, 99 pages.

MLISP s a high level ||st=processing and symbo|=manipulation
language based on the programming |anguage LISP, MLISP programs are

transliated Into LISP programs and then executed or c¢comp||ed, MLISP

exlsts for two purposes: (1) ¢to faclljitate the writing and
understanding of LISP programs; (2) to remedy cartaln Important
deficlencies In the ||st-processing abl|lity of LISP,

AIM-136, George M, White, MACHINE LEARNiING THROUGH SIGNATURE TREES,
APPLICATION TO HUMAN SPEECH, October 1979, 48 pages,

Signature tree "machine learning”, pattern recognition heuristics are
investigated for the specific p=oblem of computsr recognition of
human speech, Whan the data base 2f glven utterances Is insufficlent
to estabjish trends wlth conflidence, a |{arge number of featuyre
extractors must be empioved and "regognition” of an wunknown pattern
made by comparing |ts feature vajues with those of known patterns,
When the data base {s repliete, a "signature™ tree can be c¢onstructed
and recognlition can be achieved by the evajuation of g select few
features, Learning results from sejecting an optimal mininal set of
features to achleve recognition, Properties of signature trees gnd
the heuristics for this type of |earning are of primary Interest In
this exposition,

AIM=137, Donald E, Knuth, AN EMPIRICAL STUDY OF FORTRAN IN USE,
November 1972, 44 pages,
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A sarple of programs, wrltten In Fortran by a wide varlety of people
for a wide var|ety of appllecat|ions, was chosen "at pandom” In an
atterpt to discover quanti!tatively "what programmers really do",
Statistioal resuits of this survey aro presented here, together with
some of the|r apparent Implications for future work In complijer
des’ian, The principle conclusion which may he drawn Is the
Importance of a program "proflle", namejy a table of frequency counts
whleh record how often each statement Is performed In a typ'cal ruyn:
there are strong |ndlcatlions that profile-keeping shouid become a
standard practice In al] computer systems, for casual users as wej|
as system programmers, Some new approaches to complier optimlzatjon
are also suggested, This paper |s the report of a three month stydy
undertaken by the author and abou?t a dozen students and
representat|ves of the software Industry durlig the summer of 1974,

AIM-138, E, Asheroft and 2, Manna, THE TRANSLATION orf '60~TO!
PROGRAMS TO ‘WHILE‘ PROGRAMS, November 1970, 28 pages,

In this paper we show that every flowchart program can be wrltten
without ‘go~to’ statements by using ‘whl|e’ statements, The main
idea I8 to Introduce new variables to preserve the values of certaln
varlables at particular boints In the program} or alternativsly, to
Introduce speclial boc|ean varjables to keep Information about the
course of the computation, The new programs preserve the ‘topology’
of the orlginal program, and are of the 3ame order of efficlency. We
also sShow that this ocannot be done |n general wlthout adding
varlables, '

AIM-139o Zohar Manna, MATHEMATICAL THEORY OF PARTI!AL CORRECTNESS,
Decemper 1970, 24 pages,

In this wWork we Show that It |s possible to express mo3t propertijes
regularly observed {n ajgorithms In terms of ‘partial correctness’
(1,849 the proparty that the final resuits of the algorithm, |f any,
satisfy some glven |nput-output reiatjen), This result |s of speaclal
Interest since ‘partlal correctnsss’ has already been formulated |n
predicate calculus and In partial function logic for many classes of
ajgor|thms,

1973

AlM=1480, Roger C., Schank, INTENTION, MEMORY, AND COMPUTER
UNCERSTANDING, January 1971, 59 pages,

Procedures are describad for discover|ng the intention of a sSpeaker
by relating the Conceptua| Dependences representat|ion of the speaksr’s
utterance to the computer’s world model such that Simple |mpiications
can be made, - These procedures function at levels higher than that of
the 3entence by allowlng for predjctions basad on context and the
structure of the memory, Computer understand|ng of natura| |anguage
Is shown to conslist of the following parts: assigning a conoeptya|
representation to an Input; relating that ropresentation to the
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memory such as to extract the Intention of the speaker’ and se|eoting
the correct response type triggered by such an utterance according to
the sltuatlon,

AIM=141, Bruce G, Buchanan, &Edsard A, Felgenbaums and Joshua
Lederberg, THE HEURISTIC DENDRA; PROGRAM FOR EXPLAINING
EMPIRICAL DATA, February 1971, 20 pagsas,

Tt.2 Heurlstic DENDRAL program uses an Information processing mode| of
sclentlflc reasoning to explaln exper|mental data In organic
chemistey, Thls preport summar|Zes the organ|zatlion and results of
the program for computer sclentists, The program |s divided Into
three maln parts: plarning, structure generation, and evajuatjon,

The plann!ng phase Infers constralints on the search sSpace from the
empirical data Input to the system, The structure generation phaSe
searches a tree whose terminl are modeis of chemlical models using
pruning heurlstics of various kinds, The evajuation phase tests the
candldate structures agalnst the orlginal data, Results of the
program’s analyses of some test data are dlscussed,

AlM=142, Robin M|Iner, AN ALGEBRAIC DEFINITION OF SIMULATION BETWEEN
PROGRAMS, February 1971, 21 pages,

A simulation relatlion between programs Is deflined which |Is
quasl|=order|ng, Mutya| simulation Is then an wequlvalence rejation,
and by dlviding out by |t we abstract from a program sSuch detalls as
hWow the sequencing |s controlleg and how data |s represented The
saqulvalence classes are approximatjons to the algorlthms wh*ch are
realized, or expressed, by thelr member programs,

A technlaque Is glven and |ljustrated for proving Simulation and
aqulvalence of programs: th-re IS an analogy with Fioyd’s technlique
for proving correctness of oprograms, Flnally, necessary and
suffliclent condlitions fcr simulation are glven,
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Appendix E
OPERATING NOTES

Stanford Artificlal Inteliigsnce Laboratory Operating Notes (SAILONs)
descr|be the operation of oomputer programs and equipment and are
Intended for projeot use, This annotated |Ist omits obsojete notes,

The Jaboratory has a dua)=processor (DEC PDP-18/PDP-6) time=shared
computer with 131 thousand words of core memory backed by a swappling
disk (20 mil)lon bits per second transfer rate) and an [BM 2314 d|sk
tile, Online terminals Include 42 display consoles and 15 Teletype
terminals, Other online eguipment Incjudes TV cameras, mechanlical
arms, audjo Input and output,

SAILON=2,1, W, Welher, "Calcomp Plot Routines', September 1968,

SAILON=3,1, B, Baumgart, "How to Vo [t and Summaries of Things",
March 1969, An Introductory summary of system features
(obsojescent),

SAILON=-8, S, Russel], "Recent Additlons to FORTRAN Library", March
1967,

SAILON=9, P, Petit, "Electronic Cjock", March |967, Electronic clock
attached to the system glives time |n micro-seconds, seconds,
minutes, hours, day, month, and year, You have to rememher
“heth’f lt's B.c. or A.D.

SAILONe11, P, Petit, "A Recent Change to the Stanford PDP=6
Hardware®™, March 1967, The PDP=6 has been changed so that user
programs can do their own [/0 to devices numbered 720 and
ahove,

SAILON~21, A, Grayson, "The A=~D Converter", June 1967,

SAILON=21 Addendum 1, E, Panofsky, "A/D Converter Multiplexar Patch
Pane! and Channel Assignments as of 1-9=69", January 1969,

SAILON=24, S, Russe|], "PDP=6 /0 Device Number Summary", August
1967,

SAILON=25, S, Russeli; "The Misceljaneous Outputs", August 1%67,
Glves blt assignments for output to hydrauilc arm and TV camera
positioning,

SAILON=~26,2, P, Petit, “FAIL"™, Aprii 19780, Descrlibes one=pass

assembier that |s about five times as fast a3 MACRO and has a
more powerful macro processor,
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SAILON-28,3, L, Guam, "Stanford LISP 1,6 Manuai", September 1969,
Describes the LISP Interpreter and complier, the editor ALVINE,
and other aspects of this vsnerated |ist processing system,

SAILON=-29, N, Weiher, "Preliminary Description of the Display
Processor"™, August 1967, III display system from the
oprogrammer’s viewpolint,

SAILON=31, J. Sauter, "Diso Diagnostic", October 1967, A program to
test the Librascops Disk and its Interface,

SA1LON=35.2, K, Pinglie, "Hand=Eye Library File", April 1978,

SAILON=36, G, Feldman, "Fourler Transform Subroutine®, June 1968,
FORTRAN 3ubroytine performe one-~dimensjonal Fast Fourjer
Transform,

SAILON-37, S, Russe|l and L. Earnest, "A,I, Laboratory Users Gulde",
June 1968, Orjentation and administrative procedures,

SAILON=37, Supplement 1, J, McCarthy, "A,l, Laboratory Users Gulide",
June 1968, Harde|line administration,

SAILON-38, P, Vicens, "New Speech Hardware", Aygust 1968,
Preprocessor for Input to speech recognition systems,

SAILON=39, J. Sauter and D, Swinehart, "SAVE", August 1968, Program
for saving and restoring a singje user’s disk files on magnetic
tape,

SAILON=41, L, OQuam, "SMILE at LISP", September 1968, A package of
usefu} LISP fynctions,

SAILON-42, G, Falk, "Vidicon Nolse Measurements", September 1968,
Measurements of epatial and temporaj nolse on Cohu vidicon
camera connected to the computer,

SATLON=43, A, Moorer, "DAEMON =~ Oisk Jump and Restore", September
1968, Puts all or sejected fijes on magnetic tape, New
version described In SAILON=54,

SATILON=44, A, Moorer, "FCROX = MACROX to Fall Converter", September
1968, Converts MACRO programs ¢to FAIL format, with a few
annotated exceptlions,

SA]LON=45, A, Hearn, "RCDUCE Implementatjon Gulde", October 1968,
Describes the oprocedure for assembliing REDUCE (a symboilc
computation system) in any LISp system.

SAILON=46, W, Welher, "Loader Input Format", October 1968,
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SAILON=47, and 47 Sypplement 1, J, Sauter and U, Singer, "Known
Programring Differences Between the PDP-6 and POP=1g" November
1968,

SAILON=49, A, Hearn, "Service Routines for Standard LISP Users",
February 1969,

SAILON=50,2, S, Savitzky, “Son of Stopgap", Apri| 1970, A
lIne~number-or|ented text editor with string search and
substitution commands and hypnen|ess text Justificatlion,

SAILON=52,1, A, Mborer. "System Bootstrapper’s Manua|", February
1969, MHow to bring back the system from various states of
disarray,

SAILON-53, R, Neely and J, Beauchamp, "Some FORTRAN I/0 Humanlzation
Teohnlques", March 1969, How to Iive with FORTRAN crockery,

SAILON-54,2, A, Hocraer, "Stanford A=l Projeot Mon|tor Manuai: Chapter
I = Consoje Commanas": September 1970, How to talk to the
timesharing system.

SAILON=55,2, A, Mgorapr, "Stanford A~] Projeet nron|tor Manua|:
Chepter II < Use: Programming®, September 197p, Maoh|ne
language commands to the timeshar|ng system,

SAILON=56, T, Panofsky, "Stanford Ae] Faclilty Manua|", Computer
equ|pment features (In preparation),

SAILON-S7, D, Swinehart and R, Sproul |, "SAIL", November 1%69,
ALGOL-60 comp|ler w|th LEAP constructs and string processing,

SAILON-58, P, Petlt, ™RAIO®, September 1969, Display=orianted
machine language debugging package.

SAILON=59, A, Moorer, "MONMON®, Ogtober 1969, Lets you peer Inte
the TS monito;,

SAILON=60, L, Earnest, "Documentat|on Services”, February 1979, Text
preparation by computer |s often cheaper then typewr|ters,
Faclilties for text preparation and reproduction are discussed,

SAILON=61, R, Hell|wel], "COPY", January 1971, A program for moving

files from one piace to another, often with Interesting s|de
.ff.GtSo
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