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POREWORD 

Seven comprehensive Technical Reports were Issued under Contract N6orl-20, 

Task Order IX, Project Oiy 101, with the Office of Naval Research: a Quarterly 

Report for the period 1 June 19^7 to 31 August 19^7; an Annual Report (in two 
parts) for the period from 1 September 19^7 to 31 August 1948; a Report (in two 

parts) for the period 1 September 1948 to 31 March 1950; a Report (in two parts) 

for the period 1 April 1950 to 31 March 1951; a Report (In two parts) for the 

period 1 April to 31 March 1952. 

The Technical Report for 1952-3* Issued In two parts, and Part One of the 

Technical Report for 1953-4, which covered roughly the period 1 October 1953 to 

31 March 1954, were Issued Jointly under this Laboratory's contract with the 

Office of Naval Research (ONR) and Contract DA-11-022-1002, Project TB2-0001 (505) 

with the Office of Ordnance Research (00R). Part Two of the Technical Report for 

1953-4 was Issued Jointly under these contrects and Contract AFl8(600)-471, 

Project No. R-351-40-4 with the Office of Scientific Research (APOSR) of the 

Air Research and Development Command (ARDC). The Technical Reports for 1955 

and IQ56 were issued Jointly under the contracts with ONR, 00R,, APSOR, and 

under Contract AP19(604)-OI9 with the Geophysics Research Directorate (GRD) of 

the Air Porce Cambridge Research Center. The OCR contract was extended without 

additional funds from 1 October 1957 through 30 September 1956 and a Pinal Report 

was issued. 

The work under the original ONR contract N6ori-20, IX, Project 019 101 was 

completed on 30 September 1956, and a Plnal Report was issued. A new contract, 

Nonr-2121(01), went into effect 1 October 1956: work described in the 1S)56 and 

subsequent Technical Reports and supported by the ONR, was done under that 

contract. The contract was terminated on 30 November 1965* and a Plnal Report 

was Issued. The work is being continued under a new contract, N00014-66-C0075 

(AOl) which became effective 1 October 1965. The contvact was amended to 

N00014-67-A-0285-0001 on 1 October 1966. 

The original GRD contract terminated 25 October 1967. This work was 

continued under GRD Contract AP19(604)-3478 which terminated 14 December 1959. 

The work was further continued, beginning 15 January I960, under Contract 

API9(604)-6662 with the Electronics Systems Division of the Air Porce Systems 

Command (AFSC). At the termination of this contract on 14 January 1963* a 

final report was Issued and work continued under Contracc AP19(628)-2474 which 

began on 15 January 1963 and terminated on 31 March 1967, when a final report 

was Issued. A new one-year Contract, F19628-67-C-0049 became effective on 

1 April 1967 for the continuation of the work, but wes terminated on 31 March 1968 

without further funding from OAR, and a Final Report was issued. 
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The APOSR contract was extended for two years from 1 October 1962 without 

added funds, but with the provision of ample computing time, for the completion 

of the work under the contract on the Unlvac Scientific (Remington-Rand 1103 and 

1105A) electronic digital computers at Wright-Patterson Field Air Force Base 

(WADC); a Final Report was issued. With the availability of these computer 

facilities, new funded support from a National Science Foundation (NSF) grant, 

made it possible to carry this work further forward. 

All the contracts mentioned thus far were under the direction of Professor 

Robert S. Mulliken as Principal Investigator. A one-year contract from WADC, 

AP33(6l6)-56O8 with Professor C. 0. J. Roothaan as Principal Investigator went 

into effect 1 April 1958, and the use of the computing facilities at WADC since 

50 September 1958 on all the contracts and the NSF grant was under the auspices 

of this contract, extended on a no-cost basis through 31 May 1959'    These 

computing facilities continued to be made available under a one-year contract 

AF^9(638)-699 from AF Office of Scientific Research, Office of Aerospace Research 

which expired 30 June i960. Continued use was made of the facilities under APOSR, 

OAR Contract AF49(638)-IO68 which commenced 1 April 1961 and terminated 30 April 

1962. Under a new contract AF33(657)-8891 which was funded 1 May 1962, use of 

the computing facilities at WADC was continued through September 1962. In 

October 1962, all computation efforts were transferred to new facilities 

established at the University of Chicago Computation Center, with Professor 

C. C, J, Roothaan as Director. These facilities originally consisted of an 

IBM 7090 and IBM 1^01 and peripheral equipment, but In June 1963 conversion of 

the IBM 709O to a 709^ was carried out, and in December 196^ the 1401 was 

replaced by an IBM 70^0. In August 1968 an IBM 360 Model 50 was added to the 

facilities available at the University of Chicago Computation Center. This 

machine was exchanged in January 1969 for a Model 65 and the IBM 7040 was 

returned. Professor C. C. J. Roothaan resigned from the directorship of the 

University of Chicago Computation Center in September 1968. The computing 

efforts in LMSS employ the University of Chicago Computer Center facilities, 

i.e. IBM 7094 and IBM 36O/65 as well as those of Argonne National Laboratory, 

i.e. IBM 360/50 - 360/75. 

Beginning 12 June 1959» a three-year contract with the 00R (now the Army 

Research Office, ARO), Contract DA-11-022-0RD-3119 went into effect, sponpored 

under auspices of the Advanced Research Projects Agency (ARPA), fundeu under 

ARPA Order 368, for theoretical computations on light molecules, and under the 

direction of Professor C. C. J. Roothaan and Dr. B. J. Ransil as Principal 

Investigators, with Professor R. S. Mulliken as Consultant. At its expiration 

on 11 June 1962, the contract was renewed for another three-year period from 

12 June 1962 through 11 June 1965, with Professor Roothaan as Principal 

Investigator. The contract was renewed for an additional yoar on 12 June 1965 
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and was terminated on 11 June 1966, when a Final Report was Issued. Work 

continued under a new contract DA-31-12iJ-ARO-D-i)-47, which became effective on 

12 June 1966, and terminated 11 June 1970, when a Final Report was issued. 

For the last two years of this contract Professor Juergen Hinze was Co-principal 

Investigator. Since 12 June 1970, work is being supported by a new contract 

DAHC 04-07-C-0057 with Professor Juergen Hinze as Principal Investigator. 

The present Technical Report for 1969-70 is issued under contracts from 

ONR (Office of Naval Research) and ARO (Army Research Office-Durham). These 

contracts have supported the research reported herein during the period 

1 January 1969 through 31 December 1970. A number of the papers included have 

received partial support from National Science Pounlatlon Grants (GP-928if, 

GP-15216 and QP-27138), and are included because of rheir close relation to 

the research reported on the ARO and ONR contracts. The ONR contract has 

supplied all the equipment and supported all the research carried out on 

molecular complexes for this period. 

For a complete list of papers published from 1 January 1953 up to early 

i960 by personnel of the Laboratory of Molecular Structure and Spectra, 

referenc9 may be made to the Technical Report 1957-9, Part Two.  Papers from 

this Laboratory published in' the period 1947-52 are listed in the ONR Final 

Report of 30 September 1956. 
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Optimization of Exponents for Slater-Type 
Basis Functions 

JüRGEN HINZE 

Department of Chemistry, University of Chicago, 
Chicago, Illinois 60637 

(Received 22 May 1969) 

One of the bottlenecks in the computation of accurate 
atomic or molecular wavefunctions, using an expansion 
of the orbitals in Slater-type functions, is the determina- 
tion of the "best" exponents to be used in these basis 
functions.1 The use of large "saturated" basis sets has 
two practical disadvantages: (1) it does not yield the 
most compact description of the wavefunction desired, 
and (2) it becomes rapidly expensive in terms of com- 
puter time. The procedure generally used to fir 1 the 
"best" basis function exponents is a "brute-force" 
optimization, i.e., the energy hypersurface, which is a 
function of the basis function exponents, is searched for 
a minimum with procedures of various sophistication.1"1 

Since the computation of any one point on the energy 
surface is rather cumbersome, such "brute-force" 
minimization can become prohibitively expensive in 
terms of computer time required. We have successfully 
used an alternate method, based on the expansion of the 
Slater-type functions in terms of a truncated Taylor 
series, and have achieved significant time savings over 
the conventional "brute-force" methods. 

The expansion of the spatial part of an orbital in 
terms of Slater-type basis functions is 

*.(«■)= HCifXpit), (1) 

where the C,,'s are the expansion coefficients, and the 
basis functions 

Xp{r)^R{np,iP;r)Ylt,mt{e,it>) (2) 

are generally centered on some atom. The Fjm's are 
normalized spherical harmonics and the ji?(f)'s are 
normalized Slater-type functions. The normalized 
Slater-type functions 

R{n, t; r) = £(2*1) IJ-WW)-+1/V»-1 exp(-fr)    (3) 

depend on the origin of r (their center) and the param- 
eters » and f. To achieve an optimization of f, we ex- 
pand around f0. Neglecting terms of second and higher 

order in 5^, we obtain explicitly 

R(n. Wf; r)«Cl+*(2«+l) (tf/rm», fi r) 
-K(2n+l) (2«+2):m/m(»+l, ft O. (4) 

If if, is required to improve the basis function 
Xj>(«p>fp0;')» then it is only necessary to introduce 
into the calculation in addition the basis function 
Xp(np+l,^,0;t). A conventional SCF calculation will 
yield the expansion coefficients C,>(B> and C,p(B+I) 

corresponding to Xpi^p"; t) and Xi>(vH, JV; r) 
respectively, for every orbital t. 

Assume that C*, is the unknown coefficient for the 
corrected basis function with exponent tp+Wp, then 
we obviously have 

CiJil+Wn+i) {6UM> Cy->,       (Sa) 
and 

- JC.PC(2«+1) (2«+2)]1«(«f.>/f,(') =- CV-+1'.   (Sb) 
Solving Eqs. (5) yields for the corrections to fp0 

corresponding to orbital t, 
2iV>CV"+» 

«•.>= - C<p<-)[(2»+l)(2»+2)]'/s+CV"+»(2W-|-l) 

(6) 
If these flJVs differ only little, a weighted average 
(weighted by orbital occupation numbers Ni and 
expansion coefficients squared) 

(«•,)= z «r*AW/z: i\w      (?) 
t i 

will suffice. However, if the if's for the SüUC basis 
function but different orbitals differ widely, and the 
corresponding CVs are significant, then it will be 
necessary to introduce a new basis function to satisfy 
the needs of the different orbitals. 

The above procedure has been used successfully for 
the optimization of up to four basis functions simul- 
taneously. Obviously, difficulties arise if two basis 
functions on the same center and with identical » and 
similar f are to be optimized simultaneously. 

... ■-^.^.u.J».s(«fw*s*es5ttuwi*«i«ifej 
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If the above procedure is used only for the optimiza- 
tion of one basis function at a time, then there is little 
advantage over "brute-force" methods. Clearly it is also 
not feasible to optimize all the basis functions in a given 
basis set simultaneously; the number of integrals to be 
computed would be excessive since the basis set would 
have been doubled. Also, the result with the doubled 
basis would obviously be better than the result with the 
reduced but optimized basis. It is most advantageous to 
optimize the basis set by optimizing blocks of three to 
five functions simultaneously and in turn. 
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Potential Curves of Diatomic Rare-Gas Molecules and Their Ions, with 
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The excited and ionized states of the heavier rare-gas molecules are discussed, existing evidence on the 
dissociation energies of the ions are reviewed, and estimates of these dissociation energies are made. 
Estimated potential curves for the Xet* ion and for the lower excited states of the Xe» molecule are given. 
Application* to the interpretation of the observed spectra of the heavier rare gases, especially Xe* are 
discussed. 

I. INTRODUCTION 

Rare-gas atoms in their ground states repel each other 
except for van der Waals attractions, which lead to 
weak molecular binding only for the heavier atoms 
(not for He»). However, they all form fairly stable 
positive molecule-ions (He»+, Xe»+, HeNe+, etc.). 
By the addition of an electron in one or another Rydberg 
molecular orbital, any rare-gas molecule-ion should 
give rise to very numerous stable excited molecular 
electronic states. There should also be repulsive states 
of the molecule-ions and, in general,1 very numerous 
repuhive excited states of the molecule. Numerous 
stable Rydberg states of Het have long been well 
known from a study of discrete band spectra in the 
infrared, visible, and near ultraviolet.* Continuous 
emission spectra and diffuse emission and absorption 
bands in the vacuum ultraviolet, known for all rare 
gases,1,4 are attributable to transitions between stable 
excited states and the repulsive ground state. Except 

for He:, only continuous emission spectra are definitely 
known in the visible and near ultraviolet,' although 
there are some indications of Xe« bands,b which, how- 
ever, have not been further studied. Hence nothing has 
been known experimentally about the excited states of 
the heavier rare gases except the approximate location 
of the lowest. Recently, however, Tanaka and Yoshino' 
have obtained structured absorption spectra, and also 
corresponding emission spectra, of He atom pairs in 
which the upper states are highly vibrating excited 
He* molecules, and, as yet unpublished, they have 
obtained very numerous sharp absorption bands ul 
van der Waals molecules of Ne« and Arj leading to 
highly vibrating excited molecular states. 

For the interaction of a normal with an excited or 
ionized He atom, the main features of the potential 
curves are believed to be known,1 although more work 
is needed; in particular, the dissociation energies are 
known only approximately. For the heavier rare gases, 
because of their possession of a ^ in addition to an s* 
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shell, different and more complicated patterns of 
potential curves are expected, but until now, only brief 
preliminary discussions' of what the lowest of these may 
be have been published. In view of increasing interest 
in the rare gases in connection with electrical discharge 
mechanisms, plasma problems, shock-tube studies, 
vacuum spectroscopy, etc., it seemed worthwhile to 
attempt to predict some of the excited-stäte potential 
curves for a typical case. 

Using qualitative theoretical considerations in com- 
bination with a variety of experimental data from 
related molecules and atoms, curves for Xe» and Xej"1" 
have been constructed and are slnwn in Figs. 1 and 2. 
These curves are being published in the belief that they 
can be helpful qualitative!)-, but it must be emphasised 
that no general quantitative reliance can be placed on 
them. This paper is devoted largely to an account of 
the various considerations used in drawing the curves, 
so that the reader may himself judge to what extent 
reliance can be placed on them. Potential curves for 
Nes, Arj, and Krj and their ions should be similar to 
those for Xe? and Xe2+. 

II. THE Xe,+ AND OTHER RARE-GAS 
MOLECULE-IONS 

Just as for the excited states of He»,1 it is expected 
that for most of the stable Rydberg states of Xe«, the 
forms of the potential curves near their minima should 
be nearly the same as that of the normal state of 
the Xei+ ion (see Sec. III). For this reason and also 
because the predictions involve fewer uncertainties 
than for the Rydberg states, we begin with the Xe«*- 
ion. 

To the extent that the ground states of the Xe atom 
and ion can be described by singlc-electron-configura- 

•0 01**1 ol 44A 
{nowottd ■" OrOwinQ) 

0      "2 4 6 

NUCLEAR SEPARATION (I) 

FIG t. Kstimkted potential curves for Xe/ ion correlating 
with lowest »(atei of XeMXe, and for lowest stales of Xe» 
molecule. See also inset in FU. 2. 

tion wavefunctions (these will be assumed in the 
following discussion), the correct configurations and 
states are certainly •••5s2Sffi, lS for the atom and 
•••SJ'S^5, 'PJ/S (lower) and iPi/i (higher) for the ion. 
For a pair of normal Xe atoms in contact, the wave- 
function then is a single-determinant expression 
corresponding to either of the two following equivalent 
descriptions: 

• • • SsJSpaJSpirJSsfSprfSpiH*, 'Z,-1-,        (la) 

• • • {*ll5s)*icu5sn*ll5p)*{ru5pnxll5pnau5p)-, '2,+. 

(lb) 

In (lb), «CgS/» and au5/> mean 2-1/s(5/iffa±5/'<T»), while 
Tu5p and ir„5p mean 2"1/*(S^ir,1±5^irfc).7 It can be 
shown that the normalized single determinant wave- 
function expressed in terms of AO's ^configuration 
(la)] is identical with that in terms of LCAOMO's 
[configuration (lb)].7 Either (la) or (lb) corresponds 
to a repulsive potential curve. In (la), exchange 
repulsions between Spoa* and Spaf, between 5pira* and 
SpTi*, and between SsJ and Ssf, set in and increase as 
the internuclear distance R is decreased; the <r repul- 
sions become important at larger R than the ir repul- 
sions. In (lb), the »,5$, a,5p, and iru5p electrons are 
bonding, but their effect is always overbalanced,8 

increasingly as R decreases, by the antibonding effects 
of the equally numerous au5s, aJSp, and icgSp electrons. 

By removing one electron from (la) or (lb), the 
low-energy states of Xe^ can be predicted. At suffi- 
ciently small R values, descriptions corresponding to 
removal of an electron from one or another of the MO's 
of (lb) should be appropriate.7 The lowest four of the 
resulting states are listed and descri bed in the inset in 
the lower right corner of Fig. 2. Twc of these four states, 
the B *n, and C 2n«, should be v idely split into two 
substates, a III/» (lower energy; and a ^i^ (higher 
energy). The interval 2ni/r-*ni ; in each case should be 
approximately | ot that between the S/,J/J and 'Pi/i 
substates of the p, 1P ground states of the Xc+ ion.* 

The stability of the A s2,+ state depends primarily 
on a predominance of the bonding effect of its two gabp 
electrons over the antibonding effect of its one ojsp 
electron. This is expected theoretically and is supported 
experimentally by the stability of the analogous 
ffjlj'ffuls ground state of Hcj+. Matters are more com- 
plicated in Xet+ because of the additional valence-shell 
electrons, but since overlap between po AO's of two 
atoms is already fairly strong at R values sufficiently 
large that pir-pit overlaps are still weak, and s~s over- 
laps weaker than pa-pa overlap, it is to be expected 
that at the equilibrium distance R, the loss of stability 
due to the net repulsion effect of the remaining valence 
shell electrons [in («r,5j),(ff1,55),(ir1.5^)4(Tt5^)*] is 
not serious. 

An additional complication is the fact that the 
doublet splitting in the *P state of Xe+ is so large (see 
Fig. 1), due to strong spin-orbit coupling, that the 
coupling in the Xe«+ i^tess even At R, of the ground 
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FIG. 2. Kstimaletl potential curves for 
some of the lower excited states (Rydberg 
states) of Xes. For each state, the core 
(A or B) and the nature of the Rydberg 
orbital are given, also the case c labels of 
the substates. The positions of the curves 
are only estimated; for what are believed 
to be some improvements in the esti- 
mates, see the last paragraph of Sec. III. 
Some of the curves should be modified 
in one respect. Namely, as in the case of 
Hei (see Ref. 1), those states (here A 7p<r, 
A Idr, B 7p<r, B Idr) which involve 
promoted MO's, but not those with un- 
promoted MO's, should have major 
humps (maxima) in their potentia 
curves. 

state must tend strongly toward the far-nuclei case c 
type.10 The correlations of the Xej+ states with those of 
Xe++Xe must accordingly be carried out in accordance 
with the case c rules. These show that *Pt/i+1S must 
give a }«, a fg, a fa and a j«, state, and ,/,i/2+,5 a J« 
and a fa where the number i or J refers to the quantum 
number 0. These case c states are, respectively, 
correlated with the MO-predicted states or substates 
A s2.+, B mt/tt, B mllt„ and CII,/,., (from »/Vs-f-1^), 
and C»ni/2U and Z)«2,+ (from ,/>i/j+,5)I as shown in 
Fig. 1. At large R values the J« wavefunctions from 
tPiit+iS and iPiit+1S, respectively, can be shown to be 
50:50 mixtures of A JS,+ and C slli/s«, while as R de- 
creases, the lower and upper \u upper states must 
increasingly approach pure A ,2U

+ and pure C Hti/u, 
respectively. However, even at R, of the ground state 
of Xet*, the purification is undoubtedly by no means 
complete. Similar considerations apply to the two \g 
states. The j| and |« states, however, are pure B "tlt/tg 
and pure C ^Is/s» at all R values. 

To estimate the dissociation energy D for the ground 
state of Xej+, we note that Xe»+ is isoelectronic with 
I»-, and that the relationship of I»("«<r,5^*) to 
Xd+i-"fffSfPffuSp) is analogous to that of Hk^lj*) 
to Hes+(<reli

2<rJJ) . Let us assume as a plausible relation 
that Z?(He,+)/Z?(H,)=^(Xe,+)/Dw(I,), where in 

order to take account of the distorting influences of 
strong spin-orbit coupling in the Xe+ and I atoms, the 
assumed relation is taken to hold for £„ of Xeg* and 
h; that is, the dissociation energy measured with 
reference to the centers of gravity' of the 'P states of 
Xe+ and of I. This makes 

ZVXe,*) =Z>(Xe2
+)-H[2/'i/2(Xe+) -W(Xe+)], 

Dm(h) -DiW+IL'Pinil) -Vwd)] (2) 

r.ince jD(Xes
+) corresponds to dissociation to one 

'/V Xe+ ion and one 1S atom, while D(li) corresponds 
to dissociation to two 2PJ/J atoms. 

Z)(Hej+) is 2.23 eV according to a rather accurate 
estimate based on a theoretical computation (Table I, 
Footnote g)." D(Ht) is4.48 eV, so that Z)(He2

+)/2?(H2) 
is about 0.50. Z?(I2) is 1.54 eV and »/',/s(I) - »^(I) is 
0.94 eV, so that Dm(h) is 1.54+0.63 = 2.17 eV. Multi- 
plying by 0.50, one obtains Z?(Xe8+) =0.65 eV for 
dissociation of A '2;u

+ into Xe plus Xe+(*jPi/i). 
While the estimate of 0.65 eV for Z)(Xej+) thus 

obtained cannot be counted on as accurate, its basis 
seems to be fairly sound.1* If the method used above 
for estimating Z?(Xe2+) is applied to Ne2+, Ar2+, and 
Kr,+ then using Z)(F2) = 1.59 eV," D(Ch} =2.476 eV, 
and Z)(Br,) = 1.971   eV,   together with IPi/t-'Pw 
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TABLE I. Rare-gas ion dissociation energies /V* 

f g 

He,+ >1.30±0.1k 
Ne,+ >0.69±0.2 

probably 0.7±0.2 
Ar,+ >1.08±0.1          > 1.049 

probably < 1.503' 
Kr,+ >1.00±0.1         >0.Q9S 

probably < 1.641' 
>1.13 

Xe.* >0 91±0.1         >0.%7 
probably < 1.150' 

0.<>9±0.02 

2.06 2.07 2.23 2.23 
0.33-0.71 1.3Sdt0.07 1.65 0.78 1.1 

0.0035 1.25 1.21 

0.92 

0.65 

1.4 

1.2 

1.0 

* In ctoiron volt*. 
'■M. S. B. Munsun. J. L. Franklin, and F. H. Feld. J. Phys. Chcm. 

67. 1M2 ' 196.1). electron impact appearance potentials with mass spec- 
tro.M.'opy. 

• R. E. Huffman and D. H. Katayama, J. Chem. Phya. 43, 138 (1966). 
tlneshnld of photoionlxatiun u»ing rare gan atom resonance line*. 

''J. A. R. Sannon and R. B. Cairn*. J. Opt. Soc. Am. 56, 1140 (1966). 
photoiunization. 
' From Ion scattering data. E. A. Mason and J. T. Vanderdlce, J. Chem. 

Phy». 29, .161 il«58) for Hej'; 30, 599 (1959) for Ntt*; 36, llOi (1962) 
for Ari*. 

'T. R. Connor and M. A. Biondi. Phys. Rev. 140, A778 (1965); L. 
Frommhold and M. A. Hlondi. ibid. 185, 244 (1969). siiectral line shapes. 

■ T. L. Gilbert and A. C. Wahl (unpublished theoretical calculations 
(self-consLstent-field approximation) ]. 

'' Kstimated from theoretical calculations: It. K. Gupta and F. A. Matsen. 
.1. Chem. Phys. 47, 4860 (1967); C. F.dmirton and M. Kraus», ibid 45, 
I8.U (I966). O,-2..M±0.02.    £>.-2.2 J ±0.02. 

' Semiempirical calculation! of this paper. 
' Writer's estimate of true values. 
11 The value />i»1.30 eV corresponds to an appearance potential 23.1 

eV, which may be identified with the is3p, <P state of the He atom at 21.09 
eV. However, the reliable theoretical value of 2.20 eV (cf. Footnote H) 
would correspond to an appearance potential A.P. (Hei+) of >22.4 eV. 
with which the excitation energies l>3i, »5 (22.72 eV). is3s, 'S (22.92). 
and ls3p, >P (23.01 eV) are also comiiatible. But as J. L. Franklin and F. A. 
Matsen point out [J. Chem. Phys. 41, 2948 (1964)1. the cress section for 
electron impact excitation to these la very much less than to tsip, <P; 
this seems sufficient to account for the failure in Footnote b to observe 
these lower A.P.'s. 

' The indicated upper limit in each case is a value which corresponds 
to a transition to the next higher sptclroscopicotly aUomd atomic level which 
might have served as an A.P. if D were large enough, but which actually 
did no* serve as an A.P, 

data far Ne+, Ar+, and Kr+, one obtains Z)(Ne8+) = 
0.78 eV, Z?(Ar,+) = 1.21 eV, Z?(Kr,+) =0.92 eV, 
Z)(Xe,+)=0.65eV. 

The foregoing estimates were made some time ago 
when trustworthy experimental data appeared to be 
lacking. Fortunately there are now data which make 
possible some improved estimates of true D values. In 
the Hombeck-Molnar process,'4 which apparently 
occurs for all rare-gas ions, one has, for example, 

Xe*+Xe-+Xej+-K (3) 

where Xe* indicates an excited atom. The difference 
between the ionization energy of the atom and the 
lowest excitation energy (A.P.) of Xe* for which the 
process occurs is evidently a lower limit to D for the 
molecule ion. The A.P. may be determined as an 
appearance potential of the molecule ion by electron 
impact excitation of the atom, as in the work of Munson, 
Franklin, and Field or, more accurately, by observation 
of the longest wavelength absorption line of the rare 
gas which produces photoionization (Huffman and 
Katayama). Values of D for the rare-gas ions resulting 
from the use of these and other perhaps less reliable 
methods, together with references to data sources, are 
set forth in Table I. In the last column of Table I the 
writer's judicious estimates of the true values are 
listed. 

A  value  of  R,  for  the  ground  state  of  Xe«"1" 
was roughly estimated in the following way. For the 

■••(<rll5p)t(*u5p)*{r,5p)*<Tu5p, Jn0+„ state of I-., 
R, is 3.016 A. It is estimated Qjy comparison with R, 
data on Clj and on the •'•i*,5p)i, m, state of Clä+] 
that the absence of one ir95p electron in this state of Is 
has been responsible for a shortening of R, by about 
0.14 Ä. If this electron were present (•••ir,5^4ffu5^) 
one would have an If" state isoelectronic with the 
ground state of Xet+, with Ä,=3.16 Ä. But by Slater's 
rules, the effective nuclear charge Zta governing the 
size of the atom (radius a = a^i1/Zeft) is 6.75 for Xe as 
compared with 6.10 for I. The estimated R, of Xe2+ 

is then (7.10/6.75) (3.16) =2.85 Ä. Admittedly the 
procedure used to arrive at this estimate is crude, but 
it is not absurd. 

Recalling that the force constant k for the vibration 
of a diatomic molecule is equal to 4T

2
CWM, for w, in 

cm ■', and where M is the reduced mass (equal to m/2 
for a homonuclear molecule), one may estimate 

* (Xe2
+) = [M.»(HC+)/«.

2
(H,)](«H./«H)A(I») 

=0.58*(I2). 

*(I,) is about 2.04 eV/Ä2, so *(Xe2+) is estimated as 
about 1.18 eV/Ä2. 

With the estimates now available, a Morse curve 
for A 22u

+ of Xe2+ was drawn, as shown in Fig. 1. 
Polarization of Xe by Xe+ adds slightly to the attrac- 
tion at large R values; this is also shown (exaggerated 
in magnitude and range) in Fig. 1. 

Next we consider the curves for states B, C, D of 
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Xe2+. Configuration wise, states A and B differ 
from each other in the same way as the ground 
state •••(»■,5^)4, ,2,+, and the first excited states 
• • • (irt5p,*<ruSp, *iUu of I». In It, the center of gravity 
of the '•'IT,, group of states, at R, of its ground state 
(2.67 Ä), is about 2.15 eV above the energy of the 
latter.1* At a comparable R value for Xe^ (about 
2.67X6.10/6.75 Ä=2.11 Ä) one might expect the 
center of gravity of the B state to be slightly more than 
this (say 2.3 eV) above the A state, because of the 
higher Ztn. The lli/i, component of the B state should 
be lower, the TIi/j component higher, than the center of 
gravity, by approximately Ja of Xe+, or J(*/>i/t—'/V) 
of Xe+, or 0.44 eV.* The estimated positions of B 'III/J, 
and B Tli/t, at 2.11 A are then 1.86 and 2.74 eV above 
k. The curves for these two substates have been drawn 
accordingly in Fig. 1. 

States C and D are relatively unimportant for present 
purposes, and only their general trend at large R values 
has been indicated. The curves of the states and sub- 
states, B, C, D are almost certainly repulsion curves, 
except for a small polarization minimum at large R 
values. Two additional much higher energy states 
E^u* and F2S,+, respectively, corresponding to 
removal of a cj>s or a «r^Si electron from configuration 
(lb), are not shown in Fig. 1. Of these two states, F 
must certainly be repulsive except for the weak polar- 
ization minimum, while E is almost certainly stable, 
although probably less so than the ground state. 

m. THE Xe, MOLECULE 

The ground state of Xet, aside from a van der Waals 
minimum with a depth of about 0.024 eV and with an 
equilibrium internuciear distance R, of about 4.4 Ä," 
is a repulsive state. The exact form of the repulsion 
curve is uncertain. The lower part as shown in Fig. 1 is 
related to an interpretation of spectroscopic data dis- 
cussed in Sec. IV. 

All the excited states of Xcs, like those of He2, should 
be Rydberg states, with the excited electron in a MO 
much larger in diameter than the Xe-Xe internuclear 
distance and closely resembling a UAO (united-atom 
AO) except for a relatively small inner part lying within 
the Xei+ core. The R* values and force constants of 
typical stable Rydberg states should then be nearly the 
same as corresponding quantities for the stable ground 
state of the Xe2+ ion. In Hs, Hes, N», and NO, stable 
Rydberg states show these characteristics1718; only the 
lowest stable Rydberg states of H« and Hej show appre- 
ciable (and even then, not very large) deviations of 
these from those of the molecule-ion. 

In accordance with the foregoing description, it is 
appropriate to designate the structure of Rydberg 
states of Xej by using LCAO MO descriptions for the 
Xeä+ core electrons1' (see the inset in Fig. 2) but using 
a UAO description for the Rydberg MO. This state- 
ment applies to internuclear distances R near or less 
than R, of the stable state A of the core but for in- 
creasing R values leading toward dissociation the UAO 

description for the Rydberg MO gives way to an 
LCAO description, while at the same time configuration 
mixing becomes important. A discussion of these changes 
is given for Hej in an earlier paper.30 Analogous changes 
may be expected in Nej, Art, Krj, and Xes. 

In He2+, one stable state of configuration agls* auls (A) 
and one repulsion state of configuration <^(,lJ«^1,lJ

, (B) 
are derived from the coming together of ground-state 
He and He+. In an earlier paper,1 it was concluded that 
core A is associated with a set of Hes Rydberg states 
which on dissociation give one normal and one excited 
helium atom (He and He*). It was also predicted that 
core B, even though repulsive, gives rise to a set of 
Rydberg states (a) of which the lowest have stable 
minima; (b) all of whose potential curves on dissocia- 
tion go asymptotically to a pair of ions: He++He~, or 
rather, He+-f-He+e. [Further conside^ation,M• how- 
ever, indicates (1), that the B core states are higher in 
energy and less stable than previously supposed, 
because the potential curve of the B state of Hj+, as 
computed by Gupta and Matsen,200 rises much more 
steeply at small R than was assumed in Ref. 1; (2), that 
because of the noncrossing rule, many of the B core 
states interact with the higher A core states so as in 
effect to dissociate into He-j-He* while making many of 
the higher A core states dissociate to He++He~J 

With the heavier rare gases, matters must be more 
complicated. Analogous to state A of Het*, which is 
reached by removing one electron from the anti- 
bonding LCAO MO Vuls, there are two states A and B 
which for Xes (see the inset in Fig. 2) are obtained, 
respectively, by removing a iru5p or a TgSp antibonding 
electron. Analogous to state B of Hei+ there are two 
repulsion states C and D, respectively, obtained by 
removing a VgSp or a Tu5p bonding electron.'1 In 
analogy to He»,"1 the Xej states associated with both 
A and B cores may be expected to dissociate to give one 
normal and one excited atom (Xe-f-Xe*), while the 
Xet states associated with the C and D cores may be 
expected to dissociate to a pair of ions: Xe++Xe~, or 
Xe+-f-Xe-fe. The lowest-energy Rydberg states with 
C and D cores may then be stable states like the lowest 
of the states of Hej with B core, but since these states 
must be of relatively high energy, they will not be 
further considered here. We then turn to the Xe» states 
with A and with B core. It seems clear that the states 
with A core are stable states but, because B is almost 
certainly a repulsive state of Xej+ (see Sec. II and 
Fig. 1) yet the ZJ-core states dissociate to Xe-fXe", 
it is probable that the states with B core are all or 
mostly repulsive states, fin view of what was said at 
the end of the last paragraph, the dissociation correla- 
tions of A,B, C, and D core states may be less clear-cut 
than just outlined above.] 

To obtain potential curves for Xea, we proceed by 
subtracting an appropriate estimated term value from 
the energy of the appropriate (,4 or B) potential curve 
of Xe8+ at each R value near R, of state A of Xej+. 
Thus the shape of each Xe» curve in this R neighborhood 
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TABLE II. Observed term valu«s in cm-'XlO"*. 

He atom He.- N atom N," NO« 

2i in 1*25, «5: 38.46 2jin,S.+; 34.30 3* (average) 32.57 3im£,V: 29.93 itinA: 30.54 
in U2s, lS: 32.03 in ll,+: 31.96 3M »verage) 20.48 ino"'V: 26.80 

average: 35.24 average: 33.13 3s in o "n«: 29.03 
2l> (average) .••8.30 2pw 

(average): 28.98 
3^r in x 'S,": 21.48 3pw in C: 23.37 

3* in 1*3*.'5: 15.03 3^in,Z,+: 23.41 4^r in D »2.+ : 23.83 4pcinD: 21.45 
in %*: 21.00 in ^"2.+ 

Inyn,: 
: 21.38 
20.53 

Urinlf: 

Üät'mF: 

12.04 
12.02 
12.70 
8.86 

* The MO symtiol» here are UAO aymbols, the corresponding LCAO 
tymbot» being <r,2i, wulp, and <r«2j. 

11 UAO symbol« are given for the MO'«; the corresponding LCAO sym- 
bols are a,Xs, wm*p, ff«J>. The states are: E 'S,* and a" '%„* of configura- 
tion X it, where X refers to the ■ • • «■,'»». '2,* ground state of Ni*; o 'Hu is 
A to. where .4 Is the ■ ■ -ir.'ir,», '11. state of {Js*i x »Z," Is A ipw; D 'Zu* 
and p' '2,* are X 4pa; y 'II,, I« A *pc. For a", see B. L. Lutz, J. Chem. 

Phys. 51, 706 (1969); for the other states see Ref. IS [but the energies oi 
x and y have been revised on the basis of P. G. Wilkinson and R. S. 
MuUiken, iMif. 31, 674 (1959) |. 

* The states A.C. ■ ■ ■ are all doublet states, with ground-state ('S*) NO* 
core. The UAO symbols 3». ipr. 4pv. Mr, MT, Mt, *f<r. r, i. 4 correspond 
to the LCAO symbols ais, rip, <r*is, vip, r*ip, iid, and alp, r*/, Hf. 
4>*f. For data, see Ref. 18. 

is determined by that of the Xej+ core curve. At larger 
R values, the curves so obtained are connected smoothly 
to appropriate asymptotes (see below). The first task 
then is to obtain estimated term values. 

The largest Rydberg term values should be for the 
unpromoted MO's 6sat and 6^iru, which correlate as R 
increases with the LCAO forms afis and rjtp, and the 
promoted MO's Ifxru, Ida,, and 7(/ir, whose LCAO 
counterparts are aj>s, ajbp, and rfip. All we can hope 
to do at present is to make crude estimates of these 
term values, guided by information on related or 
analogous Rydberg te m values cl other atoms and 
molecules. For this purpose, some information on term 
values of He, He», N, and Nj is listed in Table II. One 
notes that the relation of molecular UAO to atomic AO 
term values is rather similar for Nj versus N as com- 
pared with He» versus He. Also, the term values of ds 
and dp in the Xe atom are not far from those for 35 and 
3/> in the N atom. In making estimates for the ds, dpw, 
and Ipa term values in Xe», some consideration has 
been given to the relative term values of 2s, 2pir, and 

TABLE III. Observed term values for Xe and estimated values 
forXe,incm-'X10~«. 

Xe atom» Xe« molecule 

6s in «iW»: 30.28 6i   in^6j1»ry
+:   29 

in».P,tt65:31.67 inA6s,lZS:   27 
average:  30.74 6^ir in A 6fT 

6^, average:   19.32 (average):       2U.3 
M, average:   16.63 7^r in A Ifr, »S.+: 24 

in A 1h, %*: 22 
Ua in A Ida 

(average):        16.5 
7rfirin^7rf»- 

(average):        16.5 
Srf» (average):       17.2 

* Weighted mean values for states of Indicated kind. 

ipa of Hes but greater weight has been given to those 
of 3J, 3^ir, and 4^<r of Nj because Xe» more nearly 
resembles N» in respect to the nature of the closed-shell 
MO's which are the precursors of the several Rydberg 
MO's.0 Some weight has also been given to the MO 
term values of NO, which include d and/UAO MO's. 

Figure 2, which was drawn in 1958 or 1959, includes 
all states and substates of the electron configurations 
A 6s, A 6pr, A Ipa, and A Id* located in accordance 
with Table II. In drawing Fig. 2, it was assumed that 
A 6s and A Tpa, since 65 and 7/>«r correspond to <TJ6S 
and ffu6i, dissociate as U—»« to Xe*{-"Spt6s)+Xe. 
Similarly it was assumed that A Tpr and A 7dv, which 
correspond to A wjSp and A r/>p, dissociate to the 
lowest sublevels of Xe*( • • •Sföp) +Xe. Corresponding 
assumptions were made for the states with B core. 

The procedure just outlined does not always yield 
potential curves for the individual states or substates 
of Xe» but in general gives curves for the center of gravity 
of the states of given core and given Rydberg MO. 
For the A 6s, A lp<r, A Ida, and similar states, one 
expects a triplet state somewhat below, and a singlet 
state somewhat above, the center of gravity. However, 
in the cases of A 6- and A 7pa, separate estimates of 
term values for the triplet and singlet states have been 
made in Table III, so that the Xe» curves are obtained 
directly. 

For the B 6s and B 6pa states we have fl, s (//-like) 
coupling between the sne core, with its widely separated 
2nj/» (lower) and 'IIi/j (upper) substates, and the spin 
of the Rydberg electron; this should result in patterns 
of states approximately as shown in Fig. 2, For the 
A 6pw and A 7dv states the internal coupling of the 
orbital moment of the 6^ir or Idr electron with its own 
spin is so strong (as one can see from data on Xe-atom 
states with a 6p Rydberg electron) that the coupling 
with the spin of the A J2I1

+ core must be of s, u type 
(again //-like) with resulting patterns of substates as 
shown in Fig. 2. The spacings in these patterns have 
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been based on the aforementioned Xe-atom 6p data, 
and should be fairly reliable except for possible dis- 
turbances by configuration interaction with neighboring 
states of like far-nuclei case c symmetry. 

As a final step, each potential curve is connected 
smcothly with an appropriate atom-pair asymptote. 
The latter is determined by first listing the far-nuclei 
case c states10 obtainable for each given atom-pair 
state. These are given at the right of Fig. 2; for example, 
for S^S/»6, *Pti£s, J=2 (plus S^S/»", lS, 7 = 0), one has 
one case c state of each of the types 0^, 0U~, 1,, I«, 2t, 
and 2«; this result is determined by standard correlation 
rules.2' Next, the lowest case c state of each species at 
large R is correlated with the lowest of the same 
species at R, and so on. 

In Fig. 2 the rule that curves of the same species do 
not cross has been followed except in one respect. 
Namely, it has been assumed that potential curves 
coming from atomic Rydberg states with a 6s Rydberg 
orbital go only into molecular Rydberg states with a 6s 
or Ipa MO {afis and ajis in the LCAO region of R), 
and those with a 6^ Rydberg AO only into those with a 
6pir or 7rfir (irv6p or Tg6p) or (not shown) a 7d<r or 
8f<r (<rt6p or <Tu6p) MO. This assumption results in a 
number of crossings of curves of like species in Fig. 2. 
Each of these crossings is marked by a dot. It is ques- 
tionable, although more so or less so in different cases 
and for crossings at different values of J?, whether such 
crossings should have been allowed in Fig. 2. They have 
been allowed because it is believed that the wave- 
functions of the curves involved in each such crossing 
are sufficiently different so that, even though of the 
same case c species, the interaction between them near 
the crossing point may be small; also, because the forms 
and identifications of the curves should in any event be 
essentially correct except close to crossing points. 

However, it must then be recognized that for an 
otherwise stable state, all vibrational levels close to and 
above a crossing by a curve with a iower-energy asymp- 
tote (usually a repulsion curve) are unstable with 
respect to dissociation or predissociation along the 
latter. This fact is important for the spectroscopic 
behavior of the states involved (see Sec. IV). 

A further point is the following. On the basis of 
experience obtained with Hes1 some of the curves in 
Fig. 2 should be modified in one respect. Namely, those 
states which involve promoted MO's (but not those with 
unpromoted MO's) should have major humps (maxima) 
in their potential curves, similar to and for the same 
reasons as in corresponding curves of Hej. The most 
important unpromoted Rydberg MO's for Xej are 6wv, 
7pru, and 5dSt, correlating, respectively, as R increases 
with the LCAO form Og6s, iru2p, and SjSrf. The most 
important promoted Rydberg MO's for Xe« are 7/xru, 
ldag, and Iditg, which, respectively, correlate with 
LCAO MO forms ajbs, <rfip, and icfip. The expected 
humps for the promoted MO states are not shown in 
Fig. 2, which was drawn prior to the realization of the 

need of such humps, but the reader should add them to 
the figure. 

Some further points concerning the forms of the 
curves at large R values must be discussed. For those 
atomic states which are the upper levels of atomic 
resonance lines such as X1470 and \1296, first-order 
dispersion forces24 must cause appreciable splittings 
into distinct case c states already at i? values much 
larger than those where valence forces become appre- 
ciable. The atomic states in question are the /=1 
states of (Sp6, iP»ß}6s and {5pfi, 2A/2)65, which both 
are of mixed 'Pi, lP character. The shifts of the four 
case c molecular levels which arise from either of the 
two /--I levels under discussion are given approxi- 
mately by 

AE= 
my/')/ 

R'      ' 
(4) 

where k = +2, -f 1, —1, and —2 for the (V, l«, 1,, and 
0„+ case c levels, respectively. Here R and AE are in 
atomic units (1 a.u. = 27.2 eVfor AE, 1 a.u. - 0.529X lO"8 

cm for J?), Ry is the Rydberg constant (109 737 cm"1), 
v is the wavenumber, and/ the oscillator strength of the 
absorption line leading to the/= 1 level considered. 

At smaller R values, the effects of the first-order 
dispersion forces become swamped by those of the 
valence forces, and the curves in Fig. 2 were drawn 
accordingly. However, when Fig. 2 was drawn, it was 
assumed that the valence interactions begin to be 
appr jciable only at about 4 Ä. On further consideration, 
however (as can be seen from some of the discussion in 
Ref. 24), it was evident that they should become com- 
parable with the first-order dispersion energies near 
5 Ä or perhaps even at 5.5 A. 

As noted above, the dispersion energies are propor- 
tional to the absolute / values of the resonance lines. 
Experimentally,/= 0.26 for the 1470-Ä line and/=0.25 
for the 1296-Ä line.26 However, Fig. 2 was o'rawn before 
these values were known, and estimatec' values of 
0.285 and 0.500. respectively, for X 1470 and X 12% 
were used as a basis for drawing the curves in Fig. 2. 
so that the first-order dispersion splittings shovm in 
Fig. 2 are about 50% exaggerated in the case of the 
curves dissociating to the 2Piij6s, J=l atomic level. 
At /? = 4.5 Ä, Eq. (4) gives the following shifts for the 
four case c levels: 

0,+, +0.037 eV; 1«, +0.019 eV; 1,, -0.019 eV; 

0,+, -0.ö37eVforX1470, 

0/, +0.031 eV; 1,., +0.016 eV; 1,, -0.016 eV; 

0„+,-0.031 eV for XI296.    (5) 

As can be seen from Fig. 2, these first-order dispersion 
shifts very often give rise to a hump in an attractive 
curve, or to an appreciable minimum at large R in an 
otherwise repulsive curve. 

As has already been mentioned, Fig. 2 was drawn in 



DIATOMIC   RARE-GAS   MOLECULES 

1959 using somewhat different Xe» term values than 
those listed in Table III, and with some differences in 
other data or assumptions. However, in view of various 
uncertainties, especially in the estimated term values 
of Table III, it has not seemed worthwhile to redraw 
it. The principal changes needed to bring Fig. 2 into 
agreement with the term value estimates of Table III 
are that at R, of Xes+ the energies for the various 
potential curves should be increased by the following 
amounts in 10» cnr1: A 6s, »Su

+, 0.9; A 6s, ,S1+, 2.1; 
A 7p<r, »2,+ 1.0; A 7pa, 12,+, 2.2; A 6pir (average), 
2.8; A 7dr (average), 1.6; B *n,/£s, 1.3;Bnurfpa, 1.4; 
J5'111/261, 1.2; B^RiftTpa, 1.3. Further, it is possible 
that A 7d(T should occupy the place occupied by A 7dr 
in Fig. 2; in that event, the asymptotic correlations of 
their potential curves would need to be rearranged 
using the noncrossing rule in terms of case c states 
connected with iPi/^)p atomic states. Also, it is probable 
that a 5d5 (with LCAO correlate ABgSd) should lie 
below A 7da and A 7dir; according to the rules followed 
in drawing Fig. 2, it should be correlated with atomic 
states 'Ilj/sSd not shown in Fig. 2 and lying somewhat 
above the TTj/sö^ levels shown. Further, the case c 
splittings for the 7=1, *PI/26J atomic level should be 
decreased to about f the values shown, to make them 
agree with (5). Finally, there should be pronounced 
humps in the states whose Rydberg MO's are of 
promoted type (in particular for the states of con- 
figurations A 7pa and A 7dir). Regarding Fig. 1, this 
has been redrawn in accordance with the estimates and 
specifications of the present paper. 

IV. SPECTROSCOPIC APPLICATIONS 

The molecular spectra of the heavier rare gases in 
the varnum ultraviolet apparently all follow a similar 
pv' :Tn.1 Most conspicuous is a continuous emission 
r» t on extending from close to the first resonance line 

[• • -nf, 'Pw(a+1)J]/_I->- • -np», 'S 

toward longer wavelengths. This continuum shows two 
major peaks, commonly referred to as the "first con- 
tinuum"—nearer the resonance line—and the "second 
continuum"—at longer wavelengths. Under rather 
usual circumstances the first continuum is modulated 
by a series of diffuse bands. Under suitable conditions, 
these or similar bands are observed in absorption; at 
relatively high pressures the first continuum in emission 
can be more or less completely "eaten up" by this 
absorption. In general, the first continuum is favored 
by a silent or uncondensed discharge, the second by a 
disruptive condensed discharge and relatively high 
pressures (up to 1 atm), especially for the lighter of 
the heavy rare gases.' Both continua are increasingly 
stronger in the order Xes>Kr2>Ar2>Ne2.' 

Associated with the forbidden atomic transition 

[• • -nf, »P,/»(»+l)J]/-I «/>*, lS 

in Kr2 and Xej, an emission band has been observed as 

an intensification in the first continuum,*0 and in Act 
a corrcspunding absorption band.** No emission or 
absorption associated with the second forbidden 
transition 

[••.»»PViV(»+i)*]./-o- 
has been observed. 

The second resonance line 

•»/•«, 'S 

[• • -nf, »/Ww+l)/]/_, nf, '5 
in emission is only moderately broadened, toward both 
shorter and longer wavelengths. In Ar« under conditions 
in which the two continua associated with the first 
resonance line are strongly developed, absorption 
bands have been observed" on the long-wavelength side 
of the second resonance line but extending only a 
limited distance from it. In the ultraviolet spectral 
regions farther in than the second resonance Ibe there is 
very little observational evidence, except for absorption 
bands of A^." 

Following are some more specific details on the Xes 
spectrum. The resonance lines of the Xe atom are at 
1470 and 1296 A (cf. Fig. 1). When the emission spec- 
trum is excited in xenon gas, the 1296-Ä line broadens 
somewhat (a few angstroms on both sides) as the 
pressure is increased, while the 1470-Ä line broadens 
tremendously toward longer wavelengths but only a 
little toward shorter wavelengths.' At 1 torr pressure 
the 1296-A line is still sharp, while at 50 torr a series of 
at least 12 weak diffuse absorption bands extending 
from J483 to 1400 Ä is seen superposed on the emission 
continuum,"» while at 1491 A there appears to be a 
distinct emission band rising somewhat above the 
colltinuum.,•,0 The broad continuum, which at high 
pressures (e.g., 350 mm) extends weakly to 2250 A, 
is seen under suitable conditions to consist of two parts: 
the first starts at the resonance line and falls off 
gradually in intensity toward longer wavelengths, 
overlapping the second which has a broad rather 
symmetrical maximum near 1650 A. At low pressures 
only the first continuum appears, at high pressures the 
second is favored, while self-absorption by the 1470-Ä 
line and the adjacent bands eats up the shorter wave- 
length end of the first continuum. Under special 
conditions (e.g., 10 mm pressure, disruptive discharge), 
the spectrum consists mainly of the first continuum 
plus a series of diffuse emission bands degraded toward 
shorter wavelengths, between 1584 and 1621 A.*1 

All the phenomena just summarized appear to be 
explainable in terms of Figs. 1 and 2 together with 
expected selection rules and intensity relations. The 
first continuum in xenon, since it starts near X1470 
and extends toward longer. wavelengths, may be 
attributed (see Fig. 2) in part to transitions from 
higher vibrational levels of the A 6s, 12B

+ state to the 
repulsive ground state. The transition should be strongly 
allowed in the Xet molecule, somewhat less so at large 
R values as dissociation is approached. (In krypton, 

10 
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argon, and neon, the transition is decreasingly strongly 
allowed at large R values as the coupling gets more 
L,S-\ikt.) The shortest-wavelength parts of the first 
continuum must come from vibrational levels close to 
the dissociation limit (Sjfi, tPtrfs)^ while the absorp- 
tion bands between X1483 and X1500 must represent 
transitions up to these same levels." The emission 
spectrum may be explained by electron impact excita- 
tion of atoms followed by formation of 12«+ molecules 
in three-body collisions. In further collisions, vibra- 
tional energy is lost leading to lower vibrational levels 
of the '2,,+ state, thus accounting for the longer-wave- 
length parts of the first continuum. The usual absence 
of sharply defined bands is perhaps understandable in 
terms of extensive overlapping of transitions from upper 
vibrational levels to u number of low-frequency vibra- 
tional levels of the ground-state van der Waals Xej 
molecule. 

Although the first continuum in Xej starts at X1470, 
it becomes intensified at X1491, which is exactly the 
position of the forbidden line (S^6, */>i/»6j)/_i-*5^e, 1S, 
as Tanaka has pointed out.,•■,0 According to Fig. 2, this 
position is the asymptote of the potential curve of the 
A 6s, 'SM

+ state of Xez. It appears then that the first 
continuum in Xei includes emission from higher vibra- 
tional levels not only of the A 6s, "SB"*" but also of the 
A 6s, 'S»"1" state, transitions from the latter to the 
ground state of Xet being allowed because of the very 
strong spin-orbit coupling in Xej. An analogous 
A Ss, 'S„+ emission in Krj is indicated by the presence 
of a X12S0-Ä band." 

The broad and flat second continuum of Xe» with 
maximum near X 1650 may be ascribed mainly to transi- 
tions from the lowest vibrational levels of the A 6s, ,2«+ 

and A 6s, llu
+ states. The fact that the second con- 

tinuum is favored by high pressures suggests that it 
may in part be produced like the first continuum by 
excited molecule formation from /«"l and J=2 
5p*, Wtfl/bs excited atoms," followed by many collisions 
which deprive the excited molecules of vibrational 
energy. However, the fact that the second continuum 
is favored by a condensed discharge suggests an 
additional or alternative mechanism, namely capture of 
electrons by Xej+ ions which have been formed by the 
Hornbeck-Molnar process14 (Xe'-fXe—»Xet++e, see 
Sec. II) after Xe atoms have been excited to relatively 
high-energy states. By cascading down from initially 
formed higher-energy Xet* states, with emission in the 
visible and near ultraviolet, the A 6s, ,2«+, and ,2«+ 

states are reached, and these then give rise to the second 
continuum. However, an inspection of Fig. 2, and the 
lack of evidence of discrete bands in the visible and 
near ultraviolet, raise doubts as to whether an effective 
cascade is possible. On the other hand, the occurrence of 
"dissociative recombination" of electrons (Xei+-f-«-» 
Xe*-|-Xe) seems probable. 

Tanaka and others' earlier proposed that the second 
continuum in all the heavier rare gases is due mainly to 
transitions from the lowest vibrational levels of A ns, ,2,+ 

to the ground state. The progressive marked decrease 
in intensity of the rare-gas conthua in the order 
Xej> Krj> Arj> Nej is then explained by the decreasing 
transition probability of the intersystem transition 
involved. However, this explanation involves the 
assumption that A ns, ,2U

+ molecules are soon quenched 
somehow if they do not emit promptly, and the ex- 
planation is thus seriously open to doubt. It seems more 
likely that the decreasing strength of the second and 
first continua in the order from Xe» to Ne» is a result of 
some aspect of the excitation mechanism. (Also it is 
open to some question as to whether the second con- 
tinuum results mainly from transitions from A ns, ^u"1" 
or may also be due to an important extent to transitions 
from A ns, 12tt

+.) 
However this may be, the position (X1650) of the 

maximum of the second continuum of Xe» may plausibly 
be taken as a measure of the Franck-Condon vertical 
energy difference between the most probable emitting 
vibrational levels of the A 6s, ,2,l

+ and/or 12«+ state 
and the potential curve of the ground state. X1650 
corresponds to a vertical distance of 7.49 eV. Fig. 1 
has been drawn with a reasonable form for the ground 
state curve; this results in a vertical height of 7.0 eV 
from the latter to »=0 of .4 (ij, ,2«+. The maximum of 
the second continuum then corresponds to an excitation 
of 0.5 eV above v=0oiA6s, ,2«+. 

The series of well-defined diffuse Xei emission bands 
between X1584 and X1621 obtained by Tanaka30 with a 
condensed discharge at 10 torr may correspond to 
conditions intermediate between those which produce 
the fir t and second continua. These bands may perhaps 
represent transitions from low vibrational levels of 
A 6s, llu

+, and/or ,2,"," down to vibrational levels of 
the van der Waals molecule Xej. The fact that they are 
degraded toward higher frequencies is in agreement 
with what is then expected from Fig. 1. 

Turning now to higher frequencies, consider the 
second metastable atomic level i^Pii^s) j-o of Xe in 
Fig. 2. Associated with this level should be two molecu- 
lar potential curves of 0,- and 0«_ character. However, 
transitions between these and the ground state are 
rigorously forbidden by the molecular selection rules. 
Accordingly, no bands associated with this atomic level 
are expected; none are found, and the forbidden atomic 
transition to this level is also absent as expected.1* 
This contrast to the behavior at the {1Ptfl/6s)j^ level is 
in striking confirmation of what is expected theoreti- 
cally. 

In the case of the Xei resonance line X1296, which 
involves the atomic level (iPi/&s)j.\, two associated 
molecular transitions are predicted. According to Fig. 
2, allowed molecular transitions should occur for a 
0«+ and a 1, state, both of them repulsive at small R. 
However, as a result of first-order dispersion forces, 
the 1« state is pushed up somewhat even at large R 
values, while the 0W

+ state is pushed down so that it 
should have a minimum of appreciable depth [perhaps 
0.05 eV: cf. Eq. (5) ]. These two effects should lead to a 

11 
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broadening of M296 toward both high and low fre- 
quencies but without the appearance of any extensive 
system of bands such as extend to long wavelengths 
from \1470. What is observed is exactly as predicted 
here. A corresponding observation has been made by 
Tanaka and Yoshino2* in connection with the absorp- 
tion bands associated with the second resonance line of 
argon (analogaus to X 12% of xenon), namely there are 
on the low-frequency side of the resonance line a 
limited number of bands belonging to a 0.U52 eV deep 
Arj* potential minimum, while there is on the high- 
frequency side just a broadening of the line. 

Just as for the X1296 line, molecular transitions 
involving a 0„+ and a lu state are predicted for the Xes 
resonance line X1470. The first continuum and bands 
associated with the 0U

+(A 6s, 'Su-1") state have already 
been discussed. In contrast to its extensive broadening 
toward longer wavelengths in the first continuum, the 
X1470 line is broadened only by several angstroms 
toward shorter wavelengths. This behavior is under- 
standable from Fig. 2, according to which the lu state at 
small 72 is a repulsion state, but at large R is slightly 
elevated [perhaps 0.03 eV at Ä=4 Ä—cf. Eq. (5)] by 
first-order dispersion forces. 

The Hej molecule shows both a strong continuum in 
the vacuum ultraviolet and structured band systems in 
the visible and near ultraviolet. The heavier rare gases 
show analogous vacuum-ultraviolet continua, but in the 
visible and near ultraviolet no structured bands have 
been identified with certainty. Extensive continua in 
this region are known for all the heavier rare gases, and 
these show a certain amount of diffuse structure but 
not much evidence for discrete bands. However, 
Wilkinson and Tanaka"1 report in the microwave-power- 
excited Xej emission spectrum, in addition to a back- 
ground continuum extending from X 2500 throughout 
the visible, a series of closely spaced bands at X 3080, 
also strong maxima at X 4600 and near X 7000, and a 
sharp band near X5200. Other workers30,5 report spectra, 
presumably of Xej, of varying appearance in these 
wavelength regions. Under more severe conditions of 
excitation, the heavier rare gases give strong continuous 
spectra in the visible and near ultraviolet which are 
attributed to free-free and free-bound electronic 
transitions rather than molecular transitions. 

Prince and Robertson6 for all the heavier rare gases 
have obtained continua, from the positive column of a 
discharge, which they attribute to diatomic molecules. 
These extend from below X 2900 throughout the visible, 
with a major peak near X 3000 and indications of other 
minor peaks; the spectra are more or less similar for all 
the rare gases, with intensities in the order Ars>Xe2> 
Kr»>Nej. Prince and Robertson conclude that these 
spectra result from electronic excitation of metastable 
molecules to higher energy molecular states. Nichols 
and Vali" in a study of the Xej continuum concur with 
this conclusion. Also they arrive at iO~7 sec for the 
lifetime of Xe»* molecules emitting at about 4350 Ä. 

It is somewhat difficult to reconcile the foregoing 

observations with what one must expect theoretically. 
However, the absence in the visible region of discrete 
bands like those of He« is probably understandable in 
terms of Fig. 2. On the basis of this figure, allowed 
transitions giving discrete bands should probably 
include, among others, transitions from O«* of con- 
figuration A Idr to 0,* and 1, of .4 tpie and A Ifa, and 
from 0,+, 1,, and 0,- of A 6pT and A lp<r to O«"*", 0U~, 
and 1« of A 6s, but these should lie rather far in the 
infrared. Discrete bands involving higher electronic 
levels with A and B cores cannot be predicted from Fig. 
2, but are perhaps improbable. States whose potential 
curves in Fig. 2 are crossed by other curves of the same 
species, with crossing points indicated by dots in Fig. 2, 
are expected to be unstable toward dissociation or 
predissociation except perhaps for some of their lowest 
vibrational levels. In general. Fig. 2 makes under- 
standable the absence of discrete band spectra in the 
visible and near ultraviolet, but definitely predicts that 
some such spectra should be present in the infrared 
(say at 2 or 3 M) • 

A difficulty is the occurrence of continuous emission 
in Xej at ultraviolet wavelengths below about X3500, 
and of the bands reported by Wilkinson and Tanaka 
near X3080. According to Fig. 1 and Table III, the 
energy of the Xej+ ion above the state A 6s, 'Su+ (see 
Fig. 1) is 29 000 cm"1, which corresponds to X3450, 
and all Xej transitions involving Rydberg states with 
A core should come at longer wavelengths than this. 
For B core states, the available range extends to the 
difference in energy between Xe++« and A 6s, ,2U

+ 

which corresponds to about X2700. Although B core 
states (at least the lowest ones) are repulsive according 
to Fig. 2, some of them may have shallow minima at 
large R values from which transitions can occur. As 
already discussed above, first-order dispersion minima 
occur for some states, e.g., the 0U

+ state derived from 
(?P\I&S)J~I; however, such minima would be less and 
less pronounced for analogous higher-energy states. 
Nevertheless, it would seem that there should be a 
minimum due to classical polarization by the Xe+ core 
of the excited atom when a highly excited atom and a 
normal atom come together to form a molecular state 
corresponding to any sort of core {A, B, C, or D); note, 
however, that the model of a molecular core with a 
definite MO configuration plus an electron in a Rydberg 
MO loses meaning at large R values.*0 The nature of 
the high-energy molecular states postulated by Prince 
and Robertson and required to explain the short-wave 
parts of the molecular continua of Xes and also of the 
other heavy rare gases, must here be left an open 
question. 

Prince and Robertson's conclusion (after they had 
rejected three alternative proposals) that the spectra 
they observed result from electronic excitation of 
metastable molecules is open to a very serious objection, 
namely that according to Fig. 2 there are no Xes states 
with expected lifetimes long enough to class them as 
metastable. Because of very strong spin-orbit coupling, 
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the *2U
+ lowest excited state of Xes must be fairly 

short lived, and no one of the higher-energy states in 
Fig. 2 or predictable in the same way as those in Fig. 2 
is metastable. Corresponding statements hold for the 
other heavier rare-gas molecules except perhaps Nej. 
Hence it seems that Prince and Robertson's reasoning 
on the mode of excitation of heavier rare-gas continua 
in the optical region needs to be re-examined. 

V. SPECTRA OF CONDENSED PHASES 

Several studies of emission* and absorption" spectra 
of liquid and solid heavier rare gases in the vacuum 
ultraviolet show considerable resemblances to gas- 
phase spectra. In the case of the emission spectra, the 
emitters may probably be described as diatomic 
molecules embedded in the liquid or solid matrix. 
However, correlations of the condensed phase spectra 
with the gas spectra are not easy and will not be 
attempted here. 

• This work was assisted by the General Electric Company, 
Space Sciences Laboratory, King of Prussia, Pa. and by the 
Office of Naval Research, Physics Branch, under Contract No. 
N00014-67-A-028S-0001 with the University of Chicago. 

I In Hej, there are apparently no strictly repulsive excited 
states, except perhaps B core states close to Hej+ in energy, but 
there are many states such that the potential curve contains a 
maximum. See R. S. Mulliken, Phys. Rev. 136, A962 (1964). 

• For recent work and literature, see M. L. Ginter, 1. Chem. 
Phys. 43, 561 (1965); J. Mol. Spectry. 17, 224; 18, 32 (1965); 
J. Chem. Phys. 44, 950 (1966); 45, 248 (1966); 48, 2284 (1968). 

»(a) Y. Tanaka and M. Zelikoff, J. Opt. Soc. Am. 44, 254 
(1954); (b) P. G.Wilkinson and Y. Tanaka, «W. 45, 344 (1955); 
(c) Y. Tanaka, ibid. 45, 710 (1955); (d) Y. Tanaka, A. S. Jursa, 
and F. J. LeBlanc, ibid, 47, 105 (1957); 48, 304 (1958); (e) R. E. 
Huffman, J. C. Larrabee, and Y, Tanaka, Appl. Opt. 4, 1581 
(1965); (f) P. G. Wilkinson, Can. J. Phys. 45, 1715 (1967); 4«, 
315 (1968). 

4 (Het): Y. Tanaka and K. Yoshino, I. Chem. Phys. 39, 3081 
(1963); 50, 3087 (1969). 

»J. F. Prince and W. W. Robertson, J. Chem. Phys. 45, 2577 
(1966); 46, 3309 (1967). See also R. Turner and H. D. Riccius, 
t'W. 48,4351 (1968). 

• Y. Tanaka and K. Yoshino, J. Chem. Phys. 39, 3081 (1963), 
emission bands; 50, 3087 (1969), absorption bands. On the 
emission bands, see also F. H, Mies and A. L. Smith, ibid. 45, 
994 (1966). 

7 However, when the atoms come closer together, the forms of 
the MO's are somewhat modified. The MO description is then 
no longer exactly identical with that of (la). 

" R. S. Mulliken, J. Chem. Phys. 23, 2343 (1955). 
• The spin-orbit coupling energy_ is +a for the •ft/j, — ia for 

the '/VJ substate of any f* atomic configuration, -fja for the 
'Um, —ia for the 'Tim substate of any ** diatomic molecule 
configuration [cf. R. S. Mulliken, Rev. Mod. Phys. 4,34 (1932)]. 
Thus for the center of gravity (i.e., the energy if there were no 
spin-orbit coupling) for a f1, *P state, one may take the energy of 
•Pj/j+iCPi/j-Wi), and forairVnstate.'nw+H'nm-'rTi,,). 

>• R. S. Mulliken, Rev. Mod. Phys. 3, 113 (1930); 4, 28 (1932). 
II The D values here are D* values, that is, correspond to the 

vibrational level n—O. 
" The greatest uncertainty lies perhaps in the question whether 

the relative effects of atSfP and <ruSp on D„ in Xes+, in relation 
to those of OfSj? in It, should be the same as those of <rtXs% and 
<r,U on D of Hei+ in relation to those of SfU* in Hi. In other 
words, are Spa and U AO's sufficiently alike in their behavior 
in this respect? However, there seems to be no strong reason to 
doubt that they are. Another small question concerns the effect 
of the 5T and Spj atomic shells; these, however, are formally the 
same in It and Xe,* and, if anything, should have somewhat less 

effect in reducing D in Xej+ (since R, should be larger) than in 
Ii. Further, as noted in the text, there should be some admixture 
of C'llirt in the A 'S,* wavefunction of Xej* tending to increase 
/)(Xej+), but this is paralleled in the case of I« by some admixtures 
of •n.*, into 12,+ tending to increase .0(1»); however, the effect 
should be greater for Xes+ than for Ij because ZJW is smaller. 

•» R. N. Doescher, J. Chem. Phys. 20,330 (1952); J. G. Stamper 
and R. F. Barrow, Trans. Faraday Soc. 54, 1592 (1968). 

» J. A. Hornbeck and J. P. Molnar, Phys. Rev. 84, 621 (19S1). 
»R. S. Mulliken, Phys. Rev. 57, 500 (1940), Interpretation I, 

as revised in view of new data fcf. J. S. Ham, T. Am. Chem. Soc. 
76, 3386 (1954), and L. Mathieson and L. G. Rees, J. Chem. 
Phys. 25, 753 (1956), Fig. 3A]. 

"See, for example, A. Saran and A. K. Barua, Can. J. Phys. 
42, 2026 (1964), and references given there; also Table V of R. J. 
Munn, J. Chem. Phys. 40, 1439 (1964). 

"For H, and He,, cf. R. S. Mulliken, J. Am. Chem. Soc. 91, 
4615 (1969), Tables I and II. 

u For N,, see R. S. Mulliken, The Threshold of Space (Per- 
gamon Press, Inc., New York, 1950), p. 169; the o, p', D, E, x, and 
y states are Rydberg states. For NO, see K. P. Huber, M. Huber, 
and E. Miescher, J. Mol. Spectry. 20, 130 (1966); R. Suter, Can. 
J. Phys. 47, 881 (1969); C. Juergen and E. Miescher, ibid. 46, 
987 (1968). 

" At least for the outer-shell core electrons. For the inner-shell 
core electrons, an alternative is to assign them all to AO's of 
the two atoms. 

»R. S. Mulliken, J. Am. Chem. Soc. 88, 1849 (1966). 
"• Initiated by a private communication from J. N. Bardsley, 

who has made MO configuration interaction computations on a 
number of the A and B core states as a fu'.«.'ion of internuclear 
distance. 

«■ B. K. Gupta and F. A. Matsen, J. Chem Phys. 47, 4860 
(1967). 

" At higher energy are two additional states corresponding to 
removal of an antibonding <r,,5; or a bonding <r,5s MO, respectively. 

" Regarding precursors, see R. S. Mulliken, J. Am. Chem. Soc. 
86,3183(1964). 

"See G. Herzberg, Spectra of Diatomic Molecules (D. Van 
Nostrand, Co., Inc., New York, 1950), 2nd ed., p. 321. 

» See R. S. Mulliken, Phys. Rev. 136, A962 (1964). 
"D. K. Anderson, Phys. Rev. 137, A21 (1965): 0. 2S6±0.008 

for X 1470 and 0.238±0.015 for X 1296. P. G. Wilkinson, J. Quant. 
Spectry. Radiation Transfer 5, 503 (1965): 0.260±0.02 for 
X 1470 and O.270±0.02 for X1296. 

" Y. Tanaka and K. Yoshino, J. Chem. riiys. (to be published). 
Absorption spectra of Net, Krj, and Xes will be published later 
by these authors. 

" The strength of the emission and absorption is explained by 
the fact that the transition, which is (A 6s, 'Su^-X 'S/) near 
R., (0.+-0,+) at large R, (Sp*, *Pu&)i-Sf, 'S at very large R, 
is strongly allowed at all R values. For the high vibrational levels 
involved, the potential curve of the 0,+ state is steep on its inner 
side but rather flat for a considerable rartge of R on its outer side, 
so that the Franck-Condon factor should strongly favor transi- 
tions at large R, hence to or from the nearly flat part of the 
ground-state potential curve near the van der Waats minimum. 
At the same time, the emission spectrum should receive some weak 
longer-wavelength contributions due to transitions from the inner 
side of the 'S»* curve down to the repulsive part of the ground- 
state curve. The relative importance of these contributions must 
increase for the lower vibrational levels. 

•• Higher pressure favors the production of the metastable J = 2 
atoms by knocking down from /= 1 atoms [cf., e.g., A. V. 
Phelps, Phys. Rev. 114, 1011 (1959)]. 

"Also in Ar,, no absorption bands associated with this level 
are found, according to the work of Tanaka and Yoshino." 

"M. Laporte, J. Phys. Radium 9, 228 (1938); Compt. Rend. 
226, 1265 (1948). 

" L. C. Nichols and W. Vali, J. Chem. Phys. 49, 814 (1968). 
»»I. Jortner, L. Meyer, S. A. Rice, and E. G. Wilson, J. Chem. 

Phys. 42, 4250 (1965). 
"O. Schnepp and K. Dressler, J. Chem. Phys. 33, 49 (1960); 

P. H. E. Meiier, ibid. 34, 2078 (1961); A. Gold and R. S. Knox, 
ibid. 36, 2805 (1962); G. Baldini, Phys. Rev. 128, 1562 (1962); 
J.-Y. Rondn, V Chandrasekharan, N. Damany, and B. Vodar, 

. Chim. Phys. 10, 1212 (1963); Compt. Rend.258, 2513 (1964). 
theory foi solid neon: A. Gold, J. Phys. Chem. Solids 18, 218 
(1961). 
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I. Introduction 

In homonuclear diatomic molecules like H2 or 02, the "bonding" 
electrons are shared equally by the acorns. Bonds of this type are called 
homopolar or covalent; however, the latter term is not completely 
satisfactory, since it is used differently in valence bond treatments of a 
molecule. In heteronuclear diatomic molecules like HF or LiH and in 
almost all polyatomic molecules, the "bonding" electrons are not 
shared equally by the two atoms connected by a bond. Bonds of this 
type,  which are called  heterovalent or,  better,  heteropolar,  will be 

• This work was supported by the Advanced Research Projects Agency through the 
U.S. Army Research Office (Durham) under Contract No. DA-31-124-ARO-D-447, 
ARPA Order 368, ARO-D Project No. 3835-P, and by a grant from the National Science 
Foundation, GP-6445. 

14 



'.WP^K*!*-*?*^- 

Juergen Hinze 

discussed here in some detail. To do this we will start with some 
empirical considerations and concepts like electronegativity and ionic 
character. These concepts will be scrutinized later in qualitative dis- 
cussions based on the simple forms of a valence bond and molecular 
orbital picture. Finally, we will see how these concepts appear in the 
light of a quantitative charge-distribution analysis of good Hartree-Fock 
functions of diatomic molecules. 

Generally, in a heteropolar bond, one atom, the more electronegative 
one, withdraws electronic charge from the other atom, the less electro- 
negative one. Therefore, the bonding electrons are unequally distributed 
between the two atoms, and the bond thus formed has some ionic 
character and a bond dipole moment. Can we determine the amount 
of the charge transferred from the less electronegative to the more 
electronegative atom? If yes, we could say how ionic the bond is, and 
how large the bond dipole is. However, such a determination cannot be 
done unambiguously and the reader should be aware from the outset 
that concepts like electronegativity and ionic character, though very 
helpful in qualitative discussions and considerations, defy unambiguous 
quantitative definition and determination. 

Heteropolar bonds range from, one extreme where the bonding elec- 
trons are shared almost equally, as in the C—H bond, to the other 
extreme of the almost ionic bond, as in LiF, where one atom, F, has 
become almost a negative ion, while the other, Li, is left almost a 
positive ion. The transition between these two extremes is continuous: 
any intermediate shade may be realized. Discontinuous changes in 
ionic character may be found in transition-element complexes if the 
transition-element changes its oxidation number. We will not elaborate 
on this. 

II. Empirical Considerations and Concepts 

A. IONIC BONDS 

If an atom with a low ionization potential, such as an alkali or alkaline 
earth, forms a bond with an atom which has a high electron affinity, 
such as a halogen, then the bond formed will be highly ionic. Such ionic 
bonds may be treated adequately by classical means without any resort 
to quantum mechanics. The principal contribution to the binding 
energy is the Coulomb attraction between the positive and negative ions 
formed. This attractive force will be counterbalanced at the equilibrium 
internuclear distance by the repulsion of the two ionic cores. If these 
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cores are considered hard, and not polarizable, then the potential energy 
function per bond for the reaction 

MXn^M»* + nX- (2.1) 

in gas phase may be written, following Pearson and Gray (1963), as 

E{R)= -^-^6 + ^xp(-flÄ). (2.2) 

Here, R is the internuclear distance, a, b, and d are constants which 
may be evaluated from virial coefficient data, and / is a geometric factor 
which is 1.00 for diatomic, 1.75 for symmetrical linear triatomic, and 
2.44 for symmetrical trigonal planar tetraatomic molecules. The first 
term in Eq. (2.2) gives the Coulomb attraction of the positive and 
negative ions. The second term represents the van der Waals interaction 
of the ionic cores; its presence shows that the ion cores have not been 
considered as completely unpolarizable. The last term represents the 
repulsion of the ion cores, derived from a Buckingham potential. It is 
possible to calculate from Eq. (2.2) the equilibrium internuclear distances, 
as shown by Frost and Woodson (1958), as well as dissociation energies 
for highly ionic compounds. For dissociation energies to neutral atoms, 
Eq. (2.2) needs to be corrected by the appropriate ionization potentials 
and electron affinities. 

In general, we expect that the negative ions in such a molecule will be 
highly polarized by their positive neighbors. The polarization of the 
positive ions may be neglected due to their much lower polarizability. 
This polarization of the negative ion is taken into consideration by 
writing the energy function per bond, following Rittner (1951) and 
Basolo and Pearson (1958), as 

E(R) = -R- 2¥[l + "(na/R*)] + W (2-3) 

The first term here is the same as in Eq. (2.2), a is the polarizability of 
the negative ion, and n is another geometric factor which is 0.00 for 
diatomic, 0.25 for linear triatomic, and 1.01 for trigonal planar tetra- 
atomic molecules. The ion core repulsion is represented here by the 
term B/R9, where B is to be evaluated by setting BE/dR = 0 at the 
equilibrium internuclear distance. It is clear then that Eq. (2.3) cannot 
be used to calculate the internuclear separation. 

Equations similar to Eqs. (2.2) and (2.3) are used to evaluate the 
energy of ionic crystals, where the geometric factor / has to be sub- 
stituted by the Madelung constant. The reader is referred to Ketelaar 
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(1958) for a more detailed discussion of the ionic bond. We will turn our 
attention to heteropolar bonds, which are less ionic and therefore cannot 
be approached starting from an ionic model. 

B. EXTRA IONIC RESONANCE ENERGY 

We have seen that bonds which are highly ionic can be adequately 
described starting from the model of two interacting ions. The correction 
for the polarized negative ion allows for some reduction in ionic 
character, since the positive ion will polarize the negative ion such that 
the center of the negative charge on the negative ion will be shifted 
somewhat toward the positive ion. It is only natural to approach bonds 
which are only dightly ionic from the other extreme, the covalent bond 
found in homonuclear molecules. Thus, Paulirg (1932a,b) wrote the 
dissociation energy DAB of a heteropolar single bond A—B as 

^AB = K^AA + DBB) + JAB, (2-4) 

the arithmetic mean of the homonuclear single-bond dissociation 
energies DAA and DBB plus a correction term, JAB, which he called the 
extra ionic resonance energy. One expects the extra ionic resonance 
energy to be positive in all cases; that is what is found, with the only 
exception being the alkali hydrides, for which JAB is found to be negative. 
If the geometric mean is substituted for the arithmetic mean, giving 

Ar, = (ÖAA^BB)
1
'
2
 + *AB, (2.5) 

then the extra ionic resonance energy, d'AHf is found to be positive in all 
cases (Pauling and Sherman, 1937; Pauling, 1960). In Table I, some 
values for AAB and JAB are listed. 

C. ELECTRONEGATIVITY 

Pauling (1932a,b) found empirically that VJAB is an additive 
quantity which is characteristic for the atoms A and B, i.e., 

VJ^ x VIZ + ^^W (2.6) 
Table II shows how weM Eq. (2.6) is satisfied for JAB and JAB. Guided 
by this relation, Pauling proposed to set VdAB proportional to the 
difference of two numbers characteristic for the atoms A and B, and he 
called these numbers electronegativity. Thus 

I*A - Xsl = 0.208V3^ (2-7) 

17 



4. Heteropolar Bonds 

TABLE 1° 

XA XB J ä' ÖAB Z^B W rftheo dnv «theo «exp 

Ha 2.21 2.21 0 0 104 104 104 0.7417 0.7417 8.88 5.76 
Fa 3.90 3.90 0 0 37 37 37 1.409 1.409 7.99 4.77 
Cla 2.95 2.95 0 0 57 57 57 1.988 1.988 3.32 3.24 
Bra 2.62 2.62 0 0 45 45 45 2.283 2.283 2.35 2.45 
Ia 2.52 2.52 0 0 36 36 36 2.66 2.66 1.83 1.71 
Lia 0.84 0.84 0 0 24 24 24 2.673 2.673 0.59 0.26 
Naa 0.74 0.74 0 0 17 17 17 3.078 3.078 0.50 0.17 
Ka 0.77 0.77 0 0 12 12 12 3.923 3.923 0.44 0.10 

LiH 0.84 2.21 43 58 107 108 58 1.58 1.595 1.62 1.024 
NaH 0.74 2.21 50 67 HO 109 50 1.78 1.886 1.23 0.781 
KH 0.77 2.21 48 64 106 99 45 2.20 2.244 1.04 0.562 
HF 2.21 3.90 66 88 136 150 135 0.92 0.917 9.87 9.65 
HC1 2.21 2.95 13 17 93 94 103 1.30 1.274 5.04 5.n 
HBr 2.21 2.62 4 5 78 73 86 1.47 1.414 4.02 4.12 
HI 2.21 2.52 2 2 72 63 71 1.67 1.604 3.28 3.14 

LiF 0.84 3.90 216 289 245 319 136 1.76 1.564 2.38 2.50 
NaF 0.74 3.90 231 308 258 330 114 1.96 1.926 1.68 1.93 
KF 0.77 3.90 226 302 251 323 117 2.38 2.171 1.49 1.39 
C1F 2.95 3.90 21 28 68 74 60 1.61 1.628 5.36 4.45 
BrF 2.62 3.90 38 50 79 91 60 1.73 •1.755 4.40 4.09 
IF 2.52 3.90 44 59 80 95 67 1.91 — — — 

LiCl 0.84 2.95 103 137 143 174 112 2.14 2.022 1.45 1.404 
NaCl 0.74 2.95 113 151 150 182 82 2.33 2.36 1.12 1.082 
KC1 0.77 2.95 HO 147 144 173 91 2.76 2.79 0.96 0.865 
BrCl 2.62 2.95 2 3 53 54 53 2.10 2.136 2.78 2 84 
IC1 2.52 2.95 4 6 51 51 50 2.28 2.33 2.41 2.36 

LiBr 0.84 2.62 73 98 108 131 102 2.32 — — — 
NaBr 0.74 2.62 82 109 113 137 86 2.51 2.502 0.99 0.959 
KBr 0.77 '2.62 79 106 108 129 91 2.94 2.94 0.86 0.702 
IBr 2.52 2.62 0 1 41 41 42 2.46 2.47 2.07 2.04 

Lil 0.84 2.52 65 87 95 116 81 2.52       
NaI 0.74 2.52 73 98 100 123 73 2.71 2.90 0.84 0.938 
KI 0.77 2.52 71 94 94 115 77 3.13 3.23 0.77 0.526 

0 XA and XB are the electronegativities of atoms A and B, respectively [from Hinze and 
Jaffc (1962)]. The extra ionic resonance energies from these electronegativities are 
J = (Jx/0.208)2 and J' = (Jx/0.18)2. The calculated dissociation energies are given in 
kcal/mole as DAB = K^AA + AJB) + ^ and D^B = (DAADBByia + J'. The bond 
distances, dtheo, in A, are calculated using Eq. (2.14), and the stretching force constants, 
'ftheo. in (dyn/cm)-105, are calculated using Eq. (2.15). 
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TABLE II 
SOME EXAMPLES OF THE ADDITIVE NATURE OF VJ AND Vj' 

VI VA' 

HF 8.0 8.5 
HC1 + C1F 4.7 + 3.6 = 8.3 5.1 + 3.7 = 8.8 
HBr + BrF 3.5 + 4.4 = 7.9 4.2 + 4.4 = 8.6 
HI    + IF 1.0 + 5.5 = 6.5 3.2 + 5.5 = 8.7 

HC1 4.7 5.1 
HBr + BrCl 3.5 + 1.4 = 4.9 4.2 + 1.7 = 5.9 
HI    + IC1 1.0 + 2.0 = 3.0 3.2 + 2.2 = 5.4 

HBr 3.5 4.2 
HI    + IBr 1.0 + 1.4 - 2.4 3.2 + 1.4 = 4.6 

IF 5.5 5.5 
IC1   + C1F 2.0 + 3.6 = 5.6 2,2 + 3.7 = 5.9 
IBr   + BrF 1.4 + 4.4 = 5.8 1.4 + 4.4 = 5.8 

BrF 4.4 4.4 
BrCl + C1F 1.4 + 3.6 = 5.0 1.7 + 3.7 = 5.4 

IC1 2.0 2.2 
IBr  + BrCl 1.4 + 1.4 = 2.8 1.4 + 1,7 = 3.1 

where XA 
and XB 

are> respectively, the electronegativi des of atortis A 
and B, and the proportionality constant, according to Pauling, has been 
chosen to transform from kcal t» eV. 

Pauling defined electronegativity in words as the power of an atom 
in a molecule to attract electrons to itself. How such a measure can be 
obtained in the way described appears on first sight miraculous; how- 
ever, we will see the required connections in the later qualitative mole- 
cular orbital discussion of the heteropolar bond. Using Eqs. (2.4) and 
(2.7), Pauling succeeded in setting up a relative electronegativity scale 
for the elements, which he fixed by arbitrarily assigning the Value 
XH = 2.1 to hydrogen.* This yielded the following simple numbers for 
the electronegativities of the first row elements: XB = 2.0, xc = 2.5, 
XN = 3.0, xo = 3.5, and ^p = 4.0. Equation (2.5), which overcomes the 
problem of a negative extra ionic resonance energy for the alkali hydrides, 
has apparently not been used to calculate electronegativities. 

An absolute electronegativity scale was arrived at by Mulliken (1934), 
who considered the resonance structures 

A+B-<-^A—B^A-B + 

• Professor Mulliken pointed out to me that Pauling's original choice was XH = 0, 
which he changed after the publication of Mulliken's absolute electronegativity scale to 
XH = 2.1; thus, this choice may not have been so arbitrary. 
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of a molecule A—B. The energy required for the transition A—B —*■ 
A+B_ is /A — EB) the ionization potential of atom A minus the electron 
affinity of atom B. The required energy for A—B —>■ A~B+ is /B — EA. 
If both ionic structures contribute equally to the resonance hybrid, 
then we can say that A and B have the same electron attracting power. 
Thus we are led to the condition 

IA-EB = IB- EA (2.8) 

as a necessary requirement for the equal electronegativity of the atoms 
A and B, In the preceding discussion, we have ignored the interaction 
energy of A and B as well as the ion-pair interactions. These contri- 
butions would appear equally on the right and left side of Eq. (2.8) 
and therefore cancel. The necessary condition for equal electronegativity, 
Eq. (2.8), may be rewritten: 

IA + EA = IB + EB. (2.9) 

This led Mulliken to suggest 

XA = WA + EA) (2-10) 

as an equation defining an absolute electronegativity value of an atom. 
It must, however, be kept in mind here that IA and EA are not the ioniza- 
tion potential and electron affinity of atom A in its ground state, but are 
these values in its valence state (Mulliken, 1935), or better, of that orbital 
of A which forms the bond. For this reason, the term orbital electro- 
negativity has been suggested by Hinze and Jaffe (1962). 

Equation (2.10) has been used extensively for the evaluation of orbital 
electronegativities from valence state ionization potentials and electron 
affinities by Skinner and Pritchard (1953), Pilcher and Skinner (1962), 
and Hinze and Jaffe (1962, 1963a,b). These values correlate well with 
Pauling's electronegativities as well as with those electronegativity values 
obtained by other relations. We will not go into the details of the multi- 
tude of different electronegativity relations, nor do we want to discuss 
the physical meaning of electronegativity. Suffice it to state that electro- 
negativity is an empirical concept which has become extremely useful in 
qualitative chemical considerations, but which defies an exact quantitative 
physical definition. These matters have been reviewed extensively by 
Pritchard and Skinner (1955) and more recently by Hinze (1968). 

One more electronegativity definition, which is a generalization and 
refinement of Mulliken's formalism, should be mentioned, since it will be 
useful later in discussing ionic character. Here, electronegativity is defined 
as a potential and is obtained from the derivative of the energy of an atom 
with respect to its charge (Iczkowski and Margrave, 1961), or orbital 
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electronegativity is obtained as the derivative of the energy of an atom, 
Wf with respecv to the occupation number, n, of the orbital under 
consideration (Hinze et al., 1963); 

X(n) = dW/dn. (2.11) 

The energy of the atom is expanded into a power series of n, 

W{n) = a + bn + en2, (2.12) 

in which the constants a = 0, b = ^(3/ - E), and c = %(E — I) are 
determined by setting W(0) = 0, W{\) = I and W{2) = I + E, with 
/ and E the orbital ionization potential and electron affinity, respectively. 
From Eqs. (2.11) and (2.12), we directly obtain the following for the 
normal orbital electronegativity: 

X(I) = {dWldn)n = 1 =b + 2c = W+ E). (2.13) 

For empty, virtual orbitals one obtains x(0) = ^(3/ — E), and for 
doubly occupied orbitals the result is ^(2) = %(3E - /). 

D. MOLECULAR PROPERTIES AND ELECTRONEGATIVITY 

Using Eq. (2.11) or (2.13), electronegativities may be obtained from 
purely atomic data. It is now apparent that these values can be used in 
conjunction with Eqs. (2.7) and (2.4) or (3.5) to estimate the dissociation 
energies of heteropolar bonds once the homonuclear diatomic dissociation 
energies DAA and DBB are known. How well such estimates hold is 
demonstrated in Table I. It is also possible to estimate the bond distances, 
dAB, in heteropolar bonds from covalent radii and electronegativities 
following the empirical relation found by Schomaker and Stevenson 
(1941): 

4B = rA + rB - c \xA - XBI (2.14) 

This relation has been carefully investigated by Polansky and Derflinger 
(1963), who find c = 0.09 for single bonds if d and r are in A and x is in 
Pauling's units. The covalent radii are roughly one-half of the bond 
distances of the corresponding homonuclear bonds, i.e., rA = j[dAA; 
however, better values are obtained in a more detailed statistical study 
by Derflinger and Polansky (1963). In Table I, som^ ;esults from Eq. 
(2.14) are listed and compared with experimental bond distances. 

In addition, we demonstrate in Table I how well stretching-force 
constants can be estimated from electronegativities with the use of the 
empirical relation found by Gordy (1946a,b): 

*AB = UtfNfa&Y'15 + O.3] x IG"3. (2.15) 
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Here, AAB is the stretching-force constant in dyn/A, </AB is the inter- 
nuclear distance in A, iV is the bond order, and the electronegativities 
are to be used in the units of Pauling. The usefulness of the above- 
mentioned empirical relations should not be underestimated, although 
they do not add much to our understanding of the detailed electronic 
structure of a heteropolar bond. With these relations the chemist who 
wants an immediate answer can estimate dissociation energies, bond 
distances, and force constants without elaborate calculations. The 
answers he obtains are frequently better than those of exceedingly 
cumbersome, detailed quantum mechanical computations. 

E. IONIC CHARACTER 

The term "ionic character" of a bond, so much used in chemistry, 
is rather unfortunate, since it is associated with two distinct meanings. 

(1) In the language of valence bond theory, where the total wave 
function of a diatomic molecule is written as 

^AB  =  ^0M>B}  + B{0A + 0B-} +  C{0A-0B + }, 

the ionic contribution B{<PA
+<PB~} + C{<PA~<PB

+} is said to specify the 
ionic character of the bond, while A{0A<PB} is said to specify the covaient 
character. With this connotation, every bond has some ionic character, 
even the bonds in such homonuclear diatomic molecules as H2 and O2. 
Ionic character in this sense will not be discussed here. 

(2) Ionic character as we would like to understand and discuss it here 
describes the partial charge distribution in a molecule, or, better, the 
amount of negative charge transferred upon bond formation from one 
atom to its neighbor. In this connection ionic character becomes equal 
to the partial positive and negative charges on the two atoms of a diatomic 
molecule, which will of course be zero for homonuclear diatomics. 

This appears to be a clear definition of ionic character as we want to 
discuss it here. However, the distribution of the negative charge in a 
heteropolar molecule A—B into one part belonging to atom A and the 
other to atom B cannot be done unambiguously (Shull, 1962), because 
the atoms in a molecule have lost some of their identity. A definite 
assessment of the ionic character of a heteropolar bond can be made 
only in the frame of a particular restrictive model which specifies in 
detail how the charge is to be divided into the parts belonging to atoms 
A and B. For more details, see Sections IV,B and IV,C on population 
analysis and total charge analysis. 

Keeping in mind that the "ionic character" of a bond A—B is 
merely   an   empirical  concept,   we   expect  it  to  be   related   to the 
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electronegativity difference, ^A - XB- Thus, Pauling (1960) proposed to 
assess the ionic character of a bond A—B as 

q=l-txp[-iiXA-XBn (2.16) 

Gordy (1950) suggested the relation 

g = i(*A - XB), (2.17) 

while, according to Wilmhurst (1958), the ionic character is given as 

= XA " XB. ,2.18) 
*     XA + XB 

Here, q is the amount of negative charge transferred from atom B to 
atom A, and is thus the partial negative charge on A. Equation (2.16) 
does not directly give the direction of the charge transfer. 

If we start with the idea that electronegativity is a potential, then it is 
possible to derive a direct relation between electronegativity and ionic 
character. We expect that in a molecule A—B the charges will be in 
equilibrium if a test charge on atom A sees the same potential as a test 
charge on atom B. This requires, because of Eq. (2.11), 

XAM = *B(«B). (2.19) 

The idea that in a bond the electronegativities equalize has been postu- 
lated by Sanderson (1960). The same result may be obtained from the 
following consideration (Hinze et a/., 1963): Upon addition of the small 
negative charge dn to atom A the energy (0W/

A/9«)nA dn is liberated, 
while the removal of the charge dn from atom B requires the energy 
(8WB/dn)nB dn. Charge transfer through the bond A—B will proceed as 
long äs the energy liberated on A is larger than the energy required on 
B; equilibrium will be reached once both energies are equal. Thus, the 
condition for charge equilibrium is 

or, with the use of Eq. (2.11), 

XM = X(«B). (2.19a) 

If nA + nB = 2, we obtain from Eqs. (2.11) and (2.12) the following for 
the ionic character of the bond A—B: 

'^-'-^v/,-£:%-*. (2-2,) 
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It is true that this line of argument, which leads to the equalization of 
electronegativity, is crude, since all changes in the interaction energy 
between the two atoms have been neglected. On these grounds, de 
Carvalho Ferreira (1963) and Pritchard (1963) have criticized the idea of 
electronegativity equalization. It is, however, interesting to note that an 
elementary description of the heteropolar bond in terms of molecular 
orbital theory yields a result quite similar to Eq. (2.21), as we will see 
in the following section. Any discussion of the finer details of the equations 
for the determination of ionic character and arguments about quantitative 
values appear rather meaningless in light of the ambiguity inherent in 
the definition of "ionic character." 

III. Quantum Mechanical Considerations 

A. GENERAL 

If we want to investigate and understand the electronic structure of 
heteropolar bonds in any detail we are forced to resort to quantum 
mechanics. Ideally, we should solve the Schrödinger equation, a problem 
much too intricate to be practicable, since we would have to deal with 
the motion of at least two atomic nuclei and several electrons simul- 
taneously. The first approximation introduced is to freeze the motion of 
the nuclei, i.e., the Born-Oppenheimer approximation. In addition, 
only Coulomb interactions are considered. Now we are left with the 
problem of dealing with the simultaneous motion of several electrons 
in the Coulomb field of, in the case of diatomics, two nuclei, a problem 
complicated because of the Coulomb interaction between electrons. This 
problem could be attacked directly, without any further approximations, 
in small, two-electron systems. However, we would not gain much 
insight into the more general structure of heteropolar bonds, insight 
which could be transferred to larger systems. The more useful approach 
is to break down the many-electron wave functions into one-electron 
functions, the orbitals, or, better, the spin-orbitals. The many-electron 
function is then constructed as an antisymmetrized product of these 
spin-orbitals in order to satisfy the Pauli principle. This procedure is 
known as the independent-particle approximation, and is more or less 
the starting point of the two approaches which have become useful in 
the interpretation of the electronic structure of molecules. The older of 
these two procedures is the valence bond method, which has been 
surpassed more and more by the molecular orbital method, mainly 
because the molecular orbital method becomes less complex if detailed 
computations are to be performed. 
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B. VALENCE BOND THEORY 

Valence bond (VB) theory takes a chemistry-like approach. In 
chemistry, a molecule is formed by combining atoms; in VB theory, the 
molecular wave function is formed by combining atomic wave functions. 
Thus the wave function of a diatomic molecule A—B is approximated 
by the product of the two atomic wave functions 0A and 0B: 

V'AB = (VB). (3.1) 

We have written a curly bracket around the product as a reminder that 
this function has to be normalized and antisymmetrized. The atomic 
functions 0A and $B, which describe particular stationary states of the 
atoms A and B, respectively, will be normal and antisymmetric in 
themselves; however, antisymmetry between the two functions has still 
to be achieved. This antisymmetrization can become rather involved, 
and we will avoid it for the moment by writing curely brackets. 

It turns out that the simple product, Eq. (3.1), is a good approxi- 
mation to the molecular wave function only if the atoms do not interact 
strongly. It will adequately describe the dissociation of the molecule 
A—B into the atoms A and B, each in a particular stationary state, for 
large internuclear distances only. At the molecular equilibrium inter- 
nuclear distance, where the interactions are strong, it becomes necessary 
to add to the so-called covalent structure [AB], the ionic structures 
[A + B-]and[A-B+];hence 

^AB = ^(<M>B} + B{<PA+<PB-} + C{*A-<V}, (3.2) 

with #A + , ^A» ^B 
+

 . 
an<l ^B~ being the wave functions of particular 

stationary states of the positive and negative ions of atoms A and B, 
respectively. The coefficients A, B, and C may now be determined by 
the variational principle so as to yield an energy minimum. This leads 
to the familiar set of secular equations with energy matrix elements of 
the form 

<(<M>B}|^|(^B}>.    <(<M>B}K|(0A
+

<V}X       etc., 

with Jf being the total electrostatic Hamiltonian. The evaluation of 
these matrix elements is by no means trivial in the case of many-electron 
systems, even if the atomic state functions are known. 

Initially, we will avoid this problem by just considering a two-electron 
heteropolar bond as if it were a two-electron heteropolar diatomic like 
HeH + , ignoring all the other electrons in the molecule. In this case, 
<2>A and 0B are simply single atomic spin orbitals (pA and 9>B, respectively. 
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In this case, the antisymmetrized and normalized function for the 
covalent structure may be written for a singlet as 

',W = 2(l+W"{ + 98(1)     <pA(l) 
<
PB(2)   ^A(2) 

}.     (3-3) «PAO)   9B(1) 

^(2)   9B(2) 

where y and ^ are to represent the one particle orbital y with a and j8 
spin function respectively. This gives rise to the spatial two-electron 
probability function 

P(1'2) = 2T25"2 bWWW + <PB
2
(1 W(2) + 2^(1)^(1)^(2)^(2)] 

(3.4) 
and a charge density of 

,,(1) = 2 J* P(l. 2) rf(l) = 2 j; P(l, 2) rf(2) 

= TTT* [<PA2(1)
 
+ ^^ + 25<

PA(1)9B(1)]- (3-5) 

Here, 5 is the overlap integral 

S = J0%A(1)9>B(1H1)- (3.6) 

We note in passing that the covalent charge density, Eq. (3.5), is by no 
means distributed symmetrically between the two nuclei, because the 
overlap charge density <PA(1)<PBO) 

IS closer to the nucleus with the larger 
effective charge (cee Fig. 1). This shows that the covalent structure in a 
heteropolar bond will give rise to a dipole moment, the covalent dipole. 

FIG. 1. Illustration of the asymmetry of an overlap charge distribution. 

The dominant contribution to the dipole moment of a heteropolar 
bond is introduced by the ionic structures, which, in the case discussed, 
are 

{*^.-) = ± <PB(1) Ml) 
<
PB(2)   <PB(2) 

and   {<*>A-<*>B
+

} = 7^= 
«PA(I)   ?A(1) 

9'A(2)   «PA(2) 

(3.7) 
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Actually, these functions are rather poor approximations to the ionic 
structures. Even if we were satisfied with an independent-particle model 
for the description of the ionic structures, we would have to choose the 
Hartree-Fock orbitals for the positive and negative ions, which are quite 
different from the orbitals of the neutral atoms. This detail is disregarded 
in general, because it would only add to the complexity of VB calcu- 
lations and not necessarily improve the results. The orbitals of the neutral 
atoms are already sufficient to permit the construction of an over- 
complete set of structures. 

The total wave function for a singlet two-electron bond is now, 
following Eqs. (3.2), (3.3), and (3.7), 

^AB = 2(1 rffip (det 1^(1)^(2)1 + det Wl)^)!} 

+ ^ det Wl)fc,(2)J + — det 1^(1)^(2)1.       (3.8) 

This wave function gives rise to the spatial two-electron probability 
function 

P(1' 2) = 2TJS~* [9'A
2
(1VB

2
(2) + 9'B

2
(1)9'A

2
(2)] + BWVWW 

+ CWVWW + (j-^2 + 2/?C)9JA(1)9>B(1)9,A(2)93B(2) 

ABVI 
+ (1 + grgp [<PA(1>PB(IW(2) + 9'B

2
(1)9'A(2)9>B(2)] 

ACVl 
+ (1 + s^m [9A(1)<PB(1)<PA

2
(2) + 9'A

2
(1)9'A(2)9'B(2)]       (3.9) 

and to the charge density 

ns     J    A2 ™        SACV2 \    2/1, 

+ 2(rr2^ + 5 + (i + s^Y^X) 

+
 2[(1 f ^ (Ä + C) + ^(j-^ + 2i5c]]9,A(l)<PB(l). 

(3.10) 
The linear coefficients A, B, and C in the wave function, Eq. (3.8), 

are still to be determined. This may be done by the variational method, 
i.e., by minimizing the energy 

^AB = ^ABW^AB), (3.11) 
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with 
^ = Ä(l) + Ä(2) + (l/r12), (3.12) 

where 

Ä(l) =   _Z!ü) _ ^ff _ ^eff (3 jjj 
2 rA1 rB1 

In addition, the restrictive normalization condition 

(^ABI^B) = 1 (3.14) 
has to be maintained. 

This process is relatively straightforward, but tedious; it requires the 
evaluation of a number of integrals over the orbitals (pA and q^, which 
have to be specified, and the solution of the corresponding secular 
equation for its lowest root. It is found that if 

<{#A + 0B-}|.r|{0A + <V}>   >   <{^A-^B + }|^|{^A-^B + }>.      (3.15) 

that is, if the electronegativity of atom A is larger than the electro- 
negativity of atom B, then 

C > B. (3.16) 

Thus the structure {^A~^B
+

} 
wiN contribute more to the resonance 

hybrid than will the structure {^A
+
^B~}- In this case, it may be seen 

from Eq. (3.10) that the charge density on atom A is larger than on 
atom B, and, from Eq. (3.9), that the probability of finding both 
electrons on atom A is higher than that of finding them both on atom B. 

The introduction of many-electron functions for the description of 
covalent and ionic structures in larger molecules by and large leaves the 
conclusions reached unchanged. However, the construction of normalized 
and antisymmetrized structures is complicated, because several states of 
the neutral and ionized atoms are frequently required to describe a 
structure. In addition, the evaluation of the energy matrix elements, 
involving integrals over antisymmetric many-electron functions built 
from nonorthogonal orbitals, is rather more laborious. For details see 
Lowdin (1955) or Slater (1963). A possible way to avoid this complexity 
would be to initially orthogonalize the orbitals of atom A to the orbitals 
of atom B. This, however, leads to wave functions which represent the 
bonding rather poorly (McWeeny, 1954). In molecular orbital (MO) 
theory, all the foregoing problems are avoided because the MO's may be 
chosen mutually orthonormal. The MO formalism has therefore been 
favored recently whenever detailed computations are to be performed. 
VB calculations have been restricted to semiempirical methods, most 
notably the approach of "atoms in molecules" by Moffitt (1951) and its 
extension to "molecules in molecules" by Ellison (1963). Some small 
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systems have been treated a priori in a VB formalism, mainly by Matsen 
[see Matsen and Scott (1966)]. 

C. MOLECULAR ORBITAL THEORY 

1. Simple Two-Electron Model 

We again restrict ourselves initially to the treatment of the heteropolar 
bond as a separate two-electron problem. The electronic Hamiltonian 
will be the same as given by Eqs. (3.12) and (3.13). The bonding mole- 
cular orbital is approximated in the LCAO (linear combination of atomic 
orbitals) form of the theory by 

t = a<pA + b(pB, (3.17) 

where <pA and <pB are atomic orbitals on atoms A and B, respectively. 
The antisymmetrized product function of the singlet two-electron bond 
is given by 

^(1. 2) = (l/A/2)det |^(1)^(2)|. (3.18) 

The energy lor the two bonding electrons is obtained from Eqs. (3.12) 
and (3.18) as 

£ = 2j>(l)Ä(l)0(l)41) 

+ //^0)^(2)(1/'12W(1)#2) d(l) d(2). (3.19) 

Substituting Eq. (3.17) gives 

E = 2[«%.A|%A) + *
2
(.PB|%B) + 2ab(<pA\h\<pB)] 

+  Ö^A^AI V^IAI^A'PA)  + *4(VB9:,B|l/r12|9'B9:'B) 
+ 2a2b2{<pA<pB\llr12\<pA(pB) + 4a2b2((pA(pB\l/r12\<pB(pA) 
+ ^3b((pA(pB\l/r12\<pBipB) + 4ab3((pB(pB\\lr12\<pB<pA),      (120) 

where we have used the abbreviated notation 

(,H%) = JVoWMiMi). 
etc. With the consistent use of the Mulliken (1949) approximation for 
all integrals which contain an ovclap charge distribution, i.e., 

M^M ~ iS[(<pA\h\(pA) + (9>B|%fl)] 
= ±S{hA + hB) 

i<PA<PA\llri2\<pA<PB)  ~  iS'^A^Il/rjal^^A)  +  ((PA<PB\l/ri2\<PA<PB)] 
= iS{jAA + yAB) 
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and 
WBII/^IWPA) ~ iSa(JAA + JBB + 2JAB), (3.21) 

where S = («PAI^B) is again the overlap integral, we obtain 

E = 2[{a2 + abS)hh + (62 + abS)^ + abC] + (a2 + abS)2JAA 

+ {b2 + abS)2JBB + 2(a2 + abS){b2 + abS)JAB. (3.22) 

The term 
C = [2(^1*1^) - ShA - ShB] (3.23) 

has been introduced because the Mulliken approximation for the 
integral («PAI^B) 'S 

not expected to hold too well; this term is expected 
to be small, however. 

We may now identify (2a2 + 2abS) with the occupation number of 
the atomic orbital <pA and (2b2 + 2abS) with the occupation number of 
<pB. If q is defined as the negative charge shifted through the bond from 
B to A, then we obtain 

q.= a2 + 2abS - b2 - 2abS. (3.24) 

Since the normalization of the molecular orbital, Eq. (3.17), requires 
t!iat 

a2 + 2abS + b2 = I, (3.25) 
we obtain 

2(a2 + abS) = I + q       and       2{b2 + abS) = I - q.    (3.26) 

The energy of the two bond-forming electrons may now be written in 
terms of q, giving 

E x hA + hB + i{JAA + JBB + 27AB) + #A + ^AA - hB- $JBB) 

f IWAA + JBB - 2JAB) + [1/(1 + S)- i(l + S)q2]a   (3.27) 

The last term is obtained by using the approximation 

2ab x 1/(1 + S) - i(l + S)q2, (3.28) 

which holds for small q. 
Now the optimum charge distribution may be found by setting 

dE/dq = 0, following the variational principle. This leads to 

n = 2    -(^A + WAA) + (^B + yes) n ?Q. 
9 "    JAA + JBB - 2JAB - 2(1 + S)C' V'^ 

We may now specify the different terms in Eq. (3.29) in detail. We 
have 

ÄA  = M^WA)  =  (^AhiV2  -   VA\9A) + {<pA\UA\<pA) 

-^ + (^1^1^). (3.30) 
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where VA is the potential of the core of atom A; the first integral may 
therefore be approximated by the negative ionization potential IA of 
the orbital <pA. The second integral, (^AI^AI^A)» gives the potential 
energy of an electron in (pA due to the field of all other atoms in the 
molecule. This term will be approximately canceled in Eq. (3.29) by 
the corresponding term arising from hB, (<PB\UB\<PB)- The Coulomb 
repulsion integrals on one center may be approximated, following 
Pariser (1953), by the difference between ionization potential and 
electron affinity of the orbital: 

•/AA ~ /A " EA. (3.31) 

With these approximations and the electronegativity definition of 
Mulliken, Eq. (2.10), we obtain from Eq. (3.29) for the ionic character 
of the bond 

9 = 2 (/A - ^A) + (/B - ^B) -
B

2/AB " 2(1 + S)C      (3-32) 

This is rather close, save a factor of two, to Eq. (2.21) derived above 
from simple classical considerations, particularly since the term 
~2/AB - 2(1 + S)C is expected to be small, since JAB will be positive 
and C negative. 

The simple molecular orbital wave function, Eqs. (3.17) and (3.18), 
gives rise to the spatial two-electron probability function 

P(i, 2) = WWAXWV) + 9A^AV)] + *VB
2
(1VB

2
(2) 

+ «VA^IK
2
^) + 4«

2
äVA(I)9'B(1)9'A(2)9>B(2) 

+ 2an<PA(l)9>B(l)93B
2(2) + 9'B

2
(1)VA(2)9'B(2)] 

+ 2a^A(l)9JB(l)9,A2(2) + ^(1)^(2)9,3(2)]        (3.33) 

and to the charge distribution 

p{\) = 2[«VA
2
(1) + *W(1) + 2^(1)^(1)]. (3.34) 

These look rather similar to the equivalent quantities obtained from the 
valence bond function, Eqs. (3.9) and (3.10), respectively. However, in 
the molecular orbital wave function, there is only one independent 
variable parameter, the other being fixed by the normalization condition, 
while the valence bond function, Eq. (3.8), has two independent para- 
meters. This gives rise to a shortcoming of a simple MO-function, like 
Eqs. (3.17) and (3.18), in that it is inadequate to describe the dissociation 
into neutral atoms. If the internuclear distance R goes to infinity, both 
a and b stay finite, rnd therefore we still have ionic contributions 
left, as evidenced by the terms b*(pB

2{[)(pB
2{2) and a*<pj*{\)<pA

2{2) in Eq. 
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(3.33). This shortcoming of the simple MO-tunction is general whenever 
the molecular wave function is described by a single determinant con- 
structed from molecular orbitals with the same MO's used for a and ß 
spin. It is therefore expected that a single determinantal MO wave 
function of a stable molecule becomes a poor approximation as the inter- 
nuclear distance becomes large. This has been overlooked even in recent 
detailed MO calculations by Sahni and Sawhney (1967). 

This shortcoming of the simple molecular orbital wave function is 
easily overcome by permitting some configuration interaction. In the 
example of the two-electron bond, the total wave function would have 
to be written as 

VUh 2) = C ^ det mfWl + C'^ det 1^'W(2)|.     (3.35) 

with ip' the antibonding MO 
t//' = a'(pA - b'(pBy (3.36) 

which corresponds to 0, the bonding MO of Eq. (3.17), and is orthogonal 
to it. 

The two-electron probability function and charge density derived 
from an MO-function like Eq. (3.35) are equally as flexible as those 
obtained from the VB function. Dissociation leads correctly to two 
neutral atoms, and in an actual calculation, the MO and VB functions, 
Eqs. (3.35) and (3.8), respectively, give identical results if the same 
atomic orbitals <pA and (pB are used in both, showing that at this level of 
approximation, MO and VB theory merge. We will conclude this section 
by referring the reader for additional discussions of heteropolar bonds 
under different aspects to Peters (1963-1966), O-Ohata (1961), and 
Hamano (1964). 

2. Self-Consistent Field Approach 

The major advantage of the MO theory is that with it, all electrons 
of many-electron systems may be treated simultaneously without the 
additional complications which arise in a VB treatment. This is so 
because in MO theory, in the frame of the independent-particle approxi- 
mation, the molecular orbitals may be chosen mutually orthonormal 
without loss of generality (Roothaan, 1951). An a priori all-electron 
molecular orbital treatment of the electronic structure of a molecule, 
hetero- or homopolar, starts in general with the expansion of the mole- 
cular orbitals in terms of some basis functions 

& = 2 Vp'tp- (3.37) 
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The index /labels different MO's, and/» is used as a basis function index. 
The separation of the MO's into sets belonging to different irreducible 
representations of the point group of the molecule will be ignored here. 
Such a separation will, in general, significantly reduce the amount of 
computational work required but in this discussion it would only clutter 
the notation. The basis functions may be of various types: those most 
commonly used are: 

(a) Atomic orbitals, in general of Slater type, centered at the atoms of 
the molecule. This leads to the LCAO-MO (linear combination of 
atomic orbitals) approximation. 

(b) Slater-type functions centered on the atoms of the molecule. 
This leads to the more flexible description of MO's, and most calcu- 
lations on diatomics and linear molecules have been performed in this 
LCSTF-MO (linear combination of slater-type functions) approxi- 
mation. Results of computations with this type of orbital are the most 
accurate available for many molecules, and they will be close to the 
Hartree-Fock limit if the basis functions are chosen carefully and their 
exponents are optimized. 

(c) Gaussian-type basis functions, which need not be centered on the 
atoms of the molecule (floating Gaussians). These basis functions have 
the advantage that the molecular integrals required for a detailed calcu- 
lation are much easier to evaluate than with Slater-type basis functions. 
Gaussian-type basis functions have become dominant in the calculation 
of larger molecules with less than linear symmetry, where the integral 
evaluation with Slater-type functions is still rather cumbersome. The 
results obtained are, in general, inferior to those obtainable with STF- 
MO's unless exceedingly large basis sets are chosen. 

The molecular orbitals, Eq. (3.37), are in general chosen to be mutu- 
ally orthonormal and are multiplied by either spin function, a or /?. 
The many-electron wave function of the molecule is then constructed 
as an antisymmetrized product of the MO's, which, in the case of a 
closed-shell system, may be written as a single Slater determinant, giving 
the following for a molecule with IN electrons : 

[(2AW ^ = xpmmdet WW) • • ^(2Ar - ^Wl- (3-38) 

The expectation value of the electronic energy for a closed-shell 
system characterized by a single determinantal wave function such as 
Eq. (3.38) is 

E = <y\3e\W^ = 2«^ + i|>7/^, (3.39) 
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with the total electronic Hamiltonian 
2N   / 7 \ SAT    1 

1    \ s   'aif < > y rij 

Here «, is the occupation number of the ith orbital, and the integrals 
used are defined as 

^ = jV(l) (- mi) - 2 -)A(1) 41) (3.41) 

Pw = jjwm'il) ^ ^(1)^(2) 41) di2) 

- i jjWmW ~ ^m(2) rf(l) ^2). (3.42) 

In order to obtain the linear expansion coefficients [cip in Eq. (3.37)] 
of the molecular orbitals, Eq. (3.39) is expanded in terms of basis 
functions and the variationaf principle is applied with respect to varia- 
tions of the ctp. This leads to the Hartree-Fock-like equations for the 
molecular orbitals (Roothaan, 1951). We will not go into the details, 
and just give the final equations in matrix form 

FC, = eßCi, (3.43) 

where €t is the energy of the zth orbital, S is the overlap matrix defined 
by its elements 

SPq = JV(1K(1) d(l), (3.44) 
and the Fock matrix F is given by 

Fp« = tfM + 2 Ppo.rsDrs- (3.45) 
rs 

In Eq. (3.45) we have used the integrals 

#p« = jVp#(l)(-mi) - 2 ^(1) dil), (3.46) 

P^rs = [<Ppm^>Prmi2)~-9^M2)d(l)d(2) 
J r12 

- \ \<p*{\)v*{l) i- ^(1)^(2) d(\) d(2),       (3.47) 
J '12 

and the density matrix elements 

Drs = 2 "Win (3-48) 
i 

where the sum i extends over all occupied orbitals. 
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An extension of this formalism to open-shell systems does not cause 
any major complications [see Roothaan (I960)]. The solution of Eq, 
(3.43) (which has to be performed iteratively until self-consistency is 
obtained) with flexible enough basis functions will yield molecular 
wave functions and energies close to the Hartree-Fock limit. Compu- 
tations of this type have been done for a large number of molecules; 
references to these, and wave functions, may be found in the compre- 
hensive compilation by Krauss (1967), and in the work of Cade and Huo 
(1967) for first- and second-row hydrides; in addition, many wave 
functions of linear molecules are given by McLean and Yoshimine 
(1967). 

Hartree-Fock wave functions are good to first order [Brillouin 
(1933, 1934), or Meiler and Plesset (1934)]. This is known as Brillouin's 
theorem. The expectation values of single-electron operators obtained 
from Hartree-Fock functions will also be good to first order (Cohen and 
Dalgarno, 1961). Therefore, we expect that charge distributions, dipol^ 
moments, etc., will be represented rather well by the wave functions 
obtained in the Hartree-Fock approximation. Total energies obtained 
are about 1% too high; this error, mainly due to the electron correlation 
energy, is too large, however, if dissociation energies are required, 
because dissociation energies arise in these calculations as the difference 
of two large numbers, the total molecular energy mirius the energy of 
the dissociation products, each calculated in the Hartree-Fock approxi- 
mation. In this case, the intraatomic correlation energy will roughly 
cancel; however, the interatomic correlation energy, which cannot be 
obtained in this approximation, is of the order of the total dissociation 
energy, 1-2 eV. For a detailed discussion of the correlation energy 
problem see Löwdin (1959). 

It is expedient to point out again that the molecular orbital approxi- 
mation, in the Hartree-Fock formalism discussed, will lead to poor 
results for large internuclear distances because the dissociation products 
are described with an excess of "ionic contributions." This inadequacy 
of the MO wave function may be corrected for by introducing some 
configuration interaction, as shown above [Eq. (3.35)]. This can be done 
systematically following the recently developed multiconfiguration 
self-consistent-field formalism (Das and Wahl, 1966; Das, 1967). 
Such calculations are capable of giving good dissociation energies by 
accounting for the interatomic correlation without increasing the 
complexity of the wave function significantly. The Hartree-Fock 
functions of molecules are already complex enough, and a means of 
interpreting them is necessary to make the problem of bond formation 
more lucid. 
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IV. Interpretation of Molecular Wave Functions 

A. LOCALIZED ORBITALS 

Molecular orbitals as obtained from the Hartree-Fock approximation 
are, in general, delocalized over the entire molecule. This is an artifact 
introduced into the calculation for mathematical convenience by forcing 
the matrix of Lagrange multipliers, e^, to be diagonal in closed-shell 
cases. Little physical significance can be attributed to single orbitals 
thus obtained, since a unitary transformation among the orbitals will 
neither change the total wave function nor any of its expectation values. 
An exception is provided by the diagonal Lagrange multipliers, eü, of the 
delocalized MO's, which are physically significant because they are 
approximately equal to the negative of the different ionization potentials 
of the molecule (Koopmans, 1933). This is known as Koopmans' 
theorem, and holds due to a fortuitous cancellation of terms neglected 
in the approximation. 

The delocalized MO's, however, do not yield readily to a direct 
interpretation of the computational results in terms of common chemical 
nomenclature, such as bond orbitals, lone pairs, or atomic core orbitals. 
Now, as pointed out above, unitary transformations among the occupied 
MO's may be applied without changing the total wavefunction. A 
unitary transformation may be chosen so as to yield well-localized 
orbitals, which are amenable to a direct chemical interpretation. Several 
criteria which may be used to specify a particular unitary transformation 
to localized orbitals have been proposed, most notably by Hall (1950) 
and Edmiston and Ruedenberg (1963, 1965). Similar criteria may also 
be used from the start in order to derive self-consistent-field equations 
analogous to Eq. (3.45) which will lead to localized orbitals directly 
(Gilbert, 1964; Ruedenberg, 1965). None of these localization criteria 
are unique, however, and their application requires, in general, a signi- 
ficant amount of extra computational labor. In the author's opinion, it is 
hardly worthwhile to succumb to the extra labor required to obtain 
orbitals which fit better into our traditional chemical language. Orbitals 
are an artifact of the mathematical model used in the interpretation of 
the electronic structure of atoms and molecules; they are, in particular, 
an artifact of the independent-particle approximation. Orbitals have 
no really fundamental physical significance, only the total wave function 
is meaningful. This, however, is not to say that orbitals are useless. They 
are useful as convenient entities in detailed calculations and, in particular, 
as an easily visualized conceptual aid in the rough and qualitative dis- 
cussion of the electronic structure of atoms and molecules. However, 
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they do not appear to be useful in the interpretation of the results of 
detailed a priori computations. 

B. POPULATION ANALYSIS 

A procedure known as electronic population analysis has been pro- 
posed by Mulliken (1955) as an aid in the interpretation of results 
obtained from detailed molecular orbital calculations. This procedure 
has the advantage that it is readily applied to MO-type wave functions 
provided the MO's are constructed as linear combinations of atomic 
orbitals or functions. In this method the first-order charge density 
obtained from the many-electron MO-type wave function is analyzed 
in terms of net and gross atomic populations and overlap populations. 
The general first-order charge density of a wavefunction like Eqs. (3.37) 
and (3.38) is 

i        P.« 

with nt the occupation number of the ith MO and p and q indexing the 
basis functions, 9?, which are assumed here to be centered on the different 
atoms of the molecule. The net atomic population (NAP) on a particular 
atom, say A, is defined as 

NAPA = 2 «i 2  2 ^A. (4-2) 
i       pCäHA) qCmA) 

where we have used the symbolism p c ^(A) (p part of the set A) to 
indicate that the summation over p runs only over those basis functions 
which are centered on atom A. Spq is the one-center overlap integral, 
which becomes 8pq if the basis functions are atomic orbitals which are 
mutually orthonormal. 

The overlap population (OLP) between atoms A and B is defined as 

OLPAB = 2 2 »*  2     2   ^iA, (4-3) 
i     pcmA)qcätm 

where SPQ is now a two-center overlap integral. The overlap population 
may now be divided equally between atoms A and B and added to the 
corresponding net atomic populations. The gross atomic population on 
atom A, say, is thus obtained by adding one-half of the overlap popu- 
lations between A and any other atom of the molecule to its net 
population, 

GAPA = NAPA + i 2 0LP
AB = 2 «* 2   2 wA-     (4-4) 

B*A t        pCmA)   q 

37 



4. Heteropolar Bonds 

These atomic and overlap population may be split up further into 
contributions from different MO's or atomic orbitals or functions. In this 
case, however, the same ambiguities arise which are discussed in Section 
IV,A. Even the total populations defined in Eqs. (4.2)-(4.4) are not 
unique; they obviously depend on the particular choice of basis functions 
made in constructing the MO's. This choice can be quite arbitrary. 
Therefore, not too much emphasis should be placed on the "exact" 
numerical values of the populations. All we can hope to get from a 
population analysis is a rough idea of the charge distribution in the 
molecule and of the bonding characteristics. To illustrate this we will 
discuss the results of a population analysis of a few simple heteropolar 
molecules, LiH, HF, and CO, which are listed in Table III. We see 
that the differences between the corresponding values obtained for 
different basis sets, Slater AO's, best minimal AO's, and best minimal 
MO's, are only small. From the gross atomic populations we can 
estimate the ionic character of a bond. We find that in LiH, the lithium 

TABLE III 

GROSS ATOMIC POPULATIONS (GAP), OVERLAP POPULATIONS (OLP), AND 

IONIC CHARACTER, q, IN LIH, HF, AND CO" 

LiH GAP(Li) GAP(H) OLP 9 

Slater AO's 
Best min AO's 
Best min MO's 

2.690 
2.686 
2.646 

1.310 
1.314 
1.354 

0.741 
0.736 
0.726 

0.310 
0.314 
0.354 

HF GAP(F) GAP(H) OLP 9 

Slater AO's a 
it 

5.154 
4.000 

0.846 0.261 0.154 

Best min AO's a 
ir 

5.219 
4.000 

0.781 0.272 0.219 

Best min MO's a 5.229 
4.000 

0.771 0.381 0.229 

CO GAP(C)        GAP(O) OLP 

Best min AO's 

Best min MO's 

4.639 5.361 0.332^1 
0.742/ 1.250 2.750 

4.591 5.409 0.286^ 
0.766/ 1.234 2.766 

0.111 

0.175 

" Different entries correspond to a different basis function choice 
in the SCF-MO calculation. 
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atom has a fractional positive charge of +0.3, while hydrogen carries 
a fractional negative charge of -0.3. Similarly, we find the ionic 
character in HF to be about 0.2, with F more negative and H more 
positive, as expected. In CO, the total ionic character is found to be 
roughly 0.15, with 0 more negative than C; however, in CO we may 
discuss the contributions from a- and 77-type MO's separately. This 
division of the charge distribution into parts arising from orbitals which 
belong to different irreducible representations of the point group of the 
molecule can be done unambiguously. If we make this separation, we 
may consider the bond formation from two distinct starting points: 

(1) Initially, carbon, {Xs^&lpalpn), has 5 (r-type and 1 7r-type 
electrons and oxygen, {ls22s22pa2piT3), has 5 cr-type and 3 w-type 
electrons. Upon bond formation, a charge of about 0.4 will be transferred 
in the CT-MO from carbon to oxygen, while a charge of 0.25 is transferred 
in the TT-MO from oxygen to carbon. 

(2) Initially, carbon, (ls22s22p7T2), has 4 a-type and 2 7r-type electrons 
and oxygen, (ls22s22pa22p7T2), has 6 a-type and 2 7r-type electrons. 
Upon bond formation, a charge of about 0.6 will be transferred in the 
a-MO from oxygen to carbon, while a charge of 0.75 is transferred in the 
n-MO from carbon to oxygen. 

This is one freedom one has to be aware of when making such an 
analysis. Both points of view are correct, and naturally the total charge 
distribution arrived at is the same. 

Attempts have been made to correlate the overlap populations with 
bond dissociation energies (Mulliken, 1955). Such a correlation is not 
too good, however, and can be used at most as a qualitative guide. 

C. CHARGE DISTRIBUTION ANALYSIS 

The most promising and least ambiguous interpretation of molecular 
wave functions obtained from detailed a priori computations is based on 
an analysis of the first-order charge density, which, for a general iV- 
electron function ^(l, 2,..., N), is given as 

,,(1) = J>*(1, 2,..., N)ni 2,...,N)d{2,..., N).       (4.5) 

In the case of closed-shell systems, with MO's expressed as linear 
combinations of atomic or other basis functions as in Eq. (3,37), this 
reduces to the expression given in Eq. (4.1). From these charge densities, 
contour maps can be derived which give insight into the size and shape 
of molecules (Fig. 2 gives examples for LiH, HF, and CO). 
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002 , 
.002 

LiH HF 

CO 

FIG. 2. Total charge-density maps from SCF wave functions of LiH, HP, and CO. 
The normalization of the CO charge density is different from those of LiH and HF. 

In order to obtain more information about the detailed charge migra- 
tions upon bond formation, a charge-density difference-function is 
defined (Roux et al., 1956) 

Ap{\) = pM{l) - pA(l) (4.6) 

as the difference between the molecular charge density, PMO). 
and the 

hypothetical atomic charge density, /^(l). This atomic charge density is 
obtained by placing the atoms in the same geometry as they are in the 
molecule and calculating ^(1) from the unperturbed atomic wave 
functions. 

An interpretation of chemical bonding in terms of charge densities 
and charge-density difference-functions has the advantage that it is 
based on quantities which are physically real and invariant. Total charge 
densities are largely independent of the orbitals or basis functions used; 
they will depend only on the overall quality of the total wave function. 
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Many authors have recently presented charge density and charge- 
density-difference contours constructed mainly from SCF-type molec- 
ular wave functions of various molecules, Bader (1963, 1964), Bader and 
Jones (1961, 1963a,b), Bader and Henneker (1965, 1966), Ransil and 
Sinai (1967), Smith and Richardson (1965, 1967), to name a few. Figures 
2, 3, and 4 show some examples for LiH, HF, and CO. We will restrict 
ourselves here to a merely descriptive interpretation of these contours. 

HF 

0001 

CO 

FIG. 3. w-Electron charge-density maps of HF and CO. 

The total charge densities of LiH and HF clearly show the characteristics 
of a heteropolar bond, with a strong polarization of the charge cloud 
toward H and F in LiH and HF, respectively. This becomes clearer 
from the chargc-density-difference maps. Fig. 4, where a strong pile-up 
of charge behind the more electronegative atom is observed. This pile-up 
occurs at the expense of the regions behind the less electronegative atom, 
and it is generally observed in heteropolar bonds. It is striking to note 
in the total charge-density map of HF how the proton is engulfed by the 
charge; it merely produces small dents in the contour lines, resulting 
in a molecule which is almost spherically symmetric. A simple inspection 
of the total charge-density map of HF makes it abundantly clear that a 
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division of the negative charge i^.to one part belonging to the F atom and 
another belonging to the H atom requires more artistic imagination 
than scientific rigor. The total charge-density map of CO appears 
different from those of the strongly polar HF and LiH; it almost re- 
sembles the contours obtained for homonuclear diatomics. However, 
the TT density alone (Fig. 3) is strongly polarized and it is dominant in 
the vicinity of the O atom. 

Unfortunately, up to now no clear and unique concepts have evolved 
which permit the abstraction of useful chemical information from charge- 
density contour maps. Attempts to arrive at such concepts are actively 
being pursued; Bader and Henneker (1966) advocate an analysis in 
terms of forces on the nuclei; Ransil and Sinai (1967) emphasize, in 
addition, electron populations in different regions of space. It is impos- 
sible to go into all these details here, and it would be presumptuous at 
this time to predict to what results and concepts the molecular charge- 
density analysis will lead. It is hoped that the concepts developed will 
become as useful, but less ambiguous, than the familiar concepts in 
chemistry of orbitals, ionic character, charge transfer, electronegativity, 
and the like. 
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ABSTRACT 

The detailed changes in the electronic charge distributions upon electronic 

excitation, lonization, and electron attachment are studied" for selected diatomic 

molecules. The processes considered involve the following systems and atates 

QafrV.a1^ »h1!*), Qa^lTJ, Oz'i^ )i  BeH and MgH (A., and A^IL); OH and 3H 
g    g    fc> o g o * 

(X3^^2!), 0H+ and SH+ (X3E"), and OH" and SH" (X1!"1-). It is shown that metas- 

tahle excitation in the oxygen molecule produces only a very small change in the 

electronic charge distribution of the system. This suggests an important röle 

for the spin density in determining the differential behavior of these systems. 

The A®!! «- X2!"*" and A2j:+ ♦- X211J. excitations for the (BeHj MgH) and (OH; SH) 

pairs are examined and compared to the "active" electron approximation. 
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The changes In binding of the system associated with these various excitations, 

lonlzatlon, or electron attachments Is examined In terms of the partial forces 

exerted by the various molecular orbitale. In particular, the sharp conversion 

to a pronounced "Ionic" molecule Is evident in the BeH and MgH excitations. The 

A^T states of BeH and MgH are as Ionic as the L1H and NaH systems in their ground 

states. It is demonstrated that the binding ability or properties of a given 

orbital shows a simple graduated trend in a sequence (AB+; AB; AB") which is not 

strongly dependent on the particular state symmetry of the system. The binding 

role assigned to a particular molecular orbital in a molecule is shown to depend 

on the particular state, and charge situation. The implications of these results 

towards providing a role for the excited states and molecular ions in the theory 

of chemical bonding is briefly discussed. 
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I.  Introduction 

The excited states of molecules and positive or negative molecular ions 

have not played any major role in shaping our ideas about chemical bonding. 

The basic notions of chemical bonding wsre developed primarily for the ground 

states of neutral molecules. The well-known molecular orbital theory does 

employ excited states of molecules together with changes in energy values and 

geometrical parameters to characterize the salient features of molecular 

orbitals and hence chemical bonding. This approach is applicable to excited 

states, although it has primarily been used to elucidate the bonding in ground 

1 2 
states of molecules [see R. S. Mulliken and A. C. Hurley for recent discussions 

and references]. 

The chemical bonding in excited states or ions (±) of molecules has until 

recently been of little consequence since it is the ground states of neutral 

molecules which are usually involved, or in evidence, in most chemical phenomena 

or measurements.  In recent years, however, the differential reactivity of 

excited states versus ground states has become an added factor in consideration 

of photochemical pocesses, flames, gas discharges, upper atmosphere phenomena, 

etc. As examples pertinent here, one might consider the properties and reactivity 

of metastable OoCa1^ or b1! ) relative to the ground state OoU3! ) and the 
^   g     g ' 9 

role and importance of the 0H(A2I ) excited state in flames. Wayne has pre- 

pared a lengthy survey of the chemistry of (^(a^A and b2Z ). The very recent 

conference on "Singlet Molecular Oxygen and Its Role in Environmental Sciences" 

und the rapid developments In "Chemical Lasers" further emphasize the increasing 

importance of excited states of molecules. 

In addition to the fundamental property of a molecule, the molecular 

geometry, the electric dipole moment is now known for an excited electronic 

state in a few cases.  In fact, electric dipole moments are known experimentally 

48 



for some molecules in excited states, but not in the ground electronic state. 

Bogaard and Orr have proposed a method for measuring electric quadrupole 

moments of excited states of molecules and the method of Buckingham or the 

7 8 
molecular beam method   can perhaps be applied to metastable systems, e.g., 

(^(a^A and blZ    }. Very few examples can be quoted from experimental sources, 

but one can expect rather large changes in electric multipole moments with 

excitation, e.g., the dlpole moment In CO changes such that C0iXlZ  , p » 0.1I2D, 

cV) ■> COCa3!!,, u - 1.38D, cV)9 and CN(X2J:+, p » l.'iSD) -   CN(B2E+, 

U  " -I.150).   Only recently a procedure has been proposed for obtaining the 

electric quadrupole moment of a positive Ion from a Rydberg sequence and tested 

for NO by Lefebvre-Brion and Jungen.   Finally, we may mention that very 

recently the possibility has been demonstrated that hyperfine structure can be 

observed In very high resolution electronic spectra of simpler molecules, so 

that in principle the same repertory of expectation values and properties now 

routinely obtainable from high resolution microwave spectra of ground electronic 

states  are a possibility, tnnes et al  have demonstrated this for \2iB3Tl   ) 

by obtaining the electric field gradient at the I nucleus in this excited state. 

Research Is In progress to attempt to carry out electron diffraction from free 

14 
radicals and positive ions.   Similar nalscent efforts have not been attempted 

for long-lived metastable states although they may not prove an impossible task. 

Coulson  has given a very useful survey on the theoretical aspects of 

electronic excitation In molecules and is recommenced for an addftional general 

perspective of the bonding in electronically excited molecules. 

On a lower plateau of "excitation", not Involving electronic excitation, 

various physical properties such as dipole moments, electric field gradients, 

etc., are now being measured for specific (and usually lower) vlbrational states 
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of simpler molecules. The rapid growth of techniques and the growing emphasis 

on the study of "definite state" physical or chemical processes Imply Increasing 

attention to the understanding of the variation of the electronic charge distri- 

bution with specific quantum state. 

However, In addition to the above ''diagonal" physical properties, Information 

relevant to the changes In chemical binding, changes in the charge distribution, 

or changes In certain physical properties is directly or Indirectly available 

through transition processes. The most obvious and useful physical properties 

of excited states determined in such processes are energy quantities, bond lengths, 

and molecular geometry.  In this aspect the usual molecular orbital theory has 

been the means to explain the observed changes since MO theory is intrinsically 

adapted for treating excited and ground states within a common framework. How- 

ever, we advocate tKe Inclusion also of non-diagonal properties, I.e., transition 

moments, Into an understanding of chemical binding In excited states. The use of 

such Information has played little or no role In the theory of chemlce! binding 

previously. This last aspect Is not considered In detail here except In certain 

gross features and will be considered more fully elsewhere. 

Posltt/e and negative molecular ions are Important species In certain 

experimental situations and It Is of interest to understand how ion'zation or 

electron attachment may modify the molecular charge distribution or physical 

properties.  Information relating to the properties of molecular Ions Is very 

limited, being derived mostly from molecular spectroscopy or Ions in crystal 

lattices, and therefore makes theoretical considerations more valuable. However, 

one expects that the usual canons relating to chemical binding developed from 

neutral ground state molecules to be generally applicable but subjact to some 

modifications. The extent and precise nature of these modifications are largely 
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unknown. 

It Is convenient to make the following rough classification of excited 

states of a diatomic molecule: 

t) Vlbratlonal-rotatloncl excited states within a common electronic 

state, e.g., ^(X1! , v ■ ],2,3,...,J  - 0). 

It) Metastable electronic excited states; I.e., the same orbital 

configuration is Involved, but different electronic states, e.g., 

02(KK2a z2a 2l7r ^a 2l7r ^a1^ ,llZ  +), Crt(K2o23ol7r2,a,tE",A2A,B2i:',C2Z+), etc. 
g u u g g   9  s 

IM) Electronic excitation - One electron In an open-shell Jumps to another 

open shell; for example, BeH(K2a23a,X2i:  ■* K2a2lTr,A2II ). This class of 

excitations Is particularly Interesting In case there Is little Inter-shell 

correlation between the electron In the open-shell and the underlying closed 

shells in both the ground and excited states. In such a situation the Hartree- 

Fock and "active" electron approximation may be exceptionally reliable as regards 

quantities associated with the transition. 

Iv) Electronic excitation - One or two electrons are redistributed among 

the same orbitals, e.g., 0H(K2o23a2lir3,X2nJ -»■ K2a23alir't,A2Z+). This Involves 

somewhat more complications than III) in most cases as far as the expected 

quality of Hartree-Fock or the "active" electron approx!matIon Is concerned. 

At Issue Is the extent to which the symmetry of the paired electrons versus the 

unpaired electron affects various properties. 

v) Electronic excitation - An electron in a closed-shell orbital jumps to 

an orbital not occupied In the ground configuration, for example almost any of 

the very Important transitions of CO or N2. These changes expose the worst in 

the Hartree-Fock approximation as such differential correlation effects are 

ordinarily large. 
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v}) Electronic excitation or iontzatlon - An electron Jumps either to a 

high Rydberg orbital or into a continuum orbital. The electron moves in the 

field of a slightly perturbed AB parent system. Such a transition from a 

ground state to an [AB ;e ] system may or may not be reasonably described by 

an Independent particle model. 

This rough classification has several faults.  It assumes separability 

of electronic and nuclear motion, it emphasizes an orbital perspective with 

occupancy of orbitals in a key role, and cases could arise which are not 

covered or are ambiguous. These classes are much less useful when it is clear 

that one or both of the states involved In the excitation cannot be associated 

with a single molecular orbital configuration. The difficulties of this 

classification thus parallels the similar situation in dicusssing electronic 

transitions In molecular spectroscopy.  !n consideration of excitation processes 

we will ignore whether or not the transition Is allowed      In the usual 

spectroscopic sense. 

The states and systems involved in the excitation, iontzatlon or electron 

attachment processes considered in this final paper of a sequence  are listed 

In Table I.  in the molecular density difference maps the R values used corres- 

pond to the R (exp.) of the ground state or neutral species. The excitation 

versus emission processes give slightly different Ap maps, but the major 

features considered are substantially unchanged. Throughout then, vertical 

excitation, ionization, or electron attachment processes are Involved In the 

Ap(x,y) maps constructed from two total molecular density maps, p(x,y). The 

partial force components in Tables li-V Involve adiabatic changes for excitations 

If both R are known and vertical changes otherwise.  In several cases both 

results are given. Following the actual vibrational distribution or the relax- 
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ation to the upper state R value Is best considered by other means. The 

electronic wavefunctlons employed here are all alledged to be to Hartree-Fock 

accuracy and always involve large basis sets of Slater-type-functions and 

extensive optimization of orbital exponents for the excited state or ions 

Involved as well as for the ground states of the systems. Only the wave- 

functions for BeH(X2r+), MgH^2Z+), OHCX2!^), SH(X2n|), 0H'(X
1Z+), and SHCX1!"1") 

have been published. ' The remainder are either contained in forthcoming works 

or available upon request. 

II. The Molecular Charge Density; Total, Partial and Difference Densities 

and Binding Analysis via Partial Forces 

A. General Aspects 

The rearrangement of the electronic charge distribution accompanying 

electronic excitation or the gain or loss of an electron is expected to take 

place very rapidly compared to the motion of the nuclei in coming to their new 

equilibrium separation (or configuration).  In principle one expects to see 

first of all a rapid change of the electronic density upon excitation or 

tonlzatlon followed by a adiabatic relaxation as the nuclei assume the new R 

value. On the basis of the Franck-Condon principle the vertical rearrangement 

of charge density therefore assumes a central role.  If one Is employing an 

orbital perspective (Hartree-Fock or otherwise beyond the Hartree-Fock model), 

the various orbltals In common between the two states involved also change; 

some change slightly and some change considerably. This brief synopsis of what 

happens neglects at least two factors. The first is probably not very important 

and concerns the perturbation of the final state by the outgoing electron(s) In 

the case of an excitation to a continuum orbital; any slight effects due to the 

electromagnetic field other than the transition process are also neglected. The 
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18 second factor Involves the explicit Inclusion of the vlbratlonal state. 

The chief elements In this study are the actual molecular charge distri- 

butions themselves, certain key differences between two charge distributions, 

and the forces exerted on the nuclei by electrons In the various molecular 

orbttals. The gross changes In a molecular charge distribution caused by a 

change In electronic state are characterized by the dimensions and nonbonded 

radii and charges of the distributions given In Table I. That the changes 

In these pararr.etcs on electronic excitation can be substantial is seen by 

comparing their value for the X2E and A2n states of BeH or MgH, a comparison 

which In addition indicates that the excitation is spatially localized In the 

region of the Be or Mg nucleus. Primary attention however is paid to the 

usual molecular bond density maps defined by 

ApSA(x,y) - PABU,y;Re) - [pA(x,y) + PBu,y)lRoR (0 
e 

where pA(x,y) and pB(x,y) are the separated atoms (but, not spherically averaged, 

however) the molecule dissociates Into. These atomic densities are to Hartree- 

Fock quality. The ApSA maps reveal the nature of the chemical binding for the 

excited versus the ground state of the molecule. The other key quantity used 

here directly gauges the change in the molecular charge distribution upon 

excitation, iontzatlon, or electron attachment and is defined, respectively, by: 

^A.A'0^ " plir>(x'y;R) -PAB)(x»y;R)' 

Ap^U.y) - pAB+(x,y;R) - pAB(x,y;R), (2) 

ApE.A.^X,y^ ' PAB"**,y;R* " PAB^»y'
R^ 

or 

The superscripts (A) and (A*) refer to the ground and excited state designations, 
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respectively. These quantities are defined so that the Ap maps exhibit the 

change in the final state relative to the initial state and always involve 

pFinal * initial* ^ven t^ou9^ ApT an<' APF A  'nte9rate to 9've one electron 

charge totally and Ap.  , integrates over all space to give zero, the actual 

magnitudes of changes in the three cases are generally comparable. 

i n 

14 
The partial force, ^JA^) . acting on nucleus A in the molecule when R is 

the Internuclear separation is defined by 

The partial force is actually not a force (since R2 occurs) but has the dimensions 

of a charge in au. Thus f.A(R) is numerically equivalent to a point charge at the 

B nucleus in the AB molecule which will exert the same electrostatic force on the 

A nucleus as the charge distribution in the ith molecular orbital. The actual 

force exerted on nucleus A by a single electron in the 4*. molecular orbital is 

f.A(R)/rt
2. N. is the orbital occupation number. The partial forces are a 

quantitative measure of how effective the electrons (all N.) in the $. molecular 

orbital are in opposing a share of the electrostatic repulsion of the nuclei. The 

binding, antibinding, or nonbinding labels characterize the effectiveness of a 

given orbital relative to the separated atoms situation which the molecular 

orbital correlates with. A more complete discussion is given in (l) and (11) 

for the Az  and AH systems, respectively.  In these studies we will consider in 

some detail the comparative changes of ^.A (R> versus f'.  (R1) or f.j: (R) and 

f:.  (R) where J refers to a new orbital occupied in the excited state. The 

binding of the excited state or ion Is treated in a comparative manner relative 

to the ground state neutral parent. Such an approach has the merit, as do the 

Ap. ., maps, that it is free from any concern about the separated atoms situation 
A jt A 
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and provides the means of directly comparing molecular systems. The question 

of chemical bonding Is In practice more a case of comparative situations In 

two molecules (or parts of two molecules) than between the same two molecules 

and their separated atoms individually. 

B. Metastable Excitation, lonization, and Electron Attachment of 

02(KK2a 
22o 23o 2lTr MTT 2,X3Z ") 

g  ug  u  g'  g 

In the metastable excitation of OoCX3! ) to the a1^ and b1!  state no 2        9 9 9 
new orbitals are involved, all  three states arising from the lir 2 open-shell 

configuration.    The Ap    Ai(x,y)  and Ap.   Al(x,o)  maps  (in Fig.   1)  and the data 
A y A A f A 

In Table I reveal an apparently very small change in the molecular charge density 

upon excitation (a1^ - X3J: ') or (b1! + - X3i: "). fit should be carefully noted 
9    9       9     9 

that the excitation maps for oxygen are given on a much finer scale, by atami a 

factor of ten, than are other maps In this and earlier papers.] The "active" 

electron Ap. Ai(x,y) maps very closely resemble these as well as little changes 

are observed in each orbital. The value of Ap. .,(x,y) Is less than 0.]%  of the 
A,A 

value of the total charge density itself in any region of space and contour maps 

of p(r) for the three states. Illustrating density contours with values down to 

0.002 au, are superlmposable. 

The Insensitivity of p (r) to changes in the values of A and/or S within a 
m 

given configuration is not unique for O2, but appears to be general, for diatomic 

molecules at least. Because of the HellmamFeynman theorem and the near 

constancy of p(r), It follows that states arising from the same configuration 

should possess nearly the same bond length, or In the case of polyatomic systems, 

nearly the same geometry. The experimental verification of the constancy 

of p(r) is illustrated by the nearly identical values for the equili- 

brium bond lengths, the values being 2.282, 2.297 and 2.318 B. respectively for 
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the 3r ", %&   and 1Z      states. 
9   9     9 

The potential constants of a system are determined by the changes In the 

forces exerted on the nuclei when they are displaced from their equilibrium 

19 20 positions. '  The changes In the forces are In turn determined by the 

changes In p(r). In particular If the X coordinates of the nuclei In a 

diatomic molecule are denoted as X. and X-, then 

ka - -32E/3XA3XB - 2ZAzB/Re3 + zJcap/aXg) (coseA/rA
2)dT. 

The last term states that the total electronic contribution to k^ may be equated 

to the change In the force on nucleus A resulting from the change In p(r) caused 

by a displacement of nucleus B from Its equilibrium position. If the near 

Identity In p(r) for states within the same configuration extends over a range 

of internuclear separations around R it should be reflected in similar values o 

of the harmonic frequency v for these states. The values of v for the 3Z . o o        g ' 
1A   and ll     states of O? are 1580, 1509, and 1433 cm"1 respectively. 
9     9 

The wavefunctlons employed are to Hartree-Fock accuracy, but thfs Is to 

restricted Hartree-Fock accuracy so that not only are the spatial parts of the 

spln-orbltals 41, +(x) « ♦, +(r)a(s) and ^ +(x) » *, +(r)ß(s) assumed Identlcal. iif      iir irr      iff ^ 
but In addition the spatial parts ♦, +(r) and 4.  ~(r)  not Involving the (^- 

iff       iir 

dependence (angular dependence around the Internuclear axis) are taken to be the 

21 22 same.   In the calculations of Cade and Mall I,  separate and relatively 

Independent wavefunctlons were obtained for the X32; ~, a*A , and bll      states, 
9 9 9 

with orbital exponents optimized for each case, and all questions of internal 

consistency considered afterwards. In short, these wavefunctlons and 

Ap. .i(x,y) maps are as flexible as the restricted Hartree-Fock approximation 

permits. 
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It Is difficult to convincingly attribute physical reasons to the. specific 

features In Ap. ., for oxygen. The excitation to the a*Ä state implies 
A,A      • 9 

orbital changes (lir alir ß •<- lir alir a), i.e.. a change from In  to lir . 
g+  g+      9+  9"      '     s       Ö-    9+ 

plus a spin change, whereas excitation to the b1!  state Involves only a 

change In the spin state, I.e., (lir' alir ß •«- In ^otlir a).  It would be g+   g-        g+   g- 

deslrable to have some qualitative notion regarding the relativ? or compara11ve 

failure of the RHF approximation for these three configurations In order to 

estimate the contributions of artifacts to the Ap. ., maps In Fig. I. If we 
A.A 

consider only the lir 2 part, which Is of key significance here, then symmetry 

equivalence (assuming lir  ■ lir ) only Is invoked In the 3E  ground state and 
g+   g~ g 

In the bli      state and spin equivalence only Is Invoked In the a'A state. 
9 -*— 9 

This may suggest that the Ap ., maps Involving 3E  and ll      involve approx- 
A i A 9       9 

Imately the same order of RHF errors for both states and hence artifacts are 

less pronounced than In the 3£  - a1A Ap ., maps. This train of argument 

is perilous and we do not feel can lead to any useful suggestions as to the 

extent to which errors, differential errors, arising from the use of the RHF 

approximation affect the Ap. ., maps In Fig. 1. Unrestricted Hartree-Fock 

calculations on atoms lead to only slightly different orbltals which are 

normally spin equivalent so great changes In Ap. ., are probably not to be 
A f A 

expected even In a more complete study. The only safe conclusion Fig. 1 

suggests Is that the changes In the usual molecular charge distribution Is not 

great - even with a more general Independent particle model - so that changes 

In physical properties and/or reactivity which do not depend primarily on spin 

cannot be great among these three lir 2 electronic states. This Implies that a 

Ap. ., map Involving spin densities (and better wavefunctions) must give 

Indications of any marked changes In physical properties associated with spin. 
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And conversely, properties showing pronounced varfabillty for these three 

systems are probably primarily explicable In terms of spin density differences. 

These suggestions are consistent with the close similarity of spin-independent 

22 
expectation values, the small differences lr R , etc., for these three states. 

It Is further likely that these three states have very similar interactions 

and transport properties and the three charge distributions are perhaps 

Indistinguishable to usual electron diffraction. Unfortunately no physical 

properties of the a1^ and blE  are experimentally known (other than D and 
9 9 ^ 

spectroscoplc properties). The spin density of the a1^ and b1!  are both 
9 9 

zero In our approximation because of the spin equivalence in the first case 

and because of vhe symmetry equivalence In the latter. Therefore any Ap. ., 

map presented using the RHF wavefunctlons will simply be the spin density of 

the X3£  state or Just the Irr 2 charge density again. 
9 9 

The Ap. and Ap- . density difference maps [for vertical ionlzation or 

electron attachment of 02(X3E )] show the loss and gain, respectively, of 

another lir electron. There Is not, however, a very noticeable contraction 

or expansion accompanying these processes as the total p(x,y) density maps (not 

shown) Indicate. The overall contraction upon Ionlzation is ^2-51 whereas an 

expansion of 5-10% accompanies vertical electron attachment. The addition (or 

loss) of a lir electron causes a considerable loss of charge along the molecular 
g   

axis and between the nuclei (or conversely cause a considerable accumulation of 

charge In the same region upon ionlzation). The later reaction-reorganizations 

of the slgma charge density Is a substantial effect. The 02~;02(X3£ ~);02 

sequence forms a graduated triple as electrons are successively detached. For 

each of the two steps [reverse the senses of the Ap. . map for comparison In 

this sequence] the sigma density substantially tightens about the molecular 
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axis and between the nuclei to offset the decreased shielding of the Inter- 

nuclear repulsion due to the loss of the Iir electrons. These aspects are 

quantitatively discussed next in terms of partial forces or effective charges 

acting to bind the nuclei. 

The analysis of the binding of the nuclei In terms of partial forces Is 

transparent for the metastaMe excitations of 02(X3£ ). The pertinent 

numbers are summarized In Table II for the vertical excitations. (In th!s 

case the R values are so similar that the partial forces for adlabatlc 
e 

excitation, which are shown In parentheses, are almost Identical to the 

vertical values.)  In a few words the results, as well as the Ap. ., maps, 
il y A 

Indicate that the binding in the a1^ and blZ      states Is almost exactly the 

same as In the ground state. Accordingly, Invoking the "active" electron 

approximation and even neglecting all orbital reorganization would be an excellent 

substitute. The partial forces are simply very nearly Independent of the 

electronic configuration, and the differences in Table II are probably too small 

to be given physical visage.  Is the binding In these three states actually so 

very similar? Probably not, and this reveals either a weakness of ths methods 

of force analysis  or a particularly sensitive situation which exposes the 

relative Inflexibility of the RHF. The latter seems a much more reasonable 

alternative and It Is likely that an analysis In terms of the partial forces, 

or equivalent charges, employing a more general independent particle approx- 

imation would show small, but significant changes in the binding of the nuclei. 

The changes in the binding forces as electrons are added or taken from 

02(X3I ) are indicated in Table II and Fig. 2. The O2  results have been 

Included as well, although the system may not be bound (the large attractive 

net force as O2 -*• O2  In the N2 configuration does suggest it is bound, 
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23 however. ) The smooth ".rends suggest that the relative chemical b!ndln<) In 

this sequence Is explained In terms of the relative degrees of binding of Ihe 

nuclei by the various molecular orbltals. The O2 ; O2; O2 situation was 

also previously discussed (in I) for different purposes. Although the curves 

In Fig. 2 connect points for vertical excitation, the adlabatlc forces also 

shown would not significantly change the key trends Indicated.  (For O2 these 

differences are expected to be, and are, greatest.) 

In this sequence the very slight binding of the nuclei by the la 2 and 
9 

]a 2 decreases a few percent as O2   ■*■ O2  ■*■ 02(X3E ) ■»■ O2 . The "core" 

binding Is almost unaffected by successive addition of lir electrons, but the 

change Is greater than that associated with the metastable excitation of 

02(X3Z: ). All of the partial forces In Fig. 2 are given for pair occupancy 

for Internal comparison and hence all effective charges, f. values, exceeding 

1.00 are binding as usual (t). Across the sequence O*2 -*- O2 -*- O2 -*- O2 the 

general picture emerges that all orbltals decrease their binding strength as 

electrons are added except for the 3a  2 density which counters this trend and 
9 

the 2o 2 density which doesn't change much. The 2a  2 Is strongly binding across 

the sequence and remains the mainstay of the binding force. The ITT charge 

density which was previously classed as only weakly binding for B2, C2, N2, O2, 

and F2 with a peak at O2 actually is significantly more binding In O2  and O2 

than for any other ITT orbital in a first-row A2 system (neutral or ion). I.e., 

the lir orbital In Oj2 Is the most stronyly binding ITT orbital known. The 2a 2 

density unresponsivety neglects any shielding and provides the most serious 

electronic opposition to binding the nuclei. The 3a 2 density, often assigned 

to "spectator" role In th« molecde, but held to be definitely antibinding in 

earlier work (I), displays an increased binding tendency, but still falls by a 
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large margin to shield one nuclear charge.    Paralleling this behavior the lir 
«i 

density/pair Is still sharply antlblndlng and Increasingly as Oj  -^ O2 -*- O2 -*- 

O2'. All Indices lead straightforwardly to the conclusion that the binding 

role of almost all orbltals (except 3c ) decrease as another In orbital Is 
9 9 

added. As Ineffectual as the additional Iir electrons are In screening nuclear 

charge, as long as the nuclear charges are unchanged, they afford a relaxation 

of the binding ability of the key binding orbltals (2a and Iir ). This regular 

change as In electrons are added Is very nearly additive except for the 

Incorrigible 2a density. 

C. The BeH(A2nr<- X
2^) and MgH(A2n 4-X2Z+) Excitations 

The most prominent transitions observed for the BeH and MgH molecules are 

the (A ■* X) band systems considered herein. In the Hartree-Fock approximation 

these transitions may be represented 

BeH[K(2o)2(3a)1,X2E+ - K'(2o')20it)! .A2^] 

and 

MgH[KL('»a)2(5o)1,X2E+ * K'L« (i»a,)2(2iT) ,A2nrl 

where the Inner, atomic-like, shells are designated by K*=*1a2 and 

KL' = ,lo22a23o2liT'* and the primes emphasize the common orbltals which have 

readjusted to the new electronic configuration and state.. In Fig. 3 the actual 

total changes in the charge distribution for the excitation in BeH Is shown 

(the data in Table I show that corresponding changes occur in the MgH system) 

and in particular the bond density maps are shown for BeH and MgH. The latter 

are as usual Indices of how the charge (in the excited state, 2n ) has 

rearranged Itself relative to the separated atoms - in short the chemical 

bonding In this excited state.  It is especially noteworthy that the Äp-.(x,y) 

and Ap A(x,o) maps for the 
2n states are very good examples of the "ionic" 
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type ApSA maps and are remarkably similar to the Ap.. maps for UHCX
1! ) and 

NaHCX1! ) respectively (see Figs. 3. 4, paper- II and Figs. 3, 4, paper IV). 

When BeH(A2II ) and MgH(A2n ) are contrasted to the ground X2E states a very 

substantial change in bonding attributes Is seen and also demonstrable in 

terms of physical properties. Actually the Ap.. maps for the 2H state of 

BeH and MgH are very similar to the Ap.. maps for BeH and MgH suggesting 

that the transition 3o  (or 5a) -»• In (or 2Tr) is as effective as complete loss 

of the 3a  (or 5a)  electron in pushing the BeH (or MgH) molecule emphatically 

In the direction of a strong ionic molecule characterized by a nearly perfect 

transfer of an electron from the vicinity of the Be nucleus to the vicinity 

of the proton. The details of this aspect of the Ap.. maps, the back-polarization 

of the "core", etc., are discussed fully below. 

The major new and revealing aspects concern the Ap. .|(x,y) maps for 
A »A 

several approximations. The two figures on the left-hand side of Fig. A 

represent the full single configuration Hartree-Fock results for the two states-- 

everythlng Is Included. It should be noted that Ap. Ai(x,y) maps do not depend 

Intrinsically on an orbital approximation or any special functional form of the 

electronic wavefunction, so in a real sense Fig. 4 should be a direct gauge of 

the success of the Independent particle model. The main feature of the 

Ap, .i(x,y) maps is, as might be expected in a E * II transition, a transfer of 
A,A 

electronic charge from along the molecular axis to perpendicular to the molecular 

axis with the focus of the origin of this change near the Be nucleus In BeH and 

less near the Mg nucleus in MgH.  It roughly corresponds to an electron in a 

2po (or 3po) atomic-like orbital Jumping to a 2pir (or 3pir) atomic-like orbital 

centered on the Be (or Hg) nucleus. Both atomic-like orbitals are distortions 

of any ancestral atomic orbitals, however. These particular figures support 
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the Idea that some features of certain molecules might be understood very 

approximately In terms of analogous features of one of the atoms from which 

the molecule was formed. In the case of BeH, It suggests that the electron 

in the 3o orbital, which is much like a 2pa on Be, is mainly a "spectator" 

or opponent of molecule formation and to some extent can Jump to other Orbitals 

of like behavior. The results are electronic transitions for the molecule 

being essentially remnants of the related atomic transitions, but now taking 

place in an unusual environment. The Ap. A,(x,y) map for MgH also reveals a 

significant change in the core charge density as contrasting polarization 

Influences are involved In the 5a -*■ 2ir  transition. 

The right-hand side of Fig. *» displays directly the effectiveness of an 

"active" electron approximation using the actual lit orbital calculated for the 

2I1 state in BeK on the one hand (upper) and the 2IT "virtual" orbital from the 

2£ for MgH on the other hand (lower). (These should be contrasted with the 

complete Ap. .i(x,y) maps on the left hand side.) Both approximations to 
A f A 

^P. .i(x»y) are qualitatively correct, as necessary simply by symmetry, but 
A,A 

generally both approximations underestimate the amount of charge removed from 

around the proton and the amount of charge accumulated in the doughnut-like 

region perpendicular to the page around the Be or Mg nucleus. Thus neglecting 

readjustment of the orbital charge density not involved and/or neglecting the 

change in the ir-orbital, the excitation would appear to involve less transfer 

of charge than is really the case in the 2n -*- 2£ excitation.  It would be 

very desirable to correlate these shortcomings of the "active" or "virtual" 

electron Ap. ., maps to the calculated transition probabilities, but no 

straightforward correlation is apparent employing diagonal reduced density 

21» 
matrices.   Another very significant, and expected, deficiency in the "active" 
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electron Ap. A,(x,y) maps occurs In the region near the A nucleus. This is 

of 
most strikingly seen for BeH and for MgH^'eglect^ the very important effect 

of a new "core" polarization upon excitation. 

The partial force or effective charges (Table III) permit a quantitative 

expression of the changes in the chemical binding situation in BeH and MgH in 

the 2I ->■ 2II transition. These partial forces are all at R (exp.), for the 

system in question. Hence adiabatic excitation or ionlzatlon Is studied. The 

effective charges for BeH and MgH molecule-ions are also Included for compar- 

ison and these closely resemble the LiH and NaH values published previously. 

As always, the K(la2) core (for the first-row) and the KL(la22a23a2lTT1*) core 

(for the second-row) appears to the proton as simply a sphere of negative 

charge cancelling either 2 nuclear charges (for the first-row) or 10 nuclear 

charges (for the second-row). This characteristic behavior is essentially 

unaffected by excitation or ionlzatlon of BeH and MgH. As Is characteristic 

of the second-row hydrides, however, the 3a2 density cancels 2.137, not 2.000 

nuclear charges, and the ITT
1
* density cancels 3.863, not 4.000 nuclear charges, 

so that the net total shielding very near 10.000 nuclear charges reflects some 

mutual internal balancing. 

The force exerted on the A nucleus by the "core" orbltals, i.e., orbitals 

tightly localized around the A nucleus, is changed quite substantially in the 

2l  -> 2n excitation.  In Tatle III it Is apparent that in the 2n state the 

effective charge on the A nucleus by the "core" orbitals is strongly repulsive 

In effect. That is, the "core" orbltals act to pull the A nucleus away from 

the proton.  In the BeH(2£ ) state the effective charge acting on the Be nucleus 

due to the K(la2) core is -0.127 and it changes to -0.520 upon excitation to the 

2n state and -0.629 upon Ionlzatlon (compare with a value of -0.489 for LiH). 
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A parallel situation obtains In MgH with the effective charge acting on the 
cote" 

Mg nucleus due to the KLOo^o^o2^1*)/changes from -0.217 to -0.A88 upon 

excitation and to -0.716 upon ionlzatlon (for NaH the value Is -0.724). The 

core polarizations provide a sensitive probe of the fields experienced In 

the region of a given nucleus and hence a measure of the direction and extent 

of transfer of valence charge density. The core density must exert a field 

at Its'own nucleus equal In magnitude but opposite In direction to the net 

field exerted by the valence density and the second nucleus and Its core 

density If the    force on the nucleus Is to equal zero. The f. values for 

the core orbitals on Be and Mg in the 2l    states Indicate that the net dipolar 

field experienced by the Be or Mg cores from the valence density and the proton 

Is quite small In magnitude; the field of the proton and Its accumulated charge 

density being largely balanced by the field exerted by the nonbonded charge 

density on the Be or Mg nuclei. In the 2n excited or ionized states of BeH and 

MgH, however, the core densities are strongly polarized away from the proton, a 

reflection of the net negative field exerted on the cores by the localization of 

the valence charge density on the bonded side of the heavy nuclei In these states. 

These changes demonstrate the sharp change from a "covalent" type situation to 

an "Ionic" type upon excitation or Ionlzatlon. Comparatively viewed, the 

BeH(2n ) state appears beyond even LIH In behavior, whereas the trend for 

MgH(2n ) Is much less than for NaH again a reflection of the difference of the 

BeH(3o) and MgH(5o) orbitals. 

The 2o2 (BeH) and ha2  (MgH) molecular orbitals are not changed a great deal 

In the excitation or even upon ionlzatlon. This is reflected In the partial 

forces exerted on the A nucleus and the proton In Table III. The effective 

charge (which Is zero for R -»■ ») giving rise to the strong binding of the A 
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decreases only slightly on excitation or lonlzatlon. The effective charge 

due to the 2o2 (or 4a2) orbital density acting on the proton as R -* » Is Just 

2.000, of course, as It shields two positive charges on the A nucleus. In 

these molecular systems the 2a2 (or 4o2) density Is slightly more antlblndlng 

with respect to the proton In the excited state relative to the ground state 

and In the BeH and MgH Ion the 2o2 and ^o2 density, respectively, are 

actually slightly binding with respect to the proton. Therefore the changes 

In the partial forces on the proton and the A nucleus due to the 2a2 (or 4a2) 

density In the (2£ ->>2H ) excitation are quite small and the binding or antl- 

blndlng characteristics are slightly affected by this excitation. In fact 

the change In the "core" cbltal (s), and especially as relates to the A 

nucleus, upon excitation Is about four times as large as that of the 2a2 (or 

4a2) charge density. 

The "active" electron perspective may, of course, be cast In terms of the 

changes In partial forces or effective charges. Clearly since the force on 

each nucleus must vanish at R for both the ground or the excited state, the 

"active" electron approximation would Imply that In the 2E •>2n transition 

f3a.A " fU,A or  f5a,A " f2ir,A ^ f3a,H " flTr,H or f3a,H " f2ir,H- Tab,e m 

Indicates that this Is roughly true for the partial forces on the proton. . 

Thus the force on the proton due to each Individual orbital needs only small 

modification in the excitation (3a •*■  In or 5a ■*  2ir), and for MgH these 

Individual changes are quite small. However, the changes In the effective 

charges acting on the A nucleus by the "active" orbitals is large and non- 

cancelling. I.e., for BeH, ^ A " "0.513 and ^i A ■ -0.055 and for  MgH, 

fr - ■ -0.699 and f- . « -O.OI9, results which demand thaf: there be balancing 
pa,/* Ait t/\ 

changes In the partial forces on A due to "non-active" orblv.als which we have 
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seen above Is accomplished principally through the "core" orbitals and not 

the 2o2 (in BeH) or ka2  (in MgH) orbitals. 

In the earlier studies of the AH systems the Itr (or 2ir) orbitals were 

generally viewed as an unimportant feature of the binding of the nuclei. 

Those views also hold for the lir (or Zir) orbital in the 2n state - i.e., 

the orbital is slightly polarized, but now surprisingly It Is not: polarized 

towards the proton as usual, but It Is polarized In the opposite sense. As 

a result the n-orbital In the excited state actually exerts a force on the 

A nucleus equivalent to enhancement of the internucltar repulsion. The effect 

Is very small, however, -0.055 In BeH and -0.019 In MgH and is a very rare 

feature of the AH hydrides. The ir-orbltal is.antlblnding with respect to the 

proton as well, falling to shield a single nuclear charge on Be- or Mg-nucleus. 

The major quantitative features In \v.he (X2E - A2n ) excitation for BeH 

and MgH can be briefly summarized. The effective charges acting on the proton 

are almost unchanged, orbital for orbital, with the In (or 2n) simply assuming 

the role of the 3a (or So)  orbital. As regards the A nucleus the zo ■»■ wir 

electron Jump eliminates the strongly antiblndlng zo orbital and the force 

balance Is achieved not by a substantial weakening of the strongly binding ya2 

orbital or a strongly antiblnding wir orbital, but by a sharply back-polarized 

K or KL •'core". A charge transfer effect results, but the transferred charge 

Is not localized on the proton, but between the nuclei. 

D. The OH and SH(A2I<- X2n.) Excitation and lonization and Electron 

Attachment of OH and SH 

The processes or net changes Involved here can be represented by 

0H[K(2o)2(3o)2(l1r)3x
2nj -* K'(2o') 2(3o')1 (1ir')",A2E+] 
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and 

SHlKL(i.a)2(5a)2(2rr)3.X2n} - K'L'( V)2(5a') 1(2n')-.A2E+] 

for the excitation process and by 

AH[C(yo)2(zo)2(wTr)3,X2nl] - AH
+[C ' (ya,)2(zr ,)2(wir')?,X3r'] + e" 

and 

AH[C(ya)2(za)^(w1r)
3,X2n|] + e" - AH^C (ya,)2(2a,)2(wTr')\xlz+] 

for the ionization and electron attachment processes. The latter are written 

In Mulliken's general form and C (or C) is the particular core involved and 

A'5»0 or S nuclei. 

The total electron density, ApSA(xfy), and ApSA(x,o) for the A2r excited 

state (at its R value) in Fig. 5 should be compared with the corresponding 

figures for the ground state (1,3.4 'n paper 11 for OH and 1,6,7 in paper IV 

for SH). The changes in the molecular dimensions and in the nonbonded radii 

and charges (Table l) between 2n. ground and 2E excited states of OH and SH 

reflect the expected consequences of a a •> IT transition; a decrease in length 

and an Increase In width of the distribution and a decrease in the nonbonded 

populations on oxygen and sulphur and on the proton in both molecules. 

The most significant changes are in the Ap.., or bond density maps of 

the excited state compared to the ground state.   Compared to the 2II. states 

of OH and SH, the distribution of charge accumulated in the internuclear 

region for the 2£ states is more diffuse and much less contracted along the 

internuclear axis.  In addition, more charge is removed from the region of 

the proton and the proton itself resides in a region of charge deficit. 

Finally, the pattern of charge reorganization in the region of the A nucleus 
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differs radically between the ground and excited states.  In the formation 

of the bond In the 2£ state charge density Is removed from the nonbonded 

region of A and accumulated In a belt-like region around the A nucleus, a 

reversal of that found for the 2II. ground states. The accumulation of charge 

density In the binding region In the form of a diffuse equltorlal distribution 

characterizes a binding situation with a dominant TT component. The surprising 

features are the Increased extent to which charge density Is removed from the 

proton and the loss of charge density from the nonbonded region of the A 

nucleus. A Ap.. map for a system bonded primarily by the sigma density is 

characterized by an axial charge increase in both the bonded and nonbonded 

regions of the A nucleus and an equltorlal region of charge removal. Thus 

the bond density maps clearly illustrate the change In the binding of the 

nuclei In the OH and SH systems from one which is primarily sigma in character 

In their ground states to one which Is principally of m character In their 

excited states. 

The net force binding the nuclei in both ground and excited states Is 

exerted by the charge density accumulated between and shared by both nuclei. 

Thus on the basis of the Ap.. maps the binding in both the 2n. and 2E states 

Is classified as covalent. However, the difference in the spatial distribution 

of this charge Increase between the two states, one axial and contracted, the 

other diffuse and equltorlal, clearly reveals a difference in the manner in 

which the charge density is shared in the two cases, a difference which is 

reflected in the lower dissociation energies.of the 2E states.  [The ratio of 

the dissociation energies Do(A
2r+)/0o(X

2nl) Is 2.35/A.39 for OH and ^1.00/3.53 

for SH.] 

The four Ap Ai(x,y) maps at the top of Fig. 6 suggest that the "active" 
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electron approximation Is  qualitatively reliable. The main features of the 

Jl •* Z    transition (which again Involve a za •*■ wir1 electron jump) are clearly 

evidenced by a sharp transfer of electronic charge from a region along the 

molecular axis to one perpendicular to It. Comparison of the 3a and lir 

Orbitals (or 5o  and 2ir orbitals) In Fig. 7 and 8 of paper 11 (or Fig. 3 and 

4, paper IV) does Indicate that the major features are as expected in a 

za ■* wir* transition and especially the close similarity of the deficit region 

with the 3a or 5a orbital of the ground state. 

The two upper ApA .|(x,y) maps on the right afford a more direct gauge 

of the validity of the "active" electron approximation. These are simply the 

differences between the wir orbital In the excited state (or wn1) and the za 

orbital of the ground state. The two &p Al(x,y) maps are very similar and 
A y A 

the "active" electron approximation of Ap. ., seems more quantitatively 

correct for the OH and SH systems than for the BeH and MgH systems. Thus the 

"active" electron Ap A, map does not appreciably misrepresent the region of 
A yA 

deficit near the proton as In BeH and MgH.  In fact, for OH and SH the "active" 

electron approximation slightly overestimates (not underestimates as In BeH and 

MgH) the amount of charge removed from around the proton in the 2II ■*■ 2Z 

excitation. Generally, for OH and SH the "active" electron Ap ., map gives a 
A f A 

slight overestimate of both deficit and accumulation regions when closely com- 

pared to the complete Ap. ., maps on the left. Again the significance of this 

contrast of the "active" electron versus the complete Ap. ., maps only distantly 
A f A 

suggests a connection with the corresponding transition (2II.-^2£ ) probabilities. 

Perhaps It suggests that the "active" electron transition probabilities are 

nearer the complete calculations for OH and SH than for BeH and MgH—a conclusion 

opposite to expectations based on other, qualitative considerations. 
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The gross changes In the charge distributions of OH and SH caused by the 

loss or gain of an electron are given In Table III. The valence charge 

density becomes Increasingly diffuse through both series OH -*■ OH and 

SH ■♦ SH with an accompanying Increase In the amount of charge density In 

the region of the proton. The removal of an electron from OH or SH causes an 

overall tightening of the charge distribution and a shift In the values of 

the nonbonded radii towards values characteristic of HF (r_ ■ 2.7, rH ■ 1.9) 

or HCll (r. ■ 3.3, r» - 2.0) respectively. Similarly, the addition of an 

electron to OH or SH results in an expansion of the charge distribution and 

In sets of nonbonded radii close In value to those for the preceeding neutral 

hydride NH (rN - 3.2, rH - 2.1) or PH (rp - 3.8, rH - 2.3). The changes In 

the nonbonded charges In OH or SH upon ionlzation or electron attachment also 

reflect a shift In the properties of the charge distribution towards those 

characteristic of HF and HC or NH and PH respectively. For example, the 

Increase In the nonbonded charge on 0 (+0.34 compared to 0 ) and Its decrease 

for H (0.26) in OH Indicates the presence of a greater degree of charge 

polarization than Is found in HF where the corresponding changes are +0.22 and 

-0.20 respectively. Thus the neutral systems OH and SH become more or less 

polar as the number of electrons Is decreased or increased respectively. 

This shift in bonding character away from the neutral parent toward HF 

and HCJt for the positive ion and towards NH and PH for the negative ions is 

evidenced most clearly in a comparison of the bond density maps. These maps 

show only the charge reorganization on bond formation and are free of the 

complicating feature of different numbers of electrons for the systems to be 

compared. While the general pattern of charge reorganization depicted in the 

Ap.. maps for NH, OH and HF are all similar, the extent of charge transfer and 
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the degree of contraction of the charge Increase towards the A nucleus in 

OH Is much more pronounced than In OH and Instead Is very similar to that 

found In HF.  In fact, the Ap.. map for OH Indicates (as do the data In 

Table l) a greater transfer of charge from the proton than Is found In HF. 

The SH and HC£ pair of Ao.. maps are nearly Identical In all respects. 

Similarly, the character of the ApSÄ maps for OH* and SH* Is shifted away 

from that for the neutral parent species towards that found for the NH and 

PH molecules. 

The manner In which the electron charge distribution or chemical binding 

changes when the system Is Ionized or attaches an electron Is succlntly 

summarized for OH and SH In the lower four Ap. A((x,y) maps of Fig. 6. The 

OH tonizatlon map especially reveals the loss of a ir-electron and the contraction 

of sigma charge density to counterbalance the loss of shielding of internuclear 

repulsion. The SH lonization map shows similar but less pronounced features 

and more asymmetry. [Apparently the OH and SH ions have dissociation energies 

greater than the ground states of OH and SH.] In both OH and SH charge is re- 

moved also from .around the proton and this is an Indirect, or reorganizational, 

effect as the ir-denslty at the proton Is insignificant. 

The Ap .,(x,y) maps for the electron attachment process show in detail 

the enlargement of the distribution perpendicular to the axis at the expense 

of regions along the axis. The sigma-like charge density gives an accumulation 

at the proton and a deficit In the dumb-bell region around the A nucleus and 

along the molecular axis.  Indeed, if one Instead considers the sequence 

OH" ■*■ OH ■*■ OH (or SH* -^ SH ■> SH ) and presents the Ap A,(x,y) maps for the 
A 1A 

first electron detachment, which would reverse the regions of accumulation and 

deficit given here, a rather smooth process would be observed,  in this two- 
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step process charge is progressively lost from off the molecular axis 

(n-density) and accumulated along the axis as the sigma orbitals progressively 

must shield more nuclear charge to keep the nuclei together or form a stable 

molecule. 

The ionization and electron attachment can also be discussed in terms of 

an "active" electron approximation.  In this case the Ap Al(x,y) maps would 
A fix 

simply be the In (or 2ff) orbital of the parent neutral system (Fig. 8 of paper 

II and Fig. 4 of paper IV). The reorganization of non-active orbitals, however, 

seems to dominate as the comparison of the WTT orbital density with the 

Ap. Ai(x,y) maps in Fig. 5 shows. An wn orbital can be traced out on the 

Ap. ., map and does account for some major features of the molecular axis 
A > A 

around the A nucleus, but the important reaction-reorganization localized along 

the molecular axis is completely neglected for AH and AH molecular-Ions. 

There Is in these excitations, ionizations-, and electron attachments 

rather substantial feedback effects in the "core" polarizations of the SH(A2E ), 

SH and SH systems.  [Such changes are less pronounced in the OH systems.] 

These details are best appreciated in the more quantitative perspective to 

f o 11 ow. 

The quantitative aspects of the binding changes considered here for the 

OH and SH systems are summarized in Tables IV and V. For OH all partial forces 

are for the appropriate R value. For SH all are for the same R value except 

SH(A2£ ) is at R (cxp.). The changes in binding associated with ionization 

and electron attachment will be considered first due to the more straightforward 

nature of the changes relative to the neutral parent molecule. The graduated 

changes in the chemical binding for the sequence AH ; AH; AH , i.e., 

.. .ZO2WTI2; .. .za2wn3;.. .ZC^WTT*1
, will be of prime concern. For this purpose 
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ng.70 gives a useful sketch of the changes fn the partial forces, or the 

effective charges, and summarizes the counterbalancing trends as electrons 

«re successively added to the system. One may note first that as electrons 

are added to the ITT orbital the partial force, or effective charge, of the 

K-shell "core" of the OH sequence drops sharply and becomes slightly less 

forward polarized and less binding with respect to the oxygen nucleus. The 

KL "core" In the SH sequence exerts a small binding force on the sulphur 

nucleus which changes only very slightly through the sequence. The cores 

tn these cases screen either 2 (for the OH sequence) or 10 (for the SH 

sequence) nuclear charges from the proton and there Is almost negligible 

change in this efficient screening across the AH ;AH;AH' sequence. Briefly 

then, the only changes in the core behavior as electrons are added to the v 

orbital is a slightly decreased forward polarization of the charge around the 

oxygen nucleus in the OH sequences OH -»■ OH -»• OH*. 

The upper three diagrams In FIg.7£ reveal the smooth variation of the 

f2a.A' f3a.A' and fU,A (or the second-row congeners f^, f^, and f^) 

values as electrons are added to the wir orbital. The Internal changes. I.e., 

within the OH- or SH- sequence, are almost the same In the two sequences 

although the absolute scales differ. The 2a2 (or Aa2) charge density is 

strongly binding for the A nucleus and the strength of this binding ability 

decreases monatonlcally as electrons are added to the wir shell of OH or SH 

(a decrease of some ^)0%  from OH to OH and x8%  from SH to SH ). However, 

as the la*  (or 4a2) charge density binds the-A nucleus less, the 3a2 (or 5a2)» 

which is strongly antlbinding towards the A nucleus, becomes less antibinding, 

largely cancelling the decreased ability of the 2a2 (or *»a2) density to bind 

the A nucleus into the molecule. Thus the net contribution of the 2a2 plus 
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3a"   (or ha2  plus 5o2) charge densities to the total force on the A nucleus 

goes 0H+(0.965 - 0.3M - +0.581); OH(0.905 - 0.3^7 - +0.558); 0H"(0.862 - 

0.305 - +0.557) and SH+(I.088 - 0.478 - +0.610); SH(1.031» - 0.^35 - +0.599); 

SH'(0.999 - 0.397 - +0.602). Briefly then, these two orbital charge densities 

acting as a unit bind the A nucleus about the same for both sequences. [This 

is not to say that the 3a:! (or 5a2) density Is binding, It remains strongly 

antlblndlng.]  In terms oT the atomic, overlap, and screening contribution 

(Table III) one may descr.be these trends In more detail. Thus for the 2a2 

orbital density In the OH -»• OH -> OH* sequence, the decreased binding of the 

A nucleus arises from a sharply decreasing atomic contribution only partially 

offset by a gradually Increasing overlap contribution. As ir-electrons are 

added the led of the 2a2 charge density Is moving towards the proton and off 

of the oxygen nucleus. The large antlblndlng character of the 3o2 charge 

density Is due to a large, negative atomic contribution.  In the sequence 

OH -»■ OH -> OH , this large negative contribution of the 3CJ
2
 orbital Increases, 

but this Increase Is overcome by the Increases In the positive overlap and 

screening contributions. The electrons In the wir density Increase their 

binding of the A nucleus almost strictly addltively (2,3,'» WTT electrons) and 

this Increase has a significant overlap contribution although most of the 

binding arises from the atomic contribution. 

The lower three diagrams of Fig.76 Indicate a more substantial change 

In the binding of the proton in the OH- and SH-sequences. There Is still a 

balancing effect, but in the case of the proton the binding ability of the 

2o2 and 3cf2 (or 4o2 and 5o2) density both decrease sharply In the sequence 

AH * AH -► AH-. The binding of the 2a2 (or ka2)  charge density, I.e., 

f.» u(Re) versus f. lJ(R ■♦ ") « 2, Is substantial for the proton and Is composed 
20,n /0,n 

76 



HnMMMnnniMM 

largely of a screening part. Across the sequence, however, the screening 

contribution decreases more rapidly than the overlap contribution Increases, 

so that a net decrease In binding of the proton occurs In the OH and SH 

sequence. This Is exactly the situation also In the binding of the proton 

by the 3o2 (or 5a2) charge density—the orbital charge*density becomes less 

localized on the A  nucleus, screening decreases, and overlap contributions 

Increase. The decrease In the slgma binding of the proton Is accompanied 

by a *50%  Increase In the screening of the nuclear charge on A from the 

proton as the wrr density Is Increased 100%. The wtr"1 density remains antl- 

blndlng for the proton through the sequence and even four WTT electrons do 

not shield three nuclear charges. Obviously the shielding Increases as more 

electrons are added, and this Increase Is nearly additive, but the diagram 

In Fig.7^ does not suggest that the vm-denslty becomes binding although It 

does become less antlblndlng for the proton. 

In summary, we may conclude that as electrons are added to the WTT 

orbital In the OH and SH sequences AH ;AH;AH the chemical bond becomes 

progressively weaker and the two separated atoms become a more attractive 

alternative. The smoothly varying trends above Indicate that the binding 

situation depends less directly on the particular state symmetry than on the 

net charge of the system in conjunction with the kind and number of occupied 

valence-shell molecular orbltals. In particular the above Indicates that as 

electrons are added to OH the key valence molecular orbltals become less 

binding with the 2a2 (or 4a2) density less able to play a dominant role In 

strongly binding both nuclei. The antlblndlng elements decrease in effective- 

ness, but at a slower pace. The result Is a weaker chemical bond In the order 

AH+;AH;AH'. 
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The excitation process X2II. - A2E can be analyzed In terms of the 

"active" electron perspective with reorganization effects or non-active 

electron contributions considered later. The active electron approximation 

here would require strictly applied, that Jjf- . ■ ^f. , . or Jjf- - ■ Jjf. , A 

and also Jjf, u " ^i   i u or Wc    u  " Wt  i A where the fractions arise since 

f. . is defined with the occupation number, N., contained and we require no 

change in force with the electron jump 3o -»- ITT
1
 (or So •*■ Zv*).    A more 

reasonable requirement, which Is the only one considered here. Is to consider 

the degree to which the sum of the partial forces of the za and WTT orbitals 

is conserved In the transition. The sum of the partial forces acting on the 

proton are very nearly conserved and change (as 2Il. •*■ 2l )  from 3.765 to 3.85^ 

In OH and from 3.619 to 3.528 in SH. Expectedly, the electrons In nonactlve 

orbitals exert partial forces on the proton that are also changed very little 

(see Tables IV and V). The data In Tables IV and V also indicate that the 

binding of the proton per zo-electron and the antiblnding of the proton per 

wo-electron arc also approximately conserved. 

The active electron view fails badly to characterize the situation at the 

A nucleus, however, as the sum of the za  and wir partial forces change from 

-0.120 ■» -0.012 for OH and from -0.30^» •+ +0.259 for SH. There is not even an 

approximate conservation of the partial forces In this excitation as regards 

the A nucleus and one expects changes also in the non-active orbital electrons. 

For example. In the transition X2n. - A2Z the core polarization, and forces on 

the A nucleus from the core, almost completely vanish. 

In summary, the za-wir1 excitation In OH and SH demonstrates a simple 

additive effect with regard to binding properties of the wir density as one 

more electroi Is added (binding the A nucleus and antiblnding the proton by 1/3 
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more). The "core" polarization of the ground state largely vanishes upon 

excitation and the effects of the "core" on both nuclei closely parallels 

that for the free atoms. The yo2 charge density binds the proton almost 

the same In grovnC  and excited states, but the ka2  density in SH is con- 

siderably less binding for the S nucleus In the excited state. The za-wir' 

excitation strengthens the antiblnding character of the 3o density, per 

electron, for the 0 nucleus but additively decreases the binding of the 

proton. In contrast the 5a  density is now non-bonding for the S nucleus. 

The excitation serves to weaken key characteristics serving to hold the 

nuclei together, the emergence of the SH So  density In a non-bonding role 

emphasizes this, so that the nuclear binding force Is neutralized in the 

excited state In a means closer to the separated atoms than In the ground 

state. 

IV General Conclusions 

These studies support the established evidence that very substantial 

changes In the electronic charge distribution, and chemical binding, may 

accompany electronic excitation. The repertory 01 this study restricts the 

generality of any tentative conclusions, but further unpublished results are 

consistent with the discussions In Section III. The example of a type ill) 

electronic excitation (see part I) shows how "Ionic" BeH and MgH really are 

although this characteristic of the charge density of the molecule was 

effectively masked by the za electron which Is largely an atomic relic of A 

and strongly antiblnding. Doubtlessly, other such systems or cases arise 

In which such a sharp apparent change In the bonding character Is likely upon 

electronic excitation. The OH and SH excitation demonstrates no less absolute 

rearrangement or changes upon an internal shift of electronic populations among 
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already occupied orbitals. However, in this type iv) electronic excitation, 

a precipitate change in bonding type, and indeed many physical properties. 

Is less likely to occur since only a change in degree of already present 

Influences Is implied. 

The electronic charge distribution changes only very slightly upon 

metastable excitations involving states arising from ir •'- (and perhaps also 

ir 2) configurations. Apparently, then If RHF predictions are reliable, all 

bonding, reactive, or property distinctions must be associated with differences 

22 
In the spin densstips of the systems.  Indeed, although it Is predicted 

that the electric quadrupole moments of (^(X3! , a^ , and b1! ) are very 

similar it is possible to define electric spin quadrupole moments, Q and Q , 

which should vary much more within these systems (and especially for wave- 

functions, beyond RHF), but is not easily determined or inferred experimentally. 

These basic ideas are being pursued further. 

The evidence here for the 022;02;02(X3E ') ;02 and AH ;AH;AH' systems 

Implies that the electronic charge distributions'behave very regularly and 

in a close'y additive fashion as ir-electrons are added. The graduated change 

In the binding or antibinding characteristics of each molecular orbital is 

appare .. One expects then that their bonding properties and physical pro- 

perties are similarly graduated. 
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' 

Table V. Comparative Partial Forces for SH, SH , SH and SH Systems' 

\s^tate SH(x2nr) SH(A2J:+) SH+(X3Z") SH'iXh*) 

MO       ^^^ R " 2.551 B. R « 2.689 B. R » 2.551 B. R « 2.551  B. 

lo 0.142 0.014 0.159 0.143 

2o 0.162 -0.006 0.170 0.150 

3o -0.135 0.007 -0.146 -0.125 

40 1.034 0.744 1.088 0.999 

äJ% 

5o -0.435 0.026 -0.478 -0.397 

lir 0.013 -0.002 0.014 0.012 

8 
ft. 2ir 0.131 0.233 0.103 0.148 

& 
Total 0.911 1.016 0.911 0.930 

Net Force 0.218 -0.036 0.220 0.173 

Core 0.1818 0.013 0.1945 0.1797 

lo 2.000 2.000 2.000 2.000 

2o 2.004 2.000 2.004 2.004 

3o 2.087 2.081 2.086 2.087 

4o 2.474 2.369 2.595 2.372 

^* 
5a 1.806 0.997 2.146 1.541 

c 
O lir 3.S1I 3.920 3.911 3.911 
t) u 
1. 2ir 1.813 2.531 1.308 2.179 
£ 

Total 16.094 15.898 16.050 16.094 

Net Force -O.OI45 0.0141 -0.0078 -0.0144 

aAll results are for R (exp) of SH(X2n.) except for SH(A2E+) which Is at 

R (exp) for that system. 
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Figure Captions 

Flg. 1 ; &P    , (x^y) density difference maps for vertical excitation, ionizatlon, 

and electron attachment for oxygen molecule. 

Fig. 2 ; Partial forces, f , for the sequence Qs
++; Oa"*"; Qa; Ofe" resulting from 

successive addition of In electrons. 

Fig. 3 }  Total electron charge distribution and bonding, density maps for BeH and 

MgHCA2^) excited state. 

Fig. If ; Af ,(x,y) density difference maps for vertical A2»!" 4- X2£+ excitation 

in BeH and MgH. Left-hand-side employs total densities. Right-hand-side employs 

only "active" orbital density differences. 

Fig. 5 ; Total electron charge distribution and bonding, density maps for OH and 

SH(A2I+) excited state. 

Fig. 6 ; AP  ,(x,y) density difference maps for vertical Af2+ ♦-X2!!^ excitation 

in OH and SH and ionizatlon and electron attachment of OH and SH. Upper right 

tvo figures only Involve "active" electron density differences. 

Fig. 7 ; Partial forces, fj. and riH, for the sequence AH
+; AH; AH' resulting 

from successive addition of In electrons to OH and SH+. 
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Theoretical Investigation of the Transition Probabilities in the Hydrogen Molecule1*1 

L. Woumwiczt 
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(Received 23 May 1969) 

The electronic transition moments for the B-X, C-X, and E, F-B transitions in the hydrogen molecule 
are given for several interaudear separations, Ä<12 a.u. The electronic transition moments are used for 
the computatiot of the transition moments for individual vibrational and rotational lines. The results 
show that, except for the Werner bands, the relative intensities cannot be accurately represented by the 
Franck-Condon ^actors. It is not possible to make a definite quantitative comparison of the present results 
with experiment due to a significant R dependence of the electronic moments. Qualitatively, the results 
agree well with experiment. However, they do not explain the fact that the lowest vibrational levels in 
the F state have not yA been observed. 

I. INTRODUCTION 

Although the electronic dipole transition probabilities 
in the hydrogen molecule are of considerable interest 
in molecular spectroscopy and also in astrophysics,1 

there are relatively few theoretical results concerning 
their numerical vaJues, In addition the most complete 
results available at present* for the Lyman and Werner 
bands give little information about the dependence 
of the electronic transition moments on the inter- 
nuclear distance R. Knowledge of the electronic 
transition moment over a wide range of 12 is essential 
for determining the relative intensities of the individual 
lines unless the transition moment is constant. However, 
the experimental results of Geiger and Topschowsky1 

show clearly that, for the Lyman bands at least, the 
moment changes quite appreciably with R. Therefore, 
one cannot expect the transition probabilities in 
hydrogen to be proportional to the Franck-Condon 
factors, and an accurate computation of the transition 
moments for the known Lyman (B 'S^-X 'S/") 
and Werner (C 'U^-X 'S/") bands seems desirable. 

In the present work we investigate the two transi- 
tions mentioned above and also the transition from 
the first excited E, Fll,+ state to the BVS state. 
The latter transition, studied experimentally by Dieke,4 

is of considerable interest since some lines predicted 
theoretically*-1 have not yet been found experi- 
mentally. 

* This research was supported in part by the Advanced Research 
Projects Agency of the Department of Defense and was monitored 
by the U.S. Army Research Office—Durham, Box CM, Duke 
Station, Durham, N.C. 27706, under Contract DA-31-124- 
ARO-D-447, and in part by a grant from the National Science 
Foundation, GP-9284. 

f Present and permanent address: Department of Theoretical 
Physics, Nicholas Copernicus University, Torun, Poland. 

1G. B. Field, W. B. Somerville, and K. Dressier, Ann. Rev. 
Astron. Astrophys. 4, 207 (1966). 

' S. Rothenberg and E. R. Davidson, J. Mol. Spectry. 22, 1 
(1967). 

'J. Geiger and M. Topschowsky, Z. Naturforsch. 21a, 626 
(1966). 

*G. H. Dieke, Phys. Rev. 50, 797 (1936); 76, 50 (1949). 
•E. R. Davidson, J. Chem. Pdys. 33, 1577 (I960); 35, 1189 

(1961). 
* W. Kotos and L. Wolniewicz, "Theoretical Investigation of 

the Lowest Double-Minimum State £, F of the Hydrogen 
Molecule," J. Chem. Phys. (to be published). 

II. COMPUTATIONAL DETAILS 

The electronic wavefunctions employed in the 
present work are those obtained previously by Kotos 
and the present author.*-7-* Since "11 the functions 
are real, the electronic transition moment is given 
by* 

M«,«« lejv.fa+tt^dT (1) 

where ri,r» are the coordinates of the two electrons 
in the molecule-fixed reference system, and *»,*„ 
are the electronic wavefunctions of the corresponding 
states. 

As is well known,' Afm* can be equivalently ex- 
pressed as 

M~.'~  ^/*.(VI+V,)*«rfr 

A£= £.(*)-£.(*),   (2) 
and Eq. (2) is believed10 to give more accurate results 
if variational wavefunctions are used. However, this 
is not necessarily the case if one uses the electronic 
wavefunctions from Refs. 6-9. Since the wavefunctions 
have the general form of a linear combination 

k 

MM,' is expressed as 

(3) 

(4) 

where Dtt are the appropriate matrix elements. The 
basis functions gk in Eq. (3) are obviously not eigen- 
functions of the Hamiltonian, and so Eqs. (1) and 
(2) lead to quite different matrix elements Du. In the 
present computations the matrix elements resulting 

» W. Kolos and L. Wolniewicz, J. Chem. Phys. 43, 2409 (1965). 
• W. Kotos and L. Wolniewicz, J. Chem. Phys. 45, 509 (1966). 
* See for instance R. W. Nicholu and A. L. Steward in Atomic 

and Molecular Processes, D. R. Bates, Ed. (Academic Press Inc., 
New York, 1962), p. 47. 

10 See for instance H. A. Bethe and E. E. Salpeter in Bandbuch 
der Physih, S. Flügge, Ed. (Springer-Verlag, Berlin, 1957), Vol. 
35/1, p. 338. 
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from the use of £q. (2) were, in all tested cases, larger 
than those obtained from Eq. (1). This means that 
the final results obtained from Eq. (4) may suffer 
more from the cancellation of significant figures if 
Eq. (2) is used rather than Eq. (1). Therefore, it is 
difficult to decide if Eq. (2) is more reliable thar> Eq. 
(1). Since the dipole velocity operator requires sig- 
nificantly more computer time we decided to use 
Eq. (1) for the main computations. Equation (2) 
was employed only to test the accuracy of some nu- 
merical results. A comparison of the numerical values 
of AEMnm' obtained from Eq. (1) and from Eq. (2) 
is made in Table I, where R is the internuclear distance 
and AE is the difference of the corresponding varia- 
tionai energies from Refs. 6-8. 

Though the agreement of numerical values obtained 
from Eqs. (1) and (2) is not a sufficient condition for 
the accuracy of the wavefunctions employed, the 
systematic agreement seen in Table I strongly suggests 
that the results presented in this paper do not differ 
much from the true values. 

From the electronic transition moment M»m' one 
can obtain the line strength as' 

TABLE II. Electronic transition moments M; in atomic units.* 

^.'V"A"-^'A'=^"A"',A> "", (5) 

where   Sf^.i'^'  is  the  Hönl-London  factor,   and 
p,,,„fi" is given by 

p W"    fx.'i'nMnm'X'"i"m<iR (6) 

with Xtj" being the vibrational wivefunction in the 
electronic state n. The primed and double primed 
quantum numbers havo the usual meaning, i.e., they 
refer to the upper and lower states, respectively. 

In cases where p,',>•*'*" is practically independent 
of the rotational quantum numbers, p,>,"i'i"=p,','fiA, 
it represents the vibrational band strength.' However, 
for the hydrogen molecule the j dependence of 
p,>,i>i's" is appreciable and was not neglected in the 
present work, i wertheless, in this paper we will use 
the term band strength for p,',"Vi". 

To evaluate the integral in Eq. (6) use has been 
made  of  the  vibrational  wavefunctions  computed 

TABLE I. Comparison of dipole velocity and dipole length 
transition moments (in a'omic units). 

R 

HEM* 

Velocity      Length 
Diff 
m% Transition 

1.4 
5.0 
9.0 

0.4604 
0.3146 
0.1983 

0.4593 
0.3136 
0.1972 

0.2 
0.3 
0.6 

B 'S.+-Ar 'Z/ 

2.0 
4.0 

0.08253 
0.07084 

0.08109 
0.07089 

1.8 
0.07 

ß.F'V-^'s.-1- 

10.0 0.3937 0.3936 0.03 C'n.-^'V 

( 
R Bl2,+-Jri2f

+ fi.f'ZZ-B'S.-"- C'n.-AT'V 

0 0.4208 2.918 0.4208 
1. 0.7625 2.905 0.6442 
1.4 0.9799 
1.5 2.70? 0.7648 
1.6 1.094 
2. 1.312 2.401 0.8629 
2.4 2.097 
2.5 1.519 0.9342 
2.8 1.982 
3.0 1.607 2.063 0.9760 
3.5 1.567 2.510 0.9919 
4. 1.433 3.001 0,9932 
4.5 1.256 3.494 0.9926 
5. 1.085 3.949 0.9966 
6. 0.8210 4.764 1.015 
7. 0.6521 5.474 1.032 
8. 0.5805 6.061 1.042 
9. 0.5635 6.431 

10. 0.5937 6.428 1.048 
12. 4.734 
» 1.054 3. 1.054 

* The results for R »0 are from B. Schiff and C. L. Pelcerls, Phya. Rev. 
134, A638 (1964). 

earlie^,■11■1, by Cooky's method. Since these functions 
are given at intervals of Aif=0.01 a.u. and the ele > 
tronic transition moments were computed for much 
fewer internuclear separations, a quadratic inter- 
polation was made to yield Mm* at intervals of 
AR=0.01 and the integrations were performed by 
means of Simpson's rule. 

The numerical computations were carried out on 
the 7094 IBM computer at the Computation Center 
of The University of Chicago. The band strengths 
pt'*"*1*" were computed for the P and R branches 
(j'tj"Jil0) in the three electronic transitions men- 
tioned above. All computations were carried out 
for Hs, HD, and D? molecules. In the following we 
give some of the results obtained for H2. 

m. RESULTS AND DISCUSSION 

The electronic transition moments computed for 
various internuclear distances from Eq. (1) . '•e given 
in Table II. They are also shown graphically on Figs. 
1 and 2. It is seen immediately from the figures that 
if one writes instead of Eq. (6) 

p.....w~M'F,.t..i"", 

F,.,..i'i"~ \fx,-i''x."i"mdR (7) 

M will depend both on the vibrational and rotational 
quantum numbers. Since in the interpretation of 
experimental data one must usually use the band 
strength in the form of the product (7), it is interesting 
to know t» e variation of M with the quantum numbers. 

" W. Kolos ana L. Wolniewi«, J. Chem Phy». 48,3672 (1968). 
" W. Kolos and U Wolniewicz, J. Chem. Phys. 49,404 (1968). 
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FIG. 1. Electronic transition moments, Aftm*, for the Lyman 
(B-X) and Werner (C-X) bands. 

This variation is shown in Fig. 3, where wc give the 
ratio 

M.....""=^ i'i"/F.....i'i" (8) 

for some transitions in the Lyman bands. The notation 
in Fig. 3 is defined by Eq. (8), i.e., 3/o,on,',+l, for 
instance, corresponds to the P branch of the 0-0 
transition. 

From Table II and from Refs. 6-8 one can readily 
get the electronic matrix elements of the dipole velocity 
operator, i.e., 

bEM^^jVni^+V^dT. (9) 

The AEMnm* versus R or ves are given in Fig. 4. It 
is seen that in the region important for transition 
probabilities, the matrix element for the Werner 
bands is practically constant. Therefore, as was already 
stated by Rothenberg and Davidson,* one may assume 

(£,.-,—£.-i-)V.'."'■'>"=constXlv..."'^, 

for these bands without making an error of more than 
a few percent. 

The present electronic transition moments can be 
compared for several internuclear separations with 

FIG. 3. The ratios of band strengths and Franck-Condon factors, 
defined by Eq. (8), for the B-X transition. 

the results of Ref. 2. If one uses for the comparison 
the results obtained in Ref. 2 from the lipole length 
formula, the agreement is very good Our transition 
moments are slightly larger but the c'ifferences never 
exceed 2%. 

The transition moments for the Lyman and Werner 
bands also agree qualitatively with the experimental 
results of Ref. 3. Unfortunately, due to the significant 
variation of the computed electronic transition moments 
with R, it does not[seem possible to make a quantitative 
comparison with experimert. 

Below we give some results of the computations of 
the band strength as given by Eq. (6). In Table III 
the results for the v'-O Lyman bands are given. Similar 
results for the Werner bands are presented in Table IV. 

Comparison of the present results with experiment 
is difficult. As we have mentioned above, due to the 
R dependence of the electronic transition moments, a 
comparison of experimental and theoretical electronic 

FIG. 2. Electronic transition moment, Mnm', for the £, F-B     FIG. 4. Dipole velocity transition moments, as given by Eq. (9), 
transition. for C-X, B-X, and £, T B electronic transitions. 
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TABU III. Band strengths p,'**'1", for the B-X transition (in 10-» a.n.) • 

0-0 1-0 2-0 3-0 4-0 

i PU) RU) PU) RU) PU) RU) PU) RU) PU) RU) 

0 0.5955 2.020 3.993 6.015 7.648 
i 0.6341 0.5701 2.130 1.950 4.177 3.884 6.244 5.887 7.882 7.527 
2 0.6461 0.5413 2.170 1.873 4.250 3.764 6.343 5.750 7.994 7.402 
3 0.6528 0.5100 2.197 1.789 4.307 3.636 6.430 5.606 8.102 7.274 
4 0.6539 0.4769 2.211 1.700 4.349 3.500 6.505 5.454 8.206 7.142 
S 0.6494 0.4428 2.213 1.608 4.374 3.357 6.566 5.295 8.303 7.006 
6 0.639S 0.4083 2.202 1.513 4.383 3.211 6.613 5.130 8.394 6.864 
7 0.6246 0.3741 2.178 1.417 4.375 3.061 6.644 4.961 8.476 6.718 
8 0.6053 0.3408 2.142 1.322 4.349 2.909 6.659 4.787 8.549 6.567 
9 0.5822 0.3090 2.096 1.229 4.308 2.757 6.658 4.610 8.610 6.410 

10 0.5562 2.040 4.252 6.640 8.660 

TABLE IV. Band strengths p.- ,.,'''", for the C-X transition (in lO"« a.u.). 

0-0 1-0 2-0 3-0 4-0 

i P(j) RU) PU) RU) PU) RU) PU) RU) PU) RU) 

0 7.771 11.69 11.04 8.525 5.949 
i 7.644 11.58 11.00 8.551 5.999 
2 8.205 7.527 12.09 11.49 11.20 10.98 8.502 8.585 5.839 6.057 
3 8.367 7.420 12.25 11.40 11.27 10.97 8.512 8.628 5.818 6.121 
4 8.534 7.322 12.41 11.33 11.36 10.97 8.532 8.678 5.805 6.191 
S 8.708 7.233 12.58 11.26 11.45 10.97 8.561 8.735 5.800 6.267 
6 8.886 7.152 12.76 11.21 11.55 10.99 8.599 8.800 5.803 6.349 
7 9.067 7.079 12.94 11.16 11.66 11.01 8.646 8.870 5.815 6.436 
8 9.617 7.013 13.13 11.13 11.78 11.04 8.702 8.945 5.836 6.527 
9 9.433 6.954 13.32 11.10 11.90 11.08 8.766 9.025 5.865 6.622 

10 9.617 13.51 12.03 8.838 5.902 

oscillator strengths is not very meaningful. In principle 
one could compare the calculated intensities of in- 
dividual lines, or bands, with experimental values. 
However, a quantitative comparison requires a detailed 
knowledge of the population of the uppei states. There- 
fore in the present work it was not possible to draw 
any definite conclusions concerning the agreement of 
computed and observed intensities. Even so, for the 
Lymau and Werner bands, one may compare the 
present results semiquantitatively with the transition 
probabilities obtained by Fjsser.1» Since Hesser's 
results represent some kind of averaging over s' of 
the transition probabilities, A,» defined as 

A,>—  2 Wi>A,>ji," (10) 

with Wj- being the unknown distribution function for 
/, it would be pointless to evaluate A ,< very accurately. 
Thus we have made the following simplifying as- 
sumption: 

A,-,' 

=C4(£,",o-£.',.)V3ÄV>.., ,'.*■>   (11) 

with / equal to 0 and 1 for the Lyman and Werner 
bands, respectively. In addition, since the present 
computations were restricted to t"< 12, it was necessary 
to extrapolate A,',» for f"=13 and 14 for the Lyman 
bands. This was done by assuming 

P ^«|Jf(Ä,»)j»P '''", (12) 

where R, is the expectation value of R in the vibrational 
state v, and the Franck-Condon factors appearing in 
Eq. (12) were taken from Ref. 14. 

TABLE V. Transition probabilities .4 ,' in 10» sec-1. 

s' C-X B-X 

0 1.19 
1 1.17 
2 1.15 
3 1.13 1.55 
4 1.47 
5 1.34 
6 1.19 
7 0.98 
Exptl» 1.16 1.25 

• From Ref. 13. 

» J. E. Hesser, J. Chew. Phys. 4», 2518 (1968). 

14 D. Villarejo, R. Stockbauer, and M. G. Inghram, Chem. 
Phy». Lette«2,11 (1968); J. Chem. Phys. 50, 1754 (1969), and 
private communication. 
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TABU VI. Band strengths f .•,•>'''" far the E-B transition (in lO-» a.u.). 

Pii) *(J) Pii) RiJ) P(i) RU) 

0-0 1-0 2-0 
0 173.2 178.5 71.23 
1 168.6 174.1 178.9 177.4 75.81 63.22 
2 164.9 173.9 179.2 171.9 75.50 44.49 
3 160.4 172.8 178.8 176.1 69.84 53.10 
4 155.1 170.9 172.7 177.3 51.59 63.74 
5 149.3 168.2 177.4 179.2 61.05 66.31 
6 143.0 165.3 178.8 136.9 76.22 44.77 
7 136.5 160.8 181.1 175.8 82.59 42.07 
8 130.6 

0-1 

144.3 

1-1 

40.43 

2-1 
0 176.3 0.1102 147.7 
1 175.2 176.1 0.5098 0.0181 141.8 148.9 
2 173.9 175.7 0.7272 0.4979 142.3 131.5 
3 172.0 174.6 0.4838 0.0945 141.9 66.26 
4 169.8 173.0 3.755 0.0118 127.1 99.90 
5 166.9 170.8 3.369 0.0374 50.33 125.8 
6 163.4 163.8 3.678 11.41 77.53 19.84 
7 159.4 165.4 3.442 0.0663 100.1 111.2 
8 149.8 3.802 41.36 

The results obtained for A,> are presented in Table 
V. The second and third columns contain A,- for 
the Werner and Lyman bands, respectively. The 
numbers in the last row are the average transition 
probabilities from Hesser. In view of the experimental 
error, amounting to about 25%, the agreement is 
quite satisfactory. 

It is well known4-15 that the two minima in the 
potential-energy curve of the EJF 'S,4" state give rise 
to two band systems: E l2t+-B »Z,* and F »2+-S '2.+. 
The band strengths p,-,"*'*" for the former bands 
are given in Table VI. The P state is of special interest 
because, as we have mentioned above, some of the 
vibrational levels have not yet been observed. There- 
fore, to facilitate the comparison between the expected 
intensities of the observed and not observed lines in 
the F-B bands we give in Table VII, instead of 
p,>,>^i", the Einstein coefficients defined by 

A..,-....... - [4( £...,.—£..yO,/3ÄV(2/+1) ] 

XS^.^'p.....^'.   (13) 

The numbers in Table VII correspond to the lowest 
rotational states, i.e., to/'=0 andy"=l for the R 
and P branches, respectively. For higher rotational 
quantum numbers one gets a similar picture of the v' 
dependence of the Einstein coefficients, though in 
general Xt'/vy» change rather irregularly with j. 
This is due to the irregularities in p,-t»i'i" that are 
visualized in Table VI and also in Table VIII, where 
we present the variation with / of p*,"1'*" for some 
vibrational bands in the F-B transition. 

It is seen from Table VII that our results do not ex- 
plain the fact that in the P ^f state the lowest ob- 
served vibrational level is that for »=4. Except for the 
lowest o", the transition probabilities given in Table VII 
are not as much larger for i>'=4 compared with the 
lower vibrational states as was expected.* Therefore, 
since Dieke observed the transitions from the i»'=4 
state, it seems strange that it was not possible to 
observe transitions from the /<4 vibrational states, 
unless the conditions of excitation were such that the 
population of the states in question was very low. 

TABLE VII. Einstein coefficients (in 10* sec-1) for the F-B transition. 

«' =0 »' = 1 »' = 2 »' = -3 «'= •4 

»" P R P R P R P R P R 

0 0.009 0.003 0.081 0.026 0.060 0.003 1.32 0.405 1.96 1.05 
1 0.153 0.050 0.854 0.279 2.94 0.958 8.84 2.88 0.635 0.019 
2 0.871 0.286 3.45 1.14 8.19 2.80 11.6 3.92 26.82 9.15 
3 2.37 0.790 5.93 1.99 6.69 2.20 4.77 1.56 1.56 0.674 
4 3.06 1.04 3.41 1.18 1.22 0.468 0.041 0.008 4.22 1.50 
5 1.77 0.615 0.143 0.057 1.05 ^0.347 3.43 1.15 0.417 0.089 
6 0.348 0.126 0.525 0.173 1.35 0.461 0.205 0.083 0.101 0.081 
7 0.007 0.003 0.492 0.174 0.007 0.004 0.531 0.246 2.75 0.986 

u G. Herzberg, Spdra of Diatomic Molecules (D. VanNostrand Co., Inc., Princeton, N.J., 1950), 2nd ed. 
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TABLE VIII. Band strengths for the F-B transition in lO"1 a.u. 

P(J) X(j) HJ) *U) P(j} Rij) P(j) R(J) 

/ 0-0 0-2 4-2 3-3 

0 0.0537 14.92 99,92 36.60 
1 0.0587 0.0399 15.47 14.99 99.11 101.2 35.74 36.19 
2 0.0619 0.0755 16.29 16.09 102.4 69.62 34.47 35.12 
3 0.0532 0.0760 17.34 17.11 107.2 22.63 32.53 33.21 
4 0.0997 0.0846 19.62 18.66 io:.8 36.35 29.82 30.08 
S 0.1104 0.0985 21.96 20.78 16.57 43.58 26.25 24.23 
6 0.1332 0.1188 25.12 23.59 28.64 89.13 21.64 0.531 
7 0.1668 0.1477 29.20 27.22 34.52 50.30 15.21 30.74 
8 0.2148 34.40 95.87 0.386 

In view of the irregular behavior of the band strengths 
presented in Table VI and VIII, there arises the 
question of the accuracy of the numerical results. 
This point requires some additional comments. 

The irregular behavior of p,-,"*'*" may be due to 
three different causes. One of them, affecting only 
the £, F-B transitions, lies in the fact that some of 
the vibrational states considered are only partly 
localized' in one of the minima of the potential-energy 
curve, and thus belong only partly to the E-B or 
F-B bands. Obviously, in such cases one should 
expect irregularities such as are seen in Table VI in 
the bands originating from the »'=1 and ii'=2 levels. 
Note, however, that since the lowest vibrational state 
in the inner minimum is always well localized, the 
0-0 and 0-1 bands in Table VI are quite regular. 

One would also expect irregular behavior of the 
band strengths whenever they are small, since then a 
minor change in the vibrational wavefunctions in- 
troduced by the increase in j may cause a relatively 
large change in the integral appearing in Eq. (6). 
However, it is necessary to distinguish two cases, 
since p,•,■•*'*" may be small either due to the smallness 

TABLE IX. Comparison of Franck-Condon factors for the Lyman 
bands in 10""» a.u. 

0-4 6-4 

i 
This 
work Ref. 14 

This 
work Ref. 14 

0 24.10 24.09 0.1803 0.1818 

i 24.02 24.01 0.1267 0.1278 

2 23.93 23.92 0.0775 0.0783 

3 23.82 23.82 0.0372 0.0377 

4 23.70 23.69 0.0100 0.0102 

5 23.57 23.56 8X10-' 3X1(M 

6 23.41 23.40 0.0107 0.0105 

7 23.24 23.23 0.0446 0.0444 

of the integrand in Eq. (6) or due to cancellation of 
positive and negative contributions to the integral. 
The former situation is illustrated by the 0-0 band 
in Table VIII. The latter can always occur when there 
are many nodes in the wavefunctions. Therefore, the 
accuracy of the computed transition probabilities 
between highly excited vibrational states may be in 
some cases rather low. 

The above holds also in the case of computation of 
the Franck-Condon factors. Consequently, one can 
get an idea of the accuracy of the computed transition 
probabilities by comparing the Franck-Condon factors 
obtained in this work with those computed by Villarejo 
et a/.'4 for the Lyman band. Although the vibrational 
wavefunctions used in Ref. 14 were also obtained 
by Cooley's method, we used a different interpolation 
of the potential energy and also assumed the proton 
mass to be 1836.12 electron masses as compared with 
1836.09 used in Ref. 14. Thus the rounding errors must 
be different in the two cases. In Table IX we give the 
Franck-Condon factors for the R branch of the 0-4 
and 6-4 bands. Table IX is quite typical, i.e., except 
when they are very small, our Franck-Condon factors 
agree well with those given in Ref. 14. 

The good agreement of the Franck-Condon factors 
seems to justify the op'nion that the errors introduced 
by the integration over R in Eq. (6) are in most cases 
smaller than the probable errors in the electronic 
moments M'. In cases where the integration over R 
may introduce large relative errors, the transition 
probability is very small and thus practically un- 
measurable. 

When this paper was being completed, the present 
writer was unaware of the recent work of Browne." 
The electronic transition moments for the Lyman 
band reported in Ref. 16 are only in qualitative agree- 
ment with the present ones given in Table II. The 
discrepancies, amounting to about 20% for some 
internuclear separations, are probably due to the fact 
that the wavefunctions used in Ref. 16 are not very 
accurate. 

• J. C. Browne, Astrophys. J. 156, 397 (1969). 
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Introductory remarks 

BY R. S. MULLIKEN, FOR.MEM.R.S. 

University of Chicago 

It is for me a great pleasure to be here and to have the privilege of opening this first inter- 
national meeting of workers in the flourishing new field of photoelectron spectroscopy. It is 
a special pleasure to be able to meet here with the pioneers of the field, in particular Dr Turner, 
Professor Price, and Professor McDowell, who have worked with ultraviolet photons, and 
Professor Siegbahn who has worked mainly with X-rays. 

Photoelectron spectroscopy has already shown, and will continue to show, unique ability 
to see down into the depths of molecules. It has given a new reality to the idea of molecular 
orbitals, by determining quantitative values for their binding energies, and also by giving 
information about their bonding characteristics. 

Strictly speaking, molecular orbitals are no more than convenient theoretical building blocks 
for approximate descriptions of the electronic structures of molecules. When we speak of the 
binding energy, or the orbital energy, of a molecular orbital, the actual physical reality is an 
ionization energy, that is to say, the energy required to create a stationary state of the positive ion 
of a molecule by removing one electron from that molecule. In general, these are excited states 
of the molecular ion. However, the molecular ion states which arc disclosed by photoelectron 
spectroscopy correspond, for the most part at least, to the removal of an electron from a 
particular molecular orbital. 

It has been quite usual up to now to speak of ^ ionization potential of an atom or molecule. 
What is really meant is the minimum ionization potential, corresponding to production of the 
molecular ion in its ground state. Because there was relatively little possibility of determining 
deeper, i.e. inner-shell, ionization potentials, they were largely ignored. To be sure, in a few 
cases, especially for diatomic and a few triatomic molecules, two or three inner-shell ioniza- 
tion energies have been determined before the advent of photoelectron spectroscopy. This 
method now makes possible for the first time the wholesale exploration of inner-shell orbital 
energies. 

We are interested here, I believe, primarily in individual molecules in the gaseous or vapour 
state. As simple examples, consider the nitrogen and carbon monoxide molecules, whose 
electron configurations in terms of molecular orbitals can be written as 

l(j| la* 2o§ 2a; l-rr« 30^ and la« 2a8 Sa2 4a1 lit« 5a2. 
The minimum ionization potential corresponds to removal of an electron from the Sag m.o. 
(molecular orbital) in N2, or the 5a in CO. The resulting ground state of the Nj molecular 
ion can be called (3ag)-1. But there are other states (ITTU)-1, (^au)-1, and so on. One way in 
which we can learn about these is through a study of the band spectrum of N^", where emission 
spectra (l-tru)-1-*-(Sag)-1 and (2au)~1-> (Sag)-1 are known. From data on these, if the 
minimum ionizadon potential, that for Sag, is accurately known, those for ITTU and 2au can 
be determined accurately. Analogous statements apply to CO. X-ray spectroscopy, both in 
absorption and emission, has been used in a similar way to optical spectroscopy, but not very 
much for gaseous molecules; it is difficult to obtain accurate results. 

i-a 
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To determine the minimum ionization potentials of molecules, electron impact methods have 
been widely used. However, these usually result in values that are of limited accuracy. More 
accurate is the photoionization method, in which the molecule is allowed to absorb almost 
monochromatic light of varying frequency until a frequency is reached at which ionization 
begins and ions can be collected; this (with rare exceptions) gives the minimum ionization 
potential, usually determined to within 0.01 or 0.02 V. 

A direct method of determining accurately not only the minimum but also some of the 
inner-shell ionization potentials of molecules is the observation of the limits, i.e. the convergence 
points, of Rydb'jrg series absorption spectra. Professor Pnce was one of the pioneers in using 
this method for many molecules. The method has been employed successfully for the 3og, ITTU 

and 2ou m.o. of the nitrogen molecule. However, because of the complexity of their spectra or 
sometimes for other reasons, the use of this method has largely been limited to the simplest 
molecules, and has not always been successful even for these. Photoelectron spectroscopy is 
in theory a related procedure but by-passes all the complexity of the Rydberg series, going 
directly, for each inner shell excitation, to what would be the limit of the Rydberg series, 
namely the ionization potential. 

Paralleling the development of experimental methods for determining molecular ionization 
potentials there has been an outburst of activity in theoretical computations on molecular 
electronic structure, using large digital computers. In particular, the forms and the orbital 
energies of m.o. in the s.c.f. (self consistent field) approximate descriptions of larger and larger 
molecules are now being computed with considerable accuracy. On the basis of Koopmans's 
theorem, the s.c.f. orbital energy of a m.o. is approximately, but not exacdy, equal to the 
ionization energy for removal of an electron from that m.o. Thus s.c.f. theory gives values of 
inner-shell ionization energies which, while rather rough, are usually good enough to corroborate 
or to serve as a guide if needed, to the identity of the m.o. whose energies are being determined 
accurately by photoelectron spectroscopy. The theory tells us not only the energy but also the 
symmetry type (e.g. TTU or erg in the example of Nj), and beyond this, the detailed form of each 
m.o. with, as a corollary, an approximate indication as to whether it should be bonding, non- 
bonding, or and-bonding. In favourable cases photoelectron spectroscopy gives amazingly 
accurate evidence about the bonding characteristics of m.o. and at the same time gives detailed 
information on the vibrational levels of the molecular ion states. 

S.c.f. theory predicts the approximate characteristics not only of outer-shell m.o. but also of 
inner-shell m.o. down to the K shell orbitals. It makes interesting approximate predictions 
about how the K shell energies corresponding to various atoms differ in different molecules. 
For example, in N2, the m.o. lag and 1CTU are approximately N atom's a.o. (atomic orbitals), 
or rather, linear combinations of these, lcrg x lsa + lst>, lau~lsa-lsb, where a and b refer 
to the two nuclei. In CO, la is, very nearly. Is of oxygen and 2a is, very nearly, Is of carbon. 
In Nj, the orbital energy is predicted to be slightly less for lau than for lag. In CO, the predicted 
K shell orbital energies for C and O differ from those for COj, and for C from those for CH4, 
C2H4, CjH^ and other carbon compounds. However, the theoretical predictions, even with 
the most accurate s.c.f. wave functions, cannot give accurate ionization potentials, while X-ray 
photoelectron spectroscopy as developed by Professor Siegbahn, does give accurate values. 

In the course of time, accurate theoretical calculation of outer- and inner-shell ionization 
potentials will become possible, first for various small molecules, then for larger and larger 
ones. This course of events will proceed in two steps; the first of these will be the making of 
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more accurate s.c.f. calculations for larger molecules; at present, really accurate s.c.f. approxima- 
tion calculations are available only for diatomic and perhaps some triatomic molecules. Later 
will come the introduction of configuration mixing, going beyond the s.c.f. approximation, 
to get really accurate molecular wave functions. But the second step will take a very long time, 
and I think we shall have to rely on experimental information from photoelectron spectroscopy 
for accurate ionization energies and, clearly, for an amazing variety of other interesting and 
important information about molecules and their ions. 
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ABSTRACT 

A uniform paramefrizaHon is suggested For ir-etecfronic structure 

calculations of conjugated systems containing carbon/ nitrogen, oxygen and fluorine. 

All parameters are related directly to atomic data.   The parametrization scheme is 

substantiated by comparing computed and observed uv spectral data and proton 

hyperfine coupling constants for a large number of different ir electron systems.   The 

good correlations obtained suggests that ir electronic structure calculations, in con- 

junction with the proposed parametrization scheme, can be used reliably for the 

prediction of uv spectra and proton hyperfine coupling constants.  Arguments are 

presented that singlet-triplet transition energies, as well as ionization potentials, 

cannot be predicted with equal reliability using the scheme proposed. 
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THE PARAMETRIZATION OF SEMI-EMPIRICAL ir-ELECTRON MOLECULAR 

ORBITAL CALCULATIONS; TT-SYSTEMS CONTAINING C, N, O AND F1 

I.   INTRODUCTION 

The application of semi-empirical Tr-eleclron molecular orbital 

calculations to the study of chemical and spectroscopic properties of unsaturated 

hydrocarbons has been extensive and in general successful.   The method of calcu- 

lation used commonly is the semi-empirical scheme of Pariser-Parr and Pople, which 

is a SCF-LCAO procedure based on the independent particle model, grossly simplified 

by the assumption of I n separability and the approximation of "zero differential 

4 
overlap" between atomic orbitals on different centers.     The effect of these rather 

severe approximations is hopefully compensated somewhat by the introduction of 

semi-empirical parameters into the calculation.   Computations following the PPP 

method result in w-electron molecular wavefunctions, describing many important 

phenomena not accommodated by the simpler Hiickel theory, such as separations 

between excited states of different multiplicity, excitation energies for electronic 

transitions giving rise to ot and ß bands in the absorption spectra of aromatic 

hydrocarbons, and positive as well as negative spin densities in free radicals and 

ions.   Although computations using the PPP method are in principle no more difficult 

than Huckel calculations, the choice of suitable parameters for PPP calculations is 

more arduous, especially if hetero systems are to be treated. 
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Often, when ir-electron calculations are performed for a limited group 

of similar molecules, a parametrization is effected such as to give good agreement 

between computed and experimental data for some molecules in the group considered. 

Proceeding in this manner results in a certain loss of objectivity, such as is commonly 

encountered in Huckel theory.   In addition it is more difficult to judge the relative 

reliability of calculations from different sources, when different approximations have 

been made in the selection of the basic parameters.   If the PPP theory is general 

enough that it allows correlation of computed results with experimental data over a 

wide variety of unsaturated compounds, there must be at least one consistent choice 

of parameters which will yield a general and wide reaching correlation.   It is felt 

that there exists a need for such a unified parameterization scheme, which is 

generally applicable, without additional modifications, to all types of Jtoms 

routinely encountered in different ir-electron systems. 

In order to deal with this problem we propose herein a generalized 

parameter scheme for PPP type calculations, and detail it* application to jr-electron 

systems containing carbon, nitrogen, oxygen and fluorine.   Due to the empirical 

nature of ir-electron theory., it was felt that a direct theoretical parameter choice 

was not feasible, but the validity of an empirical parameter scheme, though derived 

with some theoretical reasoning, had to be demonstrated by showing its capability to 

predict or correlate observables.   Therefore in section (4) a number of representative 

calculations of electronic excitation energies and proton isotopic hyperfine coupling 

constants for different types of unsaturated systems are presented to substantiate the 
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parameter scheme proposed in section (3).   To clarify our notation and to avoid 

confusion, section (2) allows for a brief review of the ir-electron formalism as it is 

used here. 

2.   SEMI-EMPIRICAL IT ELECTRON THEORY 

In the ir-electron approximation the Z part of the total electronic 

wavefunction of a molecule is assumed to be invariant to changes in the ir-electron 

distribution and therefore considered as constant and disregarded.   A molecular 

wavefunction, Y , of a stationary state, describing the ir-electrcn c.'ouu only, is 

then written in general as a sum of configurational functions, I  .   The configurational 

functions are Slater determinants constructed from molecular orbitals i\.   These MO's 
i 

are given as linear combinations of basis functions cp    as 

♦ .     =    I tp c  ., 0) 

where the c   . are linear expansion coefficients.   As a basis set cp  , atomic 2piT 
M.I |i 

orbitals are chosen, centered one on each atom which is participating in the n 

structure of the system. 

112 



o.) Closed Shell Ground State.   The 7r-electron molecular wavefuncfion 

for a closed shell ground state of a molecule with n (n = even) n-electrons fs written 

as a single Slater determinant, constructed from m = n/2 doubly occupied spatial 

orbifals: 

y   =$    =  J-   det{K(I)t|r (2)...+ (2i-I)*.(2i)...*   (n)} (2) 
o      o       ^n" L    i i i i m      J 

where barred orbitals are ß spin, unbarred, a spin.   Y   is an eigenfunction of ST 

and S  with the eigenvalues 0, representing a singlet state. 

The tjr.'s in Eq. (2) are determined by the eigenvectors of the Fock 

equation 

Fc -See 

where   C   is diagonal. 

In the zero differential overlap approximation of Pariser-Parr and 

Pople we have cp cp 6r -0 unless v = \i.   Thus   *>   is a unit matrix, and the 

matrix elements of  ff"  are given by 

(3) 
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F=H-lpY+6IpY/ (4) |iv       nv   2 r^v    nv p.v a     aa    ^a 

whero 

V=   U^^^   ^  V1)tPv(2)dTldT2' <5) 
12 

H        =   -1  (V, n) -1    ,    Z   Y     / (6) up. p.* '   '      a^n   a   jxa 

and 

P        =    2  ) c  . c   . . (7) rliV L. ui   vi 
i 

The Y      are one and two center coulomb repulsion integrals, 1(7, n) the nth 

ionization potential of atom p, in valence state V, Z   the core charge of atom a 

(equal to the number of electrons contributed to the ir electron system) and p      the 

elements of the charge density-bond order matrix   /'     .     H      (= ß     ) for |j. ^ v 0 ' jiv        p.v 

is known as a core resonance integral and enters as a parameter, as does I   (V, n) 

and Y 
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b.)  Open Shell Ground States.   For open shell systems of ir-electron 

free radicals and radical onions and cations, we choose the spin unrestricted Hartree- 

Fock description, because we would like to retain the simplicity of a single 

determinantal wave function, but at the same time be able to describe negative 

spin densities, central in the description of electron spin resonance spectroscopy. 
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An unresfricted molecular wave function for p or electrons and 

q ß electrons (putting arbitrarily p ) q) has the form: 

u 1 
Y    = 

o v/nl 
-  det  {^(1) ^(2). . . t^+l). . . iVq) }, (10) 

where the mol jcular orbitals comprising the elements of the determinant form two 

different orthonormal sets. 

♦ .    - Z   cp  c   . , ♦ ?   =   Z   cp   c ? OD 

determined by the solution 

Z4. ^     (T   ,/*   /i Fc"ScY   J    iF'V'Sc'i (12) 

with 

=  H       -p       Y       +6      Z(p       +p)Y (13) 

and 

orocc 
a          _ or or 

)        =   Z. c.. c  . 
M-v             i M.I vi 

(14) 
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The matrix elements   fr      are obtained by interchanging the superscripts cc with 

the superscripts ß in Eqs. (13, 14).   The ir electronic energy of the system is 

Eu=ll     [p ^ (H      + F a) + pß    (H      +Fß)].       (15) 

The wavefunction f     is an eigenfunction of S   but not of S>  and 

contains in c. id IS ion to the state of the multiplicity desired, contamination from 

spin components of higher multiplicity.   However, the extent of contamination from 

higher multiplets is generally not large and Y    may usually be considered a 

reasonable approximation to the state desired.   By annihilating contaminating states 

of higher multiplicity one can obtain a ground state function from ¥   , which is an 

eigenfunction of St.   Such an annihilation will in general change the energy and 

charge distribution 1ittle; however, it may have a marked effect on spin densities 

(see results). 
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c.)     Excited States.   A simple formulation of the molecular wavefunction 

for an excited singlet or triplet state, arising from a single excitation of a closed shell 

ground state may be given as the sum or difference of two determinantal functionf: 

3'\,k = ^ We. [♦,(1)7,(2)... ♦kPi-I)T.(21)...yn)} 

+ det [^(DfjP)... ♦.(2i-I)tjt(2i)..im(n)]   ]. (16) 

Eq. (16) describes a spin proper configuration arising from a single excitation of an 

electron out of the orbital if., occupied in the ground state, into a virtual (unoccupied) 

orbital if,.   The positive sign refers to a singlet and the negative sign to a triplet 

configuration.   A single configuration represented by Eq. (16^ will be in general a 

poor approximation to an excited state.   A better, and frequently a sufficiently good 

approximation to an excited state, is obtained by writing the excited state wavefunction 

as a linear combination of many such spin proper configur-itions of a given multiplicity. 

Y      =   Z   §   A       , (17) 
p n    n    np 

and determining the linear expansion coefficients A     by the variational method 
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(configuration interaction calculation).   In this investigation the summation in Eq. (T7) 

will be limited to singly excited configurations from the restricted Hartree-Fock ground 

state function of Eq. (2), and the parametrization will be effected accordingly.   The 

energies of the electronic excited states and the linear expansion coefficients A 

are the eigenvalues and eigenvectors respectively of the matrix   Inl of the total 

w-electron operator 3C  of the system, having the elements ($    | 5C   | $   ).   Since 

the orbitals from which the spin proper configurations are constructed are Hartree- 

Fock orbitals, the interaction elements between ground state and singly excited 

configurations will vanish, and the   lf~ll matrix elements may be written for singlets 

as: 

m"      '    n Hk1 f-* i|  k£  o 

+ 6kXek'6ijei -(iMU)+2(ikUi)# (18) 

and for triplets as: 

+8k/,k-6i[ei-(iitii/)' <") 

where 6.. is the Kronecker delta.   Due to the "zero differential overlap" approxi- 

mation, we have. 
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(iiM = lIvD^i-^OH^dT. 

*   2v
cni<>l<CviCviV' - PO 

By subtracting the ground state energy, E , from the diagonal matrix elements, the 

eigenvalues obtained will be the excitation energies. 

Analogously excited doublet and quartet states could be constructed 

from the unrestricted Hartree-Fock functions of ions and radicals, Eq. (10); however, 

this possibility is not considered in this work. 

3.   PARAMETRIZATION 

From the preceding review of the formalism of semiempirical ir-electron 

molecular orbital theory it is seen that the same basic par-rr^t^rs «»rtgr into each type 

of calculation considered, namely the valence state ionization potentials I  , the 

coulomb repulsion integrals Y    / and the core resonance integrals ß    .   We proceed 

now to a dv tailed discussion and specification of the particular parameter choice 

proposed for the atoms carbon, nitrogen, oxygen and fluorine. 

a.)     Valence State Ionization Potentials and One Center Coulomb Repulsion 

Integrals.   The valence state Ionization potentials and the one center coulomb 

5 
repulsion integrals are interrelated through the elegant argument due to Pariser, 
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who pointed out that the energetics of a charge transfer disproportionation of two 

identical neutral atoms into ar* ion pair require approximately 

Y        =    I     - A / (21) 

where I   and A   are the proper ionization potential and electron affinity of atom p.. 

The validity of Pariser's argumett has been questioned frequently; it has been criticized 

particularly because the rearrangement in the electronic core (analogous to the I core 

in ir-electron theory) of the atoms is not considered.   Neglect of core rearrangement, 

however, is consistent with the entire framework of ir-electron theory.   Eq. (21) is 

attractive by its simplicity and especially through the fact that with it good results 

can be obtained.   To our knowledge there is in semiempirical ir-theory no procedure 

of obtaining the one center coulomb integral, which yields results significantly better; 

therefore, Eq. (21) has been adopted for the determination of the one center coulomb 

repulsion integrals. 

The determination of valence state ionization potentials and electron 

affinities is accomplished by combining the proper valence state promotional energies 

with the corresponding ground state ionization potentials and electron affinities 

respectively.   For example the valence state ionization potential and electron 

affinity for carbon in its (tr tr tr TT) valence state is given by 

lc(tr tr tr ir, 1)  =  L, +  P^(tr tr tr)  -   P°(tr tr tr ir) 

Ac(tr tr tr ir, 1) = Ac + P° (tr tr tr ir) -  P" (tr tr tr TT ) 
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where P (v) is the promotion energy to valence state v.   For an atom contributing two 

electrons to the ir electron system of a molecule, it is necessary to have the second 

valence state ionizafion potential and corresponding electron affinity, i.e., the 

first ionization potential.   As an example for a pyrrole nitrogen, with a valence 

state tr tr tr n   it is 

lN(trtrtrir2, 2) = 1^  +  P^r tr tr)  -  pj(trtrtrir) 

AN(trtrtnT / 2) =  'M  + P
N (*****)  '  Pf. (tr tr tr/). 

Selection of the ground state ionization potentials and electron affinities and calcu- 

lations of the appropriate promotion energies has been considered in detail in an 

earlier publication,   and the valence state quantities employed herein are based on 

these results. 

It is in general not necessary to consider fine details in the hybridization 

of the underlying core of the atoms considered, since such changes affect the pir- 

electron ionization potential and electron affinity only little.   As an example, 

I (trtrtnr,!) = 11.16 e.V. and A (tr tr tr ir, 1) =  .03 e.V., while for acetylene 

type carbon the values would be I (di di ir IT, 1)  =  11.19 e.V. and A Jdi di TT ir, 1)  = 

. 10 e.V.   It is therefore sufficient to use general pir-electron ionization potentials 

and electron affinities,   in Table 1 the required pir-electron ionization potentials 

and electron affinities are listed together with the corresponding one center coulomb 

repulsion integrals, evaluated from Eq. (21), for the atoms considered in this invest!- 
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TABLE !•   Valence State lonizafion Potentials, Electron Affinities and One-Center Coulomb 
Integrals Used.6 

Valence State           Valence State              Valence State   ~~       Üne-Center 
Electronic          lonization Potential        Electron Affinity        Coulomb Integral 

Atom Co./^ration eV     eV eV 

C 

Nfl) 

N(ll) 

0(1) 

0(11) 

F(ll) 

trtrtnr 11.16 
2 

tr trtnr 14.12 

trtrtnr 28.72 

tr tr tnr 17.70 

tr2trtnr2 34.12 

,n222 SP P p 40.70 

0.03 11.13 

1.78 12.34 

11.96 16.76 

2.47 15.23 

15.30 18.82 

18.52 22.18 
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gation.   The values given correspond to an underlying trigonally hybridized core, as 

it is most commonly encountered. 

b.)     Two Center Coulomb Repulsion Integrals.   The one center coulomb 

repulsion integrals, when determined semiempirically from Eq. (21) are lower than 

the corresponding theoretical values, computed from Slater type orbitals using Slater- 

Zehner exponents or from atomic Hartree-Fock orbitals, and thus correspond to 

somewhat more diffuse orbitals.   The two center coulomb integrals must be determined 

with recognition of their proper limiting values, i.e. they should join smoothly the 

purely electrostatic value r     for large distances r     and also go to V      at r      =0 

in the homonuclear case.   A general formula for y     may be obtained by treating the 

problem purely theoretically and evaluating the coulomb integral using Slater type 

functions with an exponent that would give the empirical Y    for the one center case. 

Such a procedure would complicate ir-electron calculations considerably, and not 

necessarily yield better results than the alternative method of treating the integrals 

empirically.   This can be done by choosing a flexible function with the required 

limiting behavior and implementing it from experience.   We have chosen the latter 

method, and our suggested general formula for Y     in atomic units is 

1 

V ~   a   exp(-r   2/2a2) + r      ' (22) 

where 

Y      + Y 
(23) 
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with Y'S in Hartrees and r in Bohr.   (Atomic units are chosen here to avoid the 

appearance of conversion factors in the formulas.) 

This expression is similar to a suggested formula by Mataga and 

7 Nishimoto,    and has been inspired by it.   An equation of similar form has been 

g 
suggested by Knowlton and Carper.     The exponential factor introduced into the 

denominator was found necessary to dampen the influence of a at intermediate values 

of r    , because Mataga type formulas, without the exponential factor, result  in the 

prediction of triplet states which are in general more than I e.V.  too low.   The 

reason for this is apparently that Mataga type Y     's show initially a too rapid decrease 

of y     with r    , giving too laige differences between one Center coulomb integrals 

and nearest neighbor coulomb integrals.   Another formula for Y     tested in this work 

has been 

Y^   =        -   ] , (24) 
v/2  .    2 

a   +   r 

9 . 
as suggested by Ohno.     However results obtained with such Y    's were completely 

unacceptable.   In Fig. I the dependence of different Y     formulas on r     is illustrated 
jiv |J,V 

for C(2pTr)  -  C(2pir) coulomb repulsion. 

c.)     Core Resonance Inf^grals.   A semi-theoretical method of estimating 

9 
ß     has been proposed by Ohno.     Using Lowdin orbitals and assuming that the major 

contribution to ß     comes from the region near the midpoint of internuclear separation, 

he derives 
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ß      =i(Z+Z)S      { Y      -    ■^—^- } , (25) 
f* v 

where C is a disposable parameter.   We have chosen to implement Eq. (25) in its 

present form into the overall parametrization scheme proposed herein, choosing the 

basic functions for the evaluation S      in a manner consistent with the semiempirical 
p.v r 

Y    •   This is accomplished by evaluating S     over Slater orbitals, using the 

theoretical value of the orbital exponents corresponding to the semiempirical value 

for the one-center coulomb repulsion integral, i.e. evaluating the one center coulomb 

repulsion integral Y     from a 2pir orbital, which is represented by a single 2p Slater 

type basis function with exponent £   gives the relation 

^      -      1280 „.. 

h     lor v - *6) 

which is used to obtain the C '* required for the determination of the overlap integrals 

S    .   This procedure leads to relatively large values for the overlap integrals, but has 

the advantage of leaving the parameter scheme proposed internally consistent, and 

based entirely on the atomic energy data.   That S     used in Eq. (25) may be too large 

is remedied by the parameter C, which is left unspecified to this point.   This parameter 

has been chosen empirically such as to give fh*» best overall fit to the electronic 

excitation energies in a small set of selected compounds, namely ethylene, benzene 

and the monocyclic azines.   The best value found is C = .545, and this value has been 

used in all following calculations performed, to substantiate the parameter scheme 

proposed herein. 
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4.   RESULTS OF SAMPLE CALCULATIONS 

As pointed out in the introduction, the authors feel that a rigorous 

theoretical justification of a parameter scheme in the Pariser-Parr and Pople method 

cannot be achieved, due to the many approximations in this semi-empirical MO 

procedure.   Numerical experimentation is therefore the only method to test the 

merits of the parametrization scheme proposed in Section 3.   Any parameter scheme 

is useful only, if with it several experimental observabies can be calculated reliably 

for a large class of molecules.   It is, however, asking too much to expect a particular 

scheme to overcome the limitations inherent in the Pariser-Parr and Pople method.   The 

method is based on the independent particle model and therefore incapable to yield 

effects, which depend critically on electron correlation.   Fortunately it appears 

possible to compensate some of this shortcoming by an appropriate parameter choice. 

However, if parameters are chosen to compensate for one particular correlation error, 

one should not expect the same parameters to compensate other correlation errors.   To 

be more specific, let us discuss correlation errors in the description of electron excitation 

and ionization. 

A particular singly excited configuration of a closed shell molecules gives 

rise to a singlet and a triplet state.   We ask, what is the electron correlation error, if 

we calculate term values, i.e.. 

AE      =      E*  - E0   . 
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Identifying the correlation energy as    e   (a negative quantity), we obtain 

Ac      -     e*    -     e   . 

If the transition energy is calculated within the framework of the 

independent particle model, we should get AE       which in general will be smaller 
nr 

than AE, since   e     is in general smaller than      e* (  e    and     €* are negative 

energy quantities), and 

AE     =     AEHF +   Ae. 

If we effect the parametrization such that we obtain in the frame of the independent 

particle model directly AE      for singlet states, then we should expect to obtain AE    , 

the term values for triplet states too low, because we calculate approximately 

AE®   =    U®   +    A .  <", 

the corrections A e       resulting from our parameter choice; however A e       is in 

(3) 
general smaller than Ae since the Fermi hole in the triplet state results in 

e*' *      <     e*       (   e's are negative quantities.). 

The parametrization scheme suggested in this paper is adjusted such as to 

yield good correlation between experimental and computed values for singlet-singlet 

transition energies and for ground state properties, i.e. proton isotopic hyperfine 

coupling constants.   It must be expected therefore that singlet-triplet excitations will 

be calculated consistently too low.   Such a consistent discrepancy has been observed 

in all cases where experimental singlet triplet transition energies are known. 
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If can be concluded from an argumenf quite analogous fo the one 

presented above that ionization potentials calculated from orbital energies, following 

Koopmans' theorem, should be too large, if the orbital energies are obtained with 

parameters chosen for singlet-singlet transitions.   This was also consistent with the 

results obtained in this work.   Thus the parameter scheme presented here will yield 

only ground state properties and singlet singlet transition energies reliably.   We believe, 

due to the arguments presented above, that such limitations should apply to any general 

parameter scheme for the Pariser-fbrr and Pople method.   The arguments presented 

above apply only if, as done here, the ground state is described by a single, spin 

restricted HF function, and the excited states are expressed as combinations of 

Slater determinants, singlet excited with respect to the ground state.   If doubly 

and higher excited configurations are used in the expansion of the total wave function, 

these shortcomings of the conventional Pariser-Parr-Pople method can be overcome. 

Work along these lines is in progress. 

Results for singlet-singlet excitations;  Singlet-Singlet excitation 

energies were calculated for organic ir-electron systems containing the atoms C, N, 

O and F.   The results are given in Figure 2 and Table 2.  All systems were assumed 

to be planar, and if known, the ground state bond distances and angles were used; 

otherwise idealized structures were assumed with standard internuclear distances.   It 

was found that the results did not depend critically on these assumed geometries.   The 

computed transition energies should correspond to the energies of the absorption maxima, 

since these Franck-Condon maxima in general correspond to excitations fron the zero'th 

vibrational state, which corresponds most closely to the ground state geometry assumed 

in our calculations.   Unfortunately most of the observed absorption maxima are rather 

broad; therefore, we have compared an observed absorption range with the computed 

transition energies.   This we believe is more meaningful than comparing the exact 

observed absorption maxima.   Frequently weak absorptions, which are symmetry or 
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overlap forbidden, do not show up in the system as absorption maxima.   If such 

absorptions appeared as shoulders of stronger peaks, we have included them  in Table 2 

together with the corresponding computed excitation energies.   If, however, symmetry 

or overlap forbidden excitations resulted in the computation of energy values where 

neighboring strong lines completely obscured the appearance of a weak absorption, 

then such computed excitations are left out in Table 2, since no meaningful comparison 

would be possible.   It should be kept in mind that the purpose of this presentation is to 

compare computed and observed spectra to justify a parameter scheme, and it is not 

even attempted to interpret in detail any one particular UV spectrum of a compound. 

Only in the latter case it would be necessary to report also computed weak transition 

energies which clearly are obscured in the observed spectrum.   It is seen from Table 2 

and from the correlation diagram. Fig. 2,    that the computed transition energies correlate 

well with the observed absorption maxima ranges. 

It is clear that a parameter scheme can be tailored such as to yield better 

results for a particular small class of compounds, the discrepancies for compounds outside 

this class would then surely be larger.   In adaition to the transition energies, we have 

also computed the transition moments, using the point dipole approximation.   The 

results obtained correlate rather well with the observed molar extinction coefficients. 

This permitted a less ambiguous assignment of computed and observed transition 

energies.  Besides the results reported here we computed the spectra of 40 more hydro- 

carbons and azines, and the results obtained agreed equally well with the observed 

spectra as those reported here.   We will report on these results in the future, with an 

attempt of detailed spectral assignments. 
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Results for profon isofopic hyperfine coupling constants.   It is clear that 

within the PPP method the proton hyperfine coupling constant, which depends on the 

electron spin probability at specific protons, cannot be obtained directly.   The protons 

are generally located in the molecular plane where the IT electron wave function/ which 

is the part of the electronic wavefunction considered explicitly/ has a nodal plane.   It 

is expected however that the proton hyperfine coupl ing constants/ a , observed in esr 
n 

spectra, correlate well with pcir, the electron spin density in the it orbital of the 

carbon atom, to which the specific hydrogen atoms are bonded.   This is generally 

known as the McConnel relation 

aH     =    Qpcir 

which can be justified theoretically.       Correlated are therefore the calculated spin 

densities of the carbon atoms with the observed proton isotopic hyperfine coupling 

constants of the corresponding hydrogen atoms (see Fig. 3 and 4). 

It is well known that PPP calculations within the restricted SCF frame, 

i.e. each spatial orbital is occupied with spin a and spin ß electrons excepting on 

singly occupied orbital/ cannot yield negative spin densities.   It is therefore necessary 

to resort to an unrestricted SCF formalism/ as outlined above, if spin densities at the 

carbon atoms are to be computed in a more realistic manner.   It is well known also 

that unrestricted SCF functions are not eigenfunctions of the S>   operator.   Thus the 

wavefunctions which are obtained directly by solving Eq. (T2) will in general not 
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represent pure doublet states as they should for the radicals and positive und negative 

ions considered here.   In principle, it is possible to project out the components of the 

wavefunction which corresponds to states of higher multiplicity.   This, however, is 

rather arduous, and it is in general sufficient to annihilate the next higher multiplicity 

coi.iponent, here a quartet.    This is so because the higher spin components are in 

general only small contaminations of the wavefunctions, which in our case are in 

general of more than 98% doublet character.   It should in general not be expected 

that the projected wavefunction or the function with the dominant contamination, here 

the quartet, annihilated yields a more true representation of the electron or spin 

distribution.   Because the orbitals of the projected function were obtained by solving 

Eq. (12), in which the electron interaction potential is obtained from the unprojected 

total wavefunction, thus projected or annihilated functions are in general no more 

self-consistent functions.   In addition, the generation of wavefunctions which are 

eigenfunctions of b   from the unrestricted SCF function is necessarily arbitrary.   The 

mechanical procedures of projection or annihilation do not always yield functions 

which give a potential in the SCF equations, which is most closely related to the 

potential used when solving the SCF equations.   Thus the unrestricted SCF functions 

are afflicted with inadequacies if used directly or after projection or annihilation of 

the contaminating spin components.   Fortunately these inadequacies are in general 

not serious, since the contribution of high spin components in the unrestricted SCF 

functions is rather small.   An inspection and statistical evaluation of the correlations 

in Fig. (3) and (4) shows that the correlation of experimental and computed results 
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before and after annihilation of quartet states is equally good.   For spin density 

proton hyperfine coupling constant correlation derived from a single determinantal 

function. Fig. (3), the slope is Q = -17.09, and the standard srror is 1.05 Gauss, 

while for the function aftbr quartet annihilation. Fig. (4), the slope is Q = -23.66, 

with the standard error 0.84 Gauss. Thus we conclude that our parameter scheme is 

adequate to yield reliably proton hyperfine coupling constants within the unrestricted 

SCF frame of the PPP approximation and the McConnel relation.   It may be concluded 

further that a projection or annihilation of contaminating high multiplicity in the 

wavefunction is unnecessary labor if esr spectral data are to be correlated or predicted. 

Acknowledgement;  The authors express their gratitude to Mr. E. Melhado for his 

assistance in computirg the spin unrestricted SCF functions. 
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Captions for Figures 

Fig. 1. Dependence of Y     on r     as computed for 2pir orbitals, and as given 

by different approximate formulas. 

Fig. 2. Observed uv absorption bands versus computed singlet term energies for 

molecules given in Table 2. 

Fig. 3. Observed proton isotropic h/perfine coupling constant vs. calculated 2pir 

orbital spin density (sd = single determinant).   Dotted line is linear least 

squared correlation line, constrained to origin.   Key:  (1) allyl radical, 

1 position , (2) allyl radical, 2 position , (3) pentadienyl radical, 1 

position , (4) pentadienyl radical, 2 position , (5) pentadienyl radical, 

abb 
3 position , (6) benzyl radical, 2 position , (7) benzyl radical, 3 position , 

(8) benzyl radical, 4 position , (9) benzyl radical, 7 position , (10) trans- 

butadiene radical anion, 1 posiHon , (11) trans-butadiene radical anion, 2 

c c 
position , (12) azulene radical anion, T position , (13) azulene radical 

~ c c 
anion, 2 position , (14) azulene radical anion, 4 position , (15) azulene 

- c « c     . 
radical anion, 5 position , (16) azulene radical anion, 6 position , (17) 

diphenyl radical anion, 2 position , (18) diphenyl radical anion, 3 

d d 
position , (19) diphenyl radical anion, 4 position , (20) biphenylene 

e o 
radical anion, 1 position , (21) biphenylene radical anion, 2 position , 

(22) biphenylene radical cation, 1 position     , (23) biphenylene radical 

fa hi 
cation, 2 position     , (24) anthracene radical anion, 1 position ' , 

hi 
(25) anthracene radical anion, 2 position ' , (26) anthracene radical 

hi hi 
anion, 9 position ' , (27) anthracene radical cation, 1 position ' , 
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(28) anthracene radical cation, 2 position ' , (29) anthracene radical 

cation, 9 position ' , (30) perylene radical anion, 1 position ' , (31) 

perylene radical anion, 2 position ' , (32) perylene radical anion, 3 

hi A 
position ' , (33) dibenzobiphenylene radical cation, T position , 

(34) dibenzobiphenylene radical cation, 5 position , (35) tneta- 

dinitrobenzene, 2 position , (36) pyridazine radical anion, 3 position , 

(37) pyridazine radical anion, 4 position , (38) s-tetrazine radical anion, 

3 position , (39) meta-dinitrobenzene, 4 position , (40)1,4- 

diazanaphthalene radical anion, 2 position , (41) 1,4-diazanaphtalene 

radical anion, 5 position , (42) 1,4-diazanaphthatene radical anion, 

6 position , (43) phthalazine radical anion, 1 position , (44) phthalazine 

radical anion, 5 position , (45) phthalazine radical anion, 6 position , 

(46) 1,5-diazanaphthalene radical anion, 2 position , (47) 1,5- 

diazanaphthalene radical anion, 3 position , (48) T,./>-diazanaphthalene 

radical anion, 4 position , (49) phenazine radical c/iion, 1 position , 

(50) phenazine radical anion, 2 position , (51) ?,4,5,8-tetraazoanthracene 

radical aruon, 2 position , (52) 1,4,5,8-tetraazaanthracene radical anion, 

9 position , (53) dihydrophyrazine radical cation, 2 position , (54) phenoxy 

radical, 2 position , (55) phenoxy radical, 3 position , (56) phenoxy 

radical, 4 position , (57) para-benzoquinone radical anion, 2 position"' , 

(58) ortho-benzoquinone radical anion, 3 position*' ' , (59) ortho- 

benzoquinone radical anion, 4 position"' ' , (60) 1,4-naphthoquinone 

radical anion, 2 position , (61) 1,4-naphthoquinone radical anion, 5 

position , (62) ],4-nophthoquinone radical anion, 6 position , (63) 9,10- 
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anfhraquinone radical onion, 1 position , (64) 9,10-anthraquinone 

radical anion, 2 position , (65) 9,10-phenanthrenequinone radical onion, 

1 position , (66) 9,10-phenanthrenequinone radical onion/ 2 position , 

(67) 9,10-phenanthrenequinone radical onion, 3 position', (68) 9,10- 

phenanthrenequinone radical onion, 4 position , (69) hydroquinone radical 

cation, 2 position , (70) nitrobenzene radical onion, 2 position , (71) 

(72) nitrobenzene radical onion, 4 position , (73) 1-nitro-4-aminobenzene 

radical onion, 2 position , (74) l-nitro-4-cminobenzene radical onion, 3 

W V 
position , (75) 1-nitro-4-fluorobenzene radical anion, 2 position , (76) 

1-nitro-4-fluorobenzene radical anion, 3 position , (77) 1-nitro-4- 

hydroxybenzene radical anion, 2 position , (78) 1-nitro-4-hydroxybenzene 

radical anion, 3 posifion , (79) cis-butadiene radical anion, T position , 

c 
(80) cis-butadiene radical anion, 2 position , (81) phenanthrene radical 

• • 
anion, 1 position', (82) phenanthrene radical anion, 2 position', (83) 

phenanthrene radical anion, 3 position, (84) phenanthrene radical anion, 

4 position', (85) phenanthrene radical anion, 9position', (86) p/rene 

radical anion, 1 position*, (87) pyrene radical anion, 3 position , (88) 

pyrene radical anion, 4 position , (89) perylene radical cation, 1 

hi hi 
position / , (90) perylene radical cation, 2 position ' , (91) perylene 

radical cation, 3 position ' , (92) dibenzobiphenylene radical onion, 

e e 
1 position , (93) dibenzobiphenylene radical anion, 2 position , (94) 

dibenzobiphenylene radical anion, 5 position , (95) pyrazine radical 
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onion, 2 position , (96) naphthalene radical anion, 1 position , (97) 

naphthalene radical anion, 2 position , (98) naphthalene radical cation, 

d d 
1 position , (99) naphthalene radical cation, 2 position , (100) tetracene 

radical anion, 1 position , (101) tetracene radical anion, 2 position , 

(102) tetracene radical anion, 5 position , (103) tetracene radical cation, 

d d 
1 position , (104) tetracene radical cation, 2 position , (105) tetracene 

radical cation, 5 position . 

Fig. 4. Observed proton Isotropie hyerpfine coupling constant vs. calculated 2pir 

orbital spin density (aa = after annihilation of quartet contamination). 

Dotted line is linear least squares correlation line, constrained to origin. 

Key to Figure 3 applies also to Figure 4. 
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THE PATH TO MOLECULAR ORBITAL THEORY 

R.  S. Mulliken 

Laboratory of Molecular Structure and Spectra, 

Department of Physics, 

University of Chicago, Chicago, Illinois 606^7 

ABSTRACT 

The early history of the development of molecular orbital 

(MO) theory Is reviewed. Aided by analogies to atomic spectra 

and based on evidence from molecular spectra In connection with 

the old quantum theory, a classification of electronic states 

of many diatomic molecules was effected early In 1926.    This 

classification was clarified and extended with the advent of 

quantum mechanics, using the new concept of molecular orbltals 

(not so named until 1932): Hund, Mulliken. The bonding power 

of electrons In MOs was discussed, and with the help of the 

LCAO approximation, MOs were Classified as bonding or anti- 

bonding. Herzberg proposed that one half the number of bonding 

less half the number of antlbonding electrons is equal to the 

number of chemical bonds in not too polar diatomic molecules. 

As an alternative to the use of general or non-localized MOs, 

Hund showed the usefulness of localized 6 and TT MOS in des- 

cribing the structures of single and multiple chemical bonds. 

The close correspondence of a pair of electrons in a localized 

MO to G. N. Lewis's earlier concept of an electron-pair bond is 

pointed out. The 'semi-united-atom' MO concept, e.g. for No 

and CO, is related to Langmuir's earlier description of the 
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structures of polyatomic molecules using non-localized MOs, 

the criterion of maximum overlap In MO theory, the electro- 

negativity scale, and the prediction of MO lonization potentials 

are discussed briefly. 
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THE PATH TO MOLECULAR ORBITAL THEORY 

By Robert S. Mulllken 

In a discussion of "Fifty Years of Valence Theory", it is 

necessary to go back a little further to the chemical theory 

of valence developed by G. N. Lewis in 1916. The essential 

features of this theory still to a considerable extent form a 

useful framework for understanding the role of electrons in 

chemical bonding. Lewis's theory spanned the previously un- 

bridged gap between ionic valence and the kind of valence that 

is typical of carbon compounds. This it accomplished by using 

the idea of pairs of electrons shared either equally or 

unequally between two atoms, permitting each atom either by 

transfer or sharing to be surrounded by a completed electron 

shell, usually of two or eight. Figure 1 summarizes the rela- 

tions of Lewis's theory to earlier valence theories and to 

Bohr's theory of atomic structure, and points to its relations 

to the subsequent quantum-mechanical theories of molecular 

electronic structure. 

Lewis's theory showed electrons distributed in pairs shared 

by two atoms, and in unshared "lone pairs". As I have discussed 

elsewhere,^ '  molecular orbital (MO) theory provides close 

counterparts to Lewis's shared pairs and lone pairs if we use 

localized MO's or chemical orbltals, as I have called them. 

1. R. S. Mulllken, Science 1£I, 13 (1967). 
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In the Lewis theory, electrons In shared pairs are bonding 

electrons, those In lone pairs are non-bonding. In Lewis's 

description of coordination compounds. Initially lone pairs 

become shared pairs.  In such compounds, as also In all polar 

bonds, there Is unequal sharing between two atoms; the same 

thing is true of electrons In 2-center localized MO's. 

Langmulr In 1919 In extending Lewis's theory Introduced 

the tenn Isostere to designate molecules which have the same 

number of electrons and are believed to have essentially the 

(2) same electronic structure as Judged by their properties.v ' 

As examples Langmulr gave, among others, Ng, CO, CN ; COg* NgO, 

N-z", NCO~.  In particular. No and CO have very similar physical 

properties In spite of their very different atomic composition 

and their very different structure In terms of early Ideas of 

valence bonding.  In retrospect, we may find here a strong hint 

of the need for a new type of molecular description such as MO 

theory now gives. 

Langmulr described the structure of Np and CO as consisting 

of two K shells surrounded by a valence octet, plus what he called 

an "Imprisoned palr''.^' Langmulr's picture of the structure of 

N2 differs considerably from Lewis's (see Plg.2).  In NO, there Is 

an additional Imprisoned electron.^7 Langmulr's picture of N2 

can nowadays be translated Into orbital language by writing the 

electron configuration shown by Item (l) In Pig. 5* corresponding 

to a "semi-united atom", with J>da    äs the Imprisoned pair.  I 

shall discuss this Identification later.  In NO, an Imprisoned 

5d7T electron Is added. 

2. I. Langmulr, J. Am. Chem. Soc. 41, 868, 15^5 (1919). 

3. I. Langmulr, l^. p. 901-906. 
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Let us now turn to Bohr's quantum theory of atomic structure 

and spectra in terms of electron orbits, — as further developed 

by Sommerfeld, Main Smith, Stoner, Pauli, Land^, and others. 

Although this theory met with much success In explaining atoms 

and the periodic system of the elements. It did not help In under- 

standing valence except In Ionic molecules. Bohr's early papersv ' 

Included some pictures of pairs of electrons circulating In orbits 

to form chemical bonds, for example In Hp and In CIL, but these 

pictures led to no progress. 

Nevertheless, certain features of the spectra of diatomic 

molecules (for example, Rydberg series of the He2 molecule, and 

electronic doublets resembling those In the spectra of alkali 

metal atoms) pointed to the existence in molecules of electronic 

sta'es and perhaps orbits more or less similar to those of atoms. ^^ 

There was some discussion about the possibility of the inter- 

action of electronic and nuclear-rotational angular momentum, 

and Kramers and Pauli' ' proposed the formula 

= B(vC^ .2 
2 

Erot Ä B(Vm*-a*-e) (l) 

4. See the reprinted 1915 papers with introduction and discussion 
by L. Rosenfeld (Benjamin, New York, 196?). 

5. A. Sommerfeld, Atombau und Spektrallinien, (Frledr. Vieweg, 

1924). See Chap. 9* on band spectra, in the 4th Edition. On 

the possibility of electronic angular momentum in molecules, 

see p. 745. 

6. H.A. Kramers and W. Pauli,Jr., Zelts, f. Physik l^, 551 (1925). 
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for the nuclear rotational energy. Here mh/27r Is the total 

angular momentum, and öh/27T and eh/27r are components of electron 

angular momentum along and perpendicular to the line Joining the 

(7) nuclei.  Kratzerv ' interpreted empirical features of certain 

band spectra in terms of an electronic quantum number € = | and 

ascribed the paramagnetism of Op and some features of its band 

spectrum to an electronic angular momentum oh/27r around the line 

Joining the nuclei. While these particular conclusions were 

incorrect, they pointed the way toward later valid developments. 

R. Mecke^ ^ also made efforts to carry over the systematics of 

atomic spectra to diatomic molecular spectra. 

It should be kept in mind that the foregoing developments 

occurred in the period 1925-5 before there was a clear under- 

standing of the nature of the various components of electronic 

angular momentum even in atoms.  In particular, it was not until 

late 1925 and early 1926 that Uhlenbeck and Goudsmit^"' proposed 

that each electron has a quantized spin of |h/27T. 

7. A. Kratzer, Naturwlss. 27, 577 (1925), Ann. Physik, n, 72 

(1925), and elsewhere. 

8. R. Mecke, Zeits. f. Physik 28, 26l (192^) and elsewhere. 

9. S. Goudsmit and G. E. Uhlenbeck, Nature 117, 264 (1926); 

Naturwlss. 15, 955 (1925). 
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In 1925 I called attention to what I called "a class of one-valence- 

electron emitters of band spectra", one series of which includes 

BeP, BO, CN, C0+,... while another includes MgF, AiO, SiN,...^10^ 

These molecules each showed three low-energy electronic levels, 

and I suggested that those of the first series are analogous tc 

the levels of a sodium atom; the middle one of the levels shc.vs 
2 

a doublet structure reminiscent of P of the Na atom, while the 
o 

other two levels resemble S levels (see Pig. 4). The analogy 

could be understood in terms of Langmuir's description of N2 

and CO if the "imprisoned pair" in these molecules is identified 

as analogous to the valence electrons of Mg; removing one leaves 

a structure like Na. Adding one makes a structure like Ai, with 

2 2 
a P normal state; actually, NO was soon found to have a P-like 

normal state. Mecke also discussed some of these analogies and 

other relations of molecular to atomic electron levels.'  ' 

R. T. Birge then proposed that "the energy levels associated 

with the valence electrons of molecules agree in all essential 

aspects with those associated with the valence electrons of atoms", 

and proposed that the molecular levels should be given the same 

letter designations s, p, etc. as in atomic spectra. 

In a systematic survey and analysis of available data on 

diatomic spectra beginning in 1926, I found that the electronic 

states involved could be classified as what are now called 

10. R. S. Mulliken, Phys. Rev. 26, 561 (1925); earlier, 

Phys. Rev. 2^, 290 and 26, 29 (1925). 

11. R. Mecke, Naturwiss. 1^, 698, 755 (1925). 
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•"■Z, 1n, 1A, 22, 2n (with sublevels 2ILi  and 2n5/2), 
5II. ^12^ At 

1112  2   3 that time they were called S,  P, D,  S,  P, ^P in accordance 

with Blrge's proposal, although It was clear that in the states 

called P and D the symbol referred not to an atomic quantum 

number L but to a quantum number belonging to an electronic 

angular momentum component directed along the Internuclear axis, 

corresponding to o of the Kramers-Pauli equation. 

Meanwhile quantum mechanics was discovered, and Hund in 

1926-7 applied it to a detailed understanding of atoms and their 

spectra and of major aspects of diatomic spectra (in particular, 

f 13) the delineation of his well-known cases a, b, c_, d).  ' He 

also discussed the general relations of separate-atom to diatomic 

electron states, with applications to BO, CN, Np^ etc.  Somewhat 

later, Wigner and Witmer published their well-known group- 

theoretically derived rules for specifying the types of diatomic 

(Ik) states derivable from two atomic states of given types.v  ' 

During the above-outlined developments, there was much semi- 

empirical groping, especially before quantum mechanics became 

available, but even after that it took a few years before things 

settled down to a point where all major Important features were 

fairly well clarified. 

12. R.S. Mulliken, Proc. Nat. Acad. Sei. 12, 144, 151, 158, 338 

(1926); Phys. Rev. 28, 48l, 1202 (1926) and subsequent papers 

in Phys. Rev. 

13. F. Hund, Zelts, f. Physik.^6, 657 (1926); 40, 742 (1927); 

42, 93 (1927). 

14. E. Wigner and E.E. Witmer, Zeits.f.Physik. 51> 859 (1928). 
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IMMIMMHMMMHMNMI 

Molecular Orbitals, for diatomic molecules, first emerged 

clearly In 1928 In a paper by myself ^ '}'  and Independently in 
(16) 

one by Hund.^  ' In my paper, "the essential Ideas and methods 

were those already successfully used by Hund" In earlier papers,^ '* 

"the chief differsnce being In the attempt to assign Individual 

quantum numbers to the electrons" (that Is, to specify electron 

configurations, analogous to those customary for atoms). The 

quantum number symbols used were chosen to correspond to electrons 

of the united-atom as modified by separating the united-atom 

nucleus into two.  Hund's paper discussed more or less the same 

subject matter from more theoretical and general viewpoints. 

My paper originated in an attempt to explain an Important 

defect in the analogy of the three observed states of BO, CO and 

CN to Na, namely this:  that the n states are inverted (see 

Pig. 4), whereas the supposedly analogous P state of sodium is 

normal.  Careful consideration led to (2) in Pig. 2 as the most 

probable electron configuration^ '' for the normal states of 

N« and CO. Although because of the "non-crossing rule" the 

15. R.S. Mulliken, Phys. Rev. ^2, 186 (1928): The Assignment of 

Quantum Numbers for Electrons in Molecules. I. Later, Phys. 

Rev. 52, 76l (1928), on correlation of molecular and atomic 

electron states, and Phys. Rev. 22, 750 (1929) on diatomic 

hydrides. 

16. P. Hund, Zelts, f. Physik.^, 759 (1928). Later, Zelts, f. 

Physik. 47, 719 (1950). Hund's 1928 paper included a dis- 

cussion of MO's and states of hydrides. 

17« In the original paper, the configuration was written 

(ls)2(2s
p)2(2ss)2(JsP)2(2pP)

4(3ss)2. 
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assignment for the last MO as 3so was favored, the possibility 

of that It is Mo (as suggested by the MO diagram of Ho"1") was 

also considered. The electrons in 2po, 5po, and 3so were 

called promoted electrons, because they correspond to Is, 2s, 

and 2po electrons of the separated atoms. The electron con- 

figurations for BO, CN, and C0+ were now explained as corres- 

ponding to (2) of Pig. 2 less one electron from 3so, from 2p7T, 

or from J>po  for the normal, the first excited, and the second 

excited states respectively.  The key point was that for the 
2 ^5 second excited, n, state, the grouping (2p7T)^ explains the 

observed Inverted character of that state. 

Proceeding further, electron configurate is for NO , NO, 

Op , Orsj  and Pp were obtained by adding from one to four electrons 

in a 5p7r MO.  (Later it was seen that this should be MTT, not 

5p7r.) Electron configurations for various excited states of 

these molecules were also assigned. The paramagnetism of 02 was 

explained by the fact that two electrons in a TT MO yield a 2, a 
11- 3 
A, and a 2 state, of which the ^2 should be the lowest "if the 

order of levels is as in atoms". 

1  2 The current notation 0, TT, 6, ..  2,  II, . . was first 

Introduced by Hund in his 1928 paper. The notations 2+ and 2~, 

(18) a    and 0 , 2 and 2 , and so on, were introduced somewhat later,^  y 

although the distinctions involved had already been recognized by 
(lh) Wigner and Wltmerv  ' and by Hund. 

18.  P. Hund, Ergebnisse der exakten Naturwiss. 8, 1^7 (1929) 

and Zelts, f. Physik. 62, 719 (1950). 
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My paper Introduced the concept of the bonding power of 

electrons in MO's.  Classically, only bonding and non-bonding 

electrons were distinguished.  Quoting (with a few unsubstantial 

omissions or minor changes) "while the present work does not 

Indicate any such sharp division. It Is nevertheless possible to 

assign, roughly, various degrees of bonding power for various 

orbit types.  For this purpose, electrons whose presence In a 

molecule tends to make the dissociation energy D large, or the 

Intemuclear distance r0- small, as Judged by the fact that their 

removal causes decrease In D or Increase In r0, may be said to 

have positive bonding power, or to be bonding electrons; and 

conversely." Also, "unpromoted electrcns whose 'orbits' are of 

the order of size of r0 show strong bonding power. Electrons In 

large non-penetrating orbits should be as good as Ionized, and 

should show zero bonding power.  Promoted electrons should show 

small or negative bonding power unless orbit size or other con- 

ditions are very favorable." The term "antlbondlng electrons" 

for those with negative bonding power was Introduced only some- 

what later. 

In the papers Just discussed, the MO concept appeared In 

Its general form. The usefulness of the LCAO approximation In 

estimating the energies and bonding powers of MO's was not yet 

recognized.  In his discussion of the resonance between HH and 

H H wave functions, Pauling^ "' obtained approximate wave functions 

19. L. Pauling, Chem. Rev. £, 173 (1928). 
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which may be considered as the prototypes of MO's approximated 

In LCAO form as simple linear combinations of AO's (atomic orbltals) 

of the two separate atoms Involved (see o Is and o Is In Pig. 5). 

Here o is and o is are respectively unpromoted (o is^ls) and 

bonding, and promoted (o ls-»2po) and antlbondlng. Bloch^  ' 

used the LCAO method for metallic MO's. 

(21) Lennard-Jonesv  ' Introduced the systematic use of LCAO- 

approxlmated MO's for valence electrons, but employed these only 

for bonding electrons; for example he described the structure of 

Np as In (3) of Pig. 3, where In current notation 2p77 and 2po are 

written as TT 2p and o 2p. These symbols refer to LCAO forms 

built from separate-atom AO's as shown In Pig. 5-  It Is to be 

understood In Pig. 5 that the AO's In any LCAO expression are 

to be defined In such a way that the parts which overlap are 

both positive.  In particular, 2po and 2pab are tobe defined 

so that that lobe of each which faces and overlaps the other Is 

positive. 

In line (h)  of Pig. 3, LCAO-MO symbols have replaced the 

too) 
corresponding UA (united-atom) MO symbols In line (2) of Pig. 3. 

Each type of symbol embodies a rough description of the forms of 

the MO's.  The UA symbols are more nearly appropriate at small, 

the LCAO symbols at larger, Internuclear distances.  Plgure 5 

brings out the Important fact that MO's approximated by additive 

or by subtractlve LCAO expressions are respectively bonding or 

antlbondlng. 

20. P. Bloch, Zelts, f. Physik ^2, 555 (1928) 

21. J.E. Lennard-Jones, Trans. Paraday Soc. 2^_, 668 (1929). 

22. As later became clear, o 2s and o 2p are strongly modified 

by mutual Interaction (hybridization), likewise ou2s Is 
modified by Interaction with the unoccupied ou2p. 
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Lennard-Jones avoided assigning electrons to antibonding 

MO's, for example by using atomic shells (2s ) 28,) in (5) of 

Fig. 3 instead of (o 2s) (o.2s) . Where interactions between 

atomic closed shells are weak, as in the case of the two Is 

shells in Np, or in general for these and for completed octet 

much shells like the L shells in Nap, Lennard-Jones' practice has 

(23) to recommend it.v  / However, as applied to molecules like Op 

with incomplete MO shells, it created difficulties. Further, for 

strongly interacting atomic shells like the 2s shells of the N 

atoms in Np, it is clearly better to replace them by corresponding 

MO shells containing antibonding o 2s as well as bonding o 2p MO's. 

(2k) Then, as proposed by Herzberg,v '  "It seems sensible to define 

it [the number of bonds in a molecule such as Op or Fp] as half 

the difference in the number of electrons which tighten the 

bonding and the number which are working in the opposite direction." 

In other words, half the difference in the numbers of bonding 

and antibonding electrons. 

The electron configurations of Op, Np , Np, Op , Op, and Fp 
P     p 

are all of the form given in Fig. 5.  (instead of (o Is) (o Is) , g     u 

the atomic-closed-shell expression (is ) (Is, ) can be substituted.) 

23. However, for systematic all-electron self-consistent-field 

MO calculations as now carried out, it is necessary to use 

MO's for all the electrons. 

24. G. Herzberg, Zeits. f. Physik ^7, 601 (1929); Leipziger 

Vorträge 1931, p. 16? (S. Hirzel, Leipzig). 
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The o and TT MO's^of additive LCAO-approximate form, are bond- g    u 

Ing, the o and TT MO'S, of subtractlve form, are antlbondlng. 

(The K shell MO's of course are essentially non-bonding.) 

Herzberg's rule then gives for the number of bonds 2,  2%,  5^ 

2%,  2,  and 1 In the respective molecules. 

Herzberg's rule glosses over the fact that, especially be- 

(22) cause of hybridization,v  / different bonding or antlbondlng MO's 

differ considerably In their bonding or antlbondlng power, as 

Indicated in Pig. 5,  for example o 2s is very strongly bonding 
O 

but o 2p only weakly bonding, while o 2p is only weakly anti- 
S U 

bonding. In general, especially when we come to the MO's in 

heteropolar and in polyatomic molecules, the general concept of 

bonding power is perhaps better than a sharp division into 

bonding and antlbondlng MO's. 

Herzberg's rule can be applied not only to homopolar mole- 

cules but also to moderately heteropolar molecules, e.g., NO and 

CO with configurations as shown in the first line of Pig. 6, 

where p = 2, n = 0 for CO and p = 2, q = 1 for NO, giving 5 bonds 

in CO and 2^ in NO. However, if we go to successively more polar 

molecules, - consider for example the series Cp, BN, BeO, LIP, — 

covalent bonding in the MO's becomes very weak, and in LIP (whe^e, 

a.-.so, 0*2s '.s replaced by o2p, see Pig. 6) the bonding is largely 

ionic.  In any event, however, additive and subtractlve LCAO forms 

aXo+ bX^ and afxQ-b
txa respectively (with a> b and a'>b' if a is 

the more electronegative of the two atoms) remain qualitatively 

well correlated with positive or negative bonding powers of MO's. 
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A comprehensive view of the forms and binding energies of 

MO's as a varying function of the particular nuclei involved and 

of the internuclear distance is obtained by use of so-called cor- 

relation diagrams.  These were first introduced in simple form 

by Hund to show correlations between the limiting cases of united 

atom and two separated atoms.  Figures 7 and 8 reproduce some 

more elaborate correlation diagrams taken from a review paper.v ^/ 

These Figures show,besides the united-atom and LCAO notations, a 

semi-empirical notation (see item 5 in Fig. 5) which has the ad- 

vantage that it can be used equally for homopolar and heteropolar 

molecules (e.g., Np and CO, or CU and BeO), and can also be ex- 

tended to corresponding valence-shell MO's of molecules whose atoms 

belong in higher rows of the periodic system.  Item (6) in Fig. 3 

shows still another notation Introduced more recently, one that is 

now used In connection with systematic theoretical computations. 

Here the MO's of each different group-theoretical species (e.g., 

o , o . 7T ) are nambered In order of decreasing binding energy. 

I have now presented a variety of viewpoints and symbolisms 

for describing the structures of Np and other diatomic molecules. 

Let us now return to the "semi-united atom" viewpoint on Np as ex- 

pressed In (1) of Fig. 5. First of all. In (2) or (4) of Fig. 5 

the first two MO shells can very nearly exactly be replaced by 

(Is } (Is^) ; in (2) of Fig. 3, 2po is only inclplently promoted. 

Next, because 2po In (2) of Fig. 5 is essentially unpromoted, 5pö 

in (2) or o 2s in (4) of Fig. 5 has a form which when laid out in 

25. R.S. Mulllken, Rev. Mod. Phys. 4, 1 (1952). For some quali- 

fications on the meaning of such correlation diagrams, see 

R.S. Mulllken, J. Am. Chem. Soc. 88, 1849 (1966), and for 

some critical comments on bonding power, see "Quantum Theory 

of Atoms, Molecules, Solid State", Academic Press, Inc., 

New York (1966), p. 251. 
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Ir a graph is seen to closely resemble a 2po rather than a 

5po AO.   Similarly the form of 2so  of (2) of Fig. J>  or 

(22) o 2s of (4) of Fig. 5 after allowance for hybridizationv J  is 
g 

found when laid out to resemble a 2s (or equally an enlarged Is) 

AO.  Further j 2p7T of (2) or 1*2$  of (4) of Fig. 5 actually rather 

strongly resembles in form a 2p7T AO.  The last MO in (3),   0 2p  of 
g 

(4), the MO occupied by Langmuir's "imprisoned pair", after allow- 

ance for hybridization, is found to strongly resemble a shrunken 

5do AO.^  ' All these resemblances have been determined by 

(27) Huzinagav  ' in a comparison between the actual forms of the MO's, 

as determined from computer calculations, and the AO's of an atom. 
a. 

Further, the MO ^„Sp in 0^ or 02 in Fig. 5^ — correspondingly 

7T*2p in NO, — shows an obvious strong resemblance to a (shrunken) 

3d7T AO. 

The discussion so far has dealt with diatomic orbitals. As 

we have seen, diatomic MO's in general extend around both nuclei. 

In heteropolar molecules, however, even when we do not voluntarily 

prescribe replacement of inner-shell MO's by AO's, some of the 

26. "Shrunken" means that it is much smaller in size than, though 

of similar shape to, a 5do AO of an N atom.  This difference, 

here in the semi-united atom, is explained by the fact that the 

MO is strongly penetrating, unlike the 5d AO's of a free atom. 

27/. S. Huzlnaga, Memoirs of the Faculty of Science, Kyusyu 

University, B 3, 57 (1962).  See also R.S. Mulliken, 

Int. J. Quantum Chem. 1_, 103 (196?), p. 113. 
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MO's automatically become nearly the same as AO's of one atom. 

For example, in LIP, the special description given in Pig. 6 

is rather nearly correct, although the outer-shell MO's do all 

extend to an appreciable degree around the Li atom.  In poly- 

atomic molecules, automatic localization occurs to a varying 

extent, from slight to complete, in some of the MO's. Also, 

while fully non-localized or "best" MO's which spread at least 

to some slight extent over all atoms, give the most accurate 

electronic structure description, we can arbitrarily impose 

various kinds of transformations or constraints to obtain useful 

approximate localized MO descriptions which correlate instruc- 

tively with the older valence theory. However, in the case of 

conjugated and aromatic so-called 7T-electron molecules, as 

Hlickel showed,  ' the use of nonlocalized MO's in LCAO approxi- 

mation is desirable even for approximate calculations. 

Nevertheless in molecules whose bonds can be well expressed 

by simple classical dot or dash formulas, electrons in non-localized 

bonding MO's form a useful counterpart. This type of representation 

(2Q) was developed by Hund.v  ' Each MO is approximated as an LCAO ex- 

pression Xf  + [ji.f,   which is applicable to polar (X^ M.) as well as 

to homopolar bonds (X=|j,); the ^'s here are AO's of the two atoms. 

I believe that the placing of two electrons in such a localized MO 

represents the best quantum-mechanical counterpart for a Lewis 

electron pair bond,  ' 

28. E. Huckel, Zelts, f. Physik 70, 204 (1931). 

29. P. Hund, Zelts, f. Physik 75, 1 (1931); 73, 565 (1932). 

30. Por maximum accuracy, somewhat modified AO's (MAO's) must be 

used; R. S. Mulliken, J. Am. Chem. Soc. 88, 1849 (1966); 

Science 1^7, 13 (1967). 
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Hund classified these localized bond MO's under two types, 

o and TT.  Single bonds are always o bonds (structure o ), In 

which the AO's Involved may be s, po, or q, where q Is some s, 

po hybrid.  They are approximately cyllndrlcally symmetrical, 

which accounts for "free rotation"; In linear molecules, they 

are exactly cyllndro-symmetrlc.  Triple bonds are cyllndrosym- 

2 4 2 2 metric, of structure o TT .  Double bonds are of structure o TT 

and Involve a plane of symmetry which prevents free rotation. 

2 2 ^"31) Empirically, they are never of structure o o .   ' 

The symbol TT referred originally to a two-fold degenerate 

MO In a linear (at first a diatomic) molecule; It embraces two 
4. 

Independent WO's which may be taken In the linear case as TT and 

TT or as TT and TT . In Hund's description of unsaturated and x     y 

aromatic molecules. It refers to Just one, say TT , of these two 

orbltals. This use of the same symbol for a degenerate and for 

a non-degenerate MO Is unfortunate. A new symbol, say T, really 

should be Introduced for the non-degenerate type of TT. 

In his papers on chemical bonding, Hund showed how the 

observed shapes of various molecules, for example H^O and NH-*, 

that were first explained by Slater and Pauling using valence- 

bond-theory, can be explained Just as well In terms of MO's. 

31.  An Interesting case Is that of Op (Pig. 5 with p = q = 0) 

where the bonding Is essentially TT (the net effect of 
2    2 

o 2s o 2s Is approximately non-bonding), g   u 
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In a series of papers entitled "Electronic Structures of 

Polyatomic Molecules and Valence,v  ' I assigned electron con- 

figurations using nonlocalized MO's expressed in LCAO approxima- 

tion to a considerable variety of types of molecules (especially, 

CH2, C2H4, CHV my  HgO, C2H6, C^,   HgCO, C02, HgCi2, and 

derivatives and analogues of these).  I proposed the name orbital 

as an abbreviation for one-electron orbital 'vave function in the 

second of these papers.  Following a suggestion by Van Vleck, I 

used group-theoretical methods in classifying the MO's; I adopted 

a system of MO species symbols similar to one used by Placzek for 

classifying molecular vibrations. I used various other less 

formal symbols to indicate the approximate forms of the MO's and 

their relations to AO's or to MO's of constituent groups or 

radicals. I also gave interpretations of electronic spectra in 

terms of MO excitations. 

I called attention to the applicability in LCAO MO theory 

of the criterion of maximum overlap of AO's, first used by Slater 

and Pauling in the AO form of valence-bond theory, as a measure 

of the bonding power of a MO.  (Later, I pursued this idea fur- 

ther in papers on "Overlap integrals and chemical binding".)^  ' 

32. R. S. Mulliken, Phys. Rev. 40, 55 (1932); 4£, 751 (1952); 

41, 279 (1935); J. Chem. Phys. 1, 492 (1933); 3, 375, 506, 

514, 517, 564, 573, 586, 635, 720 (1935). 

33. R. S. Mulliken, J. Am. Chem. Soc. 72, 4493 (1950); 

J. Chem. Phys. 19, 900, 912 (1951). 
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("54) In these and related papers,x  ' I set up and applied a 

new electronegativity scale.  In setting up this scale, I made 

use of a criterion first stated by Hund,v  ' also of the idea 

of "valence states", first proposed by Van VIeck.^  ' I ap- 

plied LCAO MO theory to show the relation of this scale to 

Pauling's electronegativity scale, and to give a theoretical 

derivation of the latter,  I also set forth relations of the 

polarity coefficients in LCAO-MO's to charges on the atoms 

(37) participating in a bond, and to dipole moments.  (Laterv  ' 

I developed these ideas further in a "population analysis" 

which used overlap populations as measures of bonding power, 

and used atomic populations to yield charges on atoms.) 

34. R. S. Mulliken, J. Chem. Phys. 2, 782 (1935.; Phys. Rev. 

46, 549 (1934); Phys. Rev. kjj  413 (1935). 

35. On p. 17 of (29) Hund pointed out that for strongest inter- 

action of the AO's in a localized LCAO-MO, the terms of 

the electrons in the two atoms should not be very different, 

"and this means not that the ionization energies should be 

approximately equal, but that the average between atomic 

term and ionic term" [that is, of ionization energy and 

electron affinity] should be about the same for the two atoms, 

36. J. H. Van Vleck, J. Chem. Phys. 2, 22 (1934). 

37. R. S. Mulliken, J. Chem. Phys. 2%,  1833,  1840, 2338, 23^3 

(1955). 
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I made estimates of polarity coefficients as a basis for 

conclusions as to bonding. For example. In molecules CXu, 
oof, 

the MO structure may be written as Is- [2s] [2p]   ,  where 

the dots refer to MO's largely restricted to the X atoms, and 

the symbols [2s] and [2p] refer to 2s-llke and 2p-llke non- 

localized bonding MO's. At one extreme, probably approached In 

Clu,  the [s] MO's have very strong C~X polarity and so are 

almost unshared 2s carbon AO's, while the [p] MO's are nearly 

homopolar and strongly bonding, so that the four C—X bonds of 

classical valence theory are provided almost entirely by three 

pairs of [p] electrons. At the other extreme, as In CP^ 

(better, SIPj,), the [s] orbltals are nearly homopolar and give 

strong covalent bonding while the [p] orbltals have strong R A~ 

polarity so that their bonding Is to a large extent heteropolar. 

I made approximate predictions of lonlzatlon potentials (l) 

on the basis of the specification I> (l° + I?)/2 for two-center 

bonding MO's, I< (la+Ib^/2 for antlbondlng MO's, and I a I* 

for non-bonding MO's (lone-pair or nearly lone-pair orbltals, 

localized more or less on one atom or on a set of equivalent 

atoms); here I and I* refer to appropriate valence-state AO's. 

The rules Just given must be modified to allow for charge 

transfer. For example. In volts, for the lone-pair MO's In 

HI,HBr, and HCi, the I* values are 10.38, 12.28, and 13.62, 

the corresponding I values are 9-28, 10.55, and 11.48.  In all 

HX, I< I* corresponding to charge transfer In the sense H X-, 
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Increasing In the series from HI to HCi.   '  Similar com- 

parisons hold for CH-zX and CgHcX. 

38.  See especially J. Chem. Phys. 2» 515 (1935), but with I 

values here considerably changed, to current reliable 

values. The I* values above are also subject to some 

correction. 
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FIG. 1.    Historical Flow Diagram of Ideas Leading to MO and AO 

Theories of Molecular Electronic Structure, and on to 

Accurate Wave Functions. 
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FIG.   3.    ELECTRON CONFIGURATION OF N 

(1) Semi-united Atom:   (Is) (ls)2(2s) {2pÖ)2(2p7i) (3de5)2 

J J ^ "^ A *}' 

(2) United-Atom: (IsÖ)  (2p6) (2sö) (3pÖ) (Zpn)  (3sÖ  or 3d6) 
JL ^ V 7 5 ^4 ^ 

(3) Lennard-Jones (Is) (U) (2s) (2s) (ZpTr) (2PÖ) 

(4) Rough LCAOT (Ö Is) (6   Is) (Ö 2s) (6 2s) (TT 2p) (Ö 2p) 
g u g        '  u        *  u        '  g r 

(5) Semi-Empirical:       (kzö)  (kyö)  (zÖ) (yÖ) (WTI) (XÖ) 

(6) Formal MO: (1Ö )2(lÖu)2(2ö )2(26 )2(l7r )4(3Ö )2 

* 
Lennard-Jones' 2p7r and 2p6 mean the same as TT 2p and Ö 2p. 

u g 
t 

Mutual hybridization modifiesÖ 2s and 6 2p; likewise  Ö 2s and 6  2p. 
g g u u ^ 
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FIG. 5.    ELECTRON CONFIGURATIONS AND BONDING 
(HOMOPOLAR MOLECULES) 

Rough LCAO:   (Ö ls)Z{6  Is)2(6 2s)2(ö 2p)2(7r 2p)4(6 2p)p(7r 2p}q(6 2p)r 

n: 6  Is =   la    + 
g      a 

l8b 

BB: 6 28 = 2s + 
g      a 

28b 

B: 7T 2p = 2p7r + 
u      a 

2p7rb 

b: 6 2p = 2pÖ + 
g      a 

2p6b 

n:    Ö   Is =   Is     -   Is, 
u ab 

a:    6  2s =  2s     r  2s, 
u ab 

A:     TT 2p =  2p7r -  2p7T 
g ab 

AA:    6  2p =  2pÖ -  2p(5, 
u a b 

n = nonbonding;   b,  B,  BB =  bonding;   a. A, AA = antibonding 

In C2.  p = q =  0;     in N^  02.  F^ p =  2;   in 02,  F2,  q ?  2.  4 
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FIG. 6.    HETEROPOLAR MOLECULES 

General:   (Is )2(lsJ2(Ö2s)2(6*2s)2(7r2p)4(62p)P(7i*2p)q{6*2p)0 

 ! i        "~        "" 

LiF:   (l8F)2(lsLi)
2(2sF)2(2,p6F)2(2p7rF)4   nearly 
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500 aoooo 

Fig 8 Binding scheme of electron orbits for molecules with nuclei of moderately unequal 
charge. The figure is in most respectslike Fig.' 7 The ordinates on the right are proportional to 
the logarithms of the binding energies of electrons in the 0 atom (lower Is, 2s, 2p, etc.) and 
in the C atom (upper U, 2s, 2p, etc.), those on the left correspond to the united-atom Si in the 
same way as in Fig; 7 The figure is qualitatively fairly correct also for other molecules com- 
posed of atoms which do not differ too much in the numbers and nature of their outer electrons. 
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INTRODUCTION 

In order to maximize the dispersion of a plane grating 

apectrograph, a high grating angle and corresponding high order 

must be employed. The visible spectrum is typically covered 

in 15th through 9th order of the grating. It is desirable for 

the high-resolution analysis of complex moleular spectra to 

eliminate all overlapping orders and photograph exclusively one 

order.  It is difficult to find filters that will transmit only 

the range of wavelengths corresponding to one-free spectral 

range without seriously attenuating the wavelengths of Interest. 

To adequately accomplish order separation over the entire photo- 

graphic spectral region would require an enormous number of 

filters. 

The predisperser system described here provides a convenient 

and versatile method for passing a wavelength region Into the 

spectrograph with little attenuation while eliminating those 

wavelengths outside the free-spectral i'ange. 

The free-spectral range, the range of wavelengths without 

overlap from other orders, is approximately 

AA = -j- ^sin Ö + sin !>) = ^ (l) 

where d is the grating spacing; 9  and $ ere  the angle of incidence 

and diffraction, respectively and n, the grating order. In order 

to pass one free-spectral range into the spectrograph for any 

wavelength, it is desirable to have a predisperser whose disper- 

sion is proportional to the inverse of the free-spectral range, 

l/A . Since a grating's dispersion is roughly Independent of A., 

a prism, which has a dispersion approximately proportional to 

l/A^ in the visible spectral region, more nearly fulfills the 

requirement. 
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PELLIN-BROCA PRISM 

p 
It has been shown that a quadrilateral prism of the Pellln- 

Broca type-5 can be mounted and rotated so as to remain In the 
position of minimum deviation for any wavelength. This prism 

provides a dispersing element for a predlsperser which Is superior 
to a triangular prism since the source need not be moved to 
change the central wavelength entering the spectrograph at mini- 
mum deviation of the prism. 

Pig. 1 shows that path of colllmated light entering the 
prism on the X-axls and exiting on tthe Y-axls for two different 

2 wavelengths. Point R Is the point of rotation of the prism. 
The X-axls, Y-axls and the point R are fixed. 

For the fused silica prism used here the refractive Index 
as a function of wavelength Is known.  The Incident angle, 0., 
for which a wavelength, X , will exit the prism at right angles 
is given by 

e± =  arcsin[n(A0)/2] (2) 

.»'here n(A ) Is the refrectlve index at A .  The reciprocal linear v o' o 
dispersion of a predinperser system using this prism is 

dA _ Vl-(n/2)2 (^ 
dx " f .(dn/dXj ^ 

where f is the focal length of the exit lens-. 

The Appendix tabulates the properties from 2000 to 8000 Ä 
for the predlsperser system described. 
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PREDISPERSER DESIOI 

Fig. 2 shows the elements of the predlsperser assembly: 

holders for an entrance silt, a colllmating lens, a Pellin-Broca 

prism and an exit lens.  Pig. 5 shows a photograph of the entire 

assembled predlsperser system. 

The predlsperser slit is a calibrated unilateral slit on a 

cylindrical mount which fits the slit assembly of Pig. 2.  The 

slit may then be rotated relative to the vertical axis. A cali- 

bration on the mount allows the rotation to be measured to one 

degree accuracy. The slit width is accurate to about 5 M-m« 

A spherical, ultra-violet grade fused silica lens of focal 

length 10 cm is used as the colllmating lens. Its holder moves 

on the X-axis (see Pig. 1) on a small calibrated optical bench. 

The Pellin-Broca prism is Corning 7940 fused silica with 

2.54 cm faces, and is 5.0 cm on its longest side.  It is mounted 

with small adjustable stops on a circular rotating table. The 

angle of incidence is calibrated and can be read to about 0.2°. 

The exact prism position is determined experimentally as dis- 

cussed later. The rotation is controlled and measured by a 

vernier parallel to and below the Y-axis.  A vertical bar from 

the rotating prism table extends downward. A second bar at right 

angles to the first extends parallel to the X-Y plane beneath 

the optical axes to the vernier. 

A cylindrical, ultra-violet grade fused silica lens of focal 

length 10 cm is used as the exit lens.  The lens is held in a 

cylindrical mount which fits the holder of Pig. 2 such that the 

lens will rotate about the Y-axis to match the tilt, if any, of 

the spectrograph entrance slit. The entire exit lens assembly 

is adjustable along the Y-axis and is calibrated. 

The entire predlsperser assembly is mounted on an optical 

bench extending from the spectrograph along the Y-axis. 
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PIG. 3.  THE ASSEMBLED PREDISPERSER SYSTEM 
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AUGMENT AND CALIBRATION 

The Y-axls is defined by the line from the center of the 

collimatlng mirror through the entrance slit of the spectrograph. 

The predisperser was placed with the cylindrical lens on this 

axis. The X-axis is determined experimenta]ly by directing a 

He/He  laser beam along the Y-axis from inside the spectrograph. 

The prism is rotated such that the beam exits the center of the 

predisperser slit with the spherical lens removed. For the 

Pellin-Broca prism, the X-axis is at right angles to the Y-axis. 

The spherical lens is then centered on the X-axis so that it 

collimates light from the predisperser entrance slit. 

The rotation of the predisperser slit was determined by 

temporarily replacing the cylindrical lens with a spherical lens 

of the same diameter and focal length* The slit was rotated so 

that the image of the slit illuminated by monochromatic light 

was parallel to the spectrograph slit. 

The cylindrical lens was centered on the Y-axis again so 

that it focused light a : the spectrograph slit and it was rota- 

ted so that the image of the predisperser slit illuminated with 

monochromatic light was parallel to the spectrograph slit. 

In oroer to locate the prism on the rotating table, the 

laser is used in the manner described above. Small aperature 

stops with 1 mm diameter holes were placed on the lenses and 

predisperser slit, so that only light from the laser on the 

axes passed through the predisperser system. Light from a 

mercury discharge tube was passed through a monochromator tc 

select the k358  A line, and then was passed into the masked 

predisperser system along the X-axis. The prism was rotated 

until the light beam exited through the aperature of the masked 

cylindrical lens. If the prism is properly positioned, the light 

will be focused on the spectrograph slit. Small adjustments in 
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the prism position were made until light from both the laser 

line and mercury line were on the predlsperser axes with the 

proper prism rotation. 

The lens positions on the X and Y-axes will be small func- 

tions of wavelength, since they are not achromatic.  Except for 

this adjustment, no change of source or predlsperser other than 

prism rotation Is required to change the central wavelength 

entering the spectrograph. 

The prism rotation can be calculated from Eq. (2) for any 

desired wavelength.  However, the exact position la better deter- 

mined experimentally because (dA/dS) Is so large.  An experimen- 

tal calibration was obtained for wavelength regions of Interest 

by using a thorium discharge tube as a light source and exposing 

photographic plates at different prism positions. 
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OPERATION 

Define the following quantities for a given prism rotation: 

S = reciprocal linear dispersion of the system; 

Dp = predlsperser silt width; 

DT = spectrograph silt width; 

Ä = wavelength centered on Y-axls; 

$  C?J = maximum possible useful light flux passing 

Into spectrograph at wavelength A; 

<I>CA) = actual flux passing Into spectrograph at wavelength 

A for a particular arrangement of slits. 

Assume S Is a constant over the wavelength range of Interest. 

The fraction of flux passing through the predlsperser that 

Is useful at any wavelength (I.e. Is Incident upon the  spectro- 
graph colllmator), Is given by the ratio of the f/-riambers of 

the predlsperser and spectrograph. The f/-numbers of the pre- 

dlsperser is smaller than that of the spectrograph. The maximum 

useful flux Is obtained at any wavelength when the Image of the 

predlsperser slit llllmlnates the entire spectrograph silt. 

$/$   Is approximately a linear function of A when the predls- 

perser silt Image does not Illuminate the entire spectrograph 

silt. 

Three general cases may now be considered:  (a) Dp = D,; 

(b) Dj < Dp and (c) Dj > Dp. The flux ratio, ^/\ax»  for each 

of these cases Is plotted In Pig. 4 (a), (h)  and (c), respectively. 
For'minimum exposure times with the spectrograph, one would 

operate with Dj < Dp. 

If P Is the f/-number of the spectrograph, then the spectro- 

graph silt width Is chosen on the basis of resolution considerations.' 

Dj  =  A0.P (4) 

This choice leaves the predlsperser silt width as the Inde- 

pendent variable affecting the performance of the predlsperser. 
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For molecular spectra analysis one would typically want to pass 

into the spectrograph an unattenuated range of. wavelengths from 

20 to 150 A.  So the predlsperser silt width Is large compared 

to the spectrograph silt width determined by Eq. (4), and the 

relative flux distribution of Pig. ^ (b) closely approaches a 

step function. The predlsperser sjit width for such an appli- 

cation is given as 

where AA is the unattenuated range of wavelengths. 
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USE AS AN ORDER-SORTER 

An order-sorter provides a vertical dispersion at the spectro- 

graph silt, so that In one photographic plate exposure, different 

grating orders appear displaced vertically.  Some order-sorters 

have previously been described *  for applications In atomic 

spectroscopy and Pabry-Perot Inrerferometry. 

The predlsperser system described here Is easily adapted 

for use as an order-sorter by tilting the predlsperser silt and 

cylindrical lenses relative to the spectrograph silt.  Lines 

from different orders of the spectrograph will appear at different 

heights on the plate, and will either overlap or be entirely 

separated. The following considerations allow one to choose the 

scheme of order sorting most suited to a particular application. 

The tilt of the predlsperser slit determines the vertical 

separation between orders on the plate.  Its width determines 

the vertical height of the lines of each order which is pre- 

scribed by the desired spacing between lines of different orders 

or the degree of overlapping of different orders. The number of 

orders which can be simultaneously photographed is limited by the 

predlsperser dispersion and i max 

The maximum useful slit helgth, ^max* depends on the method 

of illuminating the spectrograph slit.7 For the predlsperser 

system described vertical filling of the Ebert spectrograph 

colllmator Is done with a fused silica cylindrical lens placed 

at the spectrograph slit with its axis perpendicular to the slit. 

The limiting vertical aperture is the length of the grating 

grooves, i . To a good approximation 
o 

i       = f .i /(P - f ) (6) 
max   v gr v c   v' v ' 

where f is the cylindrical lenrs focal length and P is the colli- 
v C 

mator focal length. For the predlsperser in combination with ehe 

f/55 Ebert spectrograph of this laboratory, i_QY Is about 10 mm. 
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For other method of spectrograph Illumination Eq. (6) will be 

somewhat different. 

If h Is the desired vertical separation between the central 

wavelength of consecutive orders, then the angle of tilt of the 

predlsperser silt, 9 , relative to the spectrograph silt Is 

given approximately by 

A       1 
sin 0P = h^; ' (dÄ/dx)o W 

Eq. (7) Is accurate only at the central, wavelength, A , 

of the predlsperser since both the free-spectral range and the 

reciprocal linear dispersion are functions of A.  In general, 

h Is approximately proportional to n. 

The predlsperser silt width Is chosen to control the over- 

lapping of orders. If L Is the desired Image length, then 

L sin eD 
Dp-^r-^ • (8) 

M Is the magnification (=1 for the system described) of the 

predlsperser. 
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APPENDIX:  PREDISPERSER PROPERTIES 

Using the known refractive index of fused silica as a 
function of wavelength we may derive the following formulas: 

n = (1 + a1.z/b1 + a.,.z/b2 + a^.z/b^) (Al) 

where 
p 

z = *    (A in M-m) a1 = O.6961663 

b, = z - a0 a0 = (0.0684043)
2 

1 ^ "      a2 a2 

=  0.4079426 
2 

b2 = z - a^ a^ = 0.4079426 

b, = z - a6 a^ = (0.1162414) 

a5 = 0.8975794 

a6 = (9.89616I) 
2 

Jrom Eq. (2) 

0 = arcsin (n/2) (A2) 

dn/dA = -(Vn)'(a1'a2/b^ + a^.aj/bg + a^a^b^      (A3) 

dVdö = 2-V-L _ (n/2)
2 /(dn/dA) (A4) 

Prom Eq. (3) 

dA/dx = (dA/d0)/2.f (A5) 

The focal length, f, was treated as a function of wavelength. 

The results of calculating (Al) through (A5) for the pre- 
disperser system described as a function of wavelength are 
tabulated for 2000 to 8000 Ä. Also included is the focal length 
of the two fused silica lenses as a function of wavelength for 
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a focal length of 100.0 mm at 5890 %.     The lenses are moved to 

their proper positions for any central wavelength of the pre- 

disperser. 
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'mwmmmtmt^am* 

(A) 

2370 
2380 
2390 
2400 
2410 
2420 

n 9 (dn/dX) 
t pjn" 

(d^/d0) 

(A/min) 

1.51528 
J. 51462 
1.51397 
IJL51333 
1.51270 
1.51208 

49 15.4 
49_13.7 
49 11.9 
49^10,3 

8.6' 
7.0 

-C.6674 
-C_*6566, 
-C.646Ö 
-C.6357 

-5.69 
-5.79 
-5.88 
-5.98 

49 
49 

-C.6255 
-C.6157 

-6.08 
-6.18 

(dX/dx) 

(A/ram) 

2000 1.55051 50 49.7 -1.3514 -2.72 46.74 
2010 
2020 

1.54917 
1.547 86 

50 
50 

46.0 
42.5 

-1.3216 
-1.2927 

-2.78 
-2.85 

47.86 
48.99 

2030 
2040 

1.54658 
1.54533 

SO 
50 

39.0 
35.6 

-1.2648 
-1.2377 

-2.92 
-2.98 

50.13 
51.29 

2050 
2060 

1.54411 
1.54291 

50 
50 

32.3 
29.1 

-1.2114 
-1.1660 

-3.05 
-3.12 

52.46 
53.65 

2070 
2080 

1.54174 
1.54059 

50 
50 

25.9 
22.8 

-1.1613 
-1.1374 

-3.19 
-3.26 

54.85 
56.07 

2090 
2100 
2110 
2120 

1.53946 
1.538 36 

50 
50 

19.8 
16.8 

-1.1142 
-1.C916 

-3.33 
-3.41 

57.30 
58.54 

1.53728 
1.53622 

50 
5C 

13.9 
11.1 

-1.0697 
-1.0485 

-3.48 
-3.55 

59.80 
61.07 

2130 
2140 

1.53518 
1.53416 

50 
50 

8.3 
5.5 

-1.0278 
-1.0078 

-3.63 
-3.70 

62.36 
63.66 

2150 
2160 

1.53316 
1.53219 

50 
50 

2.9 
0.3 

-C.9883 
-<3.9693 

-3.78 
-3.86 

64.98 
66.31 

2170 
2180 

1.53123 
1.53028 

49 
49 

57.7 
55.2 

-C.9508 
-C.9329 

-3.94 
-4.02 

67.66 
69.C2 

2190 
2200 

1.52936 
1.52845 

49 
49 

52.7 
50.3 

-C.9154 
-0.8984 

-4.10 
-4.18 

70.39 
71.78 

2210 
2220 
2230 
2240 

1.527 56 
1.52669 
1.52583 
1.52499 

49 
49 
49 
49 

47.9 
45.6 

-C.8819 
-G.8658 

-4.26 
-4.34 

73.19 
74.61 

M 

43.3 
41.1 

-C.8501 
-0.8348 

-4.42 
-4.51 

76.05 
77.50 

2250 
2260 

1.52416 
1.52335 

49 
49 

38.9 
36.7 

-0.8199 
-C.8054 

-4.59 
-4.68 

78.97 
80.45 

2270 
22 eu 

1.522 55 
1.52177 

49 
49 

34. f 
32.5 

-C.7913 
-«.7775 

-4.77 
-4.86 

81.95 
83r46 

2290 
2300 

1.52099 
1.520 24 

49 
49 

30.5 
28.5 

-C.764C 
-C.7509 

-4.94 
-5.03 

84.99 
86.54 

2310 
2320 

1.51949 
1.51876 

49 
49 

26.5 
24.6 

-C.7381 
-C.7256 

-5.13 
-5.22 

88.10 
89.67 

2330 
2340 

1.51804 
1.51733 

49 
49 
49 
49 

22.7 
20.8 
19.0 
17.2 

-C.7134 
-C.7015 
-q.6898 
-C.6785 

-5.31 
-5.40 
-5.50 
-5.59 

91.27 
92.87 
94.50 
96.14 

2350 
2360 

1.51664 
1.51595 

97.79 
99.46 

101.15 
102.86 
104.58 
106.31 

2430 
2440 
2450 
2460 
2470 
2480 

1.51147 
_i.51086 
1.51027 
1.509691 
1.50912 
1.508 55 

49  5.4 
49__3.8_ 
49  2.2 
49_ 0.7_ 
48 59.2 
48 57.7 

-C.6060 
.-.C..5.966 

-6.29 
-6.39 

-C.5873 
-C.5783_ 
-C.5694 
-0.5608 

r6.49 
^6.60 
-6.70 
-6»81 

108.07 
109.83 
111.62 
Jl_3.42 
115.24 
117.08 

2493       1.50799       48   56.3 -C.5S23 -6.92 118.93 
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7. n 0 (dn/d>0 (dVd0) (d>/dx) 

(A) 
o i pro (A/mln) (A/ran) 

2500 1.50745 48 54.8 -C.5440 -7.03 120.80 
2510 1.50691 48 53.4 -0.5359 ...      -7.14 . A22.69 
2520 1.50637 48 52.0 -C.526C -7.25 124.59 
2530 1.505 85 46 50.7 -C.5202 -7.36 126.51 
2540 1.505 33 48 49.3 -C.5126 -7.47 128.45 
2550 1.50482 48 48.0 -C.5051 -7.59 130.40 
2S60 1.50432 48 46.7 -C.4978 -7.70 132.37 
2570 1.503 83 48 45.4 -C.4907 -7.82 134.36 
2580 1.50334 48 44.1 -0.4837 -7.93 136.36 
2590 1.50286 

1.50239 
48 
48 

42.9 
41.6 

-0.4768 
-0.4700 

-8.05 .__U8«3?_ 
2600 -8.17 140.43 
2610 1.50192 48 40.4 -0.4634 -8,?9 142.49 
2620 1.50146 46 39.2 -0.4570 -6.41 144.56 
2630 1.501C1 

1.500 56 
48 
46 

38.0 
36.9 

_-0.4506 -6.53 146.65 
2640 -0.4444 -6.65 148.76 
2650 1.50012 48 35.7 -C.4363 -6.78 _.150,89 
2660 1.49968 46 34.6 -C.4323 -8.90 153.04 
2670 _lii499 25 46 33.5 -0.4265 -9.03 155.2C 
2680 1.498 83 46 32.4 -C.4207 -9.16 157.38 
2690 1.49841 46 31.3 _-A.415Q_ -9#26  .  159,58._ 
2700 1.49800 46 30.2 -C.4095 -9.41 161.60 

.  2710 1.49759 46 29.2 -C.4041 -9.54 _  .164.03 
2720 1.49719 48 26.1 -C.3967 -9.67 166.29 
2730 1,49680 48   27.1 -0.3935 -9.81 168.56 
2740 1.49641 46 26.1 -0.3863 -9.94 170.85 
27 50 1.49602 48 25.1 -C.3633 -10.07 173.16 
2760 1.49564 46 24.1 -0.3763 -10.21 175.48 
2770 1.49526 48 23.1. -C.3735 -10.35 177.83 
2780 1.49489 48 22.2 -0.3687 -10.48 160.19 
2790 1.49453 46 21.2 -C.3640 -10.62 182.57 
2800 1.49416 48 20.3 -C.3594 -10.76 184.97 
2810 1.493 81 46 19.4 -C.3548 -10.90 187.39 
2820 1.49345 46 18.5 -C.3504 -11.04 189.83 
2830 1.49311 46 17.6 -C.3460 -ll.l? 192.28 
2840 1.492 76 46 16.7 -C.3417 -11.33 194.76 
2850 1.49242 48 15.8 -C.3375 -11.48 197.25 
2860 1.49209 48 14.9 -0.3332 -11.62 199.76 
2870 1.49176 48 14.1 -C.3293 -11.77 202.29 
2880 1.49143 48 13.2 -C.3253 -11.92 204.84 
2890 1.49111 46 12.4 -C.3213 -12.07 207.41 
2900 1.49079 48 11.6 -C.3174 -12.22 210.CO 
2910 1.49047 48 

48 
.10.8 
?0.0 

-C.3136 
-C.3099 

-12.37 212.60 
2920 1.49016 -12.52 215.23 
2930 1.48985 46 9.2 -C.3062 -12.68 217.87 
2940 1.489 55 46 8.4 -C.3026 -;2.83 220.34 
2950 1.48925 48 7.6 -C.2990 -12.99 223.22 
2960 1.48895 48 6.6 -C.2955 -13.14 225.92 
2970 1.48865 

1.48836 
48 
46 

6.1 
5.3 

-C.2921 
-C.2887 

-13.30 228.65 
2980 -13.46 231.39 
2990 1.48808 48 4.6 -C.2853 -13.62 234.15 
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(A) 

3430 
-3440 
3450 
3460 
3470 
3480 

n 0 (dn/dA) 
um 

(dVde) 
(A/mln) 

1.47811 
1*4779? 
1.47775 
jl.47758 
1/47740" 
1.47723 

47 39 
_^7_38 
47 38 
37 _37 
47" 37 
47  36 

.0 
•6_ 
.1 
.7_ 
.3 
18 

•C.1793 
LC. 1776 
•0.1759 
•C.1742 
•C.1726 
•C.1710 

•21. 86 
•22.07 
•22.29 
•22.50 
-22.72 
-22.94 

(dVdx) 
(A/ran) 

30C0 1.48/79 48 3.9 -C.2821 -13.78 236.93 
3010 
3020 

1.48751 
1.487 24 

48 3.1 
2.4 

-C.2788 
-C.2757 

-13.95 
-14.11 

239.73 
242.55 

3030 
3040 

1.48696 
1.48669 

1.7 
1.0 

-C.2725 
-C.2694 

-14.28 
-14.44 

245.39 
248.25 

3050 
3060 

1.48642 
1.48616 

0.3 
59.7 

-C.266i 
-C.2634 

-14.61 
-14.78 

251.13 
254.03 

3070 
3080 

1.48590 
1.48564 

59.0 
58.3 

-C.2605 
-C.2576 

-14.95 
-15.12 

256.95 
259.89 

3090 
3100 

1.48538 
1.48513 
1.48488 
1.48463 

57.7 
57.0 

-0.2548 
-C.2520 

-15.29 
-15.47 

262.85 
265.83 

3110 
3120 

56.4 
55.7 

-0.2492 
-0*2465 

-15.64 
-15.82 

268.82 
271.84 

3130 
3140 

1.48438 
1.48414 

55.1 
54#5 

-0.2438 
-C.2412 

-15.99 
-16.17 

274.88 
277.94 

3150 
3160 

1.48390 
1.46366 

53.9 
53.3 

-C.2386 
-0.2360 

-16.35 
-16.53 

281.02 
284.12 

3170 
3160 

1.46343 
1.48320 

52.7 
52.1 

-C.2335 
-C.231C 

-16.71 
-16.89 

287.24 
290.39 

3190 
3200 

1,48297 
1*462 74 

31.5 
50.9 

-0.2286 
-C.2262 

-17.08 
-17.26 

293.55 
296.73 

3210 
3220 

1.462 51 
1.48229 

50.3 
49,7 

-0.2238 
-C.2215 

-17.45 
-17.64 

299«93 
303.16 

3230 
3240 

1.48207 
1.48185 

49.2 
48.6 

-0.2191 
-C.2169 

-17.83 
-18.02 

306.40 
309.66 

3250 
3260 

1.46164 
1.46142 

48 .1 
47.5 

-£.2146 
-C.2124 

-18.21 
-18.40 

312.95 
316.26 

3270 
3280 

1.48121 
1.461C0 

47^ 
46.5 

-C.2103 
-€.2081 

-18.59 
-18.79 

319.58 
322.93 

3290 
3300 

1.48080 
1.48059 

45.9 
45.4 

-C.2060 
-«.2039 

-18.98 
-19.18 

326.30 
329.69 

3310 
3320 

1.46039 
1.46019 

44.9 
44.4 

-C.2019 
-C.1998 

-19.38 
-19.58 

333.10 
336.53 

3330 
3340 

1.47999 
1.47979 

43.9 
43.4 

-0.1978 
-0.1959 

-19.78 
-19.98 

339.99 
343.46 

3350 
3360 

1.47960 
1.47940 

42.9 
42.4 

-C.1939 
-0.1920 

-20.18 
-20.39 

346.95 
350.47 

3370 
3380 

1.47921 
1.47902 

41.9 
41.4 

-0.1901 
-C.1883 

-*0.60 
-20.80 

354.01 
357.57 

3390 
3400 

1.47884 
1.47865 

40.9 
40.4 

-€«1864 
-C.1846 

-21.01 
-21.22 

361.15 
364.75 

3410 
3420 

1.47847 
1.47629 

40.0 
39.5 

-C.1828 
-C.1811 

-21.43 
-21.64 

368.37 
372.02 
375.68 

J79.37_ 
383.08 
366.61 
390.56 
394.34 

3*90       1T47706       47  36.4 -C.1693 -23.16 398.13 
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^ n e (dn/(tt) (dVdö) (dVdx) 

(A) 0                 I jjun" (A/mln) (k/rm) 

3500 1.47689 47  36.0 -0.1678 -23.38 401.95 
3510 1.47672 

1.47656 
47  35.5 
47  35.i 

-C.1662 -23.61 405.79 
3520 -0.1647 -23.83 409.65 
3530 1.47640 47  34.7 -C.1631 -24.06 413.54 
3540 1.47623 47  34.3 -0.1616 -24.29 417.44 
3559 1.47607 47   33.9 -C.1601 -24.51 421.37 
3560 1.47591 47   33.5 -0.1587 -24.74 425.32 
3570 1.47575 47  33.1 -0.1572 -24.97 429,29 
3580 1.47560 47  32.7 -0.1558 -25.21 433.28 
3590 1.47544 

1.47529 
47   32.3 
47  31.9 

__ -0.1544_ 
-0.1530 

-25*44 . 437.30 
3600 -25.68 441.33 
3610 1.47514 47  31.5 -0.1516 -25.91 445.39 
3620 1.47499 47 31.J -0.1503 -26.15 449.47 
3630 1.47484 

1.47469 
47  30.7 .       -0.1489 -26.39 

-26.63 
453.58 

3640 47  30.3 -0.1476 457.70 
3650 1.47454 47  30.0 -0.1463 -26.87 461.85 
3660 1.47440 47  29.6 -0.1450 -27.11 466.02 
3670 1.47425 47  29.2 -C.1437 -27.36 470.21 
3680 1.47411 47  28.9 -0.1425 -27.60 474.43 
3690 1.47397 

1.47383 
47  29.5 -0.1412 -27.85 478.67 

3700 47  28.1 -0.1400 -28.10 482.93 
3710 1.47369 47 27.8 -0.1388 -28.34 487.21 
3720 1.47355 47  27.4 -0.1376 -28.60 491,51 
3730 1.47341 47  27.1 -0.1364 -28.85 495.84 
3740 1.47328 47  26.7 -0.1352 -29,10 500.19 
3750 1.47314 47 26.4 -0.1340 -29.35 504.56 
3760 1.47301 47  26.1 -0.1329 -29.61 508.96 
3770 1.47288 47  25.7 

47  25.4 
-C.1318 -29.87 513.37 

3780 1.472 74 -C.1307 -30.13 517.81 
3790 1.47261 47  25.1 -0.1296 -30.38 522.28 
3800 1.47248 47 24.7 -0.1285 -30.65 526.76 
3810 1.47236 47  24.4 -C.1274 -30.91 531.27 
3820 1.47223 47   24.1 -C.1263 -31.17 535.80 
3830 1.47210 47  23.8 -0.1253 -31.A4 540.36 
3840 1.47198 47  23.5 -0.1242 -31.70 544.93 
3850 1.47186 47  23.1 -0.1232 -31.97 549,53 
3860 1.47173 47  22.8 -C.1222 -32.24 554.15 
3870 1.47161 47  22.5 -C.1212 -32.51 558.80 
3880 1.47149 47  22.2 -0.1202 -32.78 563,47 
3890 1.47137 47  21.9 -0,1192 -33.05 568,16 
39C0 1.47125 47  21.6 -C.1182 -33.33 572,87 
3910 1.47113 47  21.3 -C.1173 -33.60 577,61 
3920 1.47102 "47  21.0 -C.1163 -33.88 582,37 
3930 1.47090 47  20.7 -0..1154 -34.16 587,15 
3940 1.47079 47  20.4 -0.1145 -34.44 591,95 
3950 1.47067 47  20.1 -0.1136 -34.72 596,78 
3960 1.47056 47   :L9.9 -C.1127 -35.00 601,63 
3970 1.47045 47   1.9.6 

47   19.3 
-C.1118 
-C.1109 

-35.29 
-35.57 

_606,51 
3930 1.47034 611,40 
3990 1.47023 47   19.0 -C.1100 -35.86 616.32 
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(A) 

4370 
4380 
4390 
4400 
4410 
4420 

n e 
t 

4000       1.47012      47  16.7 

(dn/dV) 
pju' 

-C.l09i 

(dVd0) 
(A/mln) 

-36.14 

1.46660 
1 «46651 
l.46643 
U 466 35 
1.46627 
1.46619 

47 
*! 
47 
*L 
47 
47 

9.6 

9.4 

9.0 
6.6 

•C.0629 
'C._08'23_ 
•C.0817 
•o.aeii. 
•c.oeoa 
■0.0600 

•47.73 
•48.07 
-48.41 
-48.76 
•49.10 
-49.44 

(dVdx) 
a/rm) 

621.27 
4010 
4020 

1.47001 
1.46990 

47 
47 

18.5 
18.2 

-0.1063 
-0.107« 

36.43 
-36.72 

626,23 
631.22 

4030 
4040 

1.46979 
1.46969 

47 
47 

17.9 
17.6 

-C.1066 
-C.1058 

-37.01 
-37,31 

636.24 
641.27 

4050 
4060 

1.46956 
1.46948 

47 
47 

17.4 
17.1 

-C.1049 
-0.1041 

-37.60 
-37.90 

646.33 
651.41 

4Ö7Ö 
4080 

1.46937 
1.46927 

47 
47 

16.8 
16.6 

-Ö.l03i 
-C.1025 

-38.1^ 
-38.49 

656.52 
661.65 

4090 
4100 

1.46917 
1.46907 

47 
47 

16.3 
16.1 

-C.1018 
-0.1010 

-38.79 
-39.09 

666.00 
671.97 

4110 
4120 

1.46897 
1.46867 

47 
47 

15.6 
15.6 

-C.1002 
-0.0995 

-39.40 
-39.70 

677.17 
662.39 

4130 
4140 

1.468 77 
1.46867 

47 
47 

15.3 
15.1 

-0.0987 
-C.0960 

-40.01 
-40.31 

687.64 
692.91 

4150 
4160 

1.46657 
1.46647 

47 
47 

14.8 
14.6 

-C.0972 
-0.0965 

-40.62 
-40.93 

698.20 
703.51 

4170 
4160 

1.46838 
1.463 28 

47 
47 

14.3 
14.1 

-C.0958 
-0.0951 

-41.24 
-41.55 

708.85 
714.21 

4190 
4200 

U 46819 
1.46809 

47 
47 

13.8 
13.6 

-0.0944 
-C.0937 

-41.86 
-42.18 

719.59 
725.00 

4210 
4220 

1.46800 
1.46791 

47 
47 

13.4 
13.1 

-0.0930 
-C.0923 

-42.49 
-42.81 

730.43 
735.89 

4230 
4240 

1.46782 
1.46772 

47 
47 

12.9 
12.7 

-0.0916 
-C.C91C 

-43.13 
-43.45 

741.36 
746.86 

4250 
4260 

1.46763 
1.46754 

47 
47 

12.4 
12.2 

-0.C9O3 
-0.0896 

-43.77 
-44.09 

752.39 
757.93 

4270 
4280 

1.46745 
1.46737 

47 
47 

12.0 
11.6 

-0.0890 
-C.0883 

-44.42 
-44.74 

763.50 
769.10 

4290 
4300 

1.46726 
1.46719 

47 
47 

11.5 
11.3 

-C.0877 
-0.0671 

-45.07 
-45.40 

774.71 
780.35 

4310 
4320 

1.46710 
1.46702 

47 
47 

11.1 
10.9 

-C.0865 
-0.0659 

-45.73 
-46.06 

766.C2 
791.71 

4330 
4340 

1.46693 
1.46665 

47 
47 

10.7 
10.5 

-C.0852 
TO.0846 

-46.39 
-46.73 

797.42 
803.15 

4350 
4360 

1,466 76 
1.46666 

47 
47 

10.2 
10.0 

-0.0840 
-0.0835 

-47.06 
-47,40 

808.91 
814.69 
820.49 
826.31 
632.16 
838.04 
843.93 
649.85 

4430 
4440 
4450 
4460 
4470 
4460 

1.46611 
1.46603 
1.46595 
_U465 87 
1.465 80 
1.465 72 

47 

47 
47 
47 
47 

8.6 
8.4 
8.2 
ft«o 
7.8 
7.6 

'C.0795 
•0.0769^ 
•Ö.Ö784 
•0.0779 
0.0773 

•C.0768 

•49.79 
•50.14 
•50.48 
150.83. 
•51.18 
-51.54 

855.80 
661.76 
867.75 
873.76 
879.80 
865.86 

4490       1.46564       47     7.4 -C.0763 -51.89 891.94 
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A n e (dn/dX) (dVd0) (dX/dx) 

(A) 0 • \m' (A/mln) (A/mn) 

4500 1.465 57 47 7.2 -C.0758 -52.25 898.05 
4510 1.46549 

1.46542 
47 
47 

7.0 
6.8 

-0.0753 
-C.Ö748 

-52.60 904.17 
4520 -52.96 910,33 
4530 1.465 34 47 6.6 -0.0743 -53.32 916.5C 
4540 1.46527 47 6.5 -0.0738 -53.68 922.70 
4550 1.46519 47 6.3 -C.0733 -54,04 928.92 
4560 1.46512 47 6.1 -C.0728 -54.41 935.16 
4570 1.46505 

1.46498 
47 
47 

5.9 
5.7 

-C.0723 -54.77 941.43 
4580 -0.0718 -55.14 947.72 
4590 1.46490 

1.46483 
47 
47 

5.5 
5.4 

-0.0714 -55.50 _954.03 
4600 -0.0709 -55.87 960.37 
4610 1.46476 47 5*2 -0.0704 -56.24 966.73 
46 ?0 1.46469 47 5.0 -0.0700 -56.61 973.11 
4630 1.46462 

1.464 55 
47 
47 

4.8 
4.7 

-0.0695 -56.99 979,51 
4640 -C.0691 -57.36 985.94 
4650 1.46448 47 4.5 -0.0686 -57.74 992.39 
4660 1.46442 47 4.3 -0.0682 -58.11 998.87 
4670 1.46435 47 4.1 -0.0677 -58.49 1005.36 
4680 1.46428 47 4.0 -0.0673 -58.87 1011.88 
4690 1.46421 

1.46415 
47 
47 

3.8 
3.6 

-0.0669 -59.25 1018.42 
4700 -C.0665 -59.63 1024.99 
4710 1.46408 

1.46401 
47 
47 

3.5 
3.3 

-0.0660 .   .-60.01... 103U58- 
4720 -0.0656 -60.40 1038.19 
4730 1.46395 *7 3.1 -0.0652 -60.79 1C44.82 
4740 1.46388 47 3.0 -0.0648 -61.17 1051.48 
4750 1.46382 47 2.8 -0.0644 -61.56 1058.15 
4760 1.463 75 47 2.6 -C.0640 -61.95 1064.86 
4770 1.46369 

1.46363 
47 
47 

2.5 
2.3 

-0.0636 
-C.0632 

-62.34 1071.58 
4780 -62.73 1078.32 
4790 1.46356 47 2.2 -0.0628 -63.13 1085.09 
48C0 1.46350 47 2.0 -C.0624 -63.52 1091.89 
4810 1.46344 47 1.8 -0.0620 -63.92 1098.70 
4820 1.46338 47 1.7 -C.0617 -64.32 1105.54 
4830 1.463 32 47 1.5 -C.0613 -64.72 1112.39 
4840 1.46326 47 1.4 -C.0609 -65.12 1119.27 
4850 1.46319 

1.46313 
47 1.2 -0.0605 -65.52 1126.18 

4860 47 1.1 -C.0602 -65.92 1133.10 
4870 1.46307 47 0.9 -C.0598 -66.33 1140.05 
4880 1.463C1 47 0.8 -C.0594 -66.73 1147.02 
4890 1.46296 47 0.6 -C.0591 -67,14 1154.01 
4900 1.46290 47 0.5 -C.0587 -67,35 1161.03 
4910 1.462 84 

1.462 78 
47 
47 

0.3 
0.2 

-C.0584 -67.96 1168.07 
4920 -C.0580 -68.37 1175.12 
4930 1.462 72 47 0.0 -C.0577 -68,78 1182.2C 
4940 1.46266 46 59.9 -C.0573 -69,19 1189,31 
4950 1.46261 46 59.7 -.C.0570 -69,61 1196.43 
4960 1.462 55 46 59.6 -C.0567 -70,02 1203.56 
4970 1.46249 46 59.5 -C.0563 -70,^4 1210,75 
4980 1.46244 46 59,3 -C.Ö560 -70,86 1217.94 
4990 1.462 38 46 59.2 -C.0557 -71,28 122 5.15 
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ißmmm 

(Ä) 

5310 
5320 
5330 
5340 
5350 
5360 

0 (dn/d70 
lim" 

(dVde) 
(A/mln) 

1.46075 
1.46071 

46  55.1 
46 55.0 

•C.0466 
•C.0463 

1.46066 
1.46061 

•85.35 
•85. 81 

46  54.8 
46  54.7 

•0.0461 
^0.0458 

1.460 57 
1.46052 

•86.28 
•86.74 

46  54.6 
46   54.5 

•0.0456 
•0.0453 

•87.20 
•87.66 

(dVdx) 
(Ä/nan) 

5000 1.46233 46 59.0 -C.0554 -71.70 1232.38 
5010 
5020 

1.46227 
1.46222 

46 
46 

58.9 
58.8 

-C.0550 
-0.0547 

-72.12 
-72.54 

1239,64 
1246.92 

5030 
5040 

1.46216 
1.46211 

46 
46 

56.6 
58.5 

-C.0544 
-C.0541 

-72.97 
-73.39 

1254.21 
1261.53 

5050 
5060 

1.46205 
1.46200 

46 
46 

58.4 
56.2 

-C.0538 
-C.0535 

-73.82 
-74,25 

1266.88 
1276.24 

5070 
5080 

1.46195 
1.46189 

46 
46 

58.1 
57.9 

-0.0532 
-0.0529 

-74.68 
-75.11 

1283.62 
1291.03 

5090 
5100 

1.46184 
1.46179 

46 
46 

57.8 
57.7 

-0.0526 
-0.0523 

-75.54 
-75.97 

1298.46 
1305.91 

5110 
5120 

1.46174 
1.46168 

46 
^6 

57.6 
57.4 

-C.0520 
-0.0517 

-76.41 
-76.84 

1313.38 
1320.87 

5130 
5140 

1.46163 
1.46158 

46 
46 

37.3 
57.2 

-C.0514 
-0.0511 

-77.26 
-77.72 

1326.36 
1335.91 

5150 
5160 

1.46153 
1.46148 

46 
46 

57.0 
56.9 

-0.6506 
-0.Ö5D5 

-78.16 
-76.60 

1343.47 
1351.C4 

5170 
5180 

1.46143 
1.46138 

46 
46 

56.6 
56.7 

-C.0502 
-C.05O0 

-79.04 
-79.49 

1358.64 
1366.25 

5190 
5200 

1.46133 
1.46126 

46 
46 

56.5 
56.4 

-0.0497 
-0.0494 

-79.93 
-60.38 

1373.89 
1361.55 

5210 
5220 

1.46123 
1.46118 

46 
46 

56.3 
56.2 

-0,0491 
-0.0489 

-80.62 
-81.27 

1389.23 
1396.93 

5230 
5240 

1.46113 
1.46108 

46 
46 

56.0 
55.9 

-0.0466 
-0.0483 

-61.72 
-82.17 

1404.65 
1412.39 

5250 
5260 

1.46104 
1.46099 

46 
46 

55.8 
55.7 

-C.0461 
-C.0476 

-82.62 
-83.07 

1420.15 
1427.93 

5270 
5280 

1.46094 
1.46089 

46 
46 

55.6 
55*4 

-0.0476 
-0.0473 

-83.53 
-«3.98 

1435.73 
1443.55 

5290 
5300 

1.46065 
1,46080 

46 
46 

55.3 -C.0471 
-0.0468 

-64.44 
-84.90 

1451.40 
1459.26 
1467.14 
1475.04 
1482.96 
1490.90 
1498.67 
1506.85 

5370 
5360 
5390 
5400 
5410 
5420 

1.46048 
1.46043_ 
I.465T9 
1.46034 
1.46030 
1.46026 

46 54.4 
>6_54.3^ 
46 54.2 
46 54.0 
46 53.9 
46  53.6 

•0.0451 
^C.0449 
•0.~Ö446~ 
•0.0444 

•66.13 
•88.60 
•69.06 
•69.53 

46 53.7 
46_53.6 
46  53.5 
46_5J.4 
46 53.3 
46  53.2 

•0.0442 
•0.0439 

•90.00 
•90.47 

1514.65 
1_522^87_ 
1530.91 
JL538.9X 
1547.04 
1555.14 

5430 
5440 
5450 
5460 
5470 
5460 

1.46021 
J_.46017 
1.46012 
1.46008 
1.46004 
1.46000 

•C.0437 
•C.0435_ 
•C.Ö433 
•0.0430 
•0.0428 
•0.3426 

•90.95 
•91.42 
•91.89 
!92_. 37_ 
•92.85 
•93.32 

1563.26 
1571.39 
1579.55 
i 587. 72 
1595.92 
1604.13 

5490       1.45995       46  53.1 -0.0424 -93.60       1612.36 
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> n 0 (dn/dX) (dVdö) (dVdx) 

(A) 0                  f \m~ (Ä/mln) (A/BD) 

5500 1.45991 46  53.0 -C.0422 -94.28 1620.61 
5510 1.45987 46  52.9 •0.0420 -94.76 1628.87 
5520 1.45983 46   52.7 -0.0418 -95.25 1637.16 
5530 1.45979 46   52.6 -C.0415 -95.73 1645.46 
5540 1.45974 46  52.5 -C.0413 -96.21 1653.79 
5550 1.45970 46   52.4 -0.0411 -96.70 1662.13 
5560 1.45966 46  52.3 -C.0409 -97.18 1670.49 
5570 1.45962 

1.45958 
46   52.2 
46  52.1 

-C.0407 
-0.0405 

-97.67 1678.86 
5580 -98.16 1687.26 
5590 1.45954 46   52.0 -0.0403 -98.65 .JL695,67     
5600 1.45950 46  31.9 -0.0401 -99.14 1704.10 
5610 1.45946 46 51.8 -0.0399 -99.63 1712.55 
5620 1.45942 46  51.7 -0.0397 -100.12 1721.02 
5630 1.45938 

1.45934 
46  51,6 -0.0395 -100.62 1729.50 

5640 46  51.5 -0.0393 -101.11 1738.00 
 5650_ 1.45930 46   51.4 -0.0392 ., -101. 61 1746.52  

5660 1.45926 46   51.3 -0.0390 -102*10 1755.05 
5670 1,45922 46  51.2 -0.0388 -102.60 1763.61 
5680 1.45918 46  51.1 -0.0386 -103.10 1772.18 
5690 1.45915 46  51.0 „  -Q.03.84_ -103.60 1780.76 
5700 1.45911 46  50.9 -0.0382 -104.10 1789.37 
5710 1.45907 

1.45903 
46   50.8 
46   50.7 

-0*0380 -104*60 1797.99 
57?0 -0.0379 -105.11 1806.63 
5730 1.45899 46   50.7 -0.0377 -105.61 1815.28 
5740 1.45896 46   50.6 -C.0375 -106.11 1823.95 
5750 1.45892 46 50.5 -C.0373 -106.62 1832.64 
5760 1.458 88 46  50.4 -0.0371 -107.13 1841.34 
5770 1.45884 

1.45881 
46  50*3 
46  50.2 

-0*0370 
-C.0368 

-107.63 1850.06 
5780 -108.14 1858.80 
5790 1.45877 46  50.1 -C.0366 -108.65 1867.55 
5800 1.45873 46  50.0 -C.036S -109.16 1876.32 
5810 1.458 70 46  49.9 -C.0363 -109.67 1885.10 
5820 1.45866 46  49.8 -0.0361 -110.18 1893.90 
5830 1.45863 46  49.7 -0.0360 -110.70 1902.72 
5840 1.45859 46   49.6 -C.0358 -111.21 1911.55 
5850 1.458 55 46  49.6 -C.0I56 -111.72 1920.4C 
5860 1.45852 46  49.5 -G.0355 -112.24 1929.26 
5870 1.45848 46  49.4 -C.0353 -112.76 1938.14 
5880 1.45845 46  49.3 -0.0351 -113.27 1947.03 
5890 1.45841 46  49.2 -C.035C -113.79 1955.93 
5900 1.458 38 46  49.1 -C.0348 -114.31 1964.86 
5910 1.458 34 46   49.0 -0.0347 -114.83 1973.79 
5920 1.45831 46   48.9 -C.0345 -115.35 1982.75 
5930 1.45827 46  48.8 -C.0344 -115.87 1991.71 
5940 1.45824 46   48.8 -0.0342 -116.40 2000.69 
5950 1.45821 46  48.7 -0.0341 -116.92 2009.69 
5960 1.45817 46  48.6 -0.0339 -117.44 2018.70 
5970 1.45614 46  48.5 -C.0338 -117.97 202 7.72 
5980 1.45810 46  46.4 -0.0336 -118.49 2C36.76 
5990 1.458 07 46   48.3 -0,0335 -119.02 2045.81 
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(A) 
6000 

n 

1.45804 

0 
o               I 

46  40,3 

(dn/dA) 

pun" 

-0.0333 

(dVd0) 
(A/mln) 

-119,55 

(dVdx) 
(k/m) 

2054.88 
6010 
6020 

1.45800 
1.45797 

46  48.2 
46 48.1 

-C.0332 
-0.0330 

-120.08 
-120.61 

2063.96 
2073.05 

6030 
6040 

1.45794 
1.45791 

46  48.0 
46 47.9 
46  47.8 
46 47.8 

-C.0329 
-0.0327 
-0.0326 
-C.0325 

-121.14 
-121.67 
-122.20 
-122.73 

2082.16 
2091.28 

6050 
6060 

1.45787 
1.45784 

2100.42 
2109.56 

6Ö70 
6080 

1.45781 
1.457 78 

46 47.7 
46  47.6 

-C.0323 
-C.0322 

-123.26 
-123.80 

2118.72 
2127.90 

6090 
6100 

1.45774 
1.45771 

46  47.5 
46  47.4 

-0.0320 
-0.0319 

-124.33 
-124.87 

2137.08 
2146.28 

6110 
6120 

1.45768 
1.45765 

46  47.4 
46  47.3 

-C.0318 
-C.0316 

-125.40 
-125.94 

2155.49 
2164.72 

6130 
6140 

1.45762 
1.457 59 

46 47.2 
46 47.1 

-0.0315 
-0.0314 

-126.48 
-127.01 

2173.96 
2183.20 

6150 
6160 

1.45755 
1.457 52 

46 47.0 
46 47.0 

-0.0312 
-0.0311 

-127.55 
-128.09 

2192.47 
2201,74 

61 tO 
6180 

1.45749 
1.45746 

46 46.9 
46  46.8 

-C.0310 
-0.0308 

-128.63 
-129.17 

2211.02 
2220.32 

6190 
6200 

1.45743 
1.45740 

46  46.7 
46 46.6 

-0.0307 
-C.0306 

-129.71 
-130.26 

2229.63 
2238.95 

6210 
6220 

1.45737 
1.45734 
1.45731 
1.45728 

46 46.6 
46  46.5 

-0.0305 
-0.0303 

-130.80 
-131.34 

2248.28 
2257.62 

6230 
6240 

46  46.4 
46  46.3 

-0.0302 
-0.0301 

-131.89 
-132.43 

2266.96 
2276.34 

6250 
6260 

1.45725 
1.45722 

46  46.3 
46 46.2 

-0.0300 
-0.0298 

-132.98 
-133.52 

228^.72 
2295.11 

6270 
6280 

1.45719 
1.45716 

46  46.1 
46 46.0 

-0.0297 
-C.0296 

-134.07 
-134.62 

2304.51 
2313.92 

6290 
6300 

1.45713 
1.45710 

46  46.0 
46 45.9 

-0.0295 
-0.3294 

-135.17 
-135.71 

2323.33 
2332.76 

6310 
6320 

1.45707 
1.45TC4 

46 45.8 
46  45.8 

-0.0292 
-C.0291 

-136.26 
-136.81 

2342.20 
2351.65 

6330 
6340 

1.45701 
1.45698 

46 45.7 
46  45.6 

-C.0290 
-0.0289 

-137.36 
-137.92 

2361.11 
2370.58 

6350 
6360 

1.45695 
1.45693 

46  45.5 
46  45.5 

-0.0288 
-C.0287 

-138.47 
-139.02 

2380.06 
2389.55 

6370 
6380 

1.45690 
1.45687 
1.45684 
1.45681 
1.45678 
1.45676 

46 45.4 
46  45.3 

-0.0286 
-C.0284 

-139.57 
-140.12 

2399.C5 
2408.56 

6390 
6400 

46  45.2 
46 45.2 

-C.3283 
-C.0282 

-140.68 
-141.23 

2418.08 
2427.61 

6410 
6420 

46  45.1 
46 45.0 

-C.0281 
-0.0280 

-141.79 
-142.34 

2437.14 
2446.69 

6439 
6440 

1.456 73 
1.45670 
1.45667 
1.45664 
1.45662 
1.45659 

46 45.0 
46 44.9 
46  44.8 
46  44.8 
46 44.7 
46 44.6 

-0.0279 
. -0.0278 

-142,90 
-143.45 

2456.24 
2465.80 

6450 
6460 

-0.0277 
-0.0276 

-1^4.01 
-144.57 

2475.37 
2484.95 

6470 
6480 

-C.0275 
-0.0274 

-145.13 
-145.68 

2494.54 
2504.13 

6490 1.45656 46  44.5 -C.C27J -146.24 2513.73 
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(A) 

n e 
t 

(dn/d>0 
MA' 

(dVae) 
(A/anln) 

(d^/dx) 
(A/mm) 

6500 
6510 
6520 
6530 
6540 
6550 

1.45653 
1.45651 
1.45648 
1.45645 
1.45643 
1.45640 

46 44.5 
46 44.4 
46 44.3 
46 44.3 
46 44.2 
46  44.1 

•0.0272 
•C.0271_ 
•0.0270 
•0.0269 
•0.0268 
•0.0267 

146.80 
147.36 
147.92 
148.48 
149.04 
149.60 

2523.34 
2532.96 
2542.59 
2552.22 
2561.86 
2571.51 

6560 
.6570 
6580 
6590 
6600 
6610 

1.45637 
1.45635 
1.45632 
1.45629 
1.45627 

_L*45624. 

46 44.1 
46 44.0 
46 43.9 
46 43.9 
46 43.8 
46  43*7 

•0.0266 
•C.0265_ 
•0.0264 
•C.0263 
•0.0262 
•0.0261 

150.17 
150.73 
151.29 
151, 85_ 
152.42 
152.98 

2581.17 
_2590.83 
2600.50 
ilMOitll 
2619.85 
2629.54 

6620 
.6630 
6640 

J6650 
6660 
6670 

1.45622 
1.45619 
1.45616 
1.45614 
1.45611 
1.45609 

6680 
>690_ 
6700 

A? 10 
6720 
6730 

1.45606 
1.45604 
1.45601 
1.45599 
1.45596 
1.45594 

6740 
6750 
6760 
6770 
6780 
6790 

1.45591 
1.45589 
1.45586 
1.455 84 
1.45581 
1.45579 

6B00 
6810 
6820 
6830 
6840 
6850 
6860 
6870 
6880 
6890 
6900 
6910 
6920 
6930 
6940 
6950 
6960 
.6? 70 
6980 
6990 

1.45576 
1.45574 
1.45572 
1.45569 
1.45567 

JL«*5564 
1.45562 
1.45560 
1.45557 
1.45555 
1.45552 
1.45550 
1.45548 
1.45545 
1.45543 
1.45541 
1.45538 
1.455 36 
1.45534 
1.45532 

46 43.7 
46__43^6_ 
46 43.6 
46 43.5 
46 43.4 
46  43.4 
46  43.3 
*6 43j»2 
46 43.2 
46 43.1 
46 43.6 
46   43.0 

•C.0260 
lC.0259^ 
•0.0258 
•0.0257_ 
•0.0256 
0t0255 

•0.0254 
•0_!L0253_ 

•0.0252 
•C.0251 
•(0.O251 
•0.0250 

153.54 
154.J1_ 
154.67 
•155.24 
•155.80 
I56t37 
156.94 
•157.50 

2639.23 
2648.93 
2658.64 
.2668.35 
2678.07 
2687.79 

158.07 
'158. 64_ 
•159.20 
•159.77 

2697.52 
1707.26 
2716.99 
2726.74 
2736.49 
2746.24 

46 42.9 
46 42.9 
46 42.8 
46 42.7 
46 42.7 
46  42.6 

•0.0249 
•0.0248 
•0.0247 
•C.0246 
•C.0245 
•0.0244 

160.34 
•_160.91 
161.47 
162.04 
162.61 

•163.18 

2756.00 
2765.76 
2775.53 
2785.30 
2795.08 
2804.85 

46 42.5 
46 42.5 
46 42.4 
46 42.4 
46 42.3 
46  42.2 

•0.0244 
•C.0243 
•0.0242 
•0.0241 
•0.0240 
•C.0239 

•163.75 
•164.32 
-164.89 
-165.46 
•166.03 
•166.60 

2814.64 
2824.42 
2834.21 
2844.01 
2853.80 
2863.60 

46 42.2 
46 42.1 
46 42.1 
46 42.0 
46 41.9 
46 41.9 
46 41.8" 
46 41.8 
46 41.7 
46 41.7 
46 41.6 
46 41.5 
46 41.5 
46 41.4 

■C.0239 
•C.Q23B 
•C.0237 
•C.0236 
•0.0235 
•0.0235 
■0.0234 
•C.0233 
•0.0232 
•0.0232 
•0.0231 
•C.023Q 
•0.3229 
•0.0229 

•167.17 
•167.74 
•168.31 
•168.88 
•169.45 
•170.02 

2873.40 
2883.21 
2893.02 
2902.83 
2912.64 
2922.45 

•170.59 
•171.16 
171.74 

•172.31 
172.88 

•173.45 
174.02 

•174.59 

2932.27 
2942.09 
2951.91 
2961.73 
2971.56 
2981.38_ 

"2991.21 
3001.04 
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SpW^pg^lisISl MHMn 

(A) 

7000 

n 

1.45529 

0 

46 

0 
t 

41.4 

(dn/d?0 
pjn" 

-C.0228 

(dVd0) 

(Ä/mln) 

-175.17 

CdVdJr) 
(k/rm) 

3010,86 
7010 
7020 

1.45527 
1.45525 

46 
46 

41.3 
41.3 

-C.0227 
-C.0226 

-175.74 
-176,31 
-176,88 
-177.45 

3020.69 
3030,52 

7030 
7040 

1.45522 
1.455 20 
T. 455 18 
1.45516 
1.45513 
1.45511 
1.45509 
1.45507 

46 
46 
46 
46 
46 
46 
46 
46 

41.2 
41.1 
41.1 
41.0 

-0.0226 
-0.0225 

3040,35 
3C50.19 

7050 
7060 

-C,0224 
-C,Q223 

-178,02 
-178.60 

3060.02 
3069.85 

70t0 
7080 

41.0 
40.9 

-0.0223 
-C,0222 

-179,17 
-179,74 

3079.68 
3089,51 

7090 
7100 

40.9 
40.8 

-0.0221 
-0.0221 

-180.31 
-180,88 
-181,46 
-182,03 

3C99.34 
3109,17 

7110 
7120 

1.45505 
1.45502 

46 
46 

40.7 
40.7 

-0.0220 
-C.0219 

3119,00 
3128.83 

7130 
7140 

1.45500 
1.45498 

46 
46 

40.6 
40.6 

-C.0219 
-C.0218 
-0.0217 
-C.0217 
-0.0216 
-C.0215 

-182.60 
-183.17 
-183.74 
-184.31 
-184.89 
-185.46 

3138.66 
3148.48 

7150 
7160 
7170 
7180 

1.45496 
1.45494 
1.45492 
1.45489 

46 
46 
46 
46 

40.5 
40,5 
40.4 
40.4 

3158.31 
3168.13 
3177.96 
3187.78 

7190 
7200 

1.454 87 
1.45485 
1.45483 
1.45481 
1.45479 
1.45477 

46 
46 
46 
46 
46 
46 

40.3 
40.3 

-0.0215 
-C.0214 

-186,03 
•186.60 

3197.60 
3207.42 

7210 
7220 

40.2 
40.2 
40.1 
40.0 

-C.0213 
-C.0213 

-187,17 
-187,74 

3217.23 
3227.05 

7230 
7240 

-C.0212 
-C.0211 

-188.31 
-188.88 

3236.86 
3246.67 

7250 
7260 

1.45474 
1.45472 

46 
46 
46 
46 

40.0 
39.9 
39.9 
39,8 
39.8 
39.7 

-C.0211 
-0.0210 
-0.0209 
-C.0209 
-C.0208 
-C.0208 

-189,45 
-190,02 
-190.59 
-191.16 
-191.73 
-192,30 

3256.47 
3266.28 

7270 
7280 

i.45470 
1.45466 

3276,08 
3285.87 

7290 
7300 

1.45466 
1.454 64 

46 
46 

3295.67 
3305.46 

7310 
7320 

1.45462 
1.45460 
1.45458 
1.45456 
1.45454 
1.454 52 

46 
46 

39.7 
39.6 

-C.02C7 
-C.0206 

-192,87 
-193.44 

3315.25 
3325.C3 

7330 
7340 

46 
46 
46 
46 

39.6 
39,5 
39,5 
39,4 

-C.0206 
-C.0205 

-194.01 
-194.58 

3334.81 
3344.59 

7350 
7360 

-C.02C5 
-C.0204 

-195.15 
-195.72 

3354.36 
3364.13 

7370 
7380 
7390 
7400 
7410 
7420 

1.454 50 
1.45448 
1.45446 
1.454 44 
1.45442 
1.45440 

46 
46 
46 
46 
46 
46 

39,4 
39.3 
39.3 
39.2 
39.2 
39, J, 

-C.0203 
-0,0203 
-C.3202 
-C.0202 
-C.0201 
-C.0201 

-196,29 
-196,85 
-197.42 
-197,90 
-198.56 
-199.12 

3373.90 
3383.66 
3393.41 
3403,17 
3412.91 
3422,65 

7430 
7440 
7450 
7460 
7470 
7480 

1.45438 
1.454 36 
1.454 34 
1.454 32 
1.45430 
1.45428 

46 
46 
46 
46 
46 
46 

39,1 
39,0 
39,0 
38,9 
38,9 
38.8 

-C.020C 
-C.0199 
-C.0199 
-com 
-0.0198 
-C.0197 

-199.69 
-200.25 
-200,82 
-201,39 
-201.95 
-202.52 

3432,39 
3442.12 
3451,85 
3461,57 
3471,28 
3480.99 

7490 1.45426 46 38,6 -C.0197 -203.08 3490,69 
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■K n Ö (dn/d?0 (dVde) (dVdx) 

(Ä) 0 i pjn" (A/mln) (A/imn) 

7500 1.45424 46 38.7 -C.0196 -203.64 3500,39 
7510 1.45422 46 38,7 -C.0196 -204.21 3510,08 
7520 1.45420 46 38.6 -C.Q195 -204.77 3519,77 
7530 1.45418 46 38.6 -C.0195 -20«».33 3529.45 
7540 1.45416 46 38.5 -C.0194 -205.90 3539,12 
7550 1.45414 46 38.5 -C,,0193 

-C.0193 
-206.46 
-207.02 

3548,78 
7560 1.45412 46 38.4 3558.44 
7570 1.45410 46 38.4 -C.0192 -207.58 3568.09 
7580 1.45408 46 38.3 -0.0192 -208.14 3577.74 
7590 1.45406 46 38.3 -com -208.70 3587.37 
7600 1.45404 46 38.2 -0.0i91 -209.27 3597.00 
7610 1.45402 46 38.2 -c.ono -209,82 3606.63 
7620 1.45401 46 38.1 -o.ono -210,38 3616.24 
7630 1.45399 46 38.1 -C.0189 -210,94 3625.85 
7640 1.45397 46 38.0 -C.0189 -211,50 3635.45 
7650 1.45395 46 38.0 -0.0188 -212,06 364 5.04 
7660 1.45393 46 38.0 -C.0188 -212,62 3654.62 
7670 1.45391 46 37.9 -0.0187 -213,17 3664.19 
7680 1.45389 46 37.9 -0,0187 -213.73 3673.76 
7690 1.45387 46 37.8 -0.0186 -214.29 3683.32 
7700 1.45385 46 37.8 -0.0186 -214.84 3692.87 
7710 1.45384 46 37.7 -C.0185 -215.40 3702.41 
7720 1.45382 46 37.7 -C.0185 -215,95 3711.94 
7730 1.45380 46 37.6 -0.0185 -216,51 3721.46 
7740 1.45378 46 37.6 -0.0184 -217,06 3730.97 
7750 1.45376 46 37.5 -C.0184 -217,61 3740.48 
7760 1.45374 46 37,5 -0.0183 -218.16 3749.97 
7770 1.45273 46 37.4 -0.0183 -218,72 3759.46 
7780 1.45371 46 37.4 -C.0182 -219,27 3768.93 
7790 1.45369 

1.45367 
46 
46 

37.4 
37.3 

-C.0182 
-com 

-219,82 
-220,37 

3778.40 
7800 3787.85 
7810 1.45365 46 37.3 -C.0181 -220,92 3797,30 
7820 1.453 64 46 37.2 -0.0180 -221.47 3806.73 
7830 1.45362 46 37.2 -C.0180 -222.01 3816.16 
7840 1.453 60 46 37.1 -C.0180 -222,56 3825,57 
7850 1.45358 46 37.1 -C.0179 -223,11 3834,97 
7860 1.45356 46 37.0 -C0179 -223,66 3844,37 
7870 1.453 55 46 37.0 -C.0178 -224,20 3853,75 
7880 1.45353 46 36.9 -C.0178 -224,75 3863,12 
7890 1.45351 46 36.9 -C.0177 -225,29 3872,48 
7900 1.45349 46 36.9 -C.0177 -225,84 3881,83 
7910 1.45347 

1.45346 
46 
46 

36.8 
36.8 

-C0177 -226,38 3891,17 
7920 -CV0176 ~ -226,92 3900,49 
7930 1.45344 46 36,7 -0.0176 -227,46 3909,81 
7940 1.45342 46 36.7 -0.0175 -228.00 3919,11 
7950 1.45340 46 36.6 -C.0175 -2^0.55 3928,4C 
7960 1.453 39 46 36.6 -C.0174 -229.09 3937,68 
7970 1.45337 46 36.6 -C.0174 -229.62 3946,95 
7980 1.45335 46 36.5 -C0174 -230,16 3956,21 
7990 1.45333 46 36,5 -C0173 -230.70 3965,45 
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Singlet-Triplet Absorption Bands of Methyl-Substituted Ethylenes1 

by Michiya Itoh* and Robert S. Mulliken' 
ImtittUe o/ MoUeidar Biophi/iic», Florida Slate Utmertüy, Tallaha—ie, Florida   3X308   and 
Laboralorv of Molecular Structure and Spectra, Department of Phyeice, Unitertity of Chicago, Chicago, lUinoit   00637 
{Received June t6,1980) 

In the absorption spectra of the methylated ethylcnes propene and 2-methylpropene in the gas state plus 70 atm 
of oxygen, banded structures are found which can be identified as triplet *- singlet (T ■♦- N) transitions anal- 
ogous to that found for ethylene itself. A similar absorption but without structure is found for frotw-butene. 
At shorter wavelengths, and also even at longer wavelengths in 2-methyl-3-butene and in 2,3-dimethyl-2-butene 
vapor ia the presence of 70 atm of oxygen, relatively strong absorption was found which can probably be attrib- 
uted to contact charge-transfer transitions from the ethylene to Ot. This absorption defeated attempts to deter- 
mine by oxygen enhancement whether the extremely weak bands which have been observed by others at 2100- 
2500 A on the lo.ig wavelength side of the Rydbetg bands of the methylated ethylenes are the triplet *- singlet 
analogs of the Rydberg bands. To determine the location of the T •*- N bands of 2-methyl-2-butene and 2,3- 
dimethyl-2-butene, enhancement in the liquid state by CHsBri was used. 

Introduction 
Writing the normal state (N) electron configuration 

of ethylene as — irs, the first excited states are a triplet 
(T) and a singlet (V) of respective vertical excitation 
energies 4.6 and 7.6 eV, both c' configuration »•«•*, 
and another singlet, a Rydberg state (R) with vertical 
energy 7.1 eV.4 States analogous to R and V are also 
known in the alkyl-substituted ethylenes. The V *- N 
bands, and to a greater extent the R ■*- N bands, are 
progressively shifted to longer wavelengths with each 
additional alkyl substitution. 

In the absorption spectra of ethylene and the alkyl- 
ated ethylenes, the V ■•- N band system is very strong, 
the R ■*- N system moderately strong, the T •«- N 
system''' extremely weak. In the methylated eth- 
ylenes, abso ption bands very much weaker than the 
R •♦- N systems, and at somewhat longer wavelengths 
(2100- 2500 Ä) have long been known,' although the 
possibility that they may be due to impurities has not 
been entirely disproved. These bands if genuine can be 
ascribed to the transition Ts -*- N, where TR means the 
triplet Rydberg stnte corresponding to the singlet 
Rydberg state R.* The vibrational spacing in these 
bands (about 1400 cm-1) is approximately the same as 
in the R •<- N bands and their positions, which corre- 
spond to an energy separation of 0.7 eV between TR and 
R levels, are in good agreement' with theoretical expec- 
tation. A proposal by Berry10 that the tentative 
TR ♦- N bands may be analogous to the «•••«- n transi- 
tion in formaldehyde has been shown not to be correct.4 

The T ••- N band was first discovered by Reids in the 
absorption spectrum oi & 1.4-m path in liquid ethylene. 
This identification was confirmed by Evans* using a 
mixture of ethylene at 50 atm and oxygen at 25 atm; it 
is well known that oxygen causes marked intensifica- 
tion of otherwise weak singlet-triplet transitions. The 
present paper originated in an attempt to use the 

oxygen-intensification technique to confirm the triplet- 
singlet nature of the tentative TR *- N bands in several 
methylated ethylenes. We found new weak absorption 
bands, but only in the wavelength region where T •«- N 
bands should occur. Relatively strong absorption also 
occurred in the TR ■•- N wavelength region, but it was 
entirely continuous—no bands could be identified. 
We attribute this absorption to contact charge-transfer 
transitions, which as well as triplet ■*- singlet bands are 
known to be brought out by oxygen.'' 

Experimental Section 
We have investigated the near-ultraviolet absorption 

of propene, 2-methylpropene, and toww-butene in the 
gas phase by the oxygen enhancement method using a 
high-pressure optical cell, and that of 2-methyl- and 2,- 
3-dimethyl-2-butene in the liquid state using the ex- 
ternal heavy atom effect" of CHiBr». Commercial re- 
search grade cylinders (The Matheson Co., Inc.) were 

(1) This research was assisted by a contract between the Division of 
Biology and Medicine, V. S. Atomic Energy Commission and the 
Florida State University, and by the Office of Naval Research, Physics 
Branch, under Contract No. N00014-67-A-0286-0001 with thellniver- 
sity of Chicago. 
(2) Faculty of Pharmaceutical Sciences, University of Tokyo, Bun- 
kyo-ku, Tokyo, Japan. 
(3) To whom requuto for reprints should be addressed. 
(4) Soe A. J. Merer and R. 8. Mulliken, Chem. Rev., 69, 639 (1969). 
(6) C. Reid. /. Chem. Phyt., 18,1299 (1960). 
(6) D. F. Evans, /. Chem. Soc., 1736 (1960). 
(7) W. J. Potts, /. Chem. Phyt., 23,66 (1965). 
(8) R. S. Mulliken, {Md., 33, 1597 (1960). Before the discovery»-« 
of the T •*- N bands, it had been thought that the bands now attrib- 
uted to TB ♦- N were T «- N bands. 
(9) P. G. Wilkinson and R. S. Mulliken, ibid., 23,1896 (1965). 
(10) R. 8. Berry, ibid., 3«, 1934 (1963). 
(11) Cf. H. Taubomura and R. S. Mulliken, /. Amer. Chem. Soc., 82, 
6966 (1960). 
(12) M. Kaaha,/.CAem.i>Avs.,20,71(1952). 
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Figure 1.   Absorption spectra of oxygcii at 70 atm pressure 
and several methylethylenes (~6.5 cm cell):   (1) propene, 
~10atni; (2) 2-methylpropene, ~1.5 atm; (3) Iraiu-butene, 
~1.0 atm; (4) 2-methyl-2-butene, ~0.5 atm (vapor pressure at 
room temperature); (5) 2,3-dimethyi-2-butene, ~0.2 atm 
(vapor pressure at room temperature). 

used without further purification for the three gaseous 
samples, and API standard samples were used for the 
other two methylated ethylenes. Absorption spectra 
of propene, 2-methylpropene, and (raru-butene in the 
gas phase with oxygen at 70 atm pressure were taken at 
room temperature with a Gary recording spectropho- 
tometer 14 M. A high-pressure optical cell with a light 
path of approximately 6.5 cm was used. 

Reanlta 

The spectra of several methylethylenes are shown in 
Figure 1. A weak absorption band with vibrational 
structure was observed in propene and in 2-methyl- 
propene, and a very weak band without structure in 
frarw-butene. There is no reasonable doubt that the 
bands shown in curves 1-3 in Figure 1 are due to T ■♦- N 
transitions, especially since the vibrational spacing, 
960-970 cm-1 in both propene and 2-methylpropenc, is 
almost identical with that of ethylene as reported by 
Reid' and Evans.' 

However, there was also relatively very strong ab- 
sorption beginning near 4000 A in the case of 2-methyl- 
and 2,3-<limethyl-2-butene with compressed oxygen gas 
(curves 4 and 5 in Figure 1). Contact charge-transfer 
absorption between methylethylenes and oxygen should 
shift to longer wavelengths with decrease in ionization 
potentials of the methylethylene; these vary from 
10.507 to about 8.3 eV" in going from ethylene to 2,3- 
dimethyl-2-butene. The relatively strong absorption 
beginning near 40G0 Ä in the 2-methyl- and 2,3-di- 
methyl-2-butenes, and also trotw-butene, may prob- 
ably be ascribed to contact charge-transfer absorption 
masking the weak T •»- N bands, and at shorter wave- 
lengths the TR ••- N bands.    In the cases of propene, 2- 

3000 

Figure 2.   Absorption spectra of 2-methyl-2-butene plus 
CHtBr,:   (1) 2-methyl-2-butene and CHiBr,, 1:1 mixture, 
(5-cmcell); (2) 2-methyl-2-butene (2.5-cm cell); (3) CH,Br, 
(2.5-cm cell); (4) absorption epectrum obtained by 
subtracting curves 2 and 3 from curve 1. 

3000 4000 

Figure 3.   Absorption spectra of 2l3-diinethyl-2-butene plus 
CHtBr,:   (1) 2,3-dimethy 1-2-butene and CHiBr,, 1:1 mixture 
(5-cmcell); (2) 2,3-dimetliyl-2-butene (2.5-cm cell); (3) 
CHjBr, (2.5-cm cell); (4), absorption spectrum obtained by 
subtracting curves 2 and 3 from curve 1. 

methylpropene, and (raru-butene, the increasingly in- 
tense absorption At wavelengths beginning at almost 
2600-2700 A may also probably be attributed to charge- 
transfer absorption, or perhaps also to V *- N absorp- 
tion. 

We also examined the spectra of 1:1 mixed solutions 
of 2-methylbutene and of 2,3-dimethyl-2-butene with 
methylene bromide. In each case a weak absorption 
band was obtained by subtracting the individual ab- 
sorptions of CHiBrj and the methylethylene from that 
of the mixed solution, see Figures 2 and 3. It seems to 
us that these absorption bands can be identified as 
T ■•- N bands enhanced by the heavy atom effect. 
Possible charge-transfer bands between the methyl- 
ethylenes and CHiBfi should be at much shorter wave- 

(13) Roughly «•timatad from the data of (rotu-butene (9.13 eV) 
and 3-methyl-2-butene (8.67 eV); see K. Watanabe, T. Nakayama 
and J. Mottl, /. Quant. Spedrotc. Radiat. Tratufer, 2, 300 (1962). 
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SIEGFRIED LINDENBAUM 

Table I;   Absorption Maxima of V ♦- N and T *- N 
bands, and the T-V Energy Separations 

V—N T*- N 
(W„ cm"") (Xm.,, em-') T-V (e\ 

Ethyiene 61,400' 37,000' 3.0* 
Propene 57,800' 33,900 2.96 
2-Methylpropene 53,100' 33,000 (2.3) 
/ran»-Butene 56,270' 32,800 2.9 
2-Methyl-2- 56,340» 29,850' 2.87' 

butene ^53,000/ 
2,3-Dimethyl-2- 53,500' 29,400' 2.82' 

butene (52,250/ 

' P. G. Wilkinson and H. L. Johnston, /. Chem. Phy»., 18, 190 
(1950). ' L. C. Jones, Jr., and L. W. Taylor, Anal. Chem., 27,228 
(1955). ' J. T. Cary and L. W. Pickett, /. Chem. Phyt., 22,599, 
1266 (1954). ' Dato in solution, see ref 7. ' See ref 6. ' Data 
from the CHjBr solution. 

lengths. On the other hand, the considerable absorp- 
tion shown by the liquid methylethylenes themselves 
(curve 1 in Figures 2 and 3) may perhaps be ascribed to 
the relatively weak long wavelength tail of the V •«- N 
transition; in ethylene itself this absorption begins at 
almost 2700 Ä. 

Table I summarizes the absorption maxima estimated 
from the spectra and also gives the T-V energy separa- 
tion in the several ethylenes, using the liquid state data 
in the case of 2-methyl- and 2,3-dimethyl-2-butene. 
Table I shows that this energy separation decreases 
slowly with increase in the number of alkyl substituents, 
as seems reasonable. 

Acknowledgment. M. I. wishes to thank Professor 
Michael Kasha for giving him an opportunity to work at 
Florida State University during the period January 1 to 
March 30,1968. 
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Correction (see J. Am. Chem. Soc. <?2, 7259 (1970)): 

Interpretation of the formation of the dimer anlon is unfortunately 
Incorrect, and the anlon dlmer, (TCNE-)2, may be formed In that experimental 
condition, because further investigations of epr and absorption spectra of 
TCNE-,^ (Na, K, and Cs) both in the solution and in the solid state show 
the formation of the anlon dlmer of which detail will be submitted to the 
Journal in the near future. Concentration dependence of the visible absorp- 
tion spectra on pages 887-888 can be also Interpreted in the monomer-dimer 
equilibrium (see ref. 7 on page 886). 

Formation and Spectrum of Tetracyanoethylene 

Dimer Anion (TCNE)," * 

Michiya Itoh« 

Contribution from the Laboratory of Molecular Structure and Spectra, 
Department of Physics, University of Chicago, Chicago, Illinois   60637. 
Received June H, 1969 

Abctract: The reversible complex formation of TCNE (tetracyanoethylene) anion radical with its parent molecule 
in MTHF (methyltetrehydrofuran) or in THF was confirmed spectroscopically at low temperature. The com- 
plex, (TCNE)i~, shows a strong visible absorption band at 5330-5350 A (c, 15,500). Analysis of the spectra 
yields an equilibrium constant in MTHF for TCNE", N8+ + TCNE ^ (TCNE),-, NB+ at 1610K of 1.32 X 10» 
l./mol, -AH° of 1.46 kcal, and AS" of 3.95 eu. Thermodynamic data depend very strongly on the metal cation 
and also on the solvent composition. Using the equilibrium constant, the spectrum of pure (TCNE)]-, M+ was 
obtained.   The equilibrium of the complex formation and the absorption spectrum are discussed. 

Recently, electronic spectra and structures of the 
dimers of anion,,-, neut^al,•-, and cation*-10" 

radicals have been reported in both liquid and solid 
states. However, only a few spectroscopic studies of 
complexes (such as the naphthalene dimer cation) be- 
tween anion or cation radicals and their parent mole- 
cules have been reported1*-'* although this kind of com- 
plex formation was rather often suggested, and also elec- 
tron-transfer rates have been determined between anion 
radical and parent molecule in the liquid state. Among 
such studies, Ishitani and Nagakura1* reported the elec- 
tronic spectrum and structure of paracyclophane mono- 
anion radical as a model for CT (charge-transfer) inter- 
action between benzene anion am* neutral molecule. 
Complex formation of tetracyanoethylene with its an- 
ion was first suggested by Phillips and Povill" on the 
basis of the reversible color change of THF (tetrahy- 
drofuran) solution with temperature. 

(1) This rcMWch wu utitted by the Office of Naval  Research, 
Phyiict Branch, under Contract No. N000I4-67-A-O283-O001. 

(2) Addre« correspondence to;   Faculty of Pharmaceutical Sciences, 
University of Tokyo, Bunkyo-ku, Tokyo, Japan. 

(3) N. Hirou and S. I. Weissman. J. Amer. Chem. Soc., S6,2S38 (1964). 
(4) R. H. Boyd and W. D. Phillips, /. Chem. Phyi.. 43, 2927 (1965). 
(J) K. Kimura, H. Yamada, and H. Tsubomura, IbU., 4S, 440 (I96S). 
(6) K. H. Hauaser and J. N. Murrdl, Ibid.. 11, 500 (1937). 
(7) M. Itoh and S. Nagakura, J. 4mm. Chem. Soc., W. 3939 (1967). 
(8) M. Itoh and E. M. Kosower, told.. M, 3933 (1967);  Ibid., 90, 

1843 (1968). 
(9) D. A. Wicrsma and J. Kommandeur, Mol. Phy$.. 13,241 (1967). 
(10) See references in ref 3. 
(11) E. M. Kosower and J. L. Colter, J. Amer. Chem. Soe., 86, 3321 

(1964). 
(12) I. C. Lewis and L. S. Singer, /. Chem. Phys., 43, 2712 (1963). 
(13) O. W. Howarth and G. K. Fraenkel, /. Amer. Chem. Soc., 88, 

4314 (1966). 
(14) B. Badger, B. Brocklehurst, and R. D. Russell, Chem. Phys. 

Uli., 1. 122 (1967). 
(13) L. R. Mdby, R. J. Harder, W. R. Hcrtlcr, W. Mahler, R. E. 

Benson, and W. E. Mochel, /. Amer. Chem. Soc., 84, 3374 (1962). 
(16) A. Ishitani and S. Nagakura. Mol. Phyi., 12,1 (1967). 
(17) W. D. PhiUips and J. C. Powell, /. Chem. Phyi., 33, 626 (I960). 

In this paper, the equilibrium of the formation of 
(TCNE)r from TCNE and TCNE- was studied for Li, 
Na, and K salts in MTHF (2-methyltetrahydrofuran), 
and in mixtures with THF at low temperature. Ther- 
modynamic quantities of the equilibrium are reported. 
The absorption spectrum of the pure dimer anion, 
(TCNE),-, M+, was obtained from the analysis of this 
equilibrium. 

Experimental Section 

A good commercial sample of TCNE was used after sublimation 
in high vacuum. 2-Methyltetrahydrofurin wu distilled over 
sodium metal after refluxing with sodium metal for 10 hr. The 
refluxing and distillation were repeated two limes. THF was also 
purified using the same procedures as for MTHF. These solvents 
were kept with a Na mirror in bottles connected to the vacuum 
system. 

The TCNE anion radical was prepared by reduction with a 
sodium or potassium mirror for about S or 10 sec, respectively. 
The TCNE anion and TCNE mixed solution was obtained. After 
that, the lube containing the Na or K mirror was sealed off from 
the solution lube with the 1-cm optical cell. For TCNE", Li*, 
freshly cut lithium metal was used. 

Alternatively, TCNE-,N«+ solid was prepared in acetonitrile 
from NaCN and TCNE in vacua following the method reported by 
Webster, el al." The molar absorption coefficient of the TCNE 
anion was determined from the solution of the solid salt dissolved 
in MTHF or THF, and also from the solution made by contacting 
TCNE with sodium or potassium. The coefficient was also deter- 
mined by the following electron-transfer reaction from I-methyl- 
4-carbomethoxypyridinyl ^adical•■" to TCNE. The absorption 
spectrum of an MTHF solution of the l-methyM-carbomethoxy- 
pyridinyl radical was carefully determined at room temperature. 
The molar coefficient of the absorption band at 3920 A of (his 
radical has been reported (««, 4500).", TCNE was added to 
the MTHF solution of the pyridinyl radical through a breakable 
seal.   Complete electron transfer from the pyridinyl radical to 

(18) O. W. Webster, W. Mahler, and R. E. Benson, /, Amer. Chem. 
Soc., 84. 3678 (1962). 

(19) E. M. Kosower and E. J. Posumek. Ibid.. 86, 3313 (1964). 
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Figure 1. The spectra of TCNE and its anion radical in MTHF, 
and the spectrum of pure (TCNEV- complex constructed from the 
equilibrium investigation.   The unit of Ordinate is <. 

TCNE occurred very rapidly to give TCNE anion and pyridinium 
cution. Hie absorption spectrum of the pyridinyl radical was 
completely replaced by that of tk«TCNEanioninthe visible region, 
and that of the pyridinium caticn in the uv region. From this 
spectrum, the molar absorption «-^jficieot of the TCNE anion was 
calculated. No interaction btt<veea TCNE anion and pyridinium 
cation was detected in a large temperature range from room tem- 
perature to 77 "K. Hie TCNE- spectra from the Na+, K+, and 
pyridinium salt solutions were substantially identical. 

All of the absorption measurements were made on a Beckman 
DK-2 spectrophotometer. Low-temperature spectre were taken 
by using a .quartz or vkole dewar. Intermediate temperatures 
(173-12310 were controlled by a flow of nitrogen gas coaled by 
liquid Ni. 

Rcmlti and Dbcunion 

Webster, et al.,u reported the absorption spectrum of 
TCNE-, Na+ prepared from sodium cyanide and 
TCNE in acetonitrile. In the present paper, the elec- 
tronic absorption spectrum of the TCNE anion made 
by conventional sodium metal reduction in MTHF 
(THF) is shown in Figure 1, together with the spec- 
trum of TCNE itself. The spectrum of TCNE in 
MTHF or THF is considered as that of a complex with 
the solvent molecule." The absorption coefficient of 
the TCNE anion was determined as already described 
above. The spectrum of the TCNE-,Na+ solution 
shows no significant spectral change at low temperature 
except very much sharpening of vibrational structure. 

However, the MTHF solution of TCNE-,Na+ plus 
an excess amount of TCNE shows reversibly intense ab- 
sorption in the 50OO-55OO-Ä region on decreasing the 
temperature. This can be attributed to (TCNE)r(Na+. 
The temperature dependence of the intensity of the visi- 
ble and uv absorption of TCNE-,Na+ plus TCNE in 
MTHF is shown in Figure 2, taking into account vol- 
ume changes with temperature. No absorption in this 
spectrum at 77 "K was observed at longer wavelengths 
up to 13,000 A. 

Using the intensity of the ~530O-A band as an index 
of the amount of TCNEr, the equilibrium constant AT 
for the formation of the 1:1 complex was determined 
from the spectrophotometric analysis by using Scott's 
equation, ab/d «• l/Kt + b/t. Here a and b are the 
initial concentrations of TCNE" and TCNE, d is the 
measured absorbance at a certain wavelength, and e is 

(20) R. Van, L. A. Tripp, and L. W. Picketr. /. Phyi. Chtm.. ft, 
1734 (1962). 

Figure 2. Temperature dependence of absorption spectrum of the 
TCNE-TCNE-, Ne+ system in MTHF; concentreti?» of TCNE, 
4.9 X 10 ', coijoentration of TCNE-, Na+, 0.88 X 10 ', light path- 
length, 1 cm. 

Figure 3. Determination of the concentration of TCNE- (a) and 
TCNE (A) from the absorption spectrum. Concentrations, a and A, 
were determined from the following equations: </ - a«. + W 
(f. »«(,') and </' - A.1, + «.' (<b »f.') (A » a), where d and </' 
are observed absorbances of the solution of the TCNE-TCNE-, 
Na+ system at 4500 and 3300 A, respectively, <. and «,' are molar 
absorption coefficients of TCNE- at 4S00 and 3300 A, respectively, 
and ib' and <b are molar coefficienu of TCNE at 4500 and 3300 A, 
respectively, as shown in Figure 3. 

the molar absorption coefficient. Absorptions of 
TCNE and of TCNE-,Na+ at 5300 A (X.,.,) were neg- 
ligible (see Figure 1), especially since b was greater than 
A (* « 15«). The concentration of TCNE-,Na+, a, 
was determined from the room-temperature absorbance 
at 4500 A of the MTHF solution containing TCNE-, 
Na+, and TCNE mentioned above, and the concentra- 
tion TCNE, b, was determined from the absorbance at 
3300 A of the same solution, because no complex for- 
mation occurred at room temperature, as is seen from 
Figure 2. In this determination of a and b, the absorp- 
tion of TCNE at 4500 A and also that of TCNE" at 
3300 A were taken into account, respectively, as shown 
in Figure 3. 

Figure 4 shows Scott plots for the absorption maxi- 
mum at 5340 A of the TCNE-TCNE-,Na+ system in 
MTHF at several temperatures. The linearity of this 
kind of plot may be regarded as evidence for a 1:1 com- 
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Figure 4.   Scott plots for the TCNE-TCNE", N«+  system in 
MTHF at various temperatures. 

plex at the low concentrations used, although a com- 
plex with other stoichiometry than 1:1 might be con- 
sidered at high concentrations. From the Scott plot, 
the molar absorption coefficient of the 5340-Ä band of 
the complex was calculated by a least-squares fit at each 
of several temperatures between ~173 and ~1230K. 
No significant variation in the value of taMI was ob- 
tained, although one would expect a little increase of 
<•»• w>th decreasing temperature. In this paper, the 
average value of tmi at several temperatures was 
adopted in order to calculate the equilibrium constant, 
K, of complex formation. 

Alternatively, the spectrum of the TCNE~,Na >- and 
T JNE mixed solution (b » a) in MTHF was taken at 
room temperature and at 77 0K. The value of «„,. of 
the complex at 5340 A was evaluated from these spec- 
tra, because at 77 "K the TCNE anion may be assumed 
to be almost completely in the complex form (TCNE)r, 
but completely uncomplexed at room temperature (see 
Figure I). The value of «M1 (15,000) thus obtained at 
770K shows good agreement with the data (15,500) cal- 
culated from a Scott plot. This confirms that the 
TCNE- really makes a 1:1 complex with its parent mole- 
cule within experimental error. 

To determine —AH" for the complex, the equilibrium 
constant was evaluated from each of a series of Scott 
plots at various temperatures, and log K was plotted 
against l/T as shown in Figure 5. As seen in Figure 5, 
the plots of log K against l/T are not straight lines at 
temperatures below ~1400K. Supposedly, this is be- 
cause MTHF and also the MTHF-THF mixed sys- 
tem showed gradually increasing viscosity below 
~140oK. Constant low viscosity of the solvent within 
a temperature range is required for this kind of deter- 
mination. In this paper, the data for less than ~140oK 
were excluded from the calculation of —AH'. 

The spectrum of the complex (TCNE)r,Na+ was 
constructed using the equilibrium constant K and the 
molar absorption coefficient. The constructed spec- 
trum is shown in Figure I, together with those of TCNE 
andTCNE-,Na+. 

The room temperature spectra of TCNE-,Li+ and 
TCNE-,K+ in MTHF were next recorded. In neither 
case was any significant difference observed in the spec- 

Figure 5.   The log of the equilibrium constant for the complex 
rormation of (TCNE)r, Na+ against l/T. 

tra compared with that of the sodium salt. The low- 
temperature spectrum of the MTHF solution of 
TCNE-,Li+ plus a large excess of TCNE showed no 
new spectrum attributable to complex formation of 
(TCNE)r,Li+. On the other hand, the equilibrium 
constant, K, and absorption coefficient of the visible band 
of the complex (TCNE)r,K+ were obtained by similar 
procedures to that of the Na salt. The K obtained for 
the potassium salt in MTHF is approximately one- 
tenth of that of the sodium salt, while the absorption 
maximum and intensity of the ~5340-Ä band do not 
depend on the metal cation within experimental error. 

As shown in Figure 5 and Table I, the complex forma- 
tion of (TCNE)r,M+ also depends very much on the 
solvent composition. No observable complex forma- 
tion was found in other solvents including 1,2-dimeth- 
oxyethane and acetonitrile, although a color change 
from yellow to red could be srcti from a solidified ace- 
tonitrile solution at 770K. E /en in THF at ~I70°K, 
visible spectrum shows only very faint formation of 
(TCNE)r>M+. Not many solvents could be used for 
this kind of experiment, brause the solvent should be 
transparent at low temperature, and also dissolve 
TCNE-,M+ and the COP plex. Further, the TCNE" is 
unstable in » mixed solvent such as EPA containing 
ethanol. 

Tabk I.   Thermodynamic Data for the Formation of (TCNE)i - 
(TCNE),- 

K+ (TCNE),-,Na+ 

Solvent MTHF MTHF 5.45%    9.6% 
THF     THF 

14.5% 
THF 

w (5340 A) 15,800 15,500 16.070   15.400 15.515 
Jr.mol-'Oei'K) 144 1322 971        575 407 
-AW, kcal 1.30 1.46 0.85      0.52 0.39 
AS-.eu 1.78 3.95 8.39      9.39 9.47 

The thermodynamic quantities for the complex 
formation obtained here are summarized in Table I. 
The heat of formation shows that (TCNE)r is a weaker 
complex than the anion radical dimers; for example. 
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—aH" is reported to be ~10 kcal for the dimer of the 
tetracyanoquinodimethane anion, (TCNQ^*-.4 How- 
ever, the formation of ;TCNE)j~ reported here may be 
competing with CT complex formation of TCNE with 
the solvent molecule. Here TCNE- and the solvent 
both are electron donors. The heat of complex forma- 
tion of TCNE with an ethereal solvent such as THF has 
been reported to be 1-2 kcal." Although TCNE and 
its anion are a strong acceptor and donor, respec- 
tively, the — A/f" obtained here is very similar to that of 
a weak CT complex. As summarized in Table I, —AH" 
does not depend very much on the metal cation, while 
K depends very much as mentioned above. This differ- 
ence of K is attributed to a change of the entropy terms, 
as will be mentioned below. 

Hogen-Esch and Smid21 reported the existence of 
contact and solvent-separated ion pairs in solutions of 
carbanions and of radical ions, and also reported the 
effect of a counterion on the absorption spectrum of the 
metal fluorenide, and on the equilibrium constant be- 
tween two types of ion pairs, contact and solvent-sep- 
arated ion pairs. On the other hand, Hirota" re- 
ported epr studies of the different types of ion pairs in 
metal-cation naphthalenide and anthracenide in eth- 
ereal solvents. The absorption spectra of metal-cation 
tetracyanoethylenide and its dimer anion neither depend 
on the solvent (MTHF, THF, and CH,CN), nor on the 
metal (Li, Na, and K). From the viewpoint of the ion 
pairs reported by Hogen-Esch and Smid, and by Hirota, 
it is likely that both TCNE-,M+ and (TCNE),-.M+ 

may be solvent-separated or much solvated ion pairs 
rather than contact pairs in MTHF or THF. ')n the 
basis of these assumptions, it is of interest to co.. pare 
the entropy of formation of (TCNEV with that of rad- 
ical dimers, and with that of numerous CT complexes 
with TCNE as acceptor. Boyd and Phillips reported 
— 19.5 eu for dimerization of the 7,7',8,8'-tetracyano- 
quinodimethane anion in aqueous solution.4 Further- 
more, numerous papers show considerable entropy loss 
in formation of the CT complexes of TCNE. It seems 
that these results mean increased solvation or more or- 
dering of the solvent in the complexes than in the un- 
complexed molecules. Hirota and Weissman' re- 
ported a large negative entropy change for dissociation 
of sodium fluorenone anion dimer. According to their 
argument, the solvation of the Na ion in the ethereai sol- 
vent has been considered to be one of the main causes of 
the large entropy decrease, and the solvation of the Na 
ion is greatly hindered in the dimer, while in the mono- 
mer more space is accessible for the solvent molecule. 
The comiderMe positive entropy change obtained here 
in formation of (TCNE)r means stronger solvation of 
TCNE-,M+ in the uncomplexed stete. In (TC- 
NE)r,M+, the solvation of the metal ion is hindered by 
the complex anion, and also the complex anion may be 
muJi less solvated than TCNE-, because the negative 
charge is more distributed in the large dimer anion com- 
pared with the monomer. In addition to these argu- 
ments, partial ordering of the solvent molecule (THF 
or MTHF) as electron donor" by the CT interaction 
with TCNE could be partly responsible for the entropy 
change. 

As seen in Table I, the equilibrium constant of 
(21) T. B. Hom-Bieh and J. Smid, /, Amtr. Chtm. Soe., U, 307 

(22) N. Hirou, «Wrf., M, 3603 (IMS). 

the (TCNEV complex is much larger in the Na salt 
than in the K salt. T'.is increase of K is mainly at- 
tributed to the increase of the entropy term from the K 
to the Na salts, which may be ascribed to the size of the 
counterion. The smaller cation means more solvation 
by the ethereal solvent, and causes more increase of the 
entropy." This behavior is similar to that found in the 
dissociation of metal naphthalenide" and of the dia- 
magnetic dimers oi ketyls.1 From these arguments, 
the entropy of (TCNE)»- formation seems to increase 
in the order K+ < Na+ < Li+. If - AH" of the (TCNE)r 
complex formation does not depend very much on the 
counterion, K would be expected to increase in the same 
order as in the entropy change. Nevertheless, the equi- 
librium constant of (TCNE)r,Li+ complex formation 
is abnormally too small to be determined. It seems 
that the structure of the complex from the Li salt might 
be different from those of the other salts, and therefore 
the heat of formation might be different. 

Table I shows considerable solvent dependence of 
—AH" and AS". This seems to confirm strong elec- 
tronic interaction of TCNE-,Na+ or TCNE with the 
solvent mentioned above. When MTHF was mixed 
with a small amount of THF, which is more polar than 
MTHF, the heat of complex formation decreased, while 
the entropy change considerably increased. The sol- 
vent dependence of —AH"am be well understood from 
the argument that (TCNE)»- formation may compete 
with the formation of the CT complex of TCNE with 
the solvent molecule. The change of AS" with solvent 
composition is also explained by the supposition that 
TCNE-,Na+ is more solvated than (TCNE)r,Na+, as 
mentioned above. 

Lewis and Singer'' reported the epr spectrum in meth- 
ylene chloride at —85 to —90° of the naphthalene dimer 
cation, which was made by oxidation with antimonyl 
pentachloride. The purple color of the solution was 
tentatively ascribed to (Cufi,),*. Recently, Badger, 
el a/.,14 have observed the 9600 cm-1 band of (C,«H,)i+ 
in a methylcyclohexane-isopentane system, generated 
by 7 irradiation at low temperature. 

As mentioned above, Ishitani and Nagakura" re- 
ported a strong absorption band at 13200 cm-1 of the 
paracyclophane monoanion and attributed it to a CT 
band between two benzene rings on the basis of theo- 
retical considerations. If (TCNEV is assumed to be a 
sandwich-type complex as proposed for substituted 
pyridinyl dimers in previous papers7-*''4 and in other 
numerous complexes, the charge-resonance band due to 
the transition between the following two states should 
be observed in visible or ir regions: (A-, B ± A, B-) 
I, II, where A- and B are TCNE- and TCNE, respec- 
tively. However, it seems that the strong band at 
~5340 A of the (TCNEV is too short a wavelength to 
be assigned to this transition. It is more likely that the 
visible band of the complex is tentatively ascribed to the 
transition from I to the lower of the two states III, IV: 
(A-*,B ± A.B-») III, IV, where A-* and B-» are ex- 
cited states of TCNE-. 

Acknowledgments. The author wishes to thank 
Professor R. S. Mulliken for his helpful discussion and 
for suggestions for improvements in the manuscript. 

123) A. Mathiu and E. Wwhur«, Tram. Faraday Soc., St, 34S 
(I960). 

(24) M. Itoh, Mol. Pkyt. Uli., 2, 371 (1968). 

Itoh I Formation and Specimm of (TCNEh~ 

215 



Reprinted from: 

THE   JOURNAL   OF   CHEMICAL   PHYSICS VOLUME   54,   NUMBER  4 IS   FEBRUARY   197! 

Theoretical Electronic Transition Probabilities in Diatomic Molecules. I. Hydrides* 

W. H. HENNEKEKH AND H. E. PoPKIEf 
Laboratory of Molecular Structure and Spectra, Department of Physics, University of Chkafo, Chicago, Illinois 60637 

(Received 3 September 1970) 

Hartrce-Fock (HF) electronic transition moments calculated in both the position and mo nentum 
representations are presented as a function of the internuclear separation R lot the BeH, MgH, OH, and 
SH (A-X) systems. The vibrational averages of these quantities are obtained and the results are used to 
calculate some absorption band oscillator strengths. For the OH (A-X) system several independent experi- 
mental determinations of the 0-0 band oscillator strength have been reported in the literature. Oi./ 
theoretic! I value of 20.6X lO-* differs from experiment by a factor of 2.5. Active electron and virtual orbital 
approxim itions to the HF transition moment integrals are given. Consideration of the united and separated 
atom lim its and the region of the equilibrium internuclear separation for the states involved leads to an 
abbreviated discussion of the effect of correlation on the HF transition moments. HF transition moment 
calculations at a single value of R are also reported for the BH+, A1H+, HF+, and HC1+ {A-X) systems. 

I. INTRODUCTION 

The literature contains a wide selection of papers in 
which authors have addressed themselves to the subject 
of atomic transition probabilities.1 In recent years, 
people have converged on the problem of correlation 
and its effect on this important physical quantity. 
Accurate calculations on He by Schiff and Pekeris* and 
a series of atomic multiconfiguration calculations by 
Weiss* have resulted in empirical observations con- 
cerning correlation sensitive transitions. Sinanoglu and 
his colleagues4 have applied the "many-electron theory" 
to the calculation of atomic transition probabilities in 
an attempt to give some insight into the physical 
processes that constitute correlation. We note also the 
related efforts of Kim and Inokuti* to characterize the 
generalized oscillator strengths that describe the 
scattering of fast electrons by atomic and molecular 
targets. 

The description of molecular electronic transition 
probabilities is far from complete. Part of the problem 
has arisen because of the lack of accurate molecular 
wavefunctions that describe excited states. The qualified 
success of the Hartree-Fock-Roothaan procedure for 
ground-state diatomic molecules has been demonstrated 
in the past five years by the calculative efforts of several 
people at the University of Chicago' and the IBM 
Research Luooratory in San Jose.7 Further, a series of 
interpretative papers by Bader et al.* and Ransil and 
Sinai* has helped focus attention on the electron 
density distributions and "bond maps" describing these 
molecules. Ther« has been no vigorous, systematic, 
theoretical attempt to characterize diatomic molecular 
excited states, although isolated examples can be found 
in the literature.10 The study of a molecule is not 
complete until an effort has been made to predict the 
ordering of its various excited states and the transition 
probabilities influencing the intensities of its molecular 
band spectra. Also, the mechanisms governing chemical 
binding in excited states merit the same attention given 
to ground states. Such a program is more easily stated 

than accomplished. Excited electronic states are usually 
represented by open-shell wavefunctions whose proper- 
ties are not as simple to classify as those for closed-shell 
ground states. The open-shell Hartree-Fock (HF) 
problem as formulated by Roothaan and Bagus11 allows 
for one open shell per symmetry. Within this restriction, 
a large number of low-lying excited electronic states 
differing from the ground state by single excitations has 
been considered by Cade." The molecular electronic 
transition probabilities discussed in this paper, in 
addition to the extensive interpretative results of Cade 
et a/.,1* represent an attempt to bridge the gap that has 
existed between ground and excited states because of 
the lack of accurate HF wavefunctions. The results 
form part of a continuing effort to evaluate the effective- 
ness of the wavefunctions reported by Cade et o/.'" 

Asiae from the previous neglect erf excited states as 
fundamental blocks to be used in building an interpreta- 
tion of molecular structure, the question of nuclear 
motion has received little attention. Since molecular 
HF calculations are carried out within the framework 
of the Born-Oppenheimer approximation, the electronic 
energy and other properties calculated from a diatomic 
wavefunction depend parametrically on the inter- 
nuclear distance. In order to obtain a property that one 
can identify with experiment, a final average over the 
nuclear coordinate must be performed. If there is con- 
siderable variation in a particular property as a function 
of R such averaging is essential. 

For many years spectroscopists have been measuring 
the intensities of spectral bands and interpreting them 
in terms of oscillator strengths and Franck-Condon 
factors.14 Such measurements play a leading role in 
estimating the concentration of absorbing species, and 
hence in the calculation of rate constants characterizing 
certain chemical reactions occurring in the upper 
atmosphere." In the case of diatomic molecules, only 
recently has it been possible to attempt accurate cal- 
culations within the formalism of the semiclassical 
theory of radiation" to obtain a priori values of the 
oscillator strengths of given transitions or the lifetimes 
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TABLE I. Summary of ground and low-lying excited configurations for diatomic molecules. 

Lowest electron Low-lying excited 
Molecule configuration States generated configurations States generated 

H. W Jf'Z/ l<r,l<r. 
l<r,lir. 
l<r,2j; l<r.» 

cn. 
E >V; F 'S,+ 

BeH, BH+ K2^if X'Z+ KWW Am, 
CH KW&U X'Ur KWialii* a'S-.A'AiB'S-.C'S* 

NH KWWit X'X-, «'A; bV* K2<l'Ulirt Alli-.cm 
OH;HF+ A:2»»3ff»l1r• jf»n. KZg'Utw* A'Z* 
c. irür2<r,,2a.»lr.<1' o'2,+ KK2,,'2rJ3t,lrJ xm.;b'n. 

A'n,:cln. 
BeO KLW X>S+ KIAaSr •S+; BlS + 

MgH; A1H+; BeF; BF+; KUa*St X'X* KIAJl, •n. 
BO; C0+ ;CN K2*l3a*\iilia*& 'n. 

Cr; N,+ KKWW&Ar,' X'zs Am* 
B'ZS 

N, KKWMWW XlZ,+ A •2.+; B' »2.-; «A.; 
i"2.+;<i"2,.-;«.'a. 

B »n,; a m. 

CO KIAß'Sa' X'Z* KIAa*S<r2r amr;A m 
o, KKWWWWW x*z,- bV ,+;0'd, KKWtoJWi'.'W A'Su+:B*S.-;C'*,; 

«'2.-;'2.+;'A. 
SH; HC1+ KIAt'Ww* jr«n, KL4**5*2*< ^«2+ 

of excited species. A recent report by Wolniewicz17 has 
yielded definitive theoretical results for the (B-X), 
(C-X), and (E, F-B) transitions in the H» molecule. 
In another study HuoIOb has considered theoretical 
transition probabilities for the NH.{A-X, c-a, c~b) and 
CH.{A-X, B-X, C-X) systems. She concluded that the 
oscillator strengths calculated from molecular HF 
wavefunctions can be expected to have order-of- 
magnitude accuracy only. 

Since the transition momen t is a one-electron property 
depending on the transition density matrix, it is not 
correct to first order in perturbation theory.4* However, 
this is also true for the dipole moment calculated from 
an open-shell HF wav«. function. A comparison of this 
quantity for the first-row hydride ground states1'» with 
the accurate results of Bender and Davidson1"1 indicates 
that the HF dipole moments are as reliable for the 
open-shell states as they are for the closed-shell states. 
Tiiis implies that double excitations are more important 
than single excitations in the correlation correction to 
the open-shell HF wavefunctions as is the case for 
closed-shell wavefunctions. But configurations that are 
doubly excited with respect to one HF configuration can 
still be singly excited with respect to another HF 
configuration and thus considerably affect the transition 
moment between the states represented by the HF 
configurations. It is difficult to predict how the approxi- 
mations inherent in the HF wavefunctions will manifest 
themselves in the transition density. If one considers 

•Jt£-lrttff«3ir«l)H. 

the extensive calculations on atoms carried out by 
Weiss' (see the results for Li and B '••'•) one may argue 
that the transitions of a single electron outside a closed- 
shell core are insensitive to correlation effects present 
in the accurate ground- and excited-state wavefunc- 
tions. The probabilities characterizing these transitions 
should be adequately described by the employment of 
HF wavefunctions in the senuclassical radiation theory 
formalism. Such transitions form a particular subclass 
of the class of all transitions for which the total number 
of electron pairs is conserved. In this paper we consider 
two examples from this subclass, namely the BeH and 
MgH (A-X) transitions. We also consider the OH and 
SH {A-X) transitions that are within the same general 
class. Although the latter systems are such that electron 
pair conservation is maintained, the effects of correlation 
on the transition probability are difficult to predict. 
Analogies with the atomic calculations of Weiss' and 
Sinanoglu et al.* are inconclusive. The only comment 
that seems to evoke general agreement is that correlation 
effects in this type of transition, although highly 
specific, are not predictable a priori. The same qualifica- 
tions are applicable to the CH and NH transitions 
studied by Huo.10b 

Table I presents a list of the ground and low-lying 
excited configurations for some diatomic molecules 
composed of first- and second-row atoms and the term 
symbols of the states generated by these configurations. 
The compilation represents a good portion of the 
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diatomic molecules for which intensity studies are 
available, and transitions between the given con- 
figurations are representative of the types found. As 
indicated in the previous paragraph, the BeH, MgH, 
OF, and SK (A-X) systems considered in this paper 
are examples of dipole-allowed transitions involving the 
excitation of a single electron where the number of 
paired electrons is the same in both of the configurations 
involved in the transition. The Nj+ (A-X) Meinel and 
Ni+ (B-X) first negative systems also fall into this 
category and ire discussed in a separate paper" along 
with transitiOiis involving other members of the 13 
electron isoelectronic sequence. The N2 (B-A) first 
positive, Nj (C-B) second positive, and Oj {B-X) 
Schumann-Runge systems are members of the above- 
mentioned class; however, present programming aids at 
the Laboratory of Molecular Structure and Spectra only 
permit the calculation of HF wavefunctions for the 
Oj (X •Z,-) state. It is tempting to consider the wider 
class of single electron excitations in which the restric- 
tion of pa'.r conservation is removed. One could then 
deal with such well-known transitions as the CO (A-X) 
fourth positive and BeO (B-X) systems. However, the 
inability to predict the effects of correlation on the HF 
oscillator strengths would again make any conclusions 
very tentative. Also, furthf programming efforts are 
necessary in order to make possible the calculation of 
open-shell wavefunctions such as CO {A '11) and 
BeO{BlV-). 

This p-vper is solely cone«, id with electric-dipole- 
allowed transitions. Additional examples are transitions 
hivo!ving a single configuration, namely the vibration- 
rotation spectra for various ground states where the 
intensity depends on the dipole moment, and transitions 
involving the excitation of more than one electron. A 
recent review by Herzberg20 has dealt with many 
forbidden transitions of astrophysical interest. Further 
studies by one of the authors" will be aimed at a dis- 
cussion of some electric-quadrupole-allowed transitions: 
the vibration-rotation sptxtra of H2 and Nj and the 
Oj (a-b) Noxon band systei.i. The Nj (a-X) Lyman- 
Birge-Hopfield system is typical of the case of a mag- 
netic dipole transition, although recently a small 
quadrupole contribution to the intensity has been 
observed.22 The present HF formalism is capable of 
yielding wavefunctions from which such transition 
probabilities could be calculated. However, the HF 
wavefunctions would inadequately describe the spin- 
orbit interactions that influence these magnetic transi- 
tions. Finally, the O2 (a-X) infrared atmospheric, 
O2 (b-X) atmospheric, and Nj (A-X) Vegard-Kaplan 
systems are examples of spin-forbidden transitions that 
involve spin-orbit interaction. To calculate wave- 
functions for the two states connected by such a 
transition would require a formalism that either 
included spin-orbit interactions in the HF Hamiltonian 
or as a perturbation of the zeroth-order single-particle 
states. Such calculations are beyond the scope of this 

report. The O» {A-X) Herzberg system involves even 
more subtle electronic-rotational interactions which 
seem at the moment quite beyond our resolution. 

The exhaustive studies reported in this paper include 
the transition moment as a function of R and a final 
average over the nuclear vibrations. There is a great 
variety of experimental data available for the OH {A-X) 
transition. The first oscillator strengths were reported 
in 1939 by Oldenberg and Rieke,2*» while the most 
recent study is that of Smith.2"1 In addition, HurleyM 

has calculated the oscillator strength for this transition. 
There are two experimental results concerning the 
MgH {A-X) oscillator strength. Schadee*61 first gave a 
value of /=8.0X10-*. More recently Main et a/.s,b 

have placed an upper limit of /< 2.0X10""' on the 
intensity of this transition. Chan and Davidson2* have 
reported fairly accurate theoretical results for both the 
BeH and MgH {A-X) oscillator strengths based on 
multiconfigurction wavefunctions. Apparently no 
experimental efforts have been made to determine the 
oscillator strengths for the BeH and SH {A-X) 
transitions. 

A description of the theory used in this paper is given 
in the next section, and computational details can be 
found in Sec. III. In Sec. IV numerical results are 
presented and discussed. 

H. THEORY 

Consider two wavefunctions ^'(R,'") and*r"(R,r") 
describing an upper state V and a lower state F" of 
an iV-electron diatomic molecule AB. The internuclear 
axis vector R is directed from A to B and gives the 
orientation of the molecule relative to a set of coordinate 
axes whose origin is at the nuclear center of mass. The 
y axis of the latter is chosen to be parallel to the wave 
vector K describing the direction of propagation of 
incident radiation. It is assumed that tne center of 
mass of the molecular system is at rest with respect to 
the laboratory frame of reference. In this coordinate 
system, the operator describing a single photon absorp- 
tion process is 

0= E P.exp(«.r.) -1) P4F/»exP(-]ö-) 

M „        /-»MBK 
ZA exp I — 

M M -)]• (1) 

ZA and ZB are the nuclear charges, MA and MB the 
nuclear masses, M the nuclear reduced mass, and the 
electronic coordinates rM are measured relative to the 
laboratory-fixed coordinate system. The position 
coordinates r,, and R are related through the commuta- 
tion relations 

P,=»tff.r,], (2) 

PÄ=i(Af/»».)CflIR] (3) 

to their conjugate momenta p„ and PR. E is the non- 
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relativistic molecular Hamiltonian and m, the electronic 
mass. The smallness of the ratio of electronic mass to 
nuclear reduced mass (m,/Mf!älO-*) allows us to 
neglect the second term in Eq. (1). Furthermore, in the 
Born-Oppenheimer approximation this term gives zero 
contribution to tijs transition moment for electronic 
transitions. 

The Einstein A coefficient describing a spontaneous 
transition from T' to T" accompanied by the emission 
of a light quantum AITT" is given as 

AVT" = (^/acV«,') (AErT-'/w) .STT" (4) 

where AEvr" and 5rT" are in atomic units. In Eq. (4) 
«is the electronic charge, c the velocity of light, and Co 
the Bohr radius. AEw is the energy difference between 
the upper molecular state (with degeneracy factor uv) 
and the lower state (with degeneracy factor a»r"). 
The line strength .STT" is equal to the square of the 
transition moment summed over all degenerate com- 
ponents of the molecular states I" and T": 

STT-- Z [/^(P'I^PIP'-^^PI'-        (5) 

The semiclassical theory of radiation yields a transition 
moment integral that depends explicitly on the non- 
diagonal element of the first-order spiniess transition 
density matrix in momentum space given by 

7(P' I P) =A7*r'(p', p., • • •, py, Pa) 

X*r"(p, P., • • •, P^, P«)(<fl>*/pWMh).    (6) 

The volume element in (6) involves integration over 
the spin coordinates of all electrons and the momentum 
coordinates of all electrons except the first one. If p' 
is approximated by p in (5) the electric dipole approxi- 
mation to 5r'r" is obtained.*7 

The Einstein B coefficient describing an induced 
transition from f" to f" accompanied by the absorption 
of a light quantum AITT" is given as 

BFT" = (Ir&ßcAn,*) {5rT"/[A£r'r"]W").    (7) 

The absorption oscillator strength /FT"
14
 is related to 

the Einstein B coefficient and can be defined as 

/r-r" = f (1/A£r'r") (SFT-AT") . (3) 

From Eqs. (8) and (5) it follows that the transition 
moment integral involving the operator p in momentum 
space is taken to be the fundamental quantity of 
interest* rather than the usual integral involving r in 
position space." 

After a suitable transformation of the electronic and 
nuclear coordinates to a molecule-fixed coordinate 
system,* one obtains for the dipole line strength 
[Hund'scase(a)]M•I7•,1 

5Q.<,-V<
0,

""=5>"B'.'"" D Pa y..0'"''.      (9) 
or'«'' 

Sj-o"''0' are the Hönl-London factors and 

Pa rtt""'= I N&vMPn, P*)p&a /"(/'*, p*Wd/W |». (10) 

In Eq. (10) the nuclear momentum is a scalar and the electronic momenta are referred to a molecule-fixed co- 
ordinate system whose z axis is parallel to R. Q, v, andj are the quantum numbers characterizing electronic angular 
momentum along the internuclear axis, vibration, and total angular momentum, respectively. For exact wave- 
functions, the commutation relation (2) allows one to express Eq. (10) equally well as 

Pa....ir
a"'i'= [aEo"."/"0'"''? I Wavy (Ä, r*) r,*,,.vy {R, rv) B?dRdT,t \\ (11) 

where &Ea•>,'^^'•a',''' is the exact energy difference between the two states of total angular momentum j' and/', 
respectively. 

An infinite number of expressions for />o","y"0"'y' may be obtained by the successive use of commutators of the 
form [B, ZH, •••, £H, pj" where n> 1 is the number of brackets to the right of p,. Thus, in general we have 

Po,,.,,,,,«»'.'/^ f l/CAfiWv"0""?") | N&vMP*, iTKH, [tf, • • -, IB, p,>*o AP*, p*)iW**p* |». 

(11') 

For «= 1, the acceleration form of Pa",",""'"*' is obtained. Previous studies*'* have indicated that the acceleration 
operator is much more sensitive to wavefunction deficiencies in the region of the nuclei than either the momentum 
or position operator. Consequently it is not considered further in this paper. 

In the Born-Oppenheimer approximation, a diatomic molecular wavefunction can be written; 

Wr* R) = J?-'/'o.,(Ä)*o(Ä, r*). (12) 

*«! is an eigenfunction of the electronic Hamiltonian B, (obtained from B by setting the nuclear masses equal to 
infinit}') with eigenvalue Ea(R). Substitution of (12) into (10) and (11) gives two expressions for iVt".,"0"'''-' 

and 
/V,'V'0'"y'= | fPa:.AR)Ma'a"»(R)Pa","MR)<lR\t 

Pa y"0'"y'=CAßa r*"'"J \ fP0.,.jl(R)MW0",(R)Po MR)dR \*. 

(13a) 

(13b) 
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Ma'a"6(R) is the electronic dipole transition moment integral connecting states of angular momentum 0' and 
fl". The superscript 0 indicates in which representation this integral is calculated. 

There is some ambiguity2832 as to the order of application of the commutation relations and the Born-Oppen- 
heimer approximation in Eq. (10). Equation (13b) results from first applying the commutation relation (2) and 
then the Born-Oppenheimer approximt'ion (12). This procedure is consistent with the definition of the oscillator 
strength in Eq. (8). However, the order of application can be reversed. If one first applies the Born-Oppenheimer 
approximation (12) to Eq. (10) and then uses the commutation relation 

p,=t[ff.,r], (14) 
one obtains the following result: 

Pa,.v.,j.,o"'i'= | SPa.,.j.{R)AE0.a,.{R)Ma.0:'(R)Pa..,..i..{R)dR |2. (13c) 

Equation (13c) is not used in this paper although the quantity AEa'Q,>{R)Ma'a"r{R) is discussed in Sec. IV. 
Equations (13a) and (13b) together with (8) and (9) provide two expressions for the oscillator strength: 

/ß.t.^
0'^'=f(l/A£0.w.O'^')[E i>B"."J"

0'"J''5,"0"'",']/{(2-5o.A")(25"+l)(2i"+l))       (ISa) 
o'a" 

;ö"."rD,"''=S[A£8.v^0"^ E ^Q"."J"
0"0''5J"n"''0']/{(2-«o.A")(25"H-l)(2i"+l)!. (15b) 

a'a" 

The degeneracy factor (2~äo,A") (25"+l) ^2;"+l), where 5" is the spin quantum number and A" is the com- 
ponent of orbital angular momentum along R for the lower state, is that used by Schadee20* and Tatum" and 
corresponds to the case where spin splitting and A doubling are ignored. In (15b) the line strength P&'*•>]• •*''''' 
has a form identical to Eq. (13a) with Ma'w'iR) replaced by Mwa'-'iR)- 

Hansen34 has suggested the use of a mixed oscillator strength expression: 

fa 3-"a'"i'=!CZ 1 PB-'."y"a'"J''iWv'Q'"'' |"25J„n^""]/{(2-VA")(25"-f-l)(2/'+l)).        (15c) 
o'a" 

He argues that for approximate wavefunctions this combination of (ISa) and (15b) is less sensitive to correlation 
effects since it provides the geometric average of two oscillator strength quantities that have correlation errors of 
opposite sign. A small number of exploratory calculations performed by La Paglia et al.M tentatively confirm this 
hypothesis. The mixed oscillator strength expression possesses the advantage that it does not contain the energy 
term AEo"."/"0"^'. 

If vibration-rotation interaction is neglected, vibrational band oscillator strengths can be defined as 

/n'V'n'"=§[ E I iV."o0'"0.Pö".".0'"01"2]/{ (2-«o,A") (25"+l) |. (16) 

Equation (16) results from summing over all/ levels and averaging over all/" levels making use of the sum rule: 

Z.W7fl'=(2;"+l). (J7) 

IP.. COMPUTATIONAL DETAILS (iXa). 6 is the operator r or p, and airn" are coefficients 
.„           ,     ,.             .......         . characteristic   of   the   wavefunctions  ^Q-   and  *o" 
All wavefunctions used in this study have been ,      .••                 ,   „         ,-„    ...         „      B/D\   • 
1   1 t d b    Cd       d H o612     'th th    H   t describing   open-shell   configurations.   Ma'a"B{R)   is 

r.   i   T»    ^t                J        rr^L      i   ^     • \       -.■ not state averaged. It represents the expectation value Fock-Roothaan procedure. The electronic transition ,..             ..«./      -J            .._„     »„t ,.                . of the operator 6 for given degenerate components of 
moment is expressed as n,     , £,,      i •   ,.   u         v    t J    -lu ^.i. r H' and Si' and is to be contrasted with the expression 
Ma'a"e{R)=     E     ^( yw3 I ^«) (^.w I 0 I ^•XoWß". for a Pure state expectation value of 0 obtained by 

i.*ß.i.\.a averaging over all degenerate components of Q: 

(,8a) Ma= E (».Vrfx)E<«.x. I 0 I *,xa).       (18b) 
The indices (t'Xa) and {jnß) characterize lower- and •■x               « 
upper-state   molecular   spin   Orbitals,   respectively. 
^.x« is the »th molecular spin orbital of symmetry X and The n* are she11 populations while rfx is the dimension 
subspecies a. D{jrf | »X«) is the signed minor» of the of the representation spanned by Orbitals of symmetry 
overlap matrix ^-   ^n   -^  restricted  Hartree-Fock  formahsm,   the 

c-   M    /i     \ i    \                     ,,n\ molecular orbitals 0,xa multiplied by spin functions ot 
5.x^=(^^.xa)                     (19) or/3givethespinorbitals^Xa. 

formed by the removal of row  (jrf)   and column Since the molecular orbitals are expanded as a finite 
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Fio. 1. BeH(A 'Il-X >2+) transition moment and potential energy curves. The transition moment Af,(R) is represented as —i(p,) 
and AE{x) with äE computed from both the Hartree-Fock and RKR potential curves. The excited state potential energy curves are 
measured relative to the minimum in the ground state curves. For the RKR curves the lower vibrational levels are indicated. 

sum of basis functions, 

*.x«=Zxi*«Cxp, (20) 

one can express the matrix elements in (18a) as 

(^ I 0 I tiia^S.^Cj/OC*. (21) 

C,A is a column vector of coefficients and O is the matrix 
of the operator 6 evaluated over the Slater-type func- 
tions. The matrix O is not necessarily Hermitian in the 
case of a transition moment. 

The D(JMß | iXa) were evaluated using the method 
suggested by Prosser and Hagstrom.17 r and p matrix 
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Fio. 2. MgH(A Tl-X ,2+) transition moment and potential energy curves. The transition moment M,(R) is represented as —Up,) 
and &E{x} with A£ computed from both the Hartree-Fock and RKR potential curves. The excited-state potential energy curves are 
measured relative to the minimum in the ground state curves. For the RKR curves the lower vibrational levels are indicated. 

elements represented by O in Eq. (21) were calculated    a different method  that  derives from suggestions 
by standard methods." The r matrix elements were    indicated by Geller* and involves numerical evaluation 
compared with results available from similar computer    of the integrals 
programs at the Laboratory of Molecular Structure and 
Spectra. The p matrix elements were also calculated by (g,^ | p | g&a). 
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FIG. 3. OE(A ^-X'Tl) transition moment and potential energy curves. The transition moment M,(R) is represented as —*(A«) 
and AExx} nth AE computed from both the Hartree-Fock and RKR potential curves. The excited state potential energy curves are 
measured relative to the minimum in the ground state curves. For the RKR curves the lower vibrational levels are indicated. 

The giia represent Slater-type functions in momentum 
space discussed by Geller,* Silverstone,* and Henneker 
and Cade.41 

The  vibrational  wavefunctions Pawi(R)   in   (12) 
satisfy 

lWdIP)-2M(Ua(R) + lUU+l) -&y2Mff] 

-£o.i)]^o.y(A)=0.    (22) 

If UaiR) is known, £q. (22) can be solved to yield 
vibration-rotation energy levels Ea,/ and wavefunctions 

Pa,i(R)- "Experimental" RKR potential energy 
curves Uo(R) were constructed using the method 
proposed by Zeleznik* The spectroscopic constants 
employed were obtained from Olsson4* fur the BeH 
states, Guntsch44* and Khan441* for the MgH states, 
Chamberlain and Roesler481 and Barrow4,b for the OH 
states, and Ramsay49 for the SH states. 

The Pa,i(R) were obtained by numerical integration 
of equation (22) using the procedure of Coolcy47 that 
is based on the Numerov48 method. The integration grid 
consisted of 1001 equally spaced points /?,. Points 
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U{Ri) on the potential energy curves were calculated 
by piecewise interpolation of the RKR turning points 
using a cubic polynomial four-point formula. Simpson's 
rule was used to calculate the vibrational transition 
moment integrals occurring in Eqs. (13a) and (13b). 
Points M,(Ri) on the transition moment curves 
corresponding to the integration grid used were ob- 
tained by quadratic polynomial interpolation of the 
available points Mx{Rk). 

RESULTS AND DISCUSSION 

Figures 1-4 show —i(Pt), the momentum representa- 
tion of the x-component M, of the dipole transition 
moment, as a function of the internuclear distance R for 
the BeH, MgH, OH, and SH (A-X) transitions. Also 
presented for comparison are curves showing the 
position representation AEHF{X) as a function of R 
where AEHF{R) is the Hartree-Fock transition energy. 
For exact Born-Oppenheimer electronic wavefunctions 
these two forms of the transition moment would yield 
the same result. However, this equality does not hold 
for approximate wavefunctions. It is well knownM",*~51 

that HF wavefunctions are eigenfunctions of a state- 
dependent effective Hamiltonian H," that does not 
fulfill the commutation relation (14) because of the 
exchange operator present. As has been found for some 
atomic transitions where comparison between theory 
and experiment is possible,' the momentum and position 
representations of the transition moment may be 
approximately equal for HF wavefunctions while being 
poor approximations to more accurate values. Thus 
agreement between the two forms of the transition 
moment is not a reliable indication of the accuracy of 
the wavefunctions employed. 

For the MgH transition Ihe two quantities —1(^,) 
and AEnf(x) differ by less than 1% over the range 
/?= 2.2 to 3.4 a.u. For OH they differ by less than 10% 
for Ä<1.9 a.u., while for BeH an almost constant 
difference of approximately 15% is obtained. For SH 
the agreement between the two theoretical curves is 
rather poor, the smallest difference being ä;30%. 

In Figs. 1-4 the semiempirical curve A£IIKK(*) is 
also shown, where A£RKR(.R) is the "experimental" 
transition energy obtained from the RKR procedure. It 
has been speculated that this quantity should more 
closely approximate the experimental result than 
A£HF(X) because A£RKR is free from correlation 
corrections. For the BeH and MgH transitions A£RKR(*) 

lies substantially below A£HF(*). If one accepts the 
empirical evidence that HF transition probabilities lend 
to overestimate experimental values, then a substitution 
of AZIHF by A£RKR in the oscillator strength expression 
defined by Mulliken and Rieke" yields a result more 
compatible with experiment. For OH and SH A£RKR{*) 

and &EHF(X) lie quite close together and no benefit is 
derived from using the experimental transition energies. 

^or OH and SH the —«(/»,) curve lies below the 

A£HF(*) curve over the entire range of R studied, 
while for BeH the situation is reversed. For MgH the 
two curves are very close together and actually cross. 
The transition moments for BeH and MgH are almost 
independent of R, while for OH and SH Mx varies con- 
siderably with R and approaches zero as R increases. 
The latter behavior is what is expected for a so-called 
"perpendicular" 2-11 transition. In the vicinity of the 
equilibrium internuclear distance R, of the states in- 
volved the slope of the function (2S+ | * 111) for the 
OH M-X) transition compares favorably with the 
experimental result of Nicholls." 

Figures 1-4 also show HF and "experimental" RKR 
potential curves U(R) for the electronic states involved 
in the (A-X) transitions under consideration. The 
energies are measured relative to the minimum in the 
ground-state curve. It is interesting to note that the 
energy differences AEHr{R) between the Hartree-Fock 
curves are quite close to the experimental A£RKR(ä) 

values, especially for the OH transition. 
The transition moment integrals calculated from Eq. 

(18a) and presented in this paper represent the best 
results obtainable within the bounds set by the restricted 
HF model. A consideration of the sum in Eq. (18a) 
usually indicates the dominance of a single term and 
it is of interest to evaluate and criticize the approxi- 
mation in which this active electron matrix element is 
identified with the total transition moment integral. 
The assignment of electron configurations to the various 
states of atoms and molecules and the interpretation of 
their spectra in terms of a single active electron jumping 
between configurations are very appealing ideas that 
have been with us since the early 1900's. When these 
concepts are applied to the calculation of transition 
probabilities, the quantity to be evaluated is 

;«'(r)r«(r)(fr, 

where 0'(r) and 0(r) are the single-particle functions 
describing the active electron in the upper and lower 
states, respectively. In the case of atoms 4>' and 4» are 
solutions of a radial Schrödinger equation similar to 
(22) in which the potential due to the remaining 
inactive electrons must be estimated. For alkali and 
alkaline-earth metals this potential has been deter- 
mined in the past by the Hartree self-consistent field 
procedure (with and without exchange) and by 
empirical methods. The inactive electrons are termed a 
frozen core because they are constrained to be un- 
responsive to transitions of the active electron. As 
early as 1928 estimates of transition probabilities 
involving the valence electrons in Li and Na were 
available.58 More recently the idea of the frozen core 
has been revived by McEachran et a/.M and Cohen ind 
Kelly." For transitions involving the valence electrons 
of Li and Na, these investigators have described the 
inactive electrons by HF wavefunctions for the closed- 
shell parent ions Li+ and Na+, respectively. They 
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FIG. 4. SH(^ ,2+-X,n) transition moment and potential energy curves. The transition moment M,(R) is represented as —Up*} 
and AE(x} with AF. computed from both the Hartree-Fock and RKR potential curves. The excited state potential energy curves are 
measured relative to the minimum in the ground state curves. For the RKR curves the lower vibrational levels are indicated. 

have shownMb that the transition moment integral is 
rigorously given by the active electron matrix element 
for the case of a single electron moving outside a closed- 
shell frozen core. An even simpler estimation of the 

potential governing the motion of an active electron 
has been suggested by Bates and Damgaard.6* 

Tables II-V and X give a summary of transition 
moment integrals obtained during the course of this 
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TABLE II. BeHM 'Il-Jf'Z*) Hartree-Fock and active electron transition moment integrals.* 

('n|*|'2+)       (Ir'M^)"     -•(•n|^|«S+)   -<{!,'| M3<r>h 

1.90 0.8280 0.8666 0.0949 0.1059 
2.00 0.8220 0.8628 0.0948 0.1062 
2.10 0.81S9 0.8589 0.0948 0.1066 
2.20 0.8097 0.8550 0.0949 0.1070 
2.30 0.8037 0.8513 0.0950 0.1074 
2.40 0.7978 0.8477 0.0952 0.1079 
2.47 0.7938 0.8453 0.0953 0.1083 
2.528 0.7906 0.8434 Ü.095S 0.1086 
2.60 0.7868 0.8411 0.0957 0.1090 
2.70 0.7818 0.8381 0.0960 0.1096 
2.80 0.7770 0.8354 0.0964 0.1101 
3.00 0.7687 0.8306 0.0973 0.1113 
3.30 0.7589 0.8246 0.0989 0.1128 
3.70 0.7506 0.8177 0.1011 0.1143 

' Atomic units (>.u.) ire used throughout this paper. b Active electron approximation. 

study. The fourth column of Table II and fifth column 
of Tables III-V give values of the x component of the 
p integral plotted in Figs. 1-4. The integral values in 
the second column of these tables multiplied by A£HF 
and A£RKR yield the two r transition moment curves. 
The third and fifth columns of Table II and the third 
and sixth columns of Tables III-V contain values of 
the active electron approximation to the accurate 
HF r and p integrals, respectively. As noted above, this 
approximation is obtained by deleting all minors in 
Eq. (18a) except the one multiplying the active electron 
matrix element which is set equal to unity. The 
molecular orbitais contained in the matrix element are 
somewhat more accurate than those obtained by the 
frozen core method. They are not eigenfunctions of 
some one-electron Schrödinger equation where the 
potential is due to the parent ion. In each state the 
active electron moves in the SCF field generated by the 
remaining electrons. The deletion of the remaining 

minors in (18a) in effect means that no allowance is 
made for the fact that the inactive electron orbitais 
adjust to the excited-state SCF potential. 

For BeH, MgH, and SH the active electron approxi- 
mation overestimates the accurate HF p and r integrals. 
For the case of the transition of a single electron outside 
a closed shell the approximation is expected to work 
quite well. There is an average 6% difference between 
the HF r integrals and the active electron approxi- 
mation to them for BeH and MgH. The percent 
difference is doubled if one compares the p integral 
values obtained. For OH, where the active electron 
approximation underestimates the HF integrals, there 
is an average 14% difference for the r integral values 
and a 60% difference for the p values. Similarly for SH 
there is poor agreement between the HF values and 
the active electron approximation to them. As R 
increases the agreement deteriorates very rapidly. 

A particularly inviting procedure that simplifies the 

TABLE III. MgH (/I 'U-X'S*) Hartree-Fock, active electron and virtual orbital transition moment integrals. 

R <«n|x|'r+) (2»'MS,r). (2irMS<r)b -.•('n|M»2+) -i(2T'\p.\Sa}' ~i(2r\p.\&rp 

2.00 0.9885 1.0431 0.9424 0.0796 0.0923 0.0767 
2.20 1.0035 1.0567 0.9561 0.0^2 0.0966 0.0805 
2.50 1.0119 1.0657 0.9679 0.0893 0.1016 0.0859 
2.80 1.0117 1.0682 0.9751 0.0934 0.1058 0.0911 
2.95 1.0100 1.0681 0.9779 0.09a 0.1078 0.0936 
3.10 1.0076 1.0675 0.9806 0.0970 0.1096 0.0962 
3.259 1.0047 1.0665 0.9832 0.0989 0.1115 0.0988 
3.40 1.0018 1.0653 0.9854 0.1004 0.1131 0.1012 
3.60 0.9977 1.0632 0.9883 0.1026 0.1152 0.1044 
3.80 0.9937 1.0606 0.9908 0.1048 0.1172 0.1075 
4.15 0.9878 1.0546 0.9939 0.1085 0.1202 0.1123 
4.50 0.9842 1.0455 0.9939 0.1122 0.1223 0.1162 
5.00 0.8696 0.3620 0.3356 0.0840 0.0040 0.0036 

* Active electron approximation. b Virtual orbital approximation. 
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TABLE IV. OH(^ 'Z+-X 'U) Hartree-Fock, active electron and virtual orbital transition moment integrals. 

Ä CZ+\x\'n) {lT'\x\3a}'        (lirlllAr)"      -H'S+I p.l'n} -i{lr'\ p.j 3a)- -iilr\ p, I iv)* 

1.50 0.1741 0.1621 0.1583 0.0283 0.0202 0.0154 

1.60 0.1588 0.1441 0.1413 0.0253 0.0156 0.0120 

1.70 0.1434 0. i.?66 0.1250 0.0222 0.0115 0.0090 

1.7S 0.1356 0.1182 0.1172 0.0206 0.0095 0.0077 

1.8342 0.1226 0.1046 0.1045 0.0178 0.0065 0.0056 

1.90 0.1125 0.0945 0.0952 0.0155 0.0044 0.0042 
2.00 0.0972 0.0802 0.0819 0.0120 0.0017 0.0025 
2.10 0.0822 0.0672 0.0699 0.0085 -0.0005 0.0011 
2.25 0.0605 0.0504 0.0541 0.0031 -0.0028 -0.0004 

2.40 0.0402 0.0368 0.0409 -0.0020 -0.0040 -0.0014 

2.60 0.0175 0.0235 0.0270 -0.0072 -0.0040 -0.0019 

1 Active electron approximation. b Virtual orbital approximation. 

calculation of molecular transition probabilities is the 
virtual orbital approximation that involves choosing 
the lowest virtual molecular orbital of correct symmetry 
generated in the ground-state HF calculation as an 
approximation to the orbital describing the active 
electron in the excited state. Since the ground-state 
Orbitals are orthonormal, all but one of the minors in 
Eq. (1?*) disappear and one obtains the transition 
moment rigorously as the active electron matrix element. 
This virtual orbital approximation is again slightly 
different from most frozen core calculations in that the 
molecular Orbitals appearing in the active electron 
matrix element are not eigenfunctions of the same Fock 
operator for the molecules studied. The virtual orbital 
approximation results if no consideration is given to 
orbital adjustments required to describe the excited- 
state SCF potentials. In this restricted sense we are 
dealing with a frozen core approximation. 

The fourth and seventh columns of Tables III-V 
present virtual orbital approximations to the HF 
transition moment integrals for MgH, OH, and SH, 
respectively. The HF calculations for the BeH ground 
state do not produce a virtual orbital of the correct 
symmetry to describe the excited state. For MgH 
there is an average 2% difference between the approxi- 
mate and accurate integral values and the virtual 
orbital approximation gives better values than the 
previously noted active electron values. For OH the 

virtual orbital approximation underestimates the HF r 
integrals by 13% on the average while the percent 
difference between p integral values is some five times 
larger. The results for SH are similar. However the 
agreement rapidly deteriorates at larger R values to 
the point where no sensible comparison is possible. 

Tables VI-IX present our results for the band 
oscillator strengths calculated from Eq. (16) using the 
accurate HF transition moment integrals given in 
Tables II-V and vibrational wavefunctions obtained 
from the RKR potential energy curves shown in Figs. 
1-4. A comparison of the HF and RKR {/(R) curves in 
Figs. 1-4 shows that their shapes and R, values are 
quite similar. Consequently, the theoretical vibrational 
averages based on the HF U(R) curves will be quite 
close to the semiempirical averages using the RKR U{R) 
curves. 

The BeH band oscillator strengths, and to a lesser 
extent the MgH strengths, are indicative of transitions 
where the Franck-Condon principle is operative. The 
/ values in Tables VI and VII are slowly varying along 
the diagonal and rapidly fall off as one moves away from 
the diagonal. This behavior is typical of the case where 
the transition moment is essentially constant and the 
ground- and excited-state potential energy curves have 
similar R, values and are approximately parallel over 
the R range of interest. In effect, the Franck-Condon 
principle prevents the intensity from being distributed 

TABLE V. SH(/1 1S+-X''n) Hartree-Fock, active electron and virtual orbital transition moment integrals. 

R (JZ+|^|»n) <2x'|*|5<r)« (ZrixlSr}»'      -i('X+\pr\'n}   -i(2r'\p.\Sa}'-i(2ir\pt\5a)b 

2.00 0.3523 0.3439 0.3462 0.0487 0.0445 0.0471 
2.40 0.2491 0.2537 0.2624 0.0256 0.0273 0,0333 
2.551 0.2025 0.2198 0.2305 0.0148 0.0216 0,0284 
2.70 0.1567 0,1882 0.2005 0.0045 0.0167 0.0241 
3.05 0.0746 0.1262 0,1389 -0.0096 0.0093 0,0164 
3.60 0.0145 0.0629 0.0715 -0.0115 0,0055 0,0097 

1 Active electron approximation. b Virtual orbital approximation. 
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TABLE VI. BeHM ,II-Jr,2+) absorption band oscillator strengths. TABUS VIII. OH(A ,2+-jr'n) absorption band oscillator 

v" 
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0.2001 
0.12-3 
0.12-4 

0.18-4 
0.87-3 
0.1998 
0.83-3 

0.3-6 
0.53-4 
0.98-3 
0.1998 

0 
I 
2 
3 

0 
1 
2 
3 

0.206-2 
0.57-3 
0.88-4 
0.12-4 

0.7-5 
0.122-2 
0.88-3 
0.25-3 

0.9-6 
0.26-4 
0.62-3 
0.93-3 

0.1-6 
0.4-5 
0.46-4 
0.27-3 

over some of the nondiagonal vibrational combinations. 
It should be pointed out that if the HF transition 
moment cur /es for BeH and MgH differ significantly 
from the experimental curves with regard to their 
variation with R, the experimental band intensity 
pattern will be quite different from that in Tables VI 
and VIJ. 

The transition moment integrals for OH and SH are 
much smaller than the analogous quantities for BeH 
and MgH. Also, the transition moment varies con- 
siderably with R and Tables VIII and IX bear evidence 
to this fact. Although the 0-0 band oscillator strength 
for OH in Table VIII is still predominant, a variation of 
the diagonal elements across the table is much more 
evident than in the two previous tables. Furthermore 
the rate of decay of the/ values on moving away from 
the diagonal is much more gradual here. For example, 
the 2-1 band oscillator strength is | of the value of the 
diagonal 1-1 band strength while that for the 3-2 band 
is actually 50% larger than the diagonal 3-3 band 
strength. Table IX for SH presents even more con- 
vincing evidence of the smearing out of intensity that 
occurs for the case where the transition moment varies 
considerably with R. 

As indicated in the Introduction, experimentally the 
OH (A-X) transition has been extensively studied. 
There is some disagreement with regard to the oscillator 
strength of this aeronomically important transition. A 
summary of experimental determinations of the 0-0 
band oscillator strength has been presented by Anketell 
and Pery-Thorne.8" These investigators obtained a 
value of/=(14.3±1.3)X10~4 that can be compared 
with our theoretical value of 20.6XIO-4 from Table 
VIII. They also obtained/=(8.9± 1.7) XIO"4 for the 

TABLE VII. MgH (A 'O-X'Z*) absorption band oscillator 
strengths. 

0.2501 
0.159-1 
0 66-4 
0.3-6 

0.126-rl 
0.2240 
0.316-1 
0.91-3 

0.87-3 0.79-4 
0.228-1 0.249-2 
0.1983 0.314-1 
0.484-1 0.1714 

1-0 band oscillator strength compared with the theo- 
retical value of 5.7X10-4. We shall not attempt to give 
a (ietailed critique of the numerous experimental 0-0 
band oscillator strengths published for OH." If 
Watson's',,, rather large value is ignored, an unweighted 
average of the remaining values gives/«SX IQr*. Thus 
an estimate of the accuracy of our theoretical value is 
that it differs from experiment by a factor of 2.5. This 
indicates that the HF transition moment MX{R) is 
approximately 60% too large in the region of R, for 
the OH A and X states. 

The SCF electror / values for OH reported by 
Hurley" are based on a minimal basis set calculation 
performed by Krauss57 on the ground state and the 
virtual orbital approximation to the excited state. He 
obtained a semi theoretical (experimental A£) dipole 
length/ value of 1.8X lO""1 and a dipole velocity/ value 
of 9.SX10~» for Ä= 1.8342 a.u. These values can be 
compared with/ values of 2.99X10-» and 2.83X10"*, 
respectively, calculated using the HF integrals given 
in Table IV. It is interesting to note that the r integral 
is hardly changed if one uses accurate HF wavef unctions, 
whereas the p integral decreases by an order of mag- 
nitude. For OH the momentum operator p appears to 
be more sensitive to improvements in the SCF wave- 
functions than the position operator r. However, for 
accurate HF wavefunctions the dipole length and 
velocity/ values are quite close together and neither is 
to be preferred in comparison with experiment. 

Ch1^ and Davidson24 define an electronic oscillator 
strength similar to Eq. (15b) in this paper. Using their 
definition we calculate a HF electronic oscillator strength 
of 0.086 at Ä=2.528 a.u. for BeH (^-^T) that is 
approximately 60% larger than the value of 0.053 at 

TABLE IX. SH(/1 «J ',+-X '11) absorption band oscillator 
strengths. 

v" 

v'                  0 1                 2                3 

0.163-2 
0,159-2 
0.75-3 
0.27-3 

0,26-3 
0.55-3 
0.131-2 
0.121-2 

0.22-4 
0.35-3 
0.20-3 
0.62-3 

0.9-6 
0.7-4 
0.26-3 
0.4-5 
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TABLE X. A comparison of the tra isition moment MX{R) in the 
position and momentum representat ions for the BeH, BH+, MgH, 
A1H+ OH, HF+ SH, and HC1+ (A-X) systems. 

System R * -HP.) AE{*> 

BeH(i<«n-jr«S+) 2.30 0.8037 0.0950 0.0815 
BH+M«n-X»2;+) 2.296 0.3920 0,0737 0.0536 
MgHiAm-X'S*) 2.95 1.0100 0.0953 0.0957 
MH+iAm-X'Z*) 3.027 0.6606 0.3996 0.0918 
OH(i<,s+-^»n) 1.7S 0.1356 0.0206 0.0216 
HF+{A'Z+-X*n) 1.7328 0.0779 0.0102 0.0112 
SH(A'2+-Xm) 2.40 0.2491 0.0256 0.0409 
HCi+M«s+-x«n) 2.4087 0.1463 0.0089 0.0229 

Ä=2.50 a.u. reported by these researchers using 
multiconfiguration wavefunctions. Our electronic HF / 
value of 0.132 at ^=3.259 a.u. for MgH (A-X) is 
only slightly larger than the Chan-Davidson value of 
0.110 at i?=3.25 a.u. These results seem to indicate 
that correlation will not affect the HF electronic 
oscillator strengths in the region of R, for the states 
involved by more than a factor of 2 to 5, although it 
should be pointed out that the atomic orbital basis sees 
employed by Chan and Davidson" in their multi- 
configuration studies of BeH and MgH give absolute 
electronic energies that are actually higher than the 
HF energies for both the A and X states. 

As noted in the Introduction, the most recent 
experimental intensity measurments,6• give an upper 
bound of 2.0X10-» for the MgH (A-X) 0-0 absorption 
band oscillator strength. Our theoretical value of 
2.501X10-' in Table VII differs from experiment by 
two orders of magnitude. Westhaus and Sinanoglu4b 

note that for atoms the inclusion of correlation usually 
influences HF oscillator strengths by factors of 2-3. 
For diatomic hydrides where experimental oscillator 
strengths are available, the results of Huo,ob for some 
CH and NH systems and the results for OH (A-X) 
given in this paper seem to indicate that HF oscillator 
strengths can be expected to have at least order-of- 
magnitude accuracy. These arguments together with 
the considerations of the previous paragraph lead the 
authors to believe that the effect of correlation on the 
HF transition moment will not resolve the discrepancy 
between theory and experiment for the MgH (A-X) 
system. Clearly, additional experimental efforts are 
highly desirable to resolve this dilemma. 

In Table X values of the transition moment integrals 
at a single value of R are presented for the (A-X) 
transition in the singly ionized species that are iso- 
electronic to the neutral molecules studied in this paper. 
The value of R is in the region of the R, values for the 
states involved. If we assu.ne that the behavior of the 
transition moment as a function of R and the correlation 
corrections will be similar for the neutral and charged 
isoelectronic species, we can make qualitative pre- 
dictions concerning the electronic oscillator strengths 

of the ions with respect to the neutral molecules. We 
use the mixed oscillator strength that corresponds to 
the geometric mean of the third and fourth columns of 
Table X. The BeH and MgH oscillator strengths will 
be roughly 50% larger than the strengths for BH+ and 
A1H+, respectively, while the OH and SH oscillator 
strengths will be approximately twice as large as the 
strengths for HF+ and HC1+, respectively. 

An estimation of the error in a molecular HF transi- 
tion moment due to correlation requires a consideration 
of two factors. A knowledge of the correlation in the 
vicinity of the ground- and excited-state R. values is 
necessary. Also, it must be determined whether or not 
the correlation correction varies considerably as a 
function of R. It is difficult to predict the magnitude 
of the cori-ection to the HF transition moment in the 
region of R, for the states involved. The work of Chan 
and Davidson2* indicates that there is a substantial 
number of important configurations in the BeH and 
MgH A IT multiconfiguration wavefunctions. Con- 
sequently a simple interpretation of the defects in the 
HF model will not be possible. Transition moments as 
a function of R for the BeH and MgH (A-X) systems 
based on the Chan-Davidson wavefunctions will be 
given by one of the authors68 and a more detailed dis- 
cussion of correlation effects will be presented. 

The analogy between the BeH and MgH (A-X) 
transitions and certain atomic transitions was suggested 
in order to strengthen our hypothesis that the proba- 
bilities characterizing such molecular transitions are 
adequately described by HF calculations. Such com- 
parisons are not always effective. HF and multi- 
configuration calculations performed by Weiss* indicate 
that the 2p-3s transition probability in 5 / is relatively 
insensitive to correlation. However, for the isoelectronic 
CII ion the configuration Islf)1 plays a considerable 
role in lowering the oscillator strength by a factor of 
5 from its HF value. The analogy between atoms and 
molecules is also dependent on how much s character 
is present in <r orbitals and how much p character is 
present in T orbitals. 

M(R1 

R- 

FIG. 5. A  schematic  representation  of  the accurate  Born- 
Oppenheimer transition moment for the BeH, OH,  MgH, and 
SH (A-X) systems (Ä scale arbitrary). 
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or the (A-X) systems considered In this paper the 
united (/?=0) and separated {R=<x>) atom limits for 
the ground and excited states are 

B (2P)->BeH (X82+)-*Be (,5)+H (25) 

-♦BeH {A m)-*Be (»P)+H (2S), 

Al (2P)-»MgH (A'2S+)-»Mg W+H (25) 

^MgH (A m)^Mg («i')+H (25), 

F (2P)-K)H {Xm)-*0 (»P)+H (25) 

-OH {A il+)->0 {lD)+H (25), 

ci (.
2
P)-*SH {xm)->s i*P)+n (25) 

-»SH (^ 2S+)->S C^+H (25). 

At P=0 the transition for these systems is forbidden 
because the upper and lower states are degenerate, 
while at R= <*> the transition probability is zero if the 
dissociation products are described within the LS- 
coupling scheme. Figure S gives a schematic representa- 
tion of the shape of the transition moment curve that is 
to be expected for a transition that is forbidden in the 
united and separated atom limits but allowed at inter- 
mediate R values. The curve rises fairly rapidly to a 
maximum in the vicinity of the Ä, values of the states 
involved and decreases to zero at a slower rate for 
large R. 

The general shape suggested by Fig. 5 is not evident 
in the transition moment curves for BeH and MgH 
in Figs. 1 and 2. A consideration of the curves over the 
limited range of R values for which HF calculations 
were carried out gives no indication that MX{R) 
approaches zero for large R. This fact together with the 
earlier suggestion of a reasonably accurate transition 
moment in the region of R, for the states involved leads 
us to predict a considerable variation with R of the 
correlation correction to the HF transition moments. 
The correction should increase on going from inter- 
mediate to larger values of R. 

Figures 3 and 4 for OH and SH seem to indicate a 
more acceptable variation of MX(R) for large R. It is 
difficult to predict the atomic components of a molecular 
restricted HF wavefunction in the limit of large R. 
However, arguments similar to those used by Green6' 
yield C^C 1 j22i22/>s) and H+ as the principle dissociation 
products of both the A and X states of OH and 
S-(l522522/>,3523/is) and H+ as the principle dissociation 
products of the SH states. If these were the only dis- 
sociation products the HF potential curves in Figs. 3 
and 4 would become degenerate at large R and the 
transition moment would go to zero in the limit. The 
fact that the MX{R) curves for OH and SH appear to 
be approaching zero for large R together with the 
knowledge that the Mx values for OH are too large in 

the region of R, for the states involved leads us to 
predict a sizeable variation with R of the correlation 
correction to the HF Mt(R') curves. The correction 
should decrease on going from intermediate to larger 
values of R. Again this very qualitative conclusion is 
reached from a knowledge of the HF M,{R) curves 
over a rather limited range of internuclear distances. 

The mixed oscillator strength expression gives 
essentially the geometric mean of the dipole length and 
velocity quantities. Inherent in the definition of the 
mixed oscillator strength is the idea that approximate/ 
values calculated using the length and velocity transi- 
tion moments bracket the accurate value. Hence 
their mean should be a more reliable measure of the 
transition probability and should be less sensitive to 
correlation effects. However, thfs rationalization does 
not account for the many instance, where approximate 
length and velocity / values are both higher or lower 
than experiment and consequently their mean is subject 
to considerable correction. Our use of the mixed 
oscillator strength is based on the fact that the formal 
energy term is absent in its definition. We do not 
propose that it provides a satisfactory solution to the 
problem of correlation corrections to molecular HF 
transition probabilities. 
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ABSTRACT 

Hartree-Pock (HP) electronic dlpole-momentun and dipole- 

length transition moments, M(R) and M(R) respectively, are 

presented as a function of the internuclear distance R for the 
,2,.+      tf2r*> ' zxran ne<raxxve «na  IA/I    - A^. 

e 
They are eeaparad with 'experimental* M(R) and M(R) curves ob- 

N2 ^^u " x2*p  flrst neSative *nd (A2\ ' x2l+) Meinel systems, 

tained by using relative band transition probability and upper 

state lifetime measurements recently reported in the literature. 

Vibrational averages of both the theoretical and 'experimental* 

transition moments are computed and used to calculate some rela- 

tive band oscillator strengths ^yty-Z^oo* The HP f00 value ot 

0.1370 for the first negative system differs from experiment by 

a factor of 5,6. Por the Meine1 system the HP f00 value of 

I.O65 x 10 'is too large by a factor of 3.3 or 7.3 depending 

on whether the lifetime data of O'Neil and Davidson or that of 

Hollstein et al. are used to determine the experimental value. 

HP transition moment calculations at a single value of R are also 

reported for the (B2I* - X2!*) and (A2!,. - X2£*)  systems of C' u    g       u    g  *        z 
and for the (27^ - X2!*) and (ZTfr  - X

2!*) systems of CN, CO*, 

BO, BP* and BeP. Electronic absorption oscillator strengths are 

presented and compared with experiment where possible. 
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I.  INTRODUCTION 

In the first paper of this series (hereafter referred to as 

I) the current status of the theoretical calculation of diatomic 

transition probabilities was briefly reviewed. Transition moment 

calculations using Hartree-Fock (HF) wave functions were presented 

for the BeH, MgH, OH, and SH (A-X) systems. These results to- 
2 

gether with the results of Hue lor some CH and NH systems indicate 

that for diatomic hydrides HP oscillator strengths can be expected 

to have only order of magnitude accuracy. For the cases where 

reliable experimental data were available for comparison, HF f 

values differed from experiment by factors of 2-5. Also, for the 

systems studied in I, a considerable variation with internuclear 

distance R was predicted for the correlation correction to the HF 

transition moments on going from intermediate to larger values of R. 

In the present paper we are principally concerned with the N« 

(B Z* - X r*) first negative and N^ (A2TTU - X
2!*) Meinel systems. 

The states involved in these transitions arise from the following 

MO configurations: 

X2!*!     KK'2<r22<r2ll/V       (KK* S la|l<^) 

2 2     2     12 
A TTU.    KK'2<rg2<r;nr^3<rg 

0 4       2    k    2 

These transitions belong to the class discussed in I for which the 

number of electron pairs is conserved.  Previous theoretical work 

dealing with the transition probabilities of these systems consists 
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of the approximate Ng (B-X) electronic oscillator strength calcula- 

3        4 tions reported by Bates and Shull . 

Also considered are transitions involving other members 

of the diatomic 13-electron sequence, namely Cgi CM, CO , BO, BF , 

BeF, MgH, and A1H4. For the last two members, the (A2"!!'- X2L*) 

system has been considered in I. The ground states of CN, CO , BO 

and BeF have been known experimentally for many years''. They were 

reviewed in 1932 by Mulliken who ascribed the normal states to the 

MO configuration! 

X2I*. KLkC25<r      (KL S lCZ2^3<T2llf*) 

For the 13-electron heteronuclear diatomics there are two low- 

lying excited states of interest to us arising from the following 

configurationsi 

V-1 KL4ö22Tr 

I^i    K2«r23<r2iTr34<r25tf2 

♦ 2 
For MgH, A1H and BeF the lowest excited doublet state, A TT, arites 

2 A 7 from the TT configuration" . However, as one considers members of 

the isoelectronic sequence such that Z. - ZB decreases, the (T- 

configuration achieves greater stability than the *7T configuration. 
+ 42 2 For BO,  CO  ,  CN and Np  the A TT state arises from the    Tf.   configur- 

6 fl 2 ation  .        HF calculations    actually predict that the A TT state is 

more stable than the X £* state for N2,  CN and cZ.^   The    TT   config- 
2 10 uration gives rise to the H TT state in CN 

2 ♦ Extensive HF calculations as a function of R for the X XT, 
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2       2 ♦ ♦ 
A TTy and B L^  states of Ng have been reported by Cade, Sales and 

Wahl  ,  Calculations at one or more R values for the X J , A IT 

and B I* states of Cj and for the X2Z*,  2\  and 2lTi states of 

the heteronuclear members of the 13-electron sequence have been 

documented by Cade  and are the subject of a paper being prepared 

8c for publication  . These HF wave functions are used to calculate 

the electronic transition moments reported in this paper, 

A completely general theoretical analysis of isoelectronic 

sequences in diatomic molesules has proven to be largely an unsolved 

problem.  The Z-expansion technique  that has been useful 

in the classification of atomic properties has so far not been 

successfully extended to diatomic molecules, although Hall and 

12 
Rees  have made an attempt in the case of 2- and 4-electron 

hydrides. Alternatively, the empirical analysis of a large number 

of molecular properties within a given isoelectronic sequence can 

be attempted.  Such internal comparisons hopefully might lead to 

an ad hoc parameter that would be the analogue of l/Z in the atomic 

case. One of the purposes of this paper is to provide HF transition 

probabilities for certain members of the 13-electron sequence and 

thereby enlarge the repertory of molecular properties that can be 

used in an analysis of this sequence. 

The first negative and Meinel bands of Nj are common features 

13 of the auroral and upper atmosphere spectra ,  The 0-0 band of the 

(B-X)system is also observed in the twiligut airglow.  The CO (A-X) 

system is a prominent component of the spectra of comets. These afore- 

mentioned  systems and CN (A-X) bands are all observed in the 

emission spectra of shock-heated air, A recent review by Ortenberg 

14 
and Antropov  provides a concise summary of the three principle 

methods of obtaining transition probabilities and a bibliography 
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of experimental data.  For the N« (B-X) system, a considerable number 

of experimental studies have been reported in the literature dealing 

with the measurement of relative band transition probabilities 
16 17 

and intensities  , lifetimes of upper state vibrational levels  , 

and absolute intensities  and oscillator strengths  ,  Tyte and 
20 

Nicholls  have presented a summary of experimental work until 1964. 

15c 
A recent review by Srivastava and Mirza   of relative band intens- 

ity measurements for the v'^O progression shows that there is fairly 

good agreement among the results of different workers using various 
17a 

excitation mechanisms.  Bennett and Dalby ' were the first investi- 
2 + 

gators to attempt to measure the lifetime of the B Zu state. 

Numerous subtly refined versions of their experiment have been 

17 
performed in the last eleven years  and these have been reviewed 

21 T7k 1R ?? 
by Hesser  and Johnson and Fowler ' . Several workers  ' '"  have 

used experimental data to determine the variation of the dipole- 

length transition moment M(R) with R and hence to obtain 'smoothed' 

arrays of vibrational transition probabilities and oscillator 

strengths. For the N2 (A-X) system, the situation is less satis- 

factory from an experimental point of view. Some results have 
15e 

been reported concerning relative band transition probability 
23        24 25 

and intensity , lifetime  , and oscillator strength  measure- 

ments. However, there is some disagreement among the results of 
23cd,26 

various researchers. Attempts      to determine the variation 
— 27 

of M(R) with R appear to be inconclusive.  Wentink et al.  have 

obtained electronic oscillator strengths for the CN and CO (A-X) 

transitions using available experimental data ' " for these 

♦ 2 
systems. The CO A TT lifetime has also recently been measured 
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17h 
by Desesquelles et al.  . There appear to be no absolute measure- 

ments for any of the other systems studied« although It is thought™ 

that fel>10"
3 for the BO (A-X) system. 

In the present paper relative band transition probabilities 

15e measured by Ctanton and St* John J   are used to determine the 

variation with respect to R of both the dipole-momentum and dipole- 

length transition moments for the Ng first negative and Meinel 

systems. These semiempirieal curves are put on an absolute basis 
17 2^ 

using available lifetime data *  and are compared with 

theoretical ones resulting from quantum mechanical calculations. 

A brief summary of pertinent theoretical expressions is given in 

Section II (for a more detailed account, see I). The methods used 

to calculate HF electronic transition moments, to construct RKR 

potential energy curves, and to compute vibrational wave functions 

have been described in I and are not repeated here. For the X X , 
2       2 ♦ ♦ 

A Tru and B Z^ states of N2, the spectroscopic constants employed in 

31 
the calculation of RKR curves were those used by Gilmore . Section 

III outlines the procedure used to determine 'experimental* trans- 

ition moment curves for the N2 systems. Theoretical results are 

presented and compared with experiment in Section IV. 
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II.  THEORY 

32 
In the semi-classical theory of radiation , the 

probability for a spontaneous transition from the upper state f' 

to the lower state f*" of a diatomic system accompanied by the 

emission of a light quantum hUpip» is given by 

4e4     AErT"  , 
fr" s 3C3a3m2 ^    brr w 

where AEptr»f sp»r" are in a'u» and ^«r" ^s ■'■n sec~ • ^Ep.p« 

is the energy difference between state p'  (with degeneracy factor 

copi) and state f" (with degeneracy factor Wp,,), In the dipole 

approximation, the line strength Spfp« is equal to the square of 

the momentum transition moment summed over all degenerate compon- 

ents of r* and f" 1 

i2 

(2) 

^(P*|^) is the first order spinless transition density matrix in 

momentum space 1 

+  ,^N. N 

In equation (3)» the p„ represent the electronic momentum vectors 

conjugate to the position vectors r« measured relative to a space- 

fixed coordinate system. The nuclear momentum vector PR is 

conjugate to the internuclear ax:s vector R (directed from nucleus 

A to nucleus B),  The integration is over the spin coordinates of 
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all electrons and the space coordinates of all particles except 

electron 1, For a transition from r*' to f" » the absorption 

oscillator strength is defined as 

After transforming to a molecule-fixed frame of reference 

and applying the Born-Oppenheimer approximation, one obtains for 
33 the oscillator strength  t 

P      S 

Vv«r " ^AE
il:v,;i, (

2
-^O,A!'

)(2S,,+1)(2;3
"
,+1)

   * 

ili A, v, and j are the quantum numbers for the total and orbital 

electronic angular momentum about the internuclear axis, vibration, 

and total angular momentum respectively, 2S"+1 is the spin multi- 
J'/T plicity of the lower state, 3.,,-,, is the Hönl-London factor, and 

V,',r = \h'vym \frm ^-rm m(.       <6> 

In (6), the Pfl .(R) are vibration-rotation wave functions and 

M^i^ttCR) is the electronic dipole-momentum transition momenti 

M/l'il"(R) = ^ N/^/?^N'R) P ^(?N.R) ^N dsN       (?) 

In (7), the lf«(? ,R) are electronic wave functions, "p s -iV   , 

and the integration is over the spin and space coordinates of all 

electrons. 
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As; discussed in I, application of the commutator relation between 

electronic position and momentum coordinates and the Born-Oppenheimer 

approximation leads to another expression for the? oscillator 

strengthi 

rfvy - 2    A"v"j" ^" ■n-"v"J'" J"^" 
^"V'J" :!r ^   (2-^AM)(2S"+l)(2r+l) (8) 

where P  is given by expression (6) with M  ,     (R)  replaced by 

the electronic dipole-length transition moment Mfl,~„(R)f 

Kj^AR)    » N A^(?NfR) ? ^..(?
N,R) d?N dsN   .     (9) 

If vibration-rotation interaction is neglected and the mixed 

expression for the oscillator strength that corresponds to the 

geometric average of (5) and (8) is used, vibrational band 

oscillator strengths can be defined ast 

.1/2 

f 
J4. 

r l-A'v'O /I'V'O 

P     P 
v*  - 2 ^'•, fi-**0   A"V"0      .        (1°) 

n-'v"   3  (2-<$0tAI()(2S"+i) 

Expression (10) is used exclusively for the calculation of band 

oscillator strengths. In the remainder of this paper, the labels 
- H'V* - 

^ittf^'*  M^.^HCR), and fA..v,. are replaced by K(R), M(R) and ty,v„ 

respectively and the dependence on the quantum numbers ft*  and ft" 

of the two electronic states under consideration is implicitly 

understood. 
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III.  DETERMINATION OP »EXPERIMENTAL• TRANSITION MOMENT CURVES 

The procedure used to determine the variation of the electronic 

transition monent with R from experimental relative band transition 

probability or intensity measurements differs somewhat from that 

usually employed3 in that the R-centrold approximation^ is not used 

and both the dipole-length and dipole-momentum transition moments are 

considered. If the moments are expanded as polynomials in R, 

;R) S Tm. R1 M(R) s /  rni R (11a) 

and      M(R) « ) mi R
1  , (lib) 

x 

ribrational matrix elements can be expressed as 

■Vv"   sFmi   <V|Riiv"> (12a) 
i 

and B^.y«  «y"^  <V,|R1|V,,>     . 
i 

Experimental matrix elements are defined as 

(12b) 

Mv«v" * (IV.V-/AEV.V») (13aj 

and MyiyH ■ {IvtVH/AEyiVH)       y (13b) 

»»» 
where IT»V" is the relative intensity of the v'-v" band measured in 

** 2   2 
emission. Since Iv.v» is proportional to \t^EvtvmKvtyn, Nyt  being 

the population of the upper vibrational level, the following identity 

is valid (to within the accuracy of the experimental data)i 

Vlytym    s    ev,Mvivii. (14a) 
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The constant cvt in (14a) depends on the population Nvt and also on 

the absolute Intensity of the band used as the standard of reference 

for the experimental Iytv« measurements. Similarly, since I_I_I. is 

also proportional to Nv,AEv,v»Mv,lv« i 

M^.y- s cv.Mv,v« . (14b) 

If relative band transition probabilities in the form of optical 
r*f mm 

cross sections Qviv" are available, M^tv„ and M^iy, are defined by 

(13a) and (13b) with 'lyiy« replaced by AEvtv«Qytv«.  Since Qy,v» is 
2 

proportional to Qyt4Evlv-B«v,vn, QY,  being the apparent cross section 

of the upper vibrational level, the identities (14a) and (14b) remain 

valid with cyt and evt depending on Qv,. 

Equations (14a) and (14b) imply that the experimental matrix 

elements are normalized differently for the various v* sequences. If 

the transition moment expansions given by (11a) and (lib) are to be 

used for all sequences, it is necessary to scale the sequences 

respect to one of them       , say the v# one, and then to scale 

expansion (11a) to the M'. w values and (lib) to the M'^ m  values. 

To accomplish this we introduce the factors c\s  c -/c , , ^, s 

Cy«/Cyt and the scaled polynomial coefficients m? » e^m, , m' s 

c Jn. . A and E are defined byi 
v* 1 

A = r^ [c;.M;.v"-II,ni<v,'Rl|v">]2 (^a) 

and E    = ^^ [c^.M^,v.. - ^in^v'lR^v")]2   .       (15b) 
V' V" 1 

The double sum in (15a) and (15b) is over all bands for which 
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measurements have been carried out. The unknown constants'm* • c*, 

and m*.   ,  e*,  are varied to minimize A and E respectively, thereby 

giving the best fit to the experimental data In the least squares 

sense.  Expression (15b) is similar to that used by Cunio and 
36 -, % Jansson  in their study of M(R} for the N2 first positive system. 

However» the R-centroids appearing in equation (6) of their paper 

are replaced by the matrix elements ^V'IR \ym)   .  The latter are 

evaluated using vibrational wave functions derived from the RKR 

potential curves for the electronic states Involved in the transition 

under consideration. 

The transition moment curves determined by the above procedure 

can be put on an absolute basis by evaluating m. s m!/c # and m. « 

m!/c . . However, a knowledge of Ny« and an absolute measurement on 

at least one of the v*-v" bands are required for the calculation of 

cv# and Cy*  . Alternatively, if the lifetime -f^ of one of the upper 

state vibrational levels is known, the product c #c # can be deter- 

mined by making use of the relations! 

t;*a Y. Vv- ^6) 

v. 
^ .  ■.- v  'VV 

^ 2 
2_My.v »M, t „H 

««/•• eft* 
k^- ' ;Ä^aw(2-.f0iA.)(2s-+i)   *     (17, 

with M ,v» and M • « given by (12a) and (12b) respectively. If the 

lifetimes of several upper state levels are available, a.least squares 

procedure can be used to determine c -c # .  To within the accuracy 

of the Born-Oppenhelraer approximation the following Identity is 

valid (see I)1 
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M(R) * AE(R) M(R) (18) 

where AE(R) is the difference In energy between the upper and lower 

electronic states. Also» the dipole-length and dipole-monentun 

vibrational aatriz elements are connected by 

Myty«      S AEyty»        Myfy«   • (19/ 

The ratio er*/ey*  can be evaluated by a least squares fit of (19) 

with v*-v" values used in the determination of the variation of 

M(R) and M(R) with R. 

If H(R) and M(R) are determined by fitting experimental data, 

equation (18) is satisfied to within a given tolerance over a rather 

limited range of R. Equation (19) is only approximately satisfied 

for various bands with the result that different sets of Av,vN and 
2 

fviVN values are obtained depending on whether one uses M , » or 

*V»V" *0  evaluate them. The approach taken in the present paper is 
{ 

to use the mixed expression (1?) for Jiy*y*  in terms of the product 

MytyMMytyN to obtain a single set of values. 

In Table 1 polynomial transition moment curves obtained by the 

procedure outlined above are reported for the Ng (A-X) and (B-X) 

systems. The following format is usedi 

M( R) » B f m0  ♦ JlL. R ♦ JOL. R21 (20a) 
IN     N       I»O|  J 

and M(R) « 5 [ ff0  ♦ JJl. R ♦ J^ R2] 
LN        Foi W  J 

where B » |m0| and B = ImJ . 

(20b) 
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The experiaerUal Qv»v" values reported by Stanton and St. John *e 

for some Melnel and first negative bands were used to determine the 

variation of M(R} and M(R) with R. For the (B-X) system a linear 

MZ(R) curve was found to be sufficient to fit the experimental data. 

Relative band cross sections calculated with the polynomial trans- 

ition moments are compared with the experimental ratios in Tables 11 

and III. Also presented for comparison are relative cross sections 

calculated with M(R) curves recently reported in the literature. 

For the (B-X) system the dipole-length transition moment curve of 
22 c 

Jain and Sahni  ' was used, while for the (A-X) system the curve 

used was that of Koppe et al.  . 

For the Meinel system the M (R) and M (R) curves in Table I 

are valid for only a very limited range of R. They cannot be used 

for R $* 2.1 a.u* because the quadratic polynomials start to increase 

very rapidly with R for larger values of R.  The A27r and X2I* u      g 
states of Ng both dissociate into N( S0) + N*(3p) atomic states and 

consequently the 'experimental' (A-X) transition moment curves should 

approach zero in the limit of large R. In order to calculate vibr- 

ational matrix elements for the Meinel system we used the quadratic 

polynomials for small to intermediate R values and linearly extrap- 

olated MX(R) and MX(R) to zero for large R. We assumed that M (5.0) 

- 0 and Mx(5.0) s o, and for each curve we matched the slope of the 

linear part to the slope of the quadratic part at the point where 

they meet. This procedure is somewhat arbitrary but some form of 

extrapolation is required. In Table II relative band cross sections 

resulting from this procedure are compared with cross sections ob- 

tained by using the quadratic polynomials in Table I ever the entire 

range of R. It can be seen that there is not sufficient experimental 
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data arailabl« to perait a deternination of the variation of MX(R) 

and J^iR)  with R for large R. 

The scale factors B and B in Table I for the first negative 

system were obtained by assuning that TQ  S 65.0 nsec for the fi Xu 

state of Ng. This value corresponds to an unweighted average of 

reported tg measurements  if we disregard Anton's ' rather low 

17b 
valve and reinterpret Fink and Welge's ' results in the manner 

17k prescribed by Johnson and Fowler  . The lifetimes for the v* s 

2 
0,1,2 vibrational levels of the A Fu state reported by O'Neil and 

24b — 
Davidson   result in the first pair of B,B values for the Meine1 

system given in Table 1. However, the second pair is required to 
24e 

fit the v* s 3t4 lifetimes reported by Hollstein et al.  . Tables 

IV and V present a summary of calculated and experimentally meas- 
2       2 ♦ > 

ured lifetimes for the A 77^ and B Zu states of Ng. 

The 'experimental* dipole-aomentum transition moment carves 

given in Table I are plotted in Figs. 1 and 2 for the N^ (A-X) and 

(B-X) systems respectively. The upper 'experimental* curve in 

Fig, 1 corresponds to the first pair of B,B values for the Meinel 

system, whereas the lower curve corresponds to the second pair. 

The ratio M(R)/AE(R)M(R) differs from unity by less than 2i% for 

1*95 ^ R ^ 2.10 a.u. For the first negative system the ratio 

differs from unity by less than 10 for 1,85 ^ R C2.40 a.u. 
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IV.  THEORETICAL RESULTS AND COMPARISON BETWEEN THEORY AND EXPERIMENT 

Tables VI and VII contain transition moment integrals calculated 

at various R values for the N* systems.  The second column of Table 

VI gives M (R), the x-component of the HP dipole-length transition 

moment, and the fifth column gives M (R), the x-component of the HP 

dipole-momentum transition moment, for the Meinel system. The corres- 

ponding columns of Table VII give M (R) and M (R), the z-component of 
s        z 

the HP transition moments for the first negative system. 

The third and sixth columns of Tables VI and VII contain values 

for the active electron (AE) approximation to M(R) and M(R).  As 

discussed in I, this is the approximation where the transition moment 

is represented by the integral between the MO's ^,(r) and ^(r) 

describing the single excited electron in the upper and lower states 

respectively. The AE approximation works quite well for the first 

negative system. Por the Meinel system the HP M (R) values are 

fairly well approximated by the AE values. However, there is only 

order of magnitude agreement between the HP and AE MX(R) values. 

The electronic configurations for the X, A and B states of lit 

are composed of the same set of MO's and differ only in the number 

of electrons in the 20"u, nru and 3<r orbitale.  The (A-X) and (B-X) 

transition moment integrals can be estimated by using the ground 

state 3CL  orbital to describe the excited electron in the upper 

state. Such a procedure is a special case of the more general 

virtual orbital (VO) approximation discussed in I. The fourth and 

seventh columns of Tables VI and VII give VO values for M(R) and 

M(R) respectively. The VO approximation works remarkably well for 

the first negative system, especially for the MZ(R) values. 
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It is rather surprising that the VO approximation Is better than 

the AE approximation for both Ng systems and for both the dipole- 

length and dlpole-momentum transition moments. In the Independent- 

particle scheme one would expect that the active electron Is more 

accurately described In the excited state by an MO that results from 

applying the SCF procedure to that state rather than one resulting 

from the ground state SCF calculation. In I* the VO values for the 

MgH (A-X) transition moments were closer to the accurate HF values 

than the AE values, while the opposite was the case for the OH and 

SH (A-X) systems. It Is Impossible to predict on an a priori basis 

which approximation will work better for a given system. 

In Figs. 1 and 2 dlpole-momentum transition moment and potential 

energy curves are shown for the N2 Melnel and first negative systems. 

The theoretical M(R) curves are obtained from the accurate p- and 

^-Integrals in Tables VI and VII and AEHp(R) values. The semitheoret- 

ical curve results from using ASJ^CR) instead of ÄEHp(R). As discus- 

sed in I, for Hxact Born-Oppenhelmer wave functions equation (18) 

holds, but for approximate wave functions the identity is no longer 

valid and the expressions M(R), AEHp(R)M(R) and A£RKR(R)H(R) yield 

different dipole-momentum transition moment curves. 

For the Melnel system the KX(R) curves in Fig. 1 all exhibit the 

same qualitative behaviour as a function of R. In spite of the 

experimental uncertainty, several facts are evident. The HF x- 

integrals are fairly accurate and the conßideratlon of correlation 

should not change them by more than about $0%,    On the' other hand, the 

HF px-integrals are too large by a factor of ^-5. The correlation 

correction to MX(R) and MX(R) does not vary considerably with R over 

the range for which the 'experimental' transition moment curves are 
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valid. For the first negative system several observations result 

from comparing the calculated MZ(R) curves with the 'experimental* 

one in Fig. 2. The HF model yields slightly better s-integrals 

than p -integrals.  The correlation correction to the dipole- 

momentum curves, say AM_(R}, varies considerably with R and increases 

on going from intermediate to large values of R. Moreover, the 

ÄH.(R) values are of the same order of magnitude as the M_(R) values 

over the R range studied. 

Band oscillator strengths were calculated using the mixed 

expression (10) with vibrational matrix elements derived from wave 

functions for the RKR potential curves shown in Figs. 1 and 2. HF 

fvfT.H values were obtained by averaging the HF transition moment 

curves, while 'experimental* oscillator strengths resulted from the 

use of the polynomial curves given in Table I. For the first neg- 

ative system, the HP (OIMJO) value is too large by a factor of 2.6 

and the <0|M1|0> value by a factor of 2.2, resulting in a HF f00 

values of 0.1370 that is 5.6 times larger than the experimental 

value of 0.0246,  For the Meinel system, if the lifetimes of 0*Neil 

and Davidson   are used to put the experimental data on an absolute 

basis and a comparison between theory and experiment is made, the HF 

^0|Mxlo) value is 3.6 times too large while the ^0lMxl0> value differs 

from the experimental value by a factor of 0.9. The HF matrix ele- 

ments lead to a fQ0 value of I.065 x 10  that is 3.3 times larger 

than the experimental value of 3*28 x 10  . Alternatively, if 
2ji e 

experimental data scaled to fit the lifetimes of Hollstein et al. 

ar<$ used as the standard for comparison, the HF (o|M |0^ and 

^Ojl^lo) values are too large by factors of 5«^ and 1,4 respectively, 
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rasultlng in a f0Q value  that Is 7.3 times larger than the experl- 
-3 mental value of 1,46 x 10 . 

In Tables VIII and IX 'experimental* and semitheoretical rela- 

tive band oscillator strengths tytv*/tQQ  are compared with relative 

Franek-Condon factors qv»v*/qoo 
for the v'-v" (0<'v,,v"^5) bands 

of the Meinel and first negative systems. fv*r-  is proportional to 

^V
,
IM|V">^V

,
|M|V">, Because of equation (18) it is unreasonable to 

expect that for a given system M(R) and M(R) can both be taken to 

be nearly independent of R and consequently that 1'v«T«/
;foo v&^ue8 

can be adequately approximated by qviv«/qoG values. However, it 

may happen that the variation of M(R) and M(R) with R is such that 

for some bands (yt\tll\ym}(,0\0)/(o\H\0)(Tr*lymy    is approximately equal 

to <0|J(l0><v,(v">/<v,(Mlv,><0l0> and hence the ratio frrv-q00/f00q 

is close to unity. For these bands the Franck-Condo.i factors will 

give good estimates of relative oscillator strengths. 

For the Meinei system Rv»v« ^ 2,2 a.u. for v^v" and R , -> 

2,2 a.u, for v^v", where 0 ^ v'.v" ^ 5 and l?'vtv« is the R- 

35 centroid  for the v'-v* band.  This indicates that the oscillator 

strengths below the diagonal (v^v") in Table VIII will be mainly 

influenced by the behaviour of ^(R) and ^(R) for small to inter- 

mediate values of R whereas the oscillator strengths above the 

diagonal (v*<v") will depend to a large extent on transition mom- 

ent values at intermediate to large values of R. As mentioned in 

Section III, the polynomial curves for M^CR) and MLCR) given in 

Table I are not valid for R > 2,1 a.u. and consequently the 'experi- 

mental • oscillator strengths in the upper right corner of Table VIII 

are expected to be the least reliable. Two qualitative observations 

can be made by considering the numbers in this table. Firstly, for 

v*y' 
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all bands except the S-^ one such that v^v", *.__+> ^HP^'^, where 

q and f denote relative Pranck-Condon factor and relative oscillator 

strength respectively. The reason for this is that for small R 

values the variation with R for the HF transition aoaent curves is 

not as great as that for the 'experimental* curves and hence the HF 

f values do not deviate as much from the q values as the experimental 
** ^        *****        ** 
f values. Secondly, for all bands such that v,<v", feXvj+* ^HP "^ *** 

For intermediate to large values of R, the theoretical curves slowly 

decrease as a function of R and so do the 'experimental* curves 

because of the procedure used to extrapolate the latter. 

For the first negative system S", „> 2.1 a.u. for v*>v" and 

Rvtv« < 2.1 a.u. for v^v". The f values below the diagonal in 

Table IX reflect the behaviour of the M (R) and M_(R) curves in the x       z 

intermediate to large R region while  the f values above the 

diagonal are influenced considerably by the behaviour of the trans- 

ition moment curves in the small to intermediate R region. The IIP 

M_(R) curve is relatively flat in the RÄ region whereas the MfR) 

curve is approximately linear and varies considerably with R as 

evidenced by the fact that M*(R00)/MZ(R00) = 1.4 where M* is the 

derivative of M with respect to R.  The *experimental* M (R) and 

MZ(R) curves vary «lightly as a function of R with ■'•(RpQj/M (R..) 

* 0.46 and M*(R00)/^iz(R00) « -0.49.  These factors can be used to 

explain two qualitative observations made by considering the 

entries in Table IX. First of all, fHF > ^expt * ^ ior  a11 but 

the weakest bands such that v*>v". Secondly, %p < ^eXp-t ^ ^ 
for 

zu- 
bände with v*<v". The remarkable agreement between the fexx)+ snd 

'q values, especially for the strongest bands, is not to be viewed 

as an indication of the constancy of the 'experimental* transition 
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monents MZ(R) and M2(R), In the region of R00, M^/M^ a? -M^/S^ and 

the variation of MZ(R) with R counterbalances the variation of MZ(R) 

so that the 'experimental* fv«v« values are fortuitously close to 

the relative Pranck-Condon factors qyty«. 

In Tabl» X values of M(R) and M(R), the HF dipole-length and 

dipole-Momentum transition moments respectively, at a single value 

of R «re presented for the IT- I* and 2* — Z* transitions of some 

members of the diatomic 13-electron sequence.  These are used to 

calculate the electronic absorption oscillator strength fe^(R)t 

teli*)    = I Mx(R) «x^J       (27r-V) (21a) 

and - %   U   fD\   M   fO\ f^T*     2f* felW    = 5 MZ(
R) "z^       ^ £ * ^ >• (21b) 

Also presented for comparison are experimental values of the elec- 

tronic oscillator strength fel for the systems where absolute 

measurements have been reported in the literature. These are com- 

puted using 

fexpt * f0(/^00  • ^22J 

Equation (22)  results from assuming that M(R)M(R) is independent of 

R and assigning an 'average* value to the product for the system 

under consideration. 

For the Ng (B-X) system, if f00 and q0Q are calculated using 

the polynomial transition moments given in Table I a value of 

-2 19 3.8 x 10  for fel results from equation (22). Several workers 7 
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BMIiMIHIMiWWBWWWIIBIWWiggy'WW^ 

have reported absolute oscillator strength nieasureaents and an 

unweighted average of the fei values given in references 19d-h 
-2 

equals 3.8 x 10 , in excellent agreement with the i'e^  value deter- 
2 + t 

mined from B Iu lifetime measurements . For the Nj (A-X) system 

the A nu lifetimes of O'Neil and Davidson   lead to fel = 6.4 x 10'J 

24c -3 
whereas those of Hollstein et al.  ' result in fel = 2.9 x 10 , 

25e 
The absolute band strength reported by Kuprianova et al.   for the 

Meinel system corresponds to an electronic oscillator strength of 
-3 

8.4 x 10  and implies even shorter lifetimes for the upper state 
24b 

than those of 0*Neil and Davidson  . In Table X it can be seen 

that the fel values for the CN and CO (A-X) systems are nearly 

the same.  The RP fe^ values are also quite close together but are 

too large by a factor of about 3. 

A few qualitative observations can be made by considering the 
2  2 ♦    2   2 ♦ 

HP transition moments in Table X. Per the TT^- Z    and nr - Z 

systems the molecules and ions are arranged in order of increasing 

ZA~ZB# There is no systematic behaviour in the Mx and Mx values 

2   2 •♦ — for the If.   - i transitions as one goes from Cg (Z.-Z «0) to BeP 

(ZA-ZB
S5)»  The dipole-momentum moment varies considerably more than 

the dipole-length moment as one progresses from one member to the 
2   2 ♦ 

next.  The HP oscillator strengths for the TT^ - £ systems considered 
■•2 2    2 ♦ 

are all of the order of 10* . Por the lfr - I.    systems the CN fe^ 

value is an order of magnitude smaller than that for any of the 

others.  There is a considerable variation in VL  and VL  values as one 

progresses from CN (Z^-Zgsl) to A1H (ZA-Zg=12),  The values increase» 

go through a maximum, and then decrease. 
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TABLE II. NJ (A iru — X2!^) Relative Band Croee Sections 

Y'VJA'TI «▼•yj/Qv'v^ 

20/21 0.78* 0.786b     0.817C 0.98d 

30/31 0.*2 0.369      0.3*5 0.23 

*oAi 0.23 0.227      0.214 0.11 

51/52 0.46 0.508      0.473 0.29 

Determined fron experiaental aeaeureaenta of Stanton and St. 

John (Ref. 15e). 
b — 

Calculated ueing polynomial ^(R) and ^(R) given in Table I 

over entire R range. 

Calculated using polynomial M^CR) and MX(R) given in Table I 

for small to intermediate R values and linear extrapolation 

to sero for large R (see text). 
d - 

Calculated using polynomial MX(R) of Koppe et al. (Ref. 23d). 
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TABLE III. IIJ (B2Z* — X2Z*) Relatire Band Cross Sections 

TWJ/T'T- VT,"/^ •T- 

01/00 0.3*Ä 0.35b 0.343° 0.365d 

02/00 0.08 0.071 0.075 0.082 

03/00 0,01 0.013 0.013 0.015 

11/10   o.6l O.58I 0.615 

12/10 0.78 0.69 0.684 0.789 

13/10 0.37 0.27 0.265 0.316 

iVio 0.08 0.065 0.067 0.081 

20/21 0.13   0,138 0.120 

23/21 O.iU 0.11 0,401 0.471 

2V21 0,2k   0.252 0.306 

Deterained frea experimental aeasureaents of Wallace and Nieholls 

(Ref. I6d). 

Deterained frea experiaental aeasureaents of Stanton and St. 

John (Ref. 15e). 

Calculated using polynomial HB(R) and MX(R) given in Table I. 

Calculated using polynomial MS(R) of Jain and Sahni (Ref. 22c). 
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TABLE IV. Nj (A2iru) Lifetl««8 

T* %,i see) 

0 8.5a .... 8,09c 18.21d 

1 6.8   7.22 16.25 

2 6.3   6.3* 14.26 

3 — 12.23b 5.57 12,54 

4 — 11. *2 4.91 11.06 

5   12.2 4.36 9.81 

a Experinental BeaeureBente of O'Neil and Daridsen (Ref. 24b). 

Experiaental aeaeareaente of Hollstein et al. (Ref. 24c). 

e Calculated using polynoaial ^(R) and J^iR)  given in Table I 

with B«0.880, ¥«10.51 and linear extrapolation to zero for 

large R (see text). 
d 
Calculated using polynomial IIL(R) and 1_(R) given in Table I 

with B«0.587» 8=7.00 and linear extrapolation to zero for 

large R (see text). 
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TABLE V. »2 (
B2

^U) Ll^tUet 

v« TTt(n8eo) 

0 71.5Ä 59.2b            65.0° 65.0d 

1 75.8 58.5               63.8 65.9 

2 70.2                 62.9 67.3 

3 63.5                 62.2 69.3 

* 66.8                 61.8 72.1 

* Experimental meaeureaenta of Jeunehoaae (Ref. 17e). 

Experiaental aeaeureaents of Johnson and Fowler (Ref. 17b). 

0 Caleulatud using polynoaial MZ(R) and HS(R) given in 

Table I. 

Calculated using polynoaial MB(R) of Jain and Sahni 

(Ref. 22e). 

266 



c 
CO 

♦ 
C to 
o H 
u CO 
■p U 
o w 
v <u 
H +> 
0) c 

•H 
0 
> P 
•H C 
-P 
Ü 
to O 

E 
•i 

ü C 
Ü o 
o •H 
'-, P 

1 •H 
0 CO 
0) c 
u CO 
■p (^ 
(H + ' 
CD 
K rH 

CO ^^ P 
•r M •H 
W 43 

Pi i^ 
^ O 

'* H 
K CO 

Ol 3 
■a; P 

IH 
+ CV1 ■H 

55 > 

■H- 

-> 
H 

X 
a 

b0 

1 

rH 

(^ 
o • 
o 

rH 
H 

• 
O 

CTi 
t-- 
CVI 
O 

• 
o 

vo 
OJ 
o • 
o 

vo 
Ol 
o • 
o 

in 
CM 
o 

• 
o 

Ol 
O • 
O 

H 
Ol 
Ol 
O • 
o 

vo 
rH 

• 
o 

Ol 
H 
OJ 
O • 
o 

•1- 

H 

a 

'bC 

i 

OJ 
O • 
o 

H 
LO 
Ol 
o 

• 
o 

vo 
o 
Ol 
o • 
o 

rH 
o • 
o 

(VJ 
00 
rH 
o • 
o 

vo 
rH 
o 
o 

1^ 
rH 
O • 
o 

o 
rH 
o • 
O 

1^ 
CTi 
o 
o • 
o 

a\ 

o • 
o 

OJ 

a 

CVJ 

o • 
o 

m 
vo 

o 
• 

o 

CO 

o • 
o 

1^ 

o • 
o 

00 

o • 
o 

00 

• 
o 

• 
o 

VO 

o • 
o 

Ol 
(^ 
I^V 
o • 
o 

o 
rH 
m 
o • 
o 

44> 

rH 

"x" 
bO 

o 

v 

8 
• 

o 

ex) 
(<-\ 
Ol • 
o 

Ov 
K\ 
Ol 
Ol • 
o 

H 
Ol • 
o 

00 
vo 
H 
Ol 

• 
o 

in 
OJ 
H 

• 
o 

o 
o 
o 
Ol • 
o 

rH • 
O 

vo 
in 
vo 
H • 
o 

o 
t- 

H • 
O 

+- 

rH 

"x 

*" bO 
O 
1^ 

V 

o 
ä 

• 
o 

CO 

Ol • 
o 

9S 
Ol • 
o 

H 
in 
vo 
Ol • 
o 

oo 
1^ 
vo 
Ol • 
o 

rH 

s 
Ol • 
o 

00 

Ol • 
o 

00 
as 
Ol 
Ol • 
o 

oo 
in 
rH 
Ol • 
o 

rH • 
O 

01 

X 

V 

in 
OJ • 
o 

in 

Ol • 
o 

00 

Ol • 
o 

1^ 

Ol • 
o 

vo 
H 
K\ 
Ol • 
o 

Ol 
t~ 
Ol 
Ol • 
o 

5> 
rH 
Ol • 
o 

rH 

CTi 
rH • 
O 

rH 
oo 

rH • 
o 

rH • 
o 

K 
o 
00 • 

in 
00 • 
rH 

in 
CJ\ • 
rH 

8 • 
Ol 

Ol 

rH 
o 
oj 

m 
o 

in 
rH 

• 
Ol 

o 

Ol 

5 
• 

Ol 

o 
VO • 
Ol 

fn 
fl) 
a 
CO 
a 
n 

■H 
£ 
p 

p 
3 
o 
,c 
bll 
3 
o 
1^ 
Ä 
p 

c c 
■o o Ü 
(U •H •rl 
m P p 
3 CD 

S £ 
0) •H •H 
u X X 
CO o o 

U u ,—^ a a • a a 
3 CD CO • 
CD c rH 

o CD 
u P 

10 P •H 
P o XI 
iH 0) h 
ß rH O 
3 <ü 

rH 
O Q) CD 
•H > 3 
B •H P 
o P -( 
P o ■rt 

< «a: > 

267 



c 
CD 

11 Kl 
O H 
u CO 
■p U 
o bO 
0) 0) 
H ■P 
0) C 

•H 
0) 
> ■P 
•H ß 
4J 
Ü £ 
CO O 

E 
•« 

^ C 
o O 
o ■H 
fc ■P | ■H 
a; to 
0) c 
S CO 
•p (^ 
^ ■p 
-4 
K H 

CO ^.«^ +J 
+ .«) ■H 
W & 

CVl U 

T O 

+'3 H 
M CO 

OJ S 
« +^ 

IH 
+ CVJ TH 

SB > 

• 
H 

P 
M 
1- 

s 
8H 

■t- 

CVJ 

N 
a 

ü 

1 

vo 
CVJ 
H • 
O 

H 

H 
• 

O 

H 
t- 
H • 
O 

O 

H 
• 

0 

CD 
ON 
00 
rH 

• 
O 

in 
0 
0 
CVJ • 
0 

00 
CVJ 
CVJ • 
0 

0 
ON 
VO 
CVJ • 
O 

O 
■=*• 

ON 
CVJ 

• 
O 

Si 00 

• 
0 

0 
CVJ 

N 
a 

0 

1 

■=(■ 

rH 
H 
H • 
O 

LO 
CM 
rH 

• 
O 

m 
H 

• 
0 

^- 

• 
0 

1^ 
H 

rH • 
O 

f^N 
rH 
00 
H • 
O 

00 
t- 
0 
CVJ 

• 
0 

00 
in 

• 
0 

VO 

CVl 
• 

0 

H 
ON 

CO 
• 

O 

OJ 

N 

V 
C\J 

1 

CU 
H 

• 
O 

in 

1? 
rH • 
O 

CO 

H • 
O 

H • 
O 

in 
CVJ 
ON 
H 

• 
O 

9 
CVJ • 
0 

00 
H 

CVJ • 
0 

H 
CVl 
^- 
CVJ 

• 
0 

0 

• ON 
CVJ • 
O 

in 
in 

0 • 
0 

N 

V 

rH 
CVJ 
VO 

• 
rH 

• 
rH 

00 
H 

• 
H 

crv 
00 

• 
H 

vo 
8 
in 

• 
0 
in 

• 
H 

in 
rH 
rH 
in 
• 

rH 

in 
0 
rH 
in 

• 
H 

in 
CVJ 
0 
in 

• 
rH 

• 

* 

0 
CVJ 

N 

"M 
O 

V 

■=*■ 

H 

• 
H 

in 
in 
0 
m 
• 

rH 

O 

in 
• 

rH 

H 
H 

in • 
H 

00 

in • 
H 

in 
in 
• 

H 

ON 
in 
VO 
in 
• 

H 

§8 
in 

• 
s 
in 
• 

ON 
ON 
H 

• 
O 

CVJ 

N 

CVJ 

rH 

• 

CVJ VO 
H 
ai 

• 
rH 

ON 
CO 
ON 

■*■ 

• 

vo 
O 

• 
H 

O 
in • 
H 

t«- 
rH 
rH 
in • 

VO 
O 
H 
in 
• 

H 

VO 
CVJ 

• 
H 

O • 
O 

« • 
00 

• 
rH 

in 
ON • 
rH 

8 • 
CVJ 

CVl 
KN 
H 
O • 
CVJ 

• 
CVJ 

in 
rH • 
CVJ 

O 

OJ* OJ 

O 
VO • 
CVJ 

ß o 
iH 
•P 

O u c a 
CO 

ß 
0 
U 

■p 
o 
a) 

a> 
> 

■rl 
■P 
Ü 

c c 
■p 

x o 
u 
Q. 
Q. 
CO 

CO 
■P 
•H 
ja 

o 

CO 

-P 

268 



TABLE VIII.  N+rA2n -yS^   n 
N2^ nu-X V   Relatlve Pranck_Condon pactors 

and Band Oscillator Strengths 

M
M

M
 

•  
  •

   
* 

O
O

O
 

o
o
o

 
o

o
o

 

0.713 
0.591 
0.642 

0.208 
0.170 
0.166 

0.324-1 
0.266-1 
0.227-1 

0.294-2 
0.183-2 
0.177-2 

0.153-3 
0,537-4 
0,761-4 

0.619 
0.715 
0.675 

0.103 
0.128 
0.10C 

0.691 
0.575 
0.612 

0.426 
0.336 
0.336 

0.104 
0.824-1 
0.718-1 

0,129-1 
0.862-2 
0.762-2. 

0.236 
0.336 
0.278 

0.481 
0.598 
0.515 

0.196-1 
0.636-2 
0.197-1 

0.422 
0.356 
0^367 

0.558 
0.429 
0.432 

0.204 
0.158 
0.139 

0.733-1 
0.137 
0.928-1 

0.376 
0.547 
0.436 

0.202 
0.281 
0.212 

0.174 
0.131 
0.168 

0.167 
0.145 
0.142 

0.578 
0,435 
0,441 

0.206-1 
0.528-1 
0.278-1 

0.180 
0.328 
0.224 

0.356 
0.538 
0,405 

O.305-I 
0,607-1 
0.309-1 

0,296 
0,248 
0,281 

0.260-1 
0.257-1 
0.212-4 

0.556-2 
0.199-1 
0.795-2 

0.688-1 
0.166 
0.914-1 

0.258 
0.470 
0.316 

0.237 
0.380 
0.265 

0,530-2 
0.133-2 
0.585-2 

0.311 
0.276 
0.291 

+
RKR qvv"/qoo   (qoo • 0.511). 
•Experimental' f , ./p   (4, , , ,    _T iv»v-/foo    (%) * 1.46 x 10 3 or 

3.28 x 10"-',  see text). 

♦Hartree-Pock fv.v../foo    (f00 I.O65  X   10"2). 
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and Band Oscillator Strengths 

TABLE IX.    NgtB^-X^)   Relative Pranck-Condon Factors 

v* 
0 

1.000* 
1.000* 
1.000 ♦ 

0.409 
0.409 
0.358 

0.111 
0.108 
0.852-1 

0.249-1 
0.233-1 
0.166-1 

0.506-2 
0.455-2 
0.291-2 

0.979-3 
0.797-3 
0.483-3 

0.470 
0.467 
0.534 

0.326 
0.320 
0.335 

0.448 
0.447 
0.399 

0.214 
0.209 
0.167 

O.689-I 
0.648-1 
0.470-1 

0.183-1 
O.I63-I 
0.108-1 

0.769-1 
0.731-1 
0.996-1 

0.628 
0.617 
0.726 

O.663-I 
0.611-1 
0.715-1 

0.346 
0.344 
0.312 

0.265 
0.259 
0.211 

0.116 
0.109 
0.804-1 

0.434-2 
0.362-2 
0.656-2 

0.176 
O.I65 
0.232 

0.637 
0.616 
0.749 

0.177-2 
0.824-3 
0.265-2 

0.224 
0.220 
0.204 

0.267 
0.261 
0.215 

0.159-4 
0.320-5 
0.386-4 

0.118-1 
0.942-2 
0.184-1 

0.269 
0.247 
O.360 

0.597 
0.565 
0.716 

0.871-2 
0.119-1 
0.638-2 

0.127 
0.124 
0.117 

0.764-5 
0.897-5 
0.956-5 

0.173-5 
0.871-5 
0.771-5 

0.186-1 
0.139-1 
0.300-1 

0.346 
0.310 
0.471 

0.559 
0.517 
0.687 

0.273-1 
0.340-1 
0.223-i 

(q00 • 0.645). 

*•Experimental«  fv,„„/fnn    (f 

RKR Qv'v-^OO 

v'v' 00 00 
fHartree-Fock fv.v-/f00    (f00 

« 2.46 x lo"2). 

1.37C x 10_1). 
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TABLE X.  Hartree-Fock electronic transition momerts and 
absorption oscillator strengths for some 13-electron 
systems 

SYSTEM R MX(R) MX(R) AEMX(R) fel(R) fexpt 

c-(A2nu-x
22+) 

2.20 0.3436 0.0230 -0.0021 2.1IX10-2 

2.42 0.3184 0.0195 -O.OO87 1.66xl0~2 

2.50 0.3039 0.0181 -0.0068 1.47X10-2 

N+(A2nu-X
22+) 2.0132 0.2316 0.0408 -O.OO29 2.52x1c"2 2.9xl0"3c 

6.4xl0-3d 

CN(A2ni-X
22+) 2.214 0.2611 0.0231 -O.OOO3 1.6lxl0~2 5.8xl0'3e 

CO+CA^-xV) 2.107 0.2267 0.0292 0.0176 1.77xl0"2 5.6xl0'5e 

BO (A^-X2^) 2.275 0.2627 0.0419 0.0250 2.94xl0"2 

BF+C^-X2^) 2.391 0.1635 0.0529 0.0421 2.31X10"2 

BeP (S^-X2^) 2.512 0.2031 0.0701 0.0583 3.80xl0'2 

ON v'H^-X2^) 2.2i4 0.1284 0.0462 0.0465 I.58XIO-2 

co+(2nr-x
22+) 2.107 0.3212 0.1231 0.1215 1.05X10-1 

BO (2nr-x
22+) 2.275 0.5353 0.1333 0.1687 1.90X10'1 

BP+C^-X2^) 2.391 0.5847 0.1411 0.1434 2.20X10"1 

BeFfA^-X2^) 2.572 0.9759 0.1424 0.1674 3.7IXIO-1 

MgH(A2nr-X
2^)a 

3.259 1.0047 0.0989 O.O987 2.65X10"1 

Aiii+(A2nr~x2z*-f 3.027 0.6606 O.O996 0.0918 1.75xl0~1 

C-(B^-X22+)
b 2.3481 I.875C 0.1795 0.2301 2.24X10"1 

Nj(B2^-X22+)b 2.0132 1.5006 0.1925 0.2164 1.93X10-1 3.8xl0"2f 

a) See I. 
b) Columns 3 to 5 give values of MZ(R), MZ(R) and AEMZ(R) respectively. 
c) Calculated using T measurements of reference f24c)  (see text). 
d) Calculated using T measurements of reference (24b)  (see text). 
e) See reference (27). 
f) Calculated using T measurements of reference (17)(see text). 
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'EXPERIMENT' 
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FIGURE 1.    Ng(A Ily—X2S^)   dlpole-momentum transition moment and 
potential energy curves.    The excited state ü(R)  curves 
are measured relative to the minimum In the ground state 
curves.    For the RKR curves the lower vlbratlonal levels 
are Indicated.    The theoretical M (R)   curves result from 
use of the expressions  -KP^ and AB(x> with Hartree-Fock 
Px- and x-lntegra.ls and with AE determined from the Hartree- 
Fock and RKR U(r()  curves.    The procedure used to obtain 
the   'experimental1   Mx(R)   curves  Is  given In the text. 
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R- 

PiaURE 2. NgfB^—X^S*) dlpole-momentum transition moment and 

potential energy curves. The excited state U(R) curves 

are measured relative to the minimum in the ground state 

curves. For the RKR curves the lower vlbrational levels 

are indicated. The theoretical M„(R) curves result from 

use of the expressions -l<pj> and AB(z> with Hartree-Fock 

p - and z-lntegrals and with AE determined from the Hartree- 
Pock and RKR U(R) curves. The procedure used to obtain 
the 'experimental' M (R) curve Is given in the text. 
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ABSTRACT 

Electronic dipole-momentum and dipole-length transition moment 

curves obtained from the multiconfiguration (MC) wave functions of 
2   2 ♦ Chan and Davidson are presented for the BeH and MgH (A TT—X £ ) 

systems« They are used to discuss the correlation correction to 

the Hartree-Fock (HF) curves previously reported.  The MC transition 

moments and vibrational wave functions derived from both the 

theoretical MC and 'experimental' RKR potential energy curves for 
2 2 + the A TT and X £ states are used to calculate band oscillator 

strengths, A table of band wavelengths and semitheoretical trans- 

ition -probabilities is presented for each system and the predicted 

band spectrum is briefly discussed. 
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I.  INTRODUCTION 

1 2 
In the first two papers *  of this series (hereafter referred 

to as I and II) transition moment calculations using single config- 

uration Hartree-Fock (HP) wave functions were presented for the 

BeH, MgH OH and SH (A-X) and N2 (A-X» B-X) systems.  These results 
3 

and those of Huo for some CH and NH systems indicate that for 

diatomics composed of first and second row atoms HF oscillator 

strengths have order of magnitude accuracy only.  For the cases 

where experimental data is available for comparison, HF f values 

differ from experiment by factors of 2-7.  These observations are 

consistent with the exploratory investigations of LaPaglia using 

relatively crude multiconfiguration (MC) wave functions. He 

found that for Z- L transitions in some first row diatomics the 

correlation correction to the SCF transition moments can have the 

same order of magnitude as the transition moment itself. 

Recently Wolniewicz has reported accurate theoretical dipole- 

length transition moments for the H2 (B-Xi C-X» E,F-B) systems. 

They have been used by Allison and Dalgarno to compute vibrational 

band oscillator strengths and transition probabilities for the 

Lyman and Werner systems.  It has not been possible to calculate 

reliable transition moments for other diatomics due to the lack of 

wave functions that adequately take in to account the effect of 

correlation.  However, this situation is changing and good wave 

functions are becoming available for the ground and excited states 
7 

of first and second row diatomics. A review by Wahl and Das 

summarizes the methods currently in use for calculating wave func- 

tions that go beyond the HF approximation. 
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o 
Chan and Davidson have carried out MC calculations on the 

ground and low-lying excited states of BeH and MgH at several 

values of the internuclear separation R,  The wave functions are 

expanded as a linear combination of configurations composed of 

the occupied and virtual MO's generated in an SCF run for the 

ground state.  For all states, the MO*s describing the inner shell 

electrons are the same in each configuration, i.e., the core is 

•frozen*, and only the valence shell electrons are correlated. 

The configuration coefficients were determined by straightforward 

use of the conventional configuration interaction (CI) procedure. 

In the present paper, the Chan-Davidson wave functions for the 
2 ♦    2 

lowest I and IT states are useo to calculate electronic dipole- 

momentum MX(R) and dipole-length MX(R) transition moment curves 

for the BeH and MgH (A TT—X £ ) systems.  The MC curves are com- 

pared with the HF ones given in I.  The transition moments and 

vibrational wave functions derived from both the theoretical MC 

and 'experimental* RKR potential energy U(R) curves are used to 

calculate band oscillator strengths fv»VM. A table of band wave- 

lengths ^viVH and semitheoretical transition probabilities AV,VM 

is presented for each system and the predicted band spectrum is 

briefly discussed. 

No absolute oscillator strength measurements for the BeH 

(A-X) system appear in the literature.  There are two papers 

dealing with experimental investigations of the strength of the 
o 

MgH (A-X) system,  Schadee7 first gave a value of fQQ Ä 0.008 for 

the 0-0 band oscillator strength that was subsequently revised to 

f-O ** 0»035 by Main et al,  on the basis of a more recent value 
2 + 

of the dissociation energy of the MgH X T.    ground state.  The 
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.... 

latter authors report absolute emission intensity studies of the 

MgH system and place an upper limit of f*vaQ -$ 0.002 on the absorp- 

tion oscillator strength of the Av«0 sequence. 

In Secticn II, the theoretical expressions and computational 

methods used p,r-e briefly reviewed, A more complete description is 

given in I. Numerical results are presented and discussed in 

Section III. 
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II.  THEORY AND COMPUTATIONAL DETAILS 

In the seaielaasleal theory of radiation , the probability 

^»for a spontaneous transition from the upper state P'  to the lower 

state f" of a diatonic system is given byi 

where dEjttnN, Snip« are in atomic units (a.u.) and Ap«»» is in 

sec' . AEpf-» is the transition energy and 0>p,  the degeneracy of 

the upper state. In the dipole approximation, the line strength 

SnipN is equal to the square of the momentum transition moment 

summed over all degenerate components of f* and p"i 

t(3*l^)  is the first order spinless transition density matrix in 

momentum spaces 

«tdfd." x&rt) « HJ?r*(j..t2,...^f?B)fr(?.j21...^)-iJ-!-.   (3) 

The electronic momentum vectors "JL are conjugate to the position 

vectors 1^. and the nuclear momentum vector P^  is conjugate to the 

internuclear axis vector ^. All vectors are measured relative to 

a space-fixed coordinate system. In equation (3) the integration 

is over the spin coordinates of all electrons and over all momentum 

vectors except that of electron 1. For a transition from f" to f" 

the absorption oscillator strength is defined asi 
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2  1   ^T" 

Transformation to a molecule-fixed coordinate system and 

application of the Born-Opponhelmer approximation results In the 
12 

following expression for the oscillator strength t 

A'v'J« ä 2   1   iw" ■tf'vT J^" (5) 
Vv-r SS J^iUVJ' (2-di)fAr)(2S-+l)(2r4l)  ' 

ilf At Tf and j are the quantum numbers for the total and orbital 

electronic angular momentum about the Internuclear axis, vibration, 

and total angular momentum respectively, 2S"+1 Is the spin multi- 

plicity of the lower state, S^,**, Is the Hdnl-London factor, and 

2 

Ä V J 

In (6), the ^jvjCR) are vibration-rotation wave functions and 

Mfl.^wCR) is the electronic dipole-momentum transition momenti 

«rfA-W ' mi  w/^^'R) ^^(?N.R) d?N d8N (7) 

In (7), the ^(r ,R) are electronic wave functions, p" « -iV , 

and the integration is over the spin and space coordinates of all 

electrons. 

Application of the commutator relation between r^, and ^ and 

the Born-Oppenheimer approximation leads to another expression for 

the oscillator strength (see I)t 
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.««».•MW»»»-  •WH«« 

where  -.il'v'J'    i f     . . - i2   (9) 

M^»o«»(R) is the electronic dipole-length transition moment 1 

«WW ■ Wy^.(?NfR)? ^(^.R) d?Nd8N   .    (10) 

If vibration-rotation interaction is neglected and the mixed 

expression for the oscillator strer^th derived from (5) and (8) 

is used, vibrational band oscillator strengths can be defined ast 

y- j-A'V'O A'v^Oj1^ 

fÄv«  .  2 «üfrrA'V'o ^vo' (ID 

Similarly, band transition probabilities are defined ast 

.A'v'O /i'v'0'1//2 

3,3^l *"v-oJ   (2..  u2s„fl) 
0 e ^""CA" 

In the remainder of this paper the labels M^t^CR), M^'^'CR), 
A'v*    A'V* — 
f^,. and AÄ.,vM are replaced by M(R), M(R), fviVH and AvtvH respec- 

tively, and the dependence on the quantum numbers IV' and iT is 

implicitly understood. 

For the IT and 1    states of BeH and MgH the MC wave functions 

have the formi 

yxh) « Ycj^ 
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and 

J 
*(2r) -Z^h (13b) 

where $i is a MO configuration of IT symmetry, <ß a MO configuration 

of Z   synunetry, and Cj, C* are CI coefficients. The x-conponents 

of the transition moments are given byi 

<2TT|xl2r+> »XI^^W (Wa) 
I   J 

I  J 

The MC transition moment calculations differ from the HP computations 

described in I in that each wave function is represented by a linear 

combination of configurations rather than a single configuration and 

hence the moments are given by a double sum of terms involving 

integrals between excited state configurations and ground state 

configurations. The BeH and MgH calculations have been simplified 
p 

by the fact that Chan and Davidson used a single orthonormal set 

of MO's to construct both ^ iT) and f ( Z+) at a given value of R 

and consequently the signed minors of the MO overlap matrix appearing 

in equation (18a) of I are either 0 or ±1. 

The methods used to construct RKR potential energy U(R) curves 

and to compute vibration-rotation wave functions Pvj(R) are 

given in I. Experimental spectroscopic constants were taken from 

13 1^       15 
01sson J for the BeH states and from Guntsch  and Khan  for the 

MgH states. 
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III.  RESULTS AND DISCUSSION 

In Figs, 1 and 2 potential energy U(R) curves for the BeH and 

2      2 ♦ 
MgH A Tf and X £ states are shown. Theoretical curves based on 

the HF energies of Cade and Huo  and on the MC energies reported 
o 

by Chan and Davidson are compared with 'experimental' curves 

obtained by the RKR procedure. The AO basis sets used by the latter 

authors in their MC studies of BeH and MgH lead to total  elec- 

tronic energies that are actually higher than the HF energies for 

both the A and X states. However, as is evident from Figs, 1 and 2, 

the energy difference AE(R) between the A » and X L    states is 

closer to experiment for the MC energies than for the HF energies. 

In Table I spectroscopic constants are presented for the BeH 

and MgH A and X states. The theoretical constants are based on 

AG(v) and Bv values obtained by numerically integrating the one- 

dimensional Schrfldinger equation for nuclear motion using the U(R) 

curves depicted in Figs, 1 and 2. For a given theoretical curve, 

only a small number of points ü(R.) are available and consequently 

the results are dependent on the method used to interpolate and 

extrapolate U(R), especially for the higher vibrational levels. 

For each state ü(R) was represented by a single polynomial in R 

passing through all available points, and only the three lowest 

vibrational levels were used to determine the constants in Table I, 

For the BeH states the MC CJ   and 6Lxe  values are closer to 

experiment than the HF values. It can be seen in Fig, 1 that the 

shapes of the MC curves are quite similar to that of the RKR curves 

resulting in good vibrational constants. The HF curves rise too 

sharply for large R because of the incorrect dissociation of the 
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states in the HF approximation and this behaviour is reflected in 

the poorer CJ   and COLX. values. On the other hand, the HF B values 

are closer to experiment than the MC values. The MC R values are 

larger than the experimental equilibrium separations for both the 

A and X states resulting in Be values that are too small. Fig. 2 

shows that the shapes of the HF and MC potential energy curves for 

2 + 
the MgH X I state are practically the same for intermediate values 

of R and both curves rise too sharply for large R in comparison with 

the RKR curve. The HF and MC <iJe and 6)exe values are similar and 

neither pair is to be preferred. The theoretical R values are too 

large, with the HF equilibrium separation closer to experiment than 

the MC separation.  Consequently the HF Be rotational constant is 

more accurate. For the MgH A iT state, the characteristics (shape 

and position of the minimum) of the RKR potential energy curve are 

better approximated by the MC curve than the HF curve with the re- 

sult that more accurate spectroscopic constants are obtained 

using the former. In summary, the theoretical spectroscopic con- 

stants computed with the Chan-Davidson potential energy curves are 

fairly good in comparison with experiment and are of similar 

quality to the HF values even though, on an absolute scale, the 

MC electronic energies are poorer than the HF energies. 

Tables II and III contain values of the dipole-momentum and 

dipole-length transition moments for the BeH and MgH (A-X) systems 

obtained from expressions (7) and (10) using the Chan-Davidson MC 

wave functions. Also presented are values of the transition 

energy AE(R).  The M^R) and MX(R) curves are plotted in Figs. 3 

and 4 and are labelled MC -i{px) and MC ^x) respectively. For 

exact Born-Oppenheimer electronic wave functions the following 

relationship holds (see l)t 
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-KpP » 4E(x>  . (15) 

The identity is not valid for approximate wave functions and 

AE{x) leads to a different K (R) curve than -i<pv>. The expression 

-i AE" ^p^ can be used for MX(R) provided that Afi is nonzero, i.e., 

provided that the potential curves for the two states do not cross. 

The MC dipole-momentum and dipole-length transition moment curves 

obtained from using the expressions containing AE are plotted in 

Figs, 3 and 4. Also shown are the HF curves reported in !► 

As discussed In I, for BeH and MgH the (A-X) transition is 

dipole forbidden in the united and separated atom limits and conse- 

quently the MX(R) and HgfR) curves should go to sero in the limit of 

small and large R. The HP curves in Figs. 3 and k  give no indication 

of approaching zero for large R, although it should be kept In mind 

that the HF calculations have been performed over a rather limited 

range of R. On the other hand» it can be seen that the MC curves 

appear to be approaching zero for R«0 and Rseo. Thus the MC MX(R) 

and ^(R) curves exhibit the behaviour expected of a transition that 

is forbidden in the united and separated atoms. 

Using the MC curves as the basis for comparison, it is possible 

to obtain the correlation correction to the HF transition moment 

curves t 

HF      MC 
AMX(R) « Mx (R) - Mx (R) (16a) 

_       -HF     -MC 
and 4MX(R) « Mx (R) - Mx (R) , (16b) 
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where MX(R) and MX(R) are calculated using expressions (7) and (10). 

For the BeH and MgH (A-X) systems AM (R) and AM (R) increase mono- 

tonously on going from intermediate to larger values of R. For BeH, 

AM (R) increases from 0,022 a.u. to 0,059 a.u, and AM (R) from 0,113 

a,J, to 0.3^3 a,u. in the interval R « 2,00 a.u. to R « 3,70 a.u. 

For MgK, AM (R) increaseii from 0.009 a.u. to 0.051 a.u. and AM (R) 

from -0.003 a.u. to 0.259 a.u. on going from R « 2.50 a.u. to R a 

^.50 a.u. Thus for both systems AM (R) and AWL(R) vary considerably 

as a function of R. These results are in agreement with the quali- 

tative predictions made in 1 concerning the behaviour of the corre- 

lation correction to the HF transition moments. 
o 

As noted earlier, the A0 basis sets used by Chan and Davidson 

for BeH and MgH were not as flexible as those of Cade and Huo 

with the result that the MC electronic energies are poorer than the 

HF energies. Hence the question arises as to whether the differences 

between the HF and MC transition moment curves in Figs. 3 and 4 are 

indeed due to correlation effects and not to the use of different 
2 

A0 basis sets. The author carried out some SCF runs on the BeH A TT 

2 + 
a.id X £   states using the Chan-Davidson A0 basis set and found that 

the calculated transition moments were quite close to the HF mom- 

ents reported in I. SCF M^R) values of O.O96, 0.097i 0.099, 0,102, 

0,105 a.u, and MX(R) values of 0,838, 0,819, 0,795f 0.776, 0,765 a.u, 

were obtained for R « 2,00, 2,50, 3.00, 3.50 and 4.00 a.u. respec- 

tively. These can be compared with the HF MX(R) values of 0.095f 

0,095, 0,097, 0,101 a.u. and MX(R) values of 0,822, 0,79^»  0,769, 

0,751 a,u, at R « 2,00, 2,^7, 3.00 and 3.70 a,u, respectively in I, 

Thus in the independent particle approximation the AC set used by 
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o 
Chan and Davidson for the BeH (A-X) system is adequate for the 

calculation of the dipole-length and dipole-momentum transition 

moments. This should also be true for the MgH (A-X) system. 

For the transition moments studied in this paper it was found 

that at a given R value a relatively small number of terms contribute 

substantially to the double sums in (l^a) and (14b) while the 

remaining terms are of smaller magnitude and tend to cancel one 

another. For intermediate values of R the term involving the 
2 2—2 

K2C lir configuration in the n  state and the K2C Jf configuration in 
2 f - 

the i.    state dominates the BeH (A-X) MX(R) and MX(R) transition 

moments. This is to be expected because the HF approximation is 

fairly good in the neighborhood of Re for the two states as is 

evident in Fig. 3, On going to larger values of R the K2ff3ö-lir - 
2 2 

K2<r 3^" term increases and is of opposite sign to the K2Ö- Irr - 
2 

Y2ff 3<r term. For R « 5»00 a.u. the two terms have essentially the 

same magnitude and cancel each other. Thus the qualitative behav- 

iour of the MX(R) and M^R) curves in Fig. 3 can be arrived at by 
2 

considering the terms between the ¥2.0 lir and YiZeJfflir configurations 
2 2*2 

of the A IT state and the X Z   K2ff 3«" configuration.    For BeH,  the 
2 2 2 2 sum of the terms between the Itöff lir, K2fl- 2ir, K2tf' 3ir. K2tf 4ir, 

2 2 K2«f3tf']ffand K^OrfZirconfigurations of the A IT state and the KZs j(rt 

KZf2l*rt K2ff25ö', K2ff28<r and K2<riir2 configurations of the X2£* state 

is given in columns four and six in Table II for M and Mv respec- 

tively.    It can be seen that the partial sums are quite close to the 

total sums in columns three and five. 
2 ♦ 2 

For the MgH X £    state the HF configuration KlAff 5* dominates 

the MC wave function at all values of R and accounts for the simi- 
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larity between the HF and MC potential energy curves in Pig, 2, 

2 2 
However, for the A TT state the KlMf 5n configuration is dominant 

2 
while the KIA^ 2TT one is the next most important.    The sum- of the 

KL4ff 5n - MAc 5t and KI<^2ir - KiM2^ contributions to the trans- 

sition moments is of similar magnitude to the HF transtion moments 
2 

for intermediate values of R.    The KIi4«"5ö'5ir - KL4<r 5c term is of 

opposite sign and increases in magnitude on going from intermediate 

to larger values of R.    The qualitative behaviour of the MX(R) and 

MX(R) curves in Fig. 4 can be accounted for by considering the 

KLho 2ir,  KlA^5w and KlAff5o-5it configurations of the A TT stati and 
2  ♦ 2 the X Z    KlAG 5c configuration.    Columns four and six in Table III 

2 2 give partial sums that also include the KL4<r OTT - KlA<r 5<r and 
2 

KlkcSflir  - KL4<r 5ir contributions. It can be seen that the entries 

in columns four and six are quite close to the corresponding entries 

in columns three and five. 

For the BeH and MgH (A-X) systems the small number of config- 

2      2 f 
urations in the A IT and X Z   states that contribute substantially to 

the dipole-length and momentum transition moments sure also important 

on the basis of the magnitude of their coefficients in the config- 

uration expansions of the state wave functions. Hence reliable 

transition moments can be obtained with fairly short multiconfiguration 

expansions for the A and X states especially if the MO's in the 

configurations are optimized in some fashion to better describe the 

state under consideration. 

Electronic dipole-momentum and dipole-length matrix elements 

and Franck-Condon factors, Mvtv„, Mvlv» and qviVH respectively, 

were calculated using vibrational wave functions obtained from the 
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MC and RKR U(R) curves in Pigs, 1 and 2 and the MC -i<iOand <x> 

eux*ves in Figs. 3 and 4* The latter curves were extrapolated to 

zero for small and large R as shown. Band oscillator 

strengths fviv»- tfere determined from the Mytyi. and Myiy.« values 

using expression (11). Tables IV and V give relative Pranck-Condon 

factors qytv«/qoo and oscillator strengths fv»y*/fQQ for  the v'-v" 

(v^v"^" 5) bands of the BeH and MgH (A-X) systems. The theoretical 

values result from the use of the MC U(R) curves while the semi- 

theoretical values are obtained by using the RKR potential energy 

curves. 

For a given band, two factors influence the value of the 

product MyiyMMytyH. First of all, the product will depend on the 

magnitude of the electronic transition moments M(R) and MJ(R) and 

their variation with R. Secondly, the value of MytywM^.y» will be 

affected by the vibrational wave functions used and these depend on 

the shapes and Re values of the U(R) curves for the states under 

consideration. If M(R) and M(R) were constant, the relative osc- 

illator strengths fyiyii/f^Q would equal the relative Pranck-Condon 

factors QytyM/qQQ. A comparison of the semitheoretical fytyw/fQQ 

values with the RKR qyiy"/qoo values gives an indication of the 

effect on the band oscillator strengths of the variation of M(R) 

ai.d M(R) with R. On the other hand, if the semitheoretical fv,v„/ 

fQQ values are compared with the theoretical values we see the 

effect of approximating the RKR U(R) curves by the MC ones. 

2      2 ♦ 
Per the BeH (A-X) system the A TT and X £ potential energy 

curves have nearly identical R values and their shapes in the 

vicinity of the minimum are quite similar as evidenced by the 
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vibrational spectroscopic constants.  Consequently the ground and 

excited state vibrational wave functions are almost orthonormal 

(qviv.. » 1 for v'^v"» qviv« « 0 for v'fV*) and the band oscillator 

strengths are mainly determined ^y the Franck-Condon factors. 

However» for the Av*0 sequence fv.»v.« decreases as v* increases 

because both M (R) and M (R) approach zero for lr*ge R. 

For the MgH (A-X) system the RKR Qyiyw/tloo V»1U6Ö for v'^v" 

are closer to the senitheoretlcal ^»--/^QA values than the 

theoretical fy*r' ^QQ values indicating that for these bands the 

oscillator strengths are influenced more by the U(R) curves than by 

the ÄX(R) and MX(R) curves. The fviv«/foo values for the dv«0 

sequence fall off more rapidly than the qv»VH/qQQ values as v* 

increases due to the variation of M(R) and M(R) with R.  For the 

Av^l sequence we have the unexpected result that the MC qviv"Aioo 

values are closer to the semi theoretical fy»VM/f()Q values than either 

the RKR qv»v"/qoo values or the theoretical fviv«/fQo values.  The 

entries in Tables IV and V indicate that accurate potential energy 

and transition moment curves are required to arrive at reliable 

oscillator strengths for the BeH and MgH (A-X) systems, 

r e semi theoretical fQQ values are 0,1H and 0,188 for the BeH 

and MgH (A-X) systems respectively.  These can be compared with the 

HF fQQ values of 0.201 and 0,250 reported in I. As mentioned in the 

Introduction no absolute oscillator strength measurements have been 

reported in the literature for BeH,  For MgH Main et al,  have 

determined thst ^AVSO'^' 
0«002 on the basis of absolute emission 

intensity measurements of a portion of the flame of a rocked engine. 
o 

Schadee has analysed the 0-0 band absorption in the solar proto- 

sphere and attempted to deduce fnn from an atmospheric model. As 
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pointed out by Main et al.  , Schadee's results indicate that 

f0Q» 0.008 or foo5^ 0»035 depending on the value used for the 
2 4 

dissociation energy of the MgH X£ state.  Thus for MgH there 

appears to be at least an order of magnitude discrepancy between 

the calculated and experimental fgo values. The author believes 

that the use of more accurate wave functions will not change the 

calculated value by more than »50^ and that more precise experi- 

mental measurements are required to resolve this dilemma. 

In Tables VI and VII band wavelengths ^VIVI« and semi theoretical 

transition probabilities AvtVH are presented for the BeH and MgH 

(A-X) systems. This information is useful to spectroscopists 

attempting to obtain the band spectra. In emission the band inten- 

sities lyiyH are proportional to NytAytym/XytyH  where Nv» is the 

population of the excited state vibrational level. For BeH the 

Av*0 sequence will be strongest while the Av«-1 sequence will be 

about two orders of magnitude less intense. All other sequences 

are predicted to have an intensity that is at least three orders 

of magnitude smaller than the Av«0 sequence and will be extremely 

difficult to observe. Experimentally, the 0-0, 1-1, 2-2, 3-3, 

13 
4-4, 0-1, 1-2, 2-3 and 3-4 bands have been observed . For MgH 

the Avs0 sequence is again predicted to be the most intense while 

the Av*-1 and Av«l sequences are about an order of magnitude less 

intense and the Av«-2 sequence another order of magnitude weaker. 

Experimentally, only the 0-0, 1-1, 2-2, 0-1, 1-2, 1-0 and 2-1 
14 

bands have been observed . 
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TABLE I. Theoretical and experimental spectroscopic constants for the 

A2ir and X2I* states of BeH and MgH 

State* ^gCcm"1) «gX^cm"1) B^cm'1) «eCcnT1) Re(bohr) 

,       HP 
BeH (A^IT)      «C 

RKR 

2236 
2058 
2088 

29.3 
40.0 
39.9 

10.673 
9.949 

10.470 

0.255 
0.316 
0.329 

2.495 
2.584 
2.519 

BeH (X^Z*)     MC 
RKR 

2142 
2032 
2059 

28.2 
40.7 
35.5 

10.396 
9.873 
10.308 

0.257 
0.318 
0.300 

2.528 
2.594 
2.538 

9       HP 
MgH (A2^)      MC 

RKR 

1742 
1692 
1598 

22.4 
30.0 
31.9 

6.266 
6.231 
6.178 

0.134 
0.172 
0.188 

3.153 
3.162 
3.175 

2 .      HP 
MgH (X^I*)     MC 

RKR 

1598 
1597 
1497 

21.5 
25.7 
32.4 

5.860 
5.940 
5.818 

0.129 
0.166 
0.167 

3.259 
3.238 
3.271 

*The experimental spectroscopic constants are from Olsson ^ for the 

BeH states and from Guntsch  and Khan1^ for the MgH states. 

295 

.. '.■■ .■,.■■• 



TABLE II. BeH (A2TT—X2Z*) Electronic dipole-momentum and 

dipole-length transition moments and transition 

energy * 

R AE -i<px> t <x> ♦ 
1.00 0.0956 0.069 0.062 0.627 0.686 

1.50 0.0928 0.075 O.O76 0.725 0,772 

2.00 0.0918 0.072 0.077 0.709 0.751 

2.50 0.0924 0.068 0.070 0.655 0.691 

3.00 0.0931 0.061 0.058 0.576 0.621 

3.50 0.0938 0.049 0.042 0,465 0.519 

4.00 0.0942 0.031 0.028 0.311 0.371 

4.50 0.0931 0.012 0.010 0.153 0.230 

5.00 0.0893 0.004 0.001 0.066 0.139 

Entries are in a.u. 

'Contribution to -i^px) arising from terms between the 

2      2      2      2 
KZ9 lHt  K29 211,  K29  31», K2ff 4ff, KZffdaln  and K2«-3«"2ir 

2 2      2 
configurations of the A TT state and the K2ff 3«-, K2f kc, 

2      2 2 2 -f 
Itetf" 5«", K2ff 8<r and K2fflir configurations of the X £ state. 

'Contribution to i'x) arising from terms between the above 

configurations. 
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TABLE III. MgH (A n—X Z ) Electronic dipole-momentum and 

dipole-length transition moments and transition 

energy* 

R AE -i<Px> t <x> t 
1.75 O.0694 0.061 0.066 O.966 0.975 

2.25 0.0813 0.077 0,082 1.019 1.033 

2.75 O.O879 0.081 0,088 0,999 1.013 

3.25 0.0923 0.080 0,086 0,946 0.974 

3.75 0.0953 0.075 0,085 0,875 0.900 

^.25 0.0971 0,06? 0,078 0,782 0.816 

^.75 0.097^ 0,054 0,066 0.695 O.722 

5.25 0.0983 0.040 0,045 0.515 0.482 

Entries are in a.u, 

^Contribution to -i^pP  arising from terms between the 

KL4fl-22Trt KL4«r25Tr, KlAff^TT, KlAr5*5v and KL4tf-5«7ir 
2 2 configurations of the A IT state and the KL4<r 5«" 

2 + 
configuration of the X X state. 

'Contribution to <x^ arising from terms between the above 

configurations. 
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TABLE IV.     BeH (A2ir--X2I*)    Relative Pranck-Condon Factors 

and Band Oscillator Strengths 

1.000* 0.807-3 0.346-5 I 0.158-7 0.115-8 0.168-8 
1.000* 0.253-2 0.675-4 0.597-6 0.218-7 0.261-7 
1.000* 0.441-2 0.128-4 0.262-6 0.515-8 0.810-10 
1.000* 0.735-2 0.116-3 0.234-5 0.800-8 0.292-7  1 

10.810-3 0.998 0.177-2 0.119-4 0.782-7 0.153-8  1 
0.257-2 0.996 0.404-2 i 0.199-3 0.303-5 0.462-7 
0.887-4 0.952 0.989-2 0.406-4 0.105-5 0.484-9 

10.193-3 0.954 0.136-1 0.313-3 0,103-4 0.318-7  1 

10.439-6 0.178-2 0.996 0.294-2 0.302-4 O.253-     1 
0.248-4 0.419-2 0,993 0.461-2 0.389-3 0.925-5 
0.438-5 0.303-3 O.898 0.168-1 0.965-4 0.248-5 
0,518-4 0.435-4 0.906 0,190-1 0.5^9-3 0.276-4  1 

10.146-9 0.137-5 0.298-2 0.993 0.436-2 0.712-4 
0.945-7 0.947-4 0.488-2 0.993 0.435-2 0.62 5-3 
0.593-8 0.183-4 0.745-3 0.835 0.257-1 0.226-3 

10.591-7 0.182-3 0.883-5 0,852 0.238-1 0.779-3  1 

10.235-8 0.139-8 0.357-5 0,445-2 0.990 0.603-2  | 
p.106-6 0.570-7 0.231-3 0,471-2 0.993 0.343-2 
p. 534-8 0.317-7 0,505-4 0.161-2 0.760 0.371-1 
0.120-6 0.314-6 1 0.407-3 0.759-3 0.792      1 0.283-1 | 

0.150-8 0.589-8 0.136-7 0.106-4 0.62y 2 0.986 
0.207-7 0,454-6 0.941-7 0.449-3 0.381-2 0.995 
0.111-8 0.253-7 0.139-6 0.112-3 0.332-2 0.668 
0.207-7 1 

0.494-6 1 0.885-( 0,712-3 0.322-2 0.726 

*Theorctical qviv"/q00    (qoo r 0»999) 
tRKR qv.v-/q00    (q00 

s 0.997) 

^Theoretical fv,v«/f00    (f00 « 0.112) 

*Semitheoretical fviv«/fnn    (fnn s 0.114) v'v 00 00 

298 



TABLE V.    MgH (A2^—X2Z4)    Relative Franck-Condon Factors 

and Band Oscillator Strengths 

v,Nr 
Il.OOO* 0.376-1 0,207-2 0.145-3 0.132-4 0.153-5| 
1.000* 0.546-1 0.405-2 0,396-3 0.529-4 0.114-4 
1.000* O.456-I 0.248-2 0.170-3 0.143-4 0.139-5 
1.000# 0.647-1 0.483-2 0.466-3 0.609-4 0.120-4 

10.398-1 0.924 0.700-1 0.590-2 0,554-3 0.624-41 
0.589-1 0.888 0.984-1 0.115-1 0.169-2 0.337-3 
0.317-1 0.899 0.849-1 0.706-2 0.644-3 0.680-4 
0.^82-1 0.860 0.116 0.137-1 0.197-2 0.387-3 | 

10.667-4 0.785-1 0.853 0.959-1 0.110-1 0.131-2! 
0.209-3 0.116 0.778 0.135 0.221-1 0,450-2 
0.939-6 0.598-1 0.804 0.117 0,132-1 0,151-3 

10.285-4 0.906-1 0.725 0.158 0,263-1 0,525-2 1 

10.630-6 0.164-3 0.115 0.790 0,115 0,170-l! 
0.608-6 O.562-3 0.177 0.662 0,164 0.357-1 
0.137-5 0.417-6 0.831-1 0.717 0,141 0.203-1 

|0.219-5 0.369-4 0.132 0.587 0,190 0.425-1 

0.866-8 0.390-5 0.238-3 0.148 0.734 0.129     1 
0.675-7 0.225-6 0.107-2 0.248 0.535 0.185 
0.124-7 0.699-5 0.259-4 0.101 0.639 0.158 

|0.726-7 O.568-6 0.205-4 0.175 0.444 0.209 

10.129-8 0.230-7 0.136-4 0.247-3 0.178 0.660     1 
0.523-6 0.249-5 0.157-4 0.187-2 0.331 0,400 
0.114-7 0.662-8 0,201-4 0.150-3 0.114 0,567 
0.649-6 0.260-5 1 0.171-5 0.171-5 0.221 0,303 

Theoretical qvtv"/qoo    (qoo "    0»962) 

*RKR qv.v»/q0o    UQO " 0-944) 

♦Theoretical fv,v../f00    (f00 « 0.192) 
#Semitheoretical fviv«/f00    (f00 ■ 0.188). 
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TABLE VI.    BeH (A2Tr—X2^)    Band Transition Probabilities 

and Wavelengths 

0 

1 

2 

3 

k 

5 

0.153*8- 

4990 ♦ 
0.914*5 

5538 
0.115*4 

6193 
0.183*2 

6985 
0.482-1 
7958 

0.132*0 
9m 

0.358*4 
^536 

0.146+8 
4985 

0.171+6 
5509 

0.318*4 
6127 

0.835*2 
6863 

0.202+0 
7748 

0.113*2 
4172 

0.801*2 
4549 

0.139*8 
4982 

0.242*6 
5482 

0.569*4 
6063 

0.231*3 
6744 

0.150*1 
3876 

0.39^*2 
4199 

0.161*3 
^565 

0.131*8 
4981 

0.305*6 
5^57 

0.825+4 
6002 

0.348+1 
3630 

0.782*0 
3912 

0.938*3 
4228 

0.138*5 
4583 

0.122*8 
4982 

0.365*6 
5^33 

0.674*0 
3^25 

0.139*2 
3675 

0.1.16*2 
3952 

0.150+5 
4260 

0.579*5 
4603 

0,111*8 
4986 

Av,v,,  (sec"  ) 

A .. i y n       \ A } 
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TABLE VII.     McH  rA2Tr—Y2r+^     r, 
g    U        X I )    Band Transition Probabilitie! 

and Wavelengths 

0  |Ö72334i* 
'  518? ♦ 

1 

2 

3 

k 

5 

0.129+7 
5604 06^|ü^ri%3l"l0;^ 

0.131+7    0.202*8 
4805 5160 

0.888+3    0.247+7 
4488 4796 

0.236+7 
5553 

0.239+6 
5989 

0.770+2    0.11544 
4221 4493 

0.285+1 
3994 

0.281+2 
3800 

0.198+2 
4237 

0.101+3 
4019 

0.172+8 
5134 

0.360+7 
4788 

0.327+7 
5504 

0.634+3 
4499 

0.141+8 
5108 

0.295+5 
6473 

7855 

0.493+4 
7014 

0.592+2 
4254 

0.479+7 
4780 

0.472+6 
5910 

0.400+7 
5456 

O.8I5+5 
6355 

0.528+2 
^505 

0.108+8 
5083 

0.783+6 
5833 

O.607+7 
4773 

0.446+7 
5409 

0,740+7 
5059 

Aviv*  (sec     ) 

*Av»v"  (A) 
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FIGURE 1. BeH (A2n—X22+) potential energy curves. The excited 

state curves are measured relative to the minimum In 

the ground state curves. For the RKR curves the 

lower vlbratlonal levels are Indicated. 
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FIGURE 2. MgH (A II—X 2+) potential energy curves. The excited 

state curves are measured relative to the minimum In 

the ground state curves. For the RKR curves the lower 

vlbratlonal levels are Indicated. 
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FIGURE 3. BeH (A2R—X22+) dlpole-momentum and dlpole-length 

transition moment curves. 
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FIGURE 4.     MgH (A2n—^X2S+)   dipole-momentum and dlpole-length 
transition moment curves. 
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THE ROLE  OF KINETIC ENERGY IN  THE  FRA NCK-CONDON 

PRINCIPLE;  WITH APPLICATIONS  TO THE  IODINE 

MOLECULE  EMISSION SPECTRUM 

R. S. MULLKEN 
Laboratory of Molecular Structure and Spectra, Department of Physics, 

University of Chicago, Chicago, Illinois 60637, USA 

Recetved 10 August 1970 

It la shown that for electronic states with high vibrational energy the Franck-Condon principle can 
l<-edict high Intensity for spectral emission to continuum states of high kinetic energy. A series of 
diffuse bands In the I2 spectrum Is explained. 

According to the Franck principle, the nu- 
clear positions and momenta (hence kinetic 
energies) tend to remain fixed during an elec- 
tronic transition in a molecule [1]^. According 
to the quantum mechanical Franck-Condon prin- 
ciple [1] the most probable changes in vibra- 
tional quantum numbers or nuclear energy should 
conform to the Franck principle. Using the 
Born-Oppenheimer approximation, the probabili- 
ty per unit time dp/dt of a transition between an 
upper electronic-state nuclear wave function x' 
and a lower state function x" is then given for a 
diatomic molecule by: 

dt ^"[/^ 1(Ä)x'(Ä)x"(Ä)dfl]z ,      (1) 

where n = 0 or 3 according as the transition is in 
absorption or in emission. Although in general 
the variation of the electronic transition moment 
Qel with R is important, for the moment let us 
assume it constant. Then dp/dt is proportional 
to the square of the FC overlap integral 
/x'(Ä)x"(Ä)dÄ. 

In the usual implementation of the FC princi- 
ple, it is noted that x'(A) and x"(R) are espe- 
cially large for R values near the classical turn- 
ing poll t (for unbound states) or turning points 
(for bound states), so that the FC overlap inte- 
gral is espScially large if x'(R) and x"(ft) overlap 
strongly near such R values. Also, in absorption, 
transition from the state with v' =0 {v = vibra- 
tional quantum number) are especially strong to 

t For a review of the Franck-Condon principle, see 
ref. (2). 

an upper state function having a classical turning 
point near the equilibrium R, Re; of the lower 
electronic state. 

Attention will be concentrated here on the 
emission spectrum of a diatomic molecule in a 
particular discrete vibrational state x' of total 
energy £'. (Generalization to other cases can be 
made readily.) A particular initial rotational 
state may also be assumed, but this feature will 
not be further considered since the results are 
not seriously dependent on it. The energy levels 
of the final nuclear state x" may be discrete 
vibrational levels and/or continuum levels. The 
total transition probability per unit time summed 
over all the final nuclear levels is given by 

dP/dt = CQ2
el7 (2) 

To apply the Franck principle, we first con- 
template the classical vibrations of the molecule 
in its initial state on a potential curve Vix), 
where x = R-Re. For the moment disregarding 
a factor c   and assuming Q|j independent of x, 
the Franck principle says (1) the probability that 
the electronic transition will take place )]as a 
constant value in time, proportional to Qgi, the 
same at all phases of the classical vibration; (ii) 
when the electron does jump, the positions and 
momenta (hence the kinetic energy) of the nuclei 
are momentarily unchanged. In quantum me- 
chanics, of course, item (ii) becomes a state- 
ment of maximum probability and not of certain- 
ty- 

If the electron jump occurs when the nuclei 
are at position x, their kinetic energy is 
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'K{x) =E'- U'{x). According to the Franck prin- 
ciple, K is the same after the electron jump, 
while the total energy becomes E*{x) = U" (x) 
+#(*). Quantum-mechanically, AK = £'-£", so 
that if the jump occurs at *, the semi-classical 
frequency is 

v{x) = [E'-E'ix^/h = [E' - U*W-KWl/h .       (3) 

What we are interested in is ^he spectral density 
dP/dc - the probability per unit frequency inter- 
val. If we accept the Franck principle and its 
probabilistic carry-over to quantum mechanics, 

du 
dPtf d* 
dt d* dp 

C</ 
(dx/dt) (di//d*) (4) 

where dx/dt can be obtained from the classical 
equation for vibration on U'(x), and dv/dx can be 
obtained using eq.(3) withüTfx) obtained classical- 
ly and U"bc) specified or known experimentally. 

Let us consider three model cases, all with 
U'(x) = Ifcr2, and with U'fr) respectively (a) 
zero, (b) repulsive, and (c), attractive. In case 
(a), shown in fig. 1 (where W ■ hv), v varies 
between a maximum value fmax = E'/h corre- 
sponding to the classical turning points x = ±A, 
at which K = 0, and a minimum value i/min 

= E'- iki42 corresponding to AT = 0. Here, with 
x=ABln2nft,/ = (l/2jr) {k/ß)1/2

f ß being the 
reduced mass of the molecule, dx/dt and dv/dx 
are readily obtained. Eq. (4) then leads to 
dP/dv = «o at "max and at "min! integration over 
equal finite intervals of 0.1 {vrnax- "min) near 
these two points gives probabilities which are 
equal and maximal in these two regions, and 
smaller for intervals of equal size in intermediate 
regions (see fig. 2). Similar results are obtained 

^«U. 

Fig. 1. 

Fig. 2. 

in cases (b) and (c), except that now there may be 
three regions of maximum intensity, one around 
"min* the other around two larger frequencies 
which correspond to AC = ±Ai. If U'fc) is replaced 
by a more realistic function than ikx^, all the 
results are qualitatively similar, in particular 
the occurrence of a maximum of intensity around 
" = "min- 

A result which can be seen from fig. 1, and 
which often remains true in cases (b) and (c), and 
in realistic cases, is that vmin is independent of 
E' [see the clashed lino in fig. 1 for an alternative 
£', and the dashed curve for the corresponding 
#(#)]. In realistic cases, vmln may correspond 
to a transition either to a discrete vibrational 
level or to a continuum energy, depending on the 
form of U*(R). Further details will be given in 
another paper [3]. 

The present work grew out of an effort to ex- 
plain the "diffuse bands" in the emission spec- 
trum of the iodine molecule. These are struc- 
tureless symmetrical regions mostly of about 
100 cm*^ width. They can be excited either 
electrically or as part of a fluorescence spectrum 
resulting from absorption of an atomic line or 
lines [4]. Even when excited electrically, the 
spectrum is apparently due mainly to absorption 
of an iodine atomic line or lines [5]. There is 
evidence [6] that the fluorescence spectrum con- 
sists of a primary spectrum which results at low 
pressures from absorption to a highly excited 
vibrational level of the D state of I2, plus a 
secondary spectrum of diffuse bands due to 
emission from other electronic states than the 
D state, reached by collisions. The primary 
fluorescence spectrum consists in a series of 
resonance doublets extending from the exciting 

I However, if P"(ft) is sufficiently steep at x=-A, 
B*(fi) ceases to have a maximum, and there are now 
only two y regions of maximum intensity. The ana- 
logue of ifain of fig. 1 now no longer exists. 
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line towards longer wavelengths, followed by a 
somewhat irregular series of diffuse bands which 
end in a relatively intense set of several regular- 
ly spaced diffuse bands near \3250. This spectrum 
can be explained by an application of the conside- 
rations given above, as follows. 

The D state is one of ion-pair type with large 
fie. perhaps 4.1 A, while the ground state (X) 
has fle = 2.67 A. At R equal to Äe of state D, 
Un(fi) for state X is close to dissociation, and 
fmin corresponds to an energy E" in the con- 
tinuum of state X some distance above dissocia- 
tion, while vxaax corresponds to f = 0 of state X. 
The complete spectrum then consists in the ob- 
served resonance series (from fmax to t^med) 
and a continuum consisting of the observed dif- 
fuse bands (from fmed to ''min) culminating in 
the relatively intense group at \3250, which 
represents umin; cmed corresponds to dissocia- 
tion of state X. The banded structure of the con- 
tinuum is a quantum-mechanical diffraction ef- 
fect (see below). It can be show [6] that the posi- 
tion of vmin is in good agreement with other 
evidence on the energy EQ of the minimum of the 
U{R} curve of state D, to which it is related. 

The striated group near \3250 consists of 
some half dozen peaks and valleys with sinusoi- 
dal intensity variation and a peak spacing or 
"fluctuation interval" of about 224 cm'^ under 
conditions which are believed to correspond to 
excitation by the iodine atom line X 1830.4 
(£' = 54600 cm*1)- Excitation by longer wave- 
length atomic lines gives patterns of smaller 
spacing (165 cm*1 for Hg X2537 excitation) [7], 
but with only a very slight shift in average posi- 
tion. This invariance of fmln is exactly what is 
predicted (see third preceding paragraph). 
Further   as will now be shown, the magnitude of 
the fluctuation interval and its variation with 
exciting wavelength are in excellent agreement 
with theoretical predictions. 

To deal with the striated structure of the con- 
tinuum we must go over to quantum mechanics. 
For simplicity, consider case (a). Quantum- 
mechanically, the intensity at any frequency is 
proportional to the square of J x'(x)\"(x}dx. It is 
clear that major contributions to this integral 
occur in regions of x where the de Broglle wave- 
lengths \ = h/ni of x' and x" are, (i) equal or 
nearly so, (ii), in phase or nearly so (construc- 
tive overlap of x' and x")- Regions where these 
two conditions are not fulfilled make only minor 
or negligible contributions (destructive overlap). 
Condition (i) is fulfilled when the Franck principle 
of equal kinetic energy K for x' and x" is satisfied, 
since \ = h/(2ßK)1/2. This matching of Vs between 

x' and x" can occur at any value of x between +A 
and -A in fig. 1, for- frequencies corresponding 
to transitions from £' to points lying on the curve 
£"(*) =K(x) in fig. 1, but it is especially good 
near x = 0. 

Now consider condition (ii). The phase of the 
X" waves depends on the distance L +x from * to 
the vertical part of V"(x) shown at the left in . 
fig. 1. Now the Franck principle is not exact; 
quantum-mechanically the energy £" can deviate 
somewhat from the locus given by K(x) in fig. 1; 
this locus corresponds only to maximum proba- 
bility. Small variations of E", hence of c, 
permit shifting the phase of the x" waves. Start- 
ing from a v value which gives best matching of 
phases of the x' and x" waves, hence a maximum 
intensity, one can compute how much shift of v 
is needed to produce a phase shift of n/A (zero 
intensity) or of ir/2 (a new peak). Let us call the 
latter shift 6v. This Of is the predicted fluctua- 
tion interval. It is easily shown that 

h {2K/u)1/2 
6v 2ß\{L + x)'   2{L + x) (5) 

In general (case b or c), L is replaced by an 
effective length L*. Note also that in general, 
+ \x\ and -\x\ yield two different values of öu. 
However, we are especially interested in 6u at 
"min» which in case  (a) occurs at JT = 0. Given 
K = EQ + D approximately (D is th» dissociation 
energy of state X), L* can be calculated from 
eq. (5) with L* Instead of L-t-x. If Re of state D 
is 4.1 k, EQ is 42 400 cm-1, and K is E'- EQ 
= 12 200 cm-1 assuming E' = 54600 cm-1. Then 
L* = 1.79 A, which is very reasonable. [L* 
should be somewhat less than the distance from 
the A value (about 2.2 A) at the left hand limb oi 
t/"(Ä) at an energy corresponding to U" + Kto an 
R value slightly greater than Re of state D.] Thus 
the major aspects of the primary fluorescence 
spectrum are in excellent agreement with the 
theoretical predictions. The diffuse bands of the 
secondary fluorescence spectrum can be attri- 
buted to transitions from various secondary ex- 
cited states of ion-pair type to some of the very 
numerous predicted repulsion curves of iodine. 
Details will be given in another paper [6]. 
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Molecular Charge Distributions and Chemical Binding. IV. 
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An interpretation of the I Ming in the second-row diatomic hydrides NaH, MgH, A1H, SiH, PH, SH, and 
HC1 is presented based on he molecular charge distributions and the forces exerted on the nuclei. The total 
density distributions are discussed in relation to "molecular" size and the arbitrary partitioning of the total 
charge between different spatial regions. Density difference maps are employed to compare the Hartree-Fock 
molecular charge distribution with the appropriate Hartree-Fock separated-atom charge densities and also 
the corresponding Hartree-Fock united-atom charge density. In addition, for SiH, PH, SH, and HCI, two- 
center Hartree-Fock molecular charge distributions are compared with extensive one-center charge distribu- 
tions. The molecular orbital charge densities are classified as binding, nonbinding, or antibinding on the 
basis of their partial contributions to the force acting on each nucleus. The orbital forces provide a quantita- 
tive assessment of the relative binding abilities of the orbital charge densities for a given molecule, through 
a complete series of molecules, or between homologous series of molecules. In terms of the total charge 
distributions, the various density difference maps, and the partial forces exerted on the nuclei, a qualitative 
and quantitative comparison is made between the bonding in the first- and second-row hydrides. The bonding 
in NaH is classified as ionic, that in SiH, PH, SH, and HCI as covalent, and for the second row both MgH 
and A1H appear transitional between the limiting classifications of ionic or covalent. Particular attention 
is paid to the role of the large and diffuse JC.£-shell core on A and the increased role of the proton in determin- 
ing the details of the molecular charge distribution in the second-row hydrides. The latter two features ac- 
count for the major differences in AH bonds between the first- and second-row hydride congeners. 

L INTRODUCTION 

The previous members of this series have dealt with 
the first-row homonuclear diatomic molecules,1 the 
first-row diatomic hydrides,* and several members of 
the 12- aud 14-electron isoelectronic series.' These 
studies employed the detailed molecular charge 
distributions and forces acting on the nuclei to interpret 
and discuss chemical bonding. In the present investiga- 
tion, this study is extended to include the hydrides, 
NaH, MgH, A1H, SiH, PH, SH, and HCI. This inter- 
pretive study is complimentary to the enegetic con- 
siderations and the treatment of certain molecular 
properties presented elsewhere for the second-row 
hydrides.4,5 

The additional perspectives the present paper at- 
tempts to explore are: (a) the relationship between 

• Present address: Laboratory of Molecular Structure and 
Spectra, Department of Physics, University of Chicago, Chicago, 
III 60637. 

f Present address; Department of Chemistry, University of 
California, San Diego Campus, La Jolla, Calif. 92037. 

' R. F. W. Bader, W. H. Henneker, and P. E. Cade, J. Chem. 
Phys.46,3341 (1967). 

• R. F. W. Bader, I. Keaveny, and P. E. Cade, I. Chem. Phys. 
47,3381(1967). 

»R. F. W. Bader and A. D. Bandrauk, J. Chem. Phys. 49, 
1653 (1968), Paper III in this series. 

«P. E. Cade and W. M. Hue, j. Chem. Phys. 47, 634 (1967). 
• P. E. Cade and W. M. Huo, "Electronic Structure of Diatomic 

Molecules. VII.B. Certain Expectation Values and Molecular 
Properties for the Ground States of the Second-Row Hydrides 
AH'' (unpublished). 

two entire rows of homologous molecules, and (b) the 
role of an atomidike "core" in chemical bonding. Thus, 
a critical study of the second-row hydrides in parallel 
with the preceding study of the first-row hydrides 
provides an excellent opportunity to examine in some 
detail the changes in the nature of the chemical bonding 
across the row between the two sequences LiH to HF 
versus NaH to HCI. Aspects of the relative internal 
trends between these two homologous series have 
already been discussed in relation to energy considera- 
tions and certain molecular properties, but the com- 
parison can be more fully appreciated in terms of the 
relevant charge distributions themselves instead of a 
single sequence of relative numbers, e.g., the dipole 
moments, which are averages' over the complete charge 
distributions. The second additional aspect involving 
the atomidike "core" centered about the heavy nudeus 
in AH seems to offer an attractive and promising 
approach to relative bonding situations. The atomidike 
(K- or ÄX-shell) "core" has until recently been rda- 
tivdy neglected as an important agent to probe or 
gauge th? details of the dectronic charge distribution 
and chemical bonding. But stimulating new experi- 
mental results of Siegbahn et al.* using the ESCA 
method (which essentially is an x-ray photodectron 
technique) reveal an important new role for the atomic- 
like "core" as "our man in the molecule." The authors 

* K. Siegbahn et al., Nova Acta Reciae Soc. Sd. Upsaliensis 
20,275 (1967), (contains many related  :ferences). 
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believe the "core" will provide a relatively nonpartici- 
pating gauge of the details of the noncore or "valence- 
shell" electronic charge distribution as valuable as, 
and potentially more informative than, for example, 
the quadrupole coupling constants. Except for hydrogen, 
all atoms bring an atomiclike "core" into the molecule, 
but not all have nuclei with quadrupole moments which 
are either known or nonzero. 

The difference between the total molecular density 
distribution and the total density distribution of the 
separated atoms at the same intemuclear distance can 
play a central role in the comparative study of mole- 
cules. This difference density, which would in principle 
be observable if the atoms could be held at the correct 
intemuclear - separation without mutual electrostatic 
disturbance, reflects the rearrangement of the electronic 
charge which accompanies molecular formation. Two 
extreme limiting topological forms can be recognized 
for such difference densities and the words "ionic" and 
"covalent" can be retained to identify these two 
taxonomic categories. The numerous results accumula- 
ting strongly indicate that many systems and/or 
stages fall in between these two guide posts. Thus, 
while the explicit form of the difference density map 
is an interesting basic piece of information, alone it 
provides only part of a basic background which the 
authors fed must undergird the understanding of 
chemical bonding. The single most important concept 
about understanding the nature(s) of chemical bonds 
is that nlative quantities or gauges, relative behavior, 
and relative changes are the fundamental data. In this 
regaid we have tried to concentrate on approximation- 
independent, flexible, and versatile basic quantities to 
examine these comparative properties of molecules, 
i.e., charge densities and electrostatic forces. 

In the first-row hydride?, LiH to HF, there is a 
steady change in the tot J density, the various orbital 
densities and in particular in the difference density 
maps. The latter change from LiH, which is a prototype 
of the "ionic" fo.-m, to BeH, which is a "covalent" or 
transitional type, and then to BH through HF where 
a form polarized in the direction opposite to LiH 
gradually intensifies. The characteristics of the 2a, 3c, 
and I«- molecular orbitals as "binding," "antibinding," 
and "nonbinding" have also been followed across the 
sequence revealing a progressive change of behavior or 
intensity of behavior. In the present paper the parallel 
internal changes in the sequence NaH, MgH, A1H, 
SiH, PH, SH, and HC1 are followed and the binding 
characteristics of the 4<r, Sa, and 2v molecular orbitals 
are compared to their first-row hydrid; congeners. 
There is no abundance of experimental data concerning 
the physical properties of the second-row hydrides, e.g., 
only the dipole moments of SH and HC1 are known,7 

and no major interpretive effort addressed to this group 
of molecules is known to the authors. 

7 A. Carrington, D. H. Levy, and T. A. Miller, J. Chem. Phy«. 
47,3801(1967). 

The molecular charge distributions involved here are 
based on calculations which are alleged to be close 
approximations to the true Hartree-Fock wave- 
functions.4 These results are for the NaH {X 'Z*), 
MgH {X »2+), A1H (A" >^), SiH (* 11,), PH {X *Ir), 
SH {X mi), and HC1 (AT »2+) sUtes at /J,(exptl). For 
this sequence, if,(calc) is only slightly different from 
Ä,(exptl), so that no significant misrepresentation is 
likely to result from using ^.(exptl) and vertical im- 
provements can thus be compared more easily in future 
studies. The second-row hydride wavefunctions were 
obtained using expansion basis sets for the various 
molecular orbitals which; relatively speaking, were not 
quite as extensive as in the case of the first-row hydride 
results. Thus, Cade and Huo4-5 have more carefully 
qualified the second row results; e.g., as shown below, 
the total force on each nucleus is somewhat larger than 
for the first row hydride results, although still small 
and the vector sum of forces departs more from zero. 
A subsequent more exhaustive calculation for HC1 by 
McLean and Ybshimine' has shown that except for 
obtaining a smaller value for the forces and different 
results for certain higher polarizabilities, the representa- 
tion of HC1 by Cade and Huo is satisfactory (to 
Hartree-Fock approximation). The results prefsnted 
below show no evidence of any deterioration of the 
quality of the wavefunctions for the second-row hy- 
drides. 

n. THE MOLECULAR CHARGE DENSITY: TOTAL» 
PARTIAL, AND CERTAIN DIFFERENCE 

DENSITIES 

A. The Total and Orbital Molecular Charge Density 
The total molecular charge density distributions for 

NaH—»HC1 are shown in Fig. 1 and they display the 
expected one-to-one dose correspondence with the 
first-row hydrides. If the atomiclike "cores" are 
neglected, the second-row hydrides appear as straight- 
forward enlargements of their first-row counterparts.' 
In Table I certain useful properties of the total density 
distribution are given and a comparison between first- 
and second-row quantities is pictured in Fig. 2. 

The first member of the sequence (NaH) once again 
looks atypical compared to the rest of the sequence, but 
a glance at Fig. 3 where the atomiclike KL core and 
the 4o- and 5<r molecular orbitals appear, suggests the 
explanation. Thus the LK core in NaH can be super- 
imposed on the total density distribution to show that 
the relatively steep rise of p{x, y) is principally that of 
the core. The 4<r molecular orbital (which is occupied) 
has little probability density on the nonbonded side of 

»A. D. McLean and M. Yoshimine, T. Chem. Pbys. 47, 3256 
(1967). 

* In comparing Fig. 1 above and Fig. 1 of Ref. 2, it should be 
recognized that while each figure has all internal density contours 
to the same sc+lt of length, the two figures are net to the same scale 
as published. 
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SIH 'n. PH 'I' 

SH 'n, HQI 'r 

FIG. 1. Total molecular charge density contours for the second-row diatomic hydrides in atomic units (1 a.u.—6.749 e/kl). All maps 
are drawn to the same scale of length (1 bohr-0.529172 A). The A nucleus is on the left in this and in all succeeding figures. 
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FIG. 2. Comparison of properties of the total charge densities of the second-row versus the first-row hydrides: (a) The total density 
at the proton; total density for H(U) also shown, (b) Definition of the nonbonded regions around A and H; a'so TA and TH are here 
defined, (c) The total nonbonded charge around A in AH, minus the nonbonded charge around A for the free atom, (d) The total 
nonbonded charge around H; the corresponding quantity for H(U) also shown, (e) The change in rA in AH versus TA for the atom 
(extraneous point o is using Na+ f A) ■ (f) The nonbonded radius, rai the corresponding quantity for S(U) also shown. In Figs, (d), 
(e), and (f) the triangles A or A refer to shifting second-row quantity one or two places to the left. 

Na and the Sa molecular orbital which has a substantial, 
but diffuse probability density on the nonbonded side 
of Na is unoccupied in the ground state of NaH. Thus, 
NaH fits regularly into the sequence, as examination 
of p(x, y) and the probability densities of the 4<r and 
So molecular orbitals iu MgH and AIH indicates. 

The total electron density at the various nuclei, 
p(H) and p(A), is related to the hyperfine splitting 
structure in atoms and diatomic molecules. Thus, the 
absolute value and the trend across and between rows 
of /»(H) provide a relationship between hyperfine 
splitting (if relevant) and the chemical bonding, al- 
though the relationship is not straightforward. The 
change in p(A) for the molecule compared to the free 
atom is very small (e.g., for SH about 1 part in 2500), 
and although PAH(A)</>A(A) in almost all cases, the 

actual numbers may have no significance. The density 
at the proton is much more sensitive to the bonding 
situation as Fig. 2(a) indicates. It is useful to note 
that p(H) is always lower for the second-row hydride 
(the percent decrease ranges from ~5% for the 
LiHrNaH to about 10% for the BH:A1H, CH:SiH, 
and NH:PH pairs). 

The nonbonded charge on A and H and the non- 
bonded radii, TA and ra, are defined in Fig. 2(b) and 
compared within the second-row sequence and between 
the two rows of hydrides in Figs. 2(c), 2(d), 2(e), 
and 2(f). The nonbonded charge is just the charge 
contained in the shaded regions near the A and H 
nuclei and the numerical integration over the pseudo- 
hemispheres is in practice carried out to the 0.002 or 
0.001 contour, but no substantial fraction of an electron 
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TABLF I. Properties of the total density distribution.* 

(D)" (bohr) 
L 

(bohr)' 

Nonbonded radius*1 Nonbonded 
charge" 

Charge density 
at nucleus 

M (atom) 'H AH On A OnH P(H) P(A) 

NaH -6.962 3.566 8.9 2.4 3.2 2.9 5.07 0.79 0.3579 833.399 

MgH -1.516 3.271 10.3 4.4 4.0 2.8 5.84 0.70 0.3905 1092.423 

A1H 0.170 3.114 10.2 4.4 4.1 2.6 6.56 0.69 0.4183 1401.787 

SiH 0.302 2.874 9.4 4,1 4.0 2.5 7.08 0.62 0.4259 1764.332 

PH 0.538 2.708 8.8 3.8 3.8 2.3 7.60 0.54 0.4205 2184.889 

SH 0.861 2.551 8.2 3.6 3.7 2.2 8.10 0.48 0.4077 2666.340 
HC1 1.197 2.4087 7.7 3.3 3.6 2.0 8.53 0.42 0.3966 3214.481 

•Atomic units are employed; 1 bohr«0.52917 Ä-ao, 1 unif of charge 
density ~ «/a o"-6.749 t/k: Except for the dipole moment, p. which is 
given in debyes. 

''The 8e^se of the sign of the dipole moment is ß<0—A*H-, /»>0-» 
A'H*, or the center of negative charge is right or left of the midpoint of 
R. in A-H. 

' The molecular lengths computed from Eq. (2.1), and R, of the second- 
row hydrides are 10.6. 10.1. 9.6. 8.8, and 8.3 bohrs, for MgH, A1H, SiH, 
PH, and SH. respectively. 

"* The nonbonded regions on A and H are as defined on Fig. 2 (b) (the 
shaded regions bounded partly by the 0.002 contour). 

charge is neglected. (The explicit values are given in 
Table I.) In Fig. 2(c) the change in the amount of 
nonbonded charge in the molecule versus the atom A 
is given for internal comparison and the result is 
strikingly similar to the figure given by Cade and Huo10 

for the electric dipole moments. That is, for LiH and 
NaH almost 0.5e^ exactly (which would correspond to 
loss of one electron, e.g., convential ideal "ionic" 
case) has been removed from around A relative to the 
free atom. The BeH and MgH systems are also de- 
ficient in nonbonded charge on A compared to their 
separated atoms. The remainder of the two series 
both evidence a net gain which is n-0.22e~ for the first 
row and ~0.1«r" for the second row. 

The absolute values of the nonbonded charge 
associated with the proton in Fig. 2(d) can be compared 
with the free-hydrogen-atom value of 0.5e~. In both 
rows some hydrides show an increase of the nonbonded 
charge on H, and some show a decrease. Relatively 
large amounts of charge (0.41e~ for LiH, 0.43«"" for 
NaH, and 0.16g- for MgH) have been removed from 
near A, and relatively large amounts of charge 0.2ie~ 
for LiH, 0.29r- for NaH, and 0.20«- for MgH) have 
appeared as nonbonded charge on H. From Fig. 2(c) 
one sees a more or Jess constant increase in the non- 
bonded charge on A for BH-^HF or A1H->HC1 with 
about twice as much increase in the first-row hydrides 
as for second-row hydrides. The nonbonded charge on 
H in AH does not keep pace, however, and for several 
systems (BH for the first row and A1H, SiH, and PH 
from the second row) nonbonded charge is increased 
on both A and H in the hydride as if the bond formation 
spills charge over to both ends of the molecule with 
an acutal decrease in the total bonded charge between 
the two nuclei. This paradox, contrary to canons of 
bonding theory, results from the oversimplified picture 

10 P. E. Cade and W. M. Huo, J. Chem. Phys. 45,1063 (1966). 

and requires a more detailed assessment of the re- 
arrangement of charge upon molecule formation. 

The distance from the A or H nucleus, in a direction 
away from the other nucleus, to the 0.002 charge 
density contour is the definition of rA and rn, re- 
spectively. The total molecular length, £=fA+»'H+Ä., 
also makes use of the arbitrary 0.002 contour in defining 
the molecular "size." While such a choice is completely 
arbitrary, such a contour contains ~95% of the total 
molecular charge, and in several cases where van der 
Waals' radii can be compared, the results are quite 
reasonable.1 This definition is less useful if the charge 
density falls off very slowly with distance or a smaller 
"size" is effective by virtue of violent collisions or strong 
interactions, but the fH and r* quantities are con- 
venient numbers to compare various molecules or 
sequences of molecules. The pronounced contraction in 
rx for LiH and NaH [¥'•%. 2(e) 3 results because the 
valence-shell electron is stripped away leaving an r* 
more characteristic of the "core." Neglecting the LiH 
and NaH members, both sequences show a gradual 
decrease in Ar A and ATH- If in Fig. 2(f) the second-row 
abscissa scale, designating the molecule, is shifted one 
place to the left (as the triangles show), the first- and 
second-row sequences of points are near coincidence. 
Therefore, to good approximation, Arn for the second- 
row hydride is equivalent to ArH for the regular first-row 
congener hydride, minus one. A similar striking associa- 
tion holds for ATA as the triangles of Fig. 2(e) illustrate. 
Thus, if the points for ATA for the second-row hydrides 
are shifted one place to the nght (e.g. MgH—»BH, 
A1H—»CH, • • • SH—»HF), the two sequences of points 
are again nearly coincident; thus Ar A for the second-row 
hydride is approximately given by ATA for the regular 
first-row congener, plus one. These gross morphological 
features suggest that to gauge the changes in certain 
aspects of the total molecular charge distribution for a 
stcond-taw hydride (e.g., SiH) the hydrogen end from 
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Cm*    tm 

Cwt   «IN 

Cm»     m 

m 
Cm»     m 

Cm»    m 

Cm»    HO 

/^r I f^\ 
»0 HM 

4r NO S»   HCI 

FIG. 3. Contour maps of the (l^a'Sa^lir*) "core" densities, the 4<r, and S<r molecuiar orbital densities for the second-row hydrides. 
(N.B. The 5<r molecular orbital is unoccupied in NaH and is included for reference only.) 
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FIG. 4. Contour maps of the 
2r molecular orbitai densities 
for the second-row hydrides. 

2ir   SiH Zw   PH 

Zv   SH 

R(b)  2 

0.4 
CHARGE 
INCREASE 

AROUND H 

0.2- 

I 

V-—•——••■**'* 

0.4 

0.2 

w       LiH   BeH   BH    CH    NH   OH    HF       " 
NoH MgH AIH   SiH    PH    SH    HCI 

Fic. 5. (a) The change in R, and the "core size" for the first- 
row versus the second-row hydrides, (b) The variation of the 
increase of charge around the proton (the (B region of Fig. 6), 
and the intra- and interrow comparisons. 

Zir    HCI 

the first-row congener, minus one (e.g., BH) and the 
change in the heavy atom end from the first-row 
congener, plus one (e.g., NH) may be used. Similarly, 
the molecular "size" of a second-row hydride (e.g., 
SiH) can be estimated from 

I(SiH) =/?.(SiH) +rH(BH) +fA(Si) +ArA(NH). 

(2.1) 

(In Footnote c of Table I, the second-row L values 
calculated in this way are given.) 

We now consider the fA or ATA values, the rn or ATH 
values in concert with the nonbonded charge or change 
in nonbonded charge on A and H as A+H—»AH, i.e., 
the changes in size versus the changes in amount of 
electronic charge. The LiH and NaH members are 
simple to characterize; nonbonded charge on A is 
depleted by almost the classical "ionic" limit of 0.5«- 
and the value of TA drops to near the Li+ or Na+ 

"core" values. This decrease in size, i.e., in fA, and in 
the nonbonded charge on A is accompanied by an 
increase in size, rn, and in nonbonded charge on H 
p.e., in the shaded region of Fig. 2(b)]. 

The five pairs of hydrides [BHrAlH], [CH:SiH], 
[NH:PH], [OHrSHJ, and [HFiHCl], are not as 
simple to understand interrow or intrarow. For these 
subsequences the amount of increase of nonbonded 
charge on A is roughly constant, ~0.2e for the first 
row and ~0.1e for the second row, but the actual size 
as gauged by TA or Ar A increases, remains unchanged 
or decreases. Near the proton, the size and amount of 
nonbonded charge on H steadily decreases and relative 
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FIG. 6. Contour maps of the molecular bond density &PBA(*, y) (molecule at R, minus undistorted separated atoms also at R.) in 
atomic units for the second-row diatomic hydrides. Dotted lines correspond to deficit regions and solid lines denote where charge density 
has increased. 
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to the corresponding Hils) values, a variable behavior 
obtains. These rough indices from the total charge 
distribution suggests that the proton is progressively 
less important in determining the details of the total 
charge distribution in the sequence BH—»CH—►NH—► 
OH—»HF as a tendency towards a polar (A-H+) model 
(opposite to that for LiH or NaH) is evident. It is 
clear from Fig. 2(d) that in the second row the proton 
is relatively more important in determining the details 
of the total charge distribution near the proton. Thus, 
a given second-row hydride A nucleus and KL "core" 
is about as effective in influencing the total charge 
distribution near the proton as is the nucleus and 
K "core" of the first-row congener one to the left. 
In terms of size this seems reasonable [see Fig. 2(f)], 
but in terms of the amount of charge in the shaded 
region near H in Fig. 2(b) this association seems 
inadequate. If the abscissa scale of the second-row 
hydrides is shifted one place to the left in Fig. 2(d) 
(open triangles, A), it is apparent that using the 
first-row congener one to the left would lead to an 
underestimate of the nonbonded charge on H for each 
second-row hydride. But if the abscissa scale goes two 
places to the left (solid triangles, A) in Fig. 2(d), the 
correspondence is again surprisingly good. Apparently, 
then, the influence of the A nucleus and the KL core 
in determining the details of the total molecular charge 
distribution near the proton for a given second-row 
hydride (e.g., PH), is similar in certain respects to the 
first-row congeners, one [CHj and two [Bit] to the 
left. This relatively crude measure plainly indicates 
the generally weakened effect of the larger physical 
core in the second-row hydrides and suggests that in 
certain gross features the first-row congener is less 
important than first-row hydrides to the left of the 
regular congener. 

For consideration of these second-row hydrides 
trapped as impurities in rare gas or other molecular 
crystals, the molecular sizes given in Table I may be 
instructive, especially when compared to the molecular 
sizes of Ne, Ar, Kr, or Nj potential hosts. It is also 
noteworthy that like HF, the HCI molecule is not far 
different from being spherical so that rotation in a 
lattice site in Ar, for example, is possible. The crystal 
structure of HCI has recently been studied by Sandor 
and Farrow11 and apparently hydrogen bonding plays 
a significant part in the crystal. The use of the molecular 
size for HCI is thus not particularly useful, except 
that any -Cl-'-Cl- distance should exceed 2rci (6.6 
bohr or 3.5 Ä from Table I). 

The charge distributions for the (lo^o^Sur2!«-4) core, 
the 4<r and Sir molecular orbitals, and the 2ir molecular 
orbital are given in Figs. 3 and 4. (The 4<r and So- 
molecular orbital densities do not show all of the nodal 
surfaces for practical reasons.) The 4<r and Sv molecular 
orbitals progressively approach 3s<r and ip<r atomic 

" E. S&ndor and R. F. C. Farrow, Nature 213, 171 (1967); 
215,1265 (1967). 

FIG. 7. Profiles of Apaiix, y) in atomic units along the «nter- 
nuclear aids. The abscissa (distance along intemuclear axis) is 
in bohrs with the A nucleus at the origin. 

orbitals on A, respectively, in the sequence MgH—»HCI. 
Although not shown, the 2<r, 3IT, and IT molecular 
orbitals are very little changed from ^he 2s, 2p<r, and 
Ipjr atomic orbitals on A except for small polarization 
effects. The 2T molecular orbital is essentially a 
perturbed 3^ir atomic orbital on A. 

The neonlike KL core decreases regularly in size 
with ZA and from Fig. 3 one can discern no significant 
polarization of the core except very slightly for NaH. 
The latter will be discussed in Sec. Ill and only the 
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relative sizes are considered here in relation to bond 
distances in the second-row hydrides. Two questions 
considered are: "Does the bond distance across a row, 
e.g., LiH—»HF or NaH—»HC1, decrease for the most 
part simply because the "core" decreases?" and "Is 
the relative size of the two cores (KL versus K) the 
major reason for the increase in bond length for second- 
row hydrides relative to their first-row congeners?" In 
Fig. 5(a) the relevant quantities are plotted together 
for both the first- and second-row hydrides, namely, 
R, and the "size" of the K and KL core. The "core" 
is a convenient artifice to consider charge localized very 
near the nuclei from all sources and this is dominated 
by cither la* density in the first-row or the (IMa^Sa*!**) 
density in the second-row hydrides. To speak of the 
"size" of a "core" is to define an arbitrary criterion 
and a number which gauges the effective radius of the 
charge near the nucleus. A plot of the la1 density of 
the first-row hydrides and that of the ten electrons of 
the neonlike core of the second-row hydrides is a very 
compact, sharply pointed quantity which falls to values 
of p{x, y)«0.002 or 0.001 very rapidly with a more 
noticeable tail in the KL shell of NaH to HC1 sequence. 
Therefore, a "size" for the core is a useful quantity 
and we shall employ the radius of the core r, defined by 
the 0.001 contour as the "size." These are the "sizes" 
employed in Fig. 5(a). 

It is strikingly seen in Fig. S(a) that AR, for HC1 
compared to HF, SH compared to OH, PH compared 
to NH, etc., is almost identical to the increase in the 
"size" of the core (so defined) for each pair of mole- 
cules. If another criterion is used to define a core 
"size," both curves for the core "sizes" will move up 
or down, but the correlation shown in Fig. S(a) will 
not change significantly. It thus does appear that the 
greater bond length of the second-row hydrides relative 
to the bond length of the first-row hydrides can be 
ascribed in large part to the increased core "size" in 
the second-row hydrides. (A case could also be made 
on the same grounds that the gradual decrease in bond 
length across both rows is due to the gradual decrease 
in the core "sizes.") 

B. The Molecular Bond Density Maps 

The molecular bond density maps presented in Figs. 
6 and 7 are defined by 

APSA (a, y)=PAB («,>-;&) 

-D>A(«,y)+PB(a;,y)]«-«.,   (2.2) 

and such difference densities are widely appreciated 
as a key characterization of a chemical bond if a 
stable state is involved. The quantity AP8A(*, y) is a 
direct indication of how th > charge density of the two 
atoms separated by R, is rearranged either to obtain 
a state of electrostatic equilibrium and a chemical 
bond or to minimize dominant repulsive forces in a 
purely repulsive interaction. 

It is necessary to consider carefully what is sub- 
tracted from PAB(*) y; -R.) to avoid introducing arti- 
factual changes. It is desirable to use as good a wave- 
function as possible for AB, A, and B and to have some 
idea of the errors in APAB(:V, y) introduced as a result 
of using approximate wavefunctions. Bader and 
Chandra1* have compared PAB(«, y) calculated from 
Hartree-Fock wavefunctions with PAB(«, y) calculated 
using the generalized Hartree-Fock wavefunctions of 
Das and Wahl and Das" for Hj and Lij. The result is 
that "no serious error is introduced when Hartree-Fock 
molecular charge densities are employed« • •." The point 
to be noted is that the slight change in PAB(aHF'(:s, y) — 
PAB^'H*. y) is much less than the changes involved 
in molecular formation from the atoms (e.g., 0.0001 
versus 0.007 for 14). In the difference density maps 
given here, the unpublished wavefunctions of Bagus" 
for the second-row atoms were used, and as for the 
first-iovr hydrides the ML=0 component was employed 
for Na, Mg, Al, P, and Cl and an equal mixture of 
the Afx,=±l components were employed for Si and S 
atoms. 

Such "bond density" maps are also being considered 
experimentally mainly via x-ray crystallography. Al- 
though such efforts will doubtlessly improve in quality 
and a better understanding of the extent and nature 
of false detail or temperature effects will develop 
before quantitative "bond densities" are available, the 
present theoretical APSA maps nicely compliment these 
and other experimental efforts. Brül1* has recently 
given a review of such efforts and a paper by O'Connell, 
Rae, and Maslen" also considers this general problem. 

The bond density maps in Figs. 6 and 7 present a 
striking portrait of the rearrangement of electronic 
charge which accompanies formation of the second-row 
hydrides. There are two major regions where charge 
is accumulated in AH relative to A+H and as for 
the first-row hydrides, these are designated the Q. and 
(B regions [these three-dimensional volumes are bonded 
by the surfaces with ApsAfo y)=0; see Fig. 2(b), 
Ref. 2j. The (B region encloses the proton and for the 
various members NaH—»HC1 has the appearance of a 
doorknob of varying design, but always protracted 
towards the A nucleus. This (B region is the most 
distinctive feature, in size and proximity, associated 
with formation of the A-H bonds. 

The sequence, NaH->HCl, in Figs. 6 and 7 shows a 

"R. F. W. Bader ard A. K. Chandra, Can. I. Chem. 46, 953 
(1968). 

u G. Das and A. C. Wfihl, J. Chem. Phys. 44, 87 (1966): G. 
Das, tm 4«, 1568 (1967). 

14P. Bagus (private communication). These wavefunctions 
were the "skeleton" building blocks for obtaining the second-row 
hydride wavefunctions and have considerable merit of employing 
a smaller and very carefully optimized basis set (with no sacrifice 
in quality) compared to other wavefunctions that are available. 

u R. Brill, in Mid Slate Physics, F. Seitz and D. Tumbull, 
Eds. (Academic Press Inc., New York, 1967), pp. 1-35. 

"A. M. O'Connell, A. I. M. Rae, and E. N. Maslen, Acta 
Cryst. 21, 208 (1966). 
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gradual transition, from NaH where charge has trans- 
ferred from around the Na+ core to around the proton, 
to HC1 in which the region of charge accumulation is 
clearly peaked between the two nuclei and the proton 
is near the edge of this large accumulation. The proton 
is shifted from near the center of the (B region for NaH 
to a region of a sharp gradient in Apaxix, y) for HC1. 
In HC1 the charge has been primarily removed from 
the nonbonded side of the proton and the toruslike 
or doughnut region around the bond axis near A. The 
properties of the HC1 bond density map represent one 
extreme in the series and the steady progression from 
NaH—►HCl goes in unison with the change in sign 
and magnitude of the dipole moment and the electric 
field gradients at the hydrogen nucleus. 

Comparison of Figs. 6 and 7 with the corresponding 
Figs. 3 and 4 for first-row hydrides2 shows a very 
closely parallel behavior, but with some noticeable 
differences. Significant differences are associated with 
the /f-shell versus ÄX-sheU core and valence-shell 2a 
and 3<r molecular orbitals versus the 4<r and S<7 molecular 
orbitals. The amount of charge contained in the (B 
region [Fig. 5(b) 3 is greater for the second-row than 
for the first-row hydrides, except for NaH versus 
LiH and HC1 versus HF. In the latter two cases the 
charge accumulated near the proton is almost the 
same for the two rows. Not only does the amount of 
charge contained in the (B region around the proton 
differ, but the details of the topography of the (B region 
are somewhat different (see especially Fig. 7) for the 
second-row hydrides. The profiles (Fig. 7 versus Fig. 4 
of Ref. 2) of the second-row hydrides do not exhibit 
the sharp peak in <S> near the A nucleus so characteristic 
of the profiles of the first-row hydrides; this comparison 
is most pronounced for HC1 versus HF. This latter, 
apparently sharp difference, can be attributed to the 
larger ratio of "core" size to molecule "size" in the 
second-row hydrides and especially to the accommoda- 
tion of another shell in the second-row 'core" on A. 
Thus the sharp peak just to the right of the A nucleus 
in Fig. 4 of Ref. 2 is aiso present in Fig. 7 (and due mostly 
to the ÜT-shell and inner-lobe differences) but now a new 
feature has been interposed (and due to L-shell and 
further inner-lobe differences) in the second-row hy- 
drides. Alternatively viewed, one might redefine the (B 
region in the second-row hydrides to contain two lobes, 
although the small inner lobe would not be very impor- 
tant in characterizing the A-H bond. A further charac- 
teristic difference is that the (B volume (as defined—not 
with a lobe structure) penetrates much nearer the heavy 
nucleus and accumulates charge more efficiently along 
the bond axis for the first-row hydrides than for the 
second-row hydrides. This again arises because of the 
larger core in the second-row hydrides compared to the 
first-row hydrides and is most evident from the profiles 
but is also striking in the projection (Fig. 6) for BH—► 
OH in which the progressive penetrating extension of the 
(B region towards A is evident. 

The details of the ft region show more relative 
differences between the first- and second-row hydrides. 
This region of charge accumulation as well as the 
toruslike (or doughnut) region of charge decrease about 
the molecular axis are both much less pronounced, 
and are less in absolute magnitude for the second-row 
hydrides. This is consistent with the decreased im- 
portance of removing charge centered on A from 
between the nuclei to reduce electrostatic repulsion and 
is the result of a sizeable buffering "core" localized 
around the A nucleus. Thus those features which 
characterized the ft region for the first-row hydrides 
are present but subdued for the second-row hydrides, 
as less charge is accumulated in the ft region for the 
MgH—»HCl sequence. (Again, a two-lobe structure 
might be introduced to characterize the Q, region for 
the second-row hydrides as contrasted to the first-row 
hydrides.) 

The preceding section suggested that the features on 
the nonbonded [shaded regions in Fig. 2(b)] region 
around A and H for a given second-row hydride (e.g., 
SiH) were more similar to the nonbonded region around 
A for the first-row congener phts one (e.g., NH) and 
to the nonbonded region around H for the fir3t-row 
congeners minus one or two (e.g., BH and BeH), 
respectively. In considering Figs. 6 and 7 and Figs. 3 
and 4 of the first-row hydrides paper,2 this appears 
only roughly to hold. The four numbers, r*. and fn, 
and the nonbonded charge on A and H, mask a con- 
siderable amount to detail and the usefulness of such 
a simple relationship is blunted. 

The NaH molecule exhibits a rather large transfer of 
charge from around the Na nucleus to around the 
proton and also shows a very interesting polarization 
behavior about the Na nucleus. Neglecting certain 
details near the Na nucleus, NaH typifies the char- 
acteristic "ionic" type of molecular bond density and 
very closely parallels LiH17 and LiF. The distinguishing 
features of the "ionic" bonding type are very obvious: 
(i) a clear-cut transfer of charge (l.Oe) from the 
proximity of one nucleus to the other to simulate Na+ 

and H- ions, and (ii) the accompanying mutual 
polarization of the approximate Na+ and H~ parts by 
one another. However, compared to LiH the polariza- 
tion effects on the K--like part are more pronounced, 
and the Na+-like part has a substructure of polariza- 
tion effects. 

The specific pattern of the density difference dia- 
grams around the A nucleus, even in an orbital per- 
spective, is a complicated melange of competing effects. 
The presence of the Sir molecular orbitaJ plays a key 
role in parallel to the behavior of the 3(r orbital in the 
first-row hydrides [the latter shows a more dramatic 
appearance in the Apsxfo y) map for BeH], but 
obviously there are other important factors and all 

17 R. F. Bader and W. H. Henneker, J. Am. Chen. Soc. 88, 
280 (1966). 
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MgH  '1* AIK '2^ 

SiH  % FH  »X" 

SH  «n, HCI   'S* 

FIG. 8. Contour maps of the difference density APOA (*■ y) (molecule-united atom) in atomic units for the second-row hydrides. 

vary across the entire row. Whereas BeH seemed a 
clear-cut example of a transition between the case 
where charge is transferred from A to H and the cases 
where charge is transferred to between the nuclei and 
accumulates behind A, both MgH and A1H appear 
transitional in both the projection and profile maps. 
The distinctive appearance of the d region for MgH 
compared to NaH conincides with the first appearance 
of the 5<r orbital in the series and suggests that the Q, 
region accumulation occurs mainly from So- charge 
density. The deficit right at the A nucleus for MgH 
is out of sequence in size, and, the position of the A 

nucleus is right in the center of the decrease, not left 
of center (as in NaH), or right of center (as in A1H—» 
HCI). Only for MgH (and BeH) does formation of 
the molecule involve such a pronounced new feature 
[e.g., corresponding to what might be called the 
promotion Mg(ÄX3j23/»0)-*Mg(/(:Z,3j3/>)]. Thus the 
charge transferred to around the proton now has strong 
and nearly even competition in polarizing the charge 
near the A nucleus due to the occupied 5<r molecular 
orbital. An oversimplified picture of the situation would 
be to imagine an electron in the MgiKLSs?) atom 
jumping to a 3pff orbital as the hydrogen atom ap- 
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SIH 'IT, 

SH rr HCI T 

FIG. 9. Contour maps of the difference density of a two-center expansion charge density, minus a one-center expansion charge density 
for SiH, PH, SH, and HCI (see Ref. 18). 

proaches and the 3/>r orbital is modified and trans- 
formed into a 5(7 orbital. 

In summary, the second-row hydride bond density 
maps suggest that the binding in NaH is ionic and the 
binding in SiH, PH, SH, and HCI are covalent. This 
latter characterization is based on the indication that 
the charge accumulation between the nuclei is shar'J. 
albeit undemocratically. A more accurate statement, 
paiticularly evident from these second-row results, is 
that the charge in the (B region is shared between the 
proton and the neonlike "core" about the A nucleus. 
In this perspective, although the total electronic charge 
is rearranged so that the forces on the nuclei are zero 
(or parctically, very small), it should also mean that 
the force on the neori';ke ÄX-shell core is near zero. 
The MgH and A1H molecules appear less clearly 
defined in terms of ionic or covalent templates although 
neither seems as transitional as BeH. In comparison 
to the binding acro:s the first-row hydrides, the 
second-row hydrides show a parallel behavior in the 
details of the APSA {x, y) maps and their trends. 

C. Difference Density Maps: United Atom versus AH 
and One-Center versus Two-Center 

Expansion Densities 

The difference density defined by the relation 

APUA(*, y) =PK\\{X, y; Rt) -PVK{X, y; R=0),    (2.3) 

is given in Fig. 8. The united atom nucleus is placed 

at the A nucleus in the subtraction [Eq. (2.3)] and 
for A1H and SiH the lD excited state UA of Si and W 
excited state UA of P, respectively, are used. In detail 
then one can consider the change in the charge distribu- 
tion as the hydride is formed from the united atom—an 
expecially important reference state for hydride mole- 
cules. 

The most pronounced feature in APUA{X, y) of Fig. 
8 is, of course, the accumulation of charge about the 
proton in AH. This parallels the first-row results ana 
again the major features near the proton in A/DUAC*, y) 
do not change much from one hydride to another. The 
comparison of Apuxfa, y) for the second-row hydrides 
with those for the first-row hydrides (Fig. 6, Ref. 2) 
reveals no substantial differences in the charge ac- 
cumulated around the proton. 

The features of APüA(«, y) very near the heavy 
nucleus are more complicated and have to do with the 
decrease in size of corresponding K- and Z,-shell orbitals 
in the UA and the polarizations of the Iff2, la2, ia9, 
and ITT

4
 orbitals in AH discussed above. The outer 

deficit region near A, which finally becomes enclosed 
at HCI, is clearly associated with the valence-shell 
atomic orbitals of the united atom not being suitably 
polarized as in bond formation (e.g., if the charge 
density of Ar in an axial electric field was used and 
compared with HCI, the polarization of this deficit 
region would be reduced). It is interesting to note 
that right on the heavy nucleus there is a big deficit 
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region not easily visible in Fig. 8 surrounded by a low 
wall of accumulation in AH relative to UA. This 
behavior reflects the increase in nuclear charge 
ZA(AH)-»(ZA+1)(UA) and particularly the shifting, 
polarization, and internal competitive rearrangement of 
nodal surfaces in AH versus the related nodal surfaces 
inUA. 

The final set of difference density maps given in 
Fig. 9 is the result of subtractiig for each molecule an 
extensive one-center expansion SCF density from the 
Hartree-Fock density of Cade and Huo> The one- 
center results were obtained explicitly for this com- 
parison to allow a better assessment of the one-center 
density than wavefunctions in the literature would have 
permitted.18 The results in Fig. 9 are intended as a 
gauge of the ability of the one-center expansion to 
achieve the two-center expansion results—a much 
more limited question of mostly practical value. It is 
conceivable that a really Herculean one-center expan- 
sion calculation may remove many of the substantial 
differences in Fig. 9 and in principle in the limit it 
must remove all differences. Hake and Banyard1* have 
discussed the merits and characteristics of one-center 
calculations and Bishop20 has given a lengthy review 
of one-center wavefunctions, but the implications of 
Fig. 9 must also be weighted against any practical 
advantages or energy results obtained. 

The most obvious defect of the one-center result is, 
as expected, the relative inability to place nearly 
enough charge near the proton. If the specific contours 
in Fig. 9 are compared to those in Fig. 1 of the total 
density, it is clear that this error r's substantial. The 
accumulation region ojf the axis near A and the two 
deficit regions around the molecular axis reveal the 
relative incapacity of the one-center expansion to 
effectively place charge between tH nuclei or, more 
accurately, to preferentially place charge along the 
bond axis between the nuclei. Thus, to accumulate 
any charge near the proton (via STF's with high 
quantum numbers, /, perhaps in diffuse orbitals), the 
one-center expansion has to also accumulate extraneous 
charge elsewhere. 

»The calculations for SiH(Jr "II,), PH(* »Z"), SH(Jf «nO, 
ind HCl(jr 'S*) each involved 16 <r-type STF's and eight ir-type 
STF's centered on the heavy nucleus. The two-center basis sets 
of Cade and Huo (Ref. 4) were used with the functions centered 
on the proton replaced by further nd and nf STF's in «• and ir 
symmetry on A. No optimization of orbital exponents was carried 
out and it is apparent that these results are not to Hartree-Fock 
quality, but are substantially better than one-center expansions 
for these molecules available in the literature. Thus, it was felt 
desirable to obtain these wavefunctions topennit a better quality 
assessment of the one-center expansion. Tne energy results were 
-289.2999 (-289.4362), -341.1685 (-341.2932), -397.9889 
(-398.1015), and -460.0077 (-460.1103) hartrees for SiH, 
PH, SH, and HC1, respectively, with the two-center expansion 
results of Cade and Huo (Ret. 2) given in parentheses. These 
one-center wavefunctions are available from P. E. Cade upon 
request. 

u R. B. Hake and K. E. Banyard, J. Chem. Pbys. 45, 3199 
(1966). 

*> D. M. Bishop, Advan. Quantum Chem. 3, 25 (1967). 

m. A COMPARISON OF THE BINDING IN THE 
FIRST- AND SECOND-ROW HYDRIDES 

As explained previously,1,! a measure of the extent to 
which an orbital charge density, ^,2, binds nucleus A 
in a diatomic molecule AB is given by the partial force 
fiA defined by 

fa(R)~B*NiU*{t>) ^ttMdTr    (3.1) 

Each partial force on the A nucleus fa. is numerically 
equal to a point charge qu which, placed at the B 
nucleus, would exeit the same electrostatic force on 
the A nucleus as does the density in the tth molecular 
orbital. (Nota bene the actual force exerted on A by all 
electrons in ^. is Er^fu and not fa.) The terms binding, 
nonbinding, and antibinding are defined with reference 
to the change in the value of/^ as i? is changed from 
oo to lit, i.e., with reference to the change in the equiva- 
lent point charge at the B nucleus effective in binding 
the A nucleus when the molecule is formed from the 
separated atoms. Of equal interest to the binding- 
antibinding character of the orbital densities within 
(intrarow) the second-row hydrides is the comparison 
of the binding in this series of molecules with that 
found for the first-row hydrides (interrow). Specifically, 
how is the binding of the nuclei affected by the increase 
in the number of core electrons from two to ten and 
by the more diffuse character of the valence density 
in the second-row hydrides? 

A. Binding by the Core Density 

In the Hartree-Fock approximation the electronic 
charge density near the A nuclei in the second-row 
hydrides is dominated by the (IgtypSa*!**) molecular 
orbital density. The fact that the core densities, as 
shown in Fig. 3, are nearly spherical and centered on 
the A nuclei with effective radii less than the bond 
length suggests that this group of orbitals be treated 
as a single entity in the discussion of the binding and 
its properties compared with those of the l<r* (^IJA

1
) 

core of the first-row hydrides. A partial force for the 
core density, /«„, may be defined as the sum of the /< 
values for the core orbitals. The charge equivalent of 
the total force exerted on the proton (column 7, 
Table II) by the core density, /»«.H, is in every case 
~l(fe~. Thus,/ooi».H(.R) is unaltered by the formation 
of the molecules, i.e.,/„».HW =/<>OF..H(<»), and the 
core density simply screens an equivalent nuclear 
charge on A from the proton. This density is nonbinding 
for the proton in each case, consistent with its definition 
as a core density. 

The nonzero values of /»«A» however, show that 
the core density exerts a net repulsive or attractive 
force on the A nucleus as a result of the core polariza- 
tion. The signs indicate that the net polarization of the 
core density is directed away from the proton in NaH 
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TABLE II. Analysis of the partial forces for the inner shell, 4<r, Sa, and 2r molecular orbitals. 

Molecular 
orbital(s) AH 

Forces o^ thi : A nucleus Forces on the H nucleus 

Total Atomic Overlap Screening Total Atomic Overlap Screening 

{Un^Wlr*) NaH -0.724 -0.963 0.238 0.001 9.982 0.002 0.030 9.950 

Inner-shell MgH -0.217 -0.332 0.115 0.000 9.998 0.000 0.015 9.983 

"core" A1H 0.171 0.169 0.002 0.000 9.983 0.000 0.002 9.981 

SiH 0.172 0.175 -0.003 0.000 10.006 0.000 0.002 10.004 

PH 0.177 0.179 -0.002 0.000 10.009 0.000 0.001 10.008 

SH 0.181 0.184 -0.003 0.000 10.005 0.000 0.000 10.005 

HC1 0.185 0.191 -0.006 0.000 10.005 0.000 0.000 10.005 

4a NaH 1.791 0.571 -0.133 1.353 1.015 0.526 0.381 0.108 

MgH 1.960 0.624 0.223 1.113 1.783 0.60S. 0.903 0.271 

A1H 1.831 0.629 0.565 0.637 2.370 0.447 1.202 0.721 

SiH 1.567 0.611 0.577 0.379 2.542 0.328 1.135 1.079 

PH 1.270 0.550 0.508 0.212 2.540 0.224 0.941 1.375 

SH 1.033 0.479 0.426 0.128 2.474 0.161 0.767 1.546 

HC1 0.868 0.429 0.357 0.082 2.411 0.119 0.630 1.662 

5a MgH -0.696 -0.699 -0.052 0.055 0.266 0.006 -0.060 0.320 

A1H -1.084 -1.226 -0.311 0.453 0.668 0.170 -0.198 0.696 

SiH -0.877 -1.234 -0.206 0.563 1.011 0.286 0.082 0.643 

PH -0.627 -1.191 0.003 0.561 1.424 0.339 0.428 0.657 

SH -0.435 -1.108 0.162 0.511 1.806 0.376 0.679 0.751 

HC1 -0.304 -1.022 0.270 0.448 2.100 0.378 0.841 0.881 

2r SiH 0.024 0.015 0.009 0.000 0.497 0.000 0.009 0.488 

PH 0.075 0.057 0.018 0.000 1.135 0.000 0.018 1.117 

SH 0.130 0.054 0.073 0.003 1.812 0.002 0.084 1.726 

HC1 0.191 0.065 0.120 0.006 2.549 0.005 0.143 2.401 

and MgH 

(A-H) 

and directed towards the proton 

(A-H) 

in A1H, SiH, PH, SH, and HC1. The core density is, 
therefore, anlibinding for the Na and Mg nuclei and 
slightly binding for the remaining A nuclei. The binding 
of the nuclei by the density in the core orbitals varies 
in an identical manner through the first- and second-row 
hydrides, the l^A-like core of the first-row molecules 
being nonbinding for the proton, anlibinding for the 
Li and Be nuclei, and slightly binding for the remaining 
A nuclei. 

The APSAC^, y) maps, Fig. 6, and particularly the 
profiles of these maps. Fig. 7, illustrate that the detailed 
polarization of the cores is more complex than indicated 

simply by the /»«.A values, which reflect only the net 
polarization effect. Inasmuch as the (lo^ffWl*4) 
density in AH is almost identical21 with the (lJ!!25i!2/>,) 
density in A, it is sensible to speak of the changes 
noted in APSA(X, y) near the A nucleus as arising 
largely from the very slight polarization of the nconlike 
KL shell relative to the free-atom situation. [However, 
it must be remembered that changes in the inner lobes 
of the 4(7*, Scr2, and 2vn MO densities versus the ancestral 
3^, 3^ff2, and 3/>irB AO densities also contribute to the 
APSA(*, y) map near the A nucleus.^ As is seen below, 
a hierarchical structure of polarizations (each giving 
rise to a region of charge accumulation and deficit) 
usually obtains although not resolved. 

The individual/a contributions to/oore>A indicate the 

" The close associations \<r~U, 2a~2s, 3r~2pir, and lr~2pir 
between the inner-shell molecular orbitals in the second-row 
hydrides, AH, and the separated atom A, are clearly evident from 
a close comparison of the' individual orbitals, either directly or 
in terms of the relative Cop coefficients in the wavefunctions. 
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NaH   MgH  AIH    SIH    PH     SH    HCI 

sa.H 

LIH   BtH    BH     CH     NH     OH      HF 

Sff.H 

FIG. 10. Intiarow and interrow comparison of the partial forces on the H nucleus,/,,,^ and the atomic/M.H(HHi, ovetl&p,fm,^kB>, and 
8creening,/w,H(AA> contributions for the first-row hydride» (»-2 and 3) and the second-row hydrides (»•4 and 5). 

presence of two opposing polarizations of the core.12 

Thus, for NaH and MgH the la3, la*, and 1** densities 
exert a repulsive effect on A tending to pull A and H 
apart, but the So* density exerts an attractive force. 
For the remainder of the series, AIH, SiH, PH, SH, 
and HCI, the roles are reversed with the Sa* density 

" A full table of the individual partial forces, /.'X,A and fi\,n, 
for the l<r, 2<r, 3<r, and Ir MO's for each hydride is available from 
the authors upon request. Generally speaking,/a.H':a/*,H<A*,cs 

tin, i.e., all screening part, and /a,*"'/»,*1**', i.e., all atomic 
part, for the l<r, 2<r, 3<r, and Ir core MO's, except for the {U.K 
values which have a dominant overlap part for NaH and MgH. 

now being repulsive and the la*, 1<P, and IT
4
 densities 

attractive. The individual breakdown is associated 
entirely with the axial core (3a*~2^o*) versus spherical 
(lo* and 2<ja~ljs and 2^) and perpendicular (lir*~ 
2]&ir4) core parts in response to accumulation of charge 
along the molecular axis; the spherical and perpendi- 
cular polarizations dominate the axial polarization in 
every case. 

In summary, the transfer of valence density from 
around the Na+-like core to around the proton (as 
shown by the large, diffuse, and outermost charge 
decrease on the nonbonded side of Na and its associated 
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4 OTA 

NaH  MgH  AIH     SIH     PH    SH     HCI -o» 

>* 

zqA 

LIH    B«H   BH     CH     NH     OH     HF 

SOCA 

FIG. 11. Intrarow and interrow comparison of tlie partial forces on the A nucleus,/„.A and the atomi:,/lw,A<AA)
l overlap,/„.A'*1", 

and screening,/„.A""", contributions for the first-row hydrides (»-2 and 3) and the second-row hydrides (»»■4 and 5). 

increase on H)  induces an opposing polarization in    which is opposed by a smaller back-polarization of the 
the 2^ and lfm* densities li* density 

(A-H) 

which in turn is countered by a deeper axial attractive 
polarization of the Ipo1 density 

(A-H), 

(A-H) 

in the immediate vicinity of the Na nucleus. As the 
direction, extent, and loci of the charge transfer com- 
prising tht <B region changes, the response of the core 
changes, as is shown by these three polarizations. 
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In MgH the polarizations are reouced in value from 
those in NaH and are more evenly balanced. Through 
the sequence A1H-»HC1 an increasing amount of charge 
is transferred from H—»A with an increasing axial 
contribution and the directions of the polarizations are 
reversed. Thus at the other extreme, in HC1, the outer- 
most core polarization, that attributed to the 2<r2 and 
IT

4
 densities, is now directed towards the proton in 

response to the transfer of valence density from H to 
behind Cl, the axial polarization is directed away from 
H, and the inner la* polarization is directed towards H. 

While the charge equivalent of the net field exerted 
by the "A nucleus+core" is equal to the number of 
valence electrons on A for both AT-shell and ÄX-shell 
cores, the strength of the "A nucleus+core" electric 
field is reduced in the second-row hydrides because of 
the increased size of the Zi-shell core relative to 
molecular size as compared to that of the /T-shell core. 
As will become apparent in the following discussion 
of the binding, the reduction in the effp^tive field 
which the A nuclei of the second row e ert on the 
valence density is largely responsible for the diflferences 
between the binding of the proton in the first- and 
second-row hydride congeners. 

B. Binding by the Valence Orbital Density 

The comparison of the b'ading of the nuclei by the 
valence-shell roolecular-orbi al density between the two 
series of hydrides is facilitated by Figs. 10 and 11 which 
show the variation in the partial forces (and their 
population contributions) for corresponding valence 
orbi f'ls in the two series. The binding by the valence- 
orbi ' i density is considered below in three main 
parts: (i) the binding of the proton and A nucleus by 
the 2(7 or 4<r density, (ii) the binding of the proton 
and A nucleus by the 3a and So- density, and (iii) the 
rather dormant contribution of the Iw or 2T density. 
Throughout, a comparative perspective of the second- 
row versus the first-row hydrides is sought. 

(i) The 4a density (Fig. 3) is largely localized on 
the proton in NaH, MgH, and A1H, delocalized over 
both nuclei in SiH and PH, and, finally, localized in 
the region of the A nuclei in SH and HC1—a general 
trend similar to but less pronounced than that for the 
la1 density in the first-row hydrides. Comparison of 
the partial force values at R, with the limiting value 
[/<»,H(«>) =/J,.H(

<
») =2.0] indicates that 4(T» and la* 

densities are antibinding for the proton in MgH and 
BeH and binding for the proton in the remaining 
members of both series. A comparison of the atomic, 
overlap, and screening contributions (see Ref. 2 for 
definitions) to fu.n with those for fu.n indicates that 
the 4<r* density distributions exhibit a greater re- 
organization relative to the limiting separated-atom 
spherical charge density centered on A than do the la* 
distributions of the first-row hydrides. (The limiting 

forms are most closely approached by HC1 and HF.) 
In HF the la* density screens 1.95 units of nuclear 
charge on F (i.e., /HHAA

 = 1.95 compared to the limiting 
value of 2.00) and the atomic (/H

HH
) and overlap 

(/H
AH

) contributions are both small in value. In HC1, 
on the other hand, the 4<r* density screens only 1.66 of 
the Cl nuclear charges and the atomic and overlap 
contributions to the force binding the proton are more 
than double those for the 2(7* density in HF. In fact, 
the binding of the proton by the fa3 density in HC1 
measured in terms of fu.v. (and especially its com- 
ponents) resembles more nearly that of the 2<7S density 
for CH or NH. 

The forces exerted on the A nuclei by the Aa* and 
2(7* density distributions (Fig. 11) are binding in every 
case. (The limiting values of the 2(7 and 4(7 partial 
forces on A are unity for LiH and NaH, and zero for 
the remaining molecules in both series.) The greater 
binding by the 4(7* density relative to the la* density 
for each congeneric pair results from an increased 
screening of the proton particularly in A1H—»PH and 
an increase in the overlap contribution from PH—»HC1, 
In the first-row series the 2a1 overlap charge density 
contributes almost equiilly to the force on both the 
proton and the A nucleus (with the exception of the 
ionic case of LiH). In contrast to this, the 4<7 overlap 
component to the force is substantially larger for the 
proton than for the A nucleus—a direct result of the 
large KL core. Its increased size and concomitant 
reduction in the effective field of the A nucleus results 
in the accumulation of the overlap charge density 
relatively nearer to the proton in the second-row than 
in the first-row hydrides. 

(ii) The 5(7 and 3(7 orbital densities are strongly 
antibinding for the A nuclei (Fig. 11). (The limiting 
values, as R—*<*>, of the partial forces on A and H 
for the 5(7 and 3<7 orbitals are unity, i.e., /^.A =f^.H = 
/6»,A=/6».H = 1.0.) Note that/(^.AW and/3,,A(^.) are 
not only less than unity but also less than zero indicating 
that the 5a and ia charge densities exert a net, as 
contrasted to only a relative, repulsive force on the A 
nuclei. This is a result of the large accumulation of 
charge density in the immediate vicinity behind the A 
nucleus so characteristic of the So2 and 3(7* density 
distributions. This is numerically evident from the 
negative values (Table H) for the atomic components 
/«»,A

AA
 and fi,,AAA. Large and negative atomic force 

contributions are characteristic of orbital densities 
which possess a dominant 2^<7 or 3pff component.1,4 

The screening of the nuclear field of the proton from 
the A nuclei (via /i<r.A

HH) is uniformly low and con- 
siderably less than the limiting value of unity for the 
3<72 densities, indicating a substantial charge transfer 
from H—>A in the formation of this orbital density 
for BeH—>HF. In contrast, with the exception of MgH, 
the 5a2 charge density screens approximately one-half 
of the proton charge, indicating a reduced transfer of 
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TABLE III. Total atomic, overlap, and screening contributions for AH. 

Forces on the proton 

AH 2</,.H
(HH> 2|/*.H<AH> S^.^AA) ZA-ZiA,,^ FH« 

NaH 0.528 0.410 10.059 0.941 +0.0002 

M«H 0.615 0.858 10.574 1.426 -0.0043 

A1H 0.617 1.006 11.426 1.574 -0.0050 

SiH 0.614 1.227 12.214 1.786 -0.0067 

PH 0.5-52 1.388 13.156 1.844 -0.0144 

SH 0.540 1.529 14.029 1.971 -0.0151 

HC1 0.502 1.613 

Forces on 

14.949 

the A nuclei 

2.051 -0.0108 

AH tifi.,*» 2,/,,A<AH) VifU™ 2H-S*AA(HH) FA» 

NaH -0.392 0.105 1.354 -0.354 -0.0582 

MgH -0.407 0.286 1.168 -0.168 -0.0451 

A1H -0.430 0.257 1.090 -0.090 +0.1005 

SiH -0.433 0.378 0.942 0.058 +0.1903 

PH -0.406 0.528 0.773 0.227 +0.2204 

SH -0.390 0.659 0.642 0.358 +0.2090 

HC1 -0.337 0.742 0.537 0.463 +0.1833 

•Forces are expressed in atoirfc units, I a.u. —«■/«■I -S.2378X10'* dyn. A positive force is a force of repulsion. 

charge from H—>A in the formation of the second-row 
as compared to the first-row hydrides. The overlap 
contributions show this even more distinctly. 

The Str1 density is antlbinding for the proton in MgH 
and A1H, nonbinding in SiH, and increasing more 
binding as PH->SH-»HC1 (Fig. 10). This trend in 'Ae 
antibinding-binding character of the 5?* density paral- 
lels that for the So* density in the first-row hydrides. 
Charactewstic differences in the component contribu- 
tions should be noted from comparing Table II and 
Table IV of Ref. 2. For example, when compared in 
terms of the extent to which the screening of the nuclear 
charge is changed in molecule formation, i.e., via 
fiA**™, HF tends more towards the "ionic" limit in 
which the screening of one nucleus increases by one 
and the other decreases by one, whereas HC1 is more 
like the "covalent" model in which both nuclei are 
screened to comparable extents1 and screened less in 
the molecule than in the separated atoms. 

The atomic and overlap contributions to the force 
binding the proton are considerably larger for the So* 
density of the second-row hydrides than for the 3o* 
density of the first-row hydrides (Fig. 10)—again the 
increased "core" size in the second-row hydrides 
requires the valence density to accumulate further 
from the A nucleus, The force exerted on the A nuclei 
by the overlap component of the Ja* density in the 

first row is approximately twice that exerted on the 
proton, but the overlap contribution to 5a1 density is 
localized further from the A nuclei and exe.ts a con- 
siderably larger force on the proton than on the A 
nuclei. 

(iii) The binding ot the nuclei by the 2r orbital in 
the sacond-row hydrides is similar to that by the la- 
orbital ir the first-row series. In both series the valence- 
shell pi density is well described as atomiclike 2pirn or 
Spr* («=1, 2, 3, 4) density centered on the A nuclei 
and slightly polarized towards the proton (Fig. 4) .The 
small binding force exerted by the 2T orbitals on the 
A nuclei (because of the polarization of the density) 
is less than that for the Ir orbitals in the first row. The 
wir orbitals are antibinding fur the proton since at R, 
the wir" density does not screen an equivalent munber 
of nuclear charges on A from the proton (the wr" 
density being concentrated perpendicular to the bond 
axes). This antibinding effect is enhanced in the 
second row because of the more diffuse nature of the 
2T" compared to the IT' charge densities of the first-row 
hydrides. 

In summary, the presence of a large and diffuse core 
in the second-row hydrides results in a weakened and 
slowly varying field exerted by the "A nucleus+ÄX- 
shell core." This is less effective in influencing the 
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details of the molecular charge distribution as compared 
to the "A nucleus+iT-shell core" of the first-row 
congener. This is apparent in the differences in chemical 
burling between the two series as determined by the 
forces exe.' ed on the proton and also in the enhanced 
role which the field of the proton plays in determining 
the distribution of charge in the (B region of tue bond 
density maps for the second-row hydrides. For example, 
a comparison of the total charge distributions or the 
bond density maps for HF and HC1 shows that the F 
nucleus with a compact "JT-shell core" exerts the 
dominant field on the charge distribution in HF, 
whereas the Cl nucleus with a "KL-sbdi core" is 
obviously in a more even competition with the field 
of the proton to determine the details of the molecular 
charge distribution in HC1. 

C. Classification of the Binding: Summary 

The manner in which electrostatic equilibrium is 
attained in the molecule may be classified as ionic or 
ccvalent by comparing the values of the total atomic, 
overlap, and screening forces exerted on the nuclei at 
JR. with their limiting values for the separated atoms 
(R—><*>). This comparison isolates changes in the 
original atomic distributions responsible for the binding 
of the nuclei in the molecule. The forces exerted on 
the nuclei and the charge redistribution depicted in 
the AP8A(X, y) maps are complementary characteriza- 
tions of the binding. The three components to the total 
forces on the A and H nuclei at R, are listed in Table 
IXT. For the reference state of the separated atoms the 
atomic and overlap contributions are equal to zero and 
the screening contributions are: 

and 

£/««">( ««)«ZA 

Efo^W-Zu-l. (3.2) 

i.e., the electric field of the electronic charge distribu- 
tion of a neutral atom must exactly cancel the electric 
field of the nucleus as R—* <*>. 

The more dominant role of the proton in deter- 
mining the charge distribution in the second-row 
hydrides is evident in the values of ZA—^/'.H***' 
and ZH—S</<.A<HH) (Table III) which measure the 
extent to which the total screeiing of the nuclear charge 
in the molecule changes relative to the limiting sepa- 
rated-atoms values. The total screening in the molecule 
is often less than ZA or Zu, and so the screening is 
reduced or the nucleus is descreened. The descreeting of 
the A nuclei is larger than that found for their first-row 
counterparts, e.g., the F nucleus in HF is descreened 
by only 0.88*- compared to 2.05^- for Cl in HC1. In 
parallel there is a reduced descreening of the proton 
in the second-row hydrides as compared to the first row. 
The screening contribution 53«/<^(HH) has the effect 

of increas'ng the effective charge at the proton by 
0.3Sr", 0.17e-, and 0.1«-, and exerts a net negative field 
(attraction) at the A nuclei in NaH, MgH, and A1H, 
respectively. 

unlike the first-row hydrides, the overlap density 
exerts a larger force on the proton than on the A nuclei 
in the second row. Thus the binding of the nuclei in 
thi; second-row hydrides, as gauged by the sum of 
atomic, overlap, and screening forces exerted on the 
nuclei, differs considerably from that found in the 
first-row series. In the first row, the descreening of 
the A nuclei and the overlap forces on both A and H 
exhibit a plateau at BH and CH. These two molecules 
are representative of co/alent binding; both nuclei are 
descreened and tie resulting repulsive forces ([which 
would prevail if only 2)i/<,HvAA> and ZA or y^</"<,A(Hri) 

and ZH were contributing]] on the nuclei are balanced 
by large and approximately equal forces exerted by the 
density which is shared between the nuclei, the overlap 
density. In LiH, the binding is ionic and to the right, 
from NH—»HF, the binding becomes more polar, with 
the A nucleus increasingly dominating the charge 
distribution. In the second-row the electrostatic field 
of the A nuclei is not dominant in determining the 
charge distribution and the more pronounced polar 
binding found in OH and HF does not appear. The 
HC1, SH, PH, and SiH molecules (SiH being border- 
line) fulfill the electrostatic requirements of covalent 
binding in the second-row hydrides. However, the 
binding in these molecules differs from that in CH and 
BH of the first row in that the distribution of the 
valence density is dominanted by the field of the 
proton. 

The transitional character of BeH in the first row is 
extended to include both MgH and A1H in the second- 
row hydrides. The binding of the proton in both BeH 
and MgH by the 2a1 and 4«* densities, respectively, is 
ianic in character as is the case for LiH and NaH, but 
this feature is masked in over-all characteristics. The 
total charge distributions do not exhibit this because 
of the presence of the unshared electron in the 3<r 
(BeH) or 5<r(MgH) Orbitals, the charge densities of 
which are concentrated behind the Be and Mg nuclei. 
In view of the dominant role played by the field of 
the proton in determining the nature of the 2o* and 
4o* densities in BeH and MgH and the unshared 
electron in the io and 5a orbital, the attachment of 
another hydrogen atom to form BeH» and MgHj is 
easily understood. Thus, the unshared electron in the 
3<r and 5<r is dominated by the proton of the second 
hydrogen atom and each Be-H and Mg-H bond in 
BeH» and MgHj is very near the ionic limit (e.g., as 
LiH and NaH). The relationship between the binding 
in the second-row versus the first-row diatomic hydrides, 
AH, which centers around the large and diffuse KL- 
shell core and the increased role of the proton in deter- 
mination of the valence density for the iccond-rov 
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systems, suggests promising approaches to under- 
standing the differences between AH« or other poly- 
atomic hydrides for the first-row versus the second-row 
central atoms (e.g., SOU versus CH«, PH» versus NH», 
etc.). 

The contributions to the force on the proton in NaH 
are characteristic of ionic binding. The electric field 
exerted by the atomic charge density on Na effectively 
screens 10.06 of the 11 nuclear charges on Na from the 
proton, resulting in a field characteristic of the Na+-like 
ion. The force of repulsion exerted on the proton by 
the descreened Na nucleus is balanced by an inwards 
polarization (Fig. 6) of the charge density localized on 
the proton. The descreened Na nucleus exerts a re- 
pulsive field of 0.94/jy at the proton, a field which is 
balanced by a force of —0.94/A,* originating in the 
polarization of the charge increase localized around the 
proton.21 The electric fields exerted on the proton by 
the Na nucleus and the atomic density on Na in NaH 
correspond to the point-charge distribution Na^'H-0-* 
close to the ionic limit of Na+1H~l (compare with the 
results» for LiH, Li^'H^» and LiF, li+'F^1)- Since 
the charge distribution on an auion is very diffuse 
while that on a cation is contracted (both relative to 
a neutral system), a molecular charge distribution 
appears to be less ionic when viewed in terms of the 
effective field exerted on the cation (A nucleus) than 
when viewed from the anion (as above). Thus the 
point-charge equivalents of the fields exerted on the 
Li and Na nuclei in LiF, LiH, and NaH are Li-w-'F^-9, 

"The charge density which a population ana'ysis describes 
as an overlap population is actually contained within the charge 
buildup localized on the proton by the zero contour encompassing 
the proton on the APSA (X, y) map for NaH and defined by the 
map as an atomic density on H. Thus, if the charge density and 
its forces are to be partitioned in a manner suggested by the 
AP8A(*I y) maps in tne ionic case (a partitioning which is inde- 
pendent of the orbi.al basis set), the overlap population should 
be added to the atomic population on H and the forces exerted 
by this combined density equated to that of the density localized 
on the proton in the bond density map. 

Li+o.tH-o.^ and Na^^H"«» [but in this case the overlap 
contribution i > included so that the effective charge 
seen by the A nucleus is ZA-]C< (/.A

(AH)
+.AA

(HH)
)]. 

NaH now appears to be less ionic than LiH, a result 
of the more diffuse nature of the charge increase on 
H in NaH compared to LiH. Table II indicates that 
the polarization of the Na core density alone exerts a 
field of +0.96/Ä,* on the Na nucleus, close to the 
limiting ionic value of +!/&' necessary to balance 
the attractive force of —l/R,* resulting from the 
transfer of unit charge to the proton. Further reference 
to Table II shows that the repulsive domic force on 
Na (—0.96) is reduced by a large attractive atomic 
contribution (0.57) from the 4*7* density. The contour 
diagram of the 4a* density of NaH (Fig. 3) indicates 
that this orbital density is localized on the proton, 
but the inner lobe of charge density remaining in the 
immediate vicinity of the Na nucleus is strongly 
polarized towards the proton. This distinctive inner 
lobe of the 4»* density in the immediate region of the 
Na nucleus (and of the Mg nucleus in MgH) is, of 
course, absent in the corresponding la* density of 
LiH. In the latter case the valence density remaining 
in the vicinity of Li is encompassed by a single node 
and the density is polarized away from rather than 
towards the proton. Thus the more diffuse character 
of the charge increase around the proton in NaH and 
its apparently reduced effective electric field compared 
to that found in LiH may be largely explained by the 
differences in the valence density which remains in the 
vicinity of the A nucleus. 
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For self-consistent field calculations by the expansion technique, equations were derived which incorporate 
the optimization of the exponents as well as the coefficients of the Slater-type basis functions. The equations 
were programed for a computer, and the program was tested for snutU atoms. 

I. INTRODUCTION 

In the classical Hartree-Fock procedure for calcu- 
lating atomic wavefunctions, the orbitals are subjected 
to a full functional variation. Roothaan1 has introduced 
an expansion technique for the orbitals in terms of basis 
functions; a recent formulation of this technique has 
been presented by Roothaan and Bagus.' In this formu- 
lation, the variation principle is applied to the expecta- 
tion value of the total energy, and self-consistent field 
(SCF) equations are obtained for the expansion co- 
efficients. 

Ideally, it should be possible to obtain expanded 
orbitals which are indistinguishable from the numerical 
orbitals obtained from the solution of the classical 
Hartree-Fock equations, but the quality of the solution 
obtained will be highly dependent on the basis set 
chosen. It has been shown* that results of excellent 
quality can be obtained with a small set of Slater-type 
basis functions, as long as the basis function exponents 
are optimized carefully. 

Numerous empirical-numerical methods exist for the 

* Research reported in this publication was supported by the 
Advanced Research Projects Agency through the U.S. Army 
Research Office (D), under Contract No. DA-31-124-ARO-D-447, 
and by a grant from the National Science Foundation, NSF 
GP-9284. 

f Submitted in partial fulfillment of the requirements for the 
degree of Doctor of Philosophy, Department of Physics, the 
University of Chicago, Chicago, Til. 

X Present address: Bell Telephone Laboratories, Murray Hill, 
N. J. 07974. 

«C. C. J. Roothaan, Rev. Mod. Phys. 23, 69 (1951). 
' C. C. J. Roothaan and P. S. Bagus, Methods in Computational 

Physics (Academic Press Inc., New York, 1963), Vol. 2, p. 47. 
' P. S. lagus et al. (private communication). 

optimization of the exponents. One such method2 con- 
sists of calculating the energy at different values of one 
or several exponents which are varied, and interpolating 
for the value of the exponent at th» .ninimum. Since a 
complete SCF calculation has to be carried out at each 
point used in the interpolation, this method is inefficient; 
this is especially true when it is necessary to optimize 
two or more exponents simultaneously. Other empirical 
methods4,6 also require numerous complete SCF calcula- 
tions to determine the optimum value of the exponents. 

This paper suggests a new method for optimizing the 
exponents which is more accurate and efficient than any 
method used before. The variation principle is aoplied 
to the total energy expression, and differentiation is 
performed with respect to both coefficients and expo- 
nents. The resulting equations enable us to obtain 
solutions for the coefficients and exponents simulta- 
neously. 

An added benefit of this process is that optimized 
exponents can be obtained with much greater accuracy 
than is otherwise possible. Although these more care- 
fully optimized exponents do not contribute significa tly 
to a lowering of the energy, they often do improve the 
orbitals and make comparison between related systems 
(isoelectronic series) more meaningful. 

H. GENERAL THEORY 

The total electron wavefunction of an atom is con- 
structed from ortbonormal shell functions' which are 

* B. J. Ransil, Rev. Mod. Phys. 32, 239 (1960). 
» Ü. Kaldor, J. Chem. Phys. 49, 6 (1968). 
• J. Hinze and C. C. J. Roothaan, Progr. Theoret. Phys. (Kyoto) 

40,37(1967). 
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expanded in terms of basis functions according to 

PxM-E'RxrWcur (1) 
The symmetry species is defined by X; i labels the 
orbitais which cannot be distinguished by symmetry. 
The basis functions are Slater-type functions given by7 

«*W=IW(2»>*) WJ^)-»' exp(-fx,r). (2) 
where the exponent ft, is a continuous variable and ttx, 
is a fixed integer. 

In order to obtain expanded wavefunctions which are 
indistinguishable from the numerical wavefunctions 
obtained from the solution of the classical Hutree- 
Fock equations, the basis set has to be chosen carefully. 
This can be achieved by optimization of the exponents 
txn combined with some experimentation with the 
choice of *&, and the expansion length in Eq. (1). In 
this paper, we shall present a new formalism where the 
exponent optimization is incorporated into the SCF 
process, and solutions are obtained simultaneously for 
both the expansion coefficients and the basis-function 
exponents. 

The following integrals enter the calculations: the 
overlap, one-electron Hamiltonian, and the two-electron 
interaction integrals, defined by 

drRip(r)Ru(r), (3a) 

+CIX(X+l)r^-Z^']Äx>,(r)Äx,(r)),    (3b) 

/»^...= rdr Td,U,(r,s)Rx,ir) 
Jt      Jt 

XR*{r)Rlr{s)RM(s),   (3c) 

*»„.*.,= Ifdr r«fat/r(r,5)[i?xF(r)J?x,(j) 
*■'•      •'• 

XKtrir)Rm{s) +&,ir)X*(s)Rt,{s)Rmm   (3d) 
where Ä'j^tr)=dRxp{r)/dr, Z is the nuclear charge, and 

f=r-'-,j»,      r>s 
U.{r.*)\ 

[=fr^\      r<s. (4) 

Clearly, the integrals are functions of the exponents. 
Note that the index structure specifies the variables, 
for instance, Sx„ h a function of fx» and fx<- In addition 
to the integrals (3), which suffice for the ordinary 
expansion technique, we shall need for the present 
analysis various differential quotients with respect to 
one or two exponents. For example 

A,-,,...^ /'*• r dsU.iT^KßR^W/dty,] 

  XJ^(f)i^(j)[3ÄP.(j)/^],    (5) 
'This definition of the Slater function is different from the 

customiury (Ref. 2) definition by a factor of r. 

where the prime on the index indicates that a differen- 
tiation has been performed with respect to the exponent 
which is defined by that index (two primes imply a 
second derivative). Since the two-electron interaction 
integrals will always be used in a combination which is 
unique for the state of the atom which is being calcu- 
lated, it is convenient to introduce the following integral 

— X>,t*i,*KxHjn.l*r-tm')> 

where Cu+i., and XM+J,, are coupling coefficients whirl, 
depend on the construction of the configuration state 
function from the Slater determinants. 

The expectation value of the energy can be written 
in terms of the integrals,* namely 

E= jyfxiLcuiiHxH+iZNu'Lc* 
MM ßi r, 

XhiM+jrttidCxi,,     (7) 

where Nu is the occupation number of the shell Xt. The 
orthonormality of the shell functions is expressed by 

IIcx.>S>Ft«i;xit=4«-. (8) 

The SCF equations for the coefficients and the 
exponents are obtained by applying the variation 
principle to Eq. (7). To honor the constraints, Eq. (8), 
Lagrange multipliers «xy are introduced, where (x<>=<Xit 
(we assume them real as well). Because of the trans- 
formation properties of the total wavefunction(s), the 
solution of the SCF equations is not unique. In the case 
of dosed shells for example, solutions can be obtained 
for different linear combinations of the shell functions; 
in this case we choose the canonical form for which the 
off-diagonal Lagrange multipliers vanish. 

Since numerous summations over the basis function 
indices will be necessary, an appropriate matrix nota- 
tion will facilitate the orderly and compact presentation 
of the formalism. Accordingly, we introduce, for each 
Xt, the column vector 

Ccx<l=«ll.> (9) 
Defining 

t «/ n 

X/M^^^-KH.    (10a) 

[fxl- E^x^E^.+E^Ei* 

and 
Xhifu/nbiJcxii,   (10b) 

CSM^EWM,, (11a) 
t 

[■Wl^IkfrSWxH, (lib) 
c 
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TABLE I. SCF results for smstl basis sets. 

He Be Ne 

Present 
results* 

Bagus 
rfa/.o 

Present 
results 

Bagus 
eta/. 

Present 
results 

Bagus 
etal. 

Energy -2.861673 -2.861673 -14.57209 -14.57209 -128.5195 -128.5195 

{■.(15) 

f.(2P) 

2.90624 
1.45296 

2.906 
1.453 

3.38572 
5.7796 
0.974829 

3.386 
5.781 
0.975 

9.35304 
• • • 

12.2236 
2.95212 
4.68319 
2.05352 

9.354 
• - • 

12.23 
2.952 
4.683 
2.053 

Cms 
Cva 
CMJS 

0.18159 
0 84291 

0.18159 
0.84289 

0.87843 
0.1.'339 

-0.00052 

0.87859 
0.13322 

-0.00051 

1.06248 
-0.06678 

0.00437 

1.06232 
-0.06661 

0.00439 

Cl.M 
Ci.ts 
Ci.ta 

-0.21593 
0.00245 
1.02624 

-0.21603 
0.00749 
1.01625 

-0.24539 
-0.02405 

1.03690 

-0.24534 
-0.02408 

1.03688 

CM- 0.36881 
0.71703 

0.36896 
0.71694 

* The present result« are given with all converged significant figures. 
b See Ref. 3. 

the SCF equations can be written as 

y 

U 

(12a) 

(12b) 

Equation (12a) is not written in the ordinary manner, 
namely as a pseudoeigenvalue equation, because the 
second (exponent) equation cannot be written in any 
way resembling that form. Hence, we chose to write 
the equations in a way which maintains a certain 
parallelism between them. From Eq. (8) and Eq. (12a), 
we can easily obtain an explicit expression for the 
Lagrange multipliers in terms of the SCF solution, 
namely 

«X<y=«Xy<=J(CA<
tfxy-fCxytfx<). (13) 

For solving the SCF equations, we formulate a 
method analogous to a multidimensional Newton- 
Raphson scheme. In this method, corrections are com- 
puted from and for approximate solutions. A similar 
scheme has been used to solve the pseudoeigenvalue 
equation for the coefficients, but since the dependence 
of Ihe Fock matrix on the coefficients is implicit, it is 
customary* to make the approximation that the correc- 
tion to the Fock matrix is small enough to be neglected. 
If this process converges, it is justified since a new Fock 
matrix is repeatedly computed in the iterative pro- 
cedure, and when self consistency is achieved, the Fock 
matrix is constructed from coefficients which are the 
true solution. In order to obtain a better convergence, 
Hinze and Roothaan* included the correction to the 
Fock matrix in their formalism. It should be noted that 
since the exponents are implicit, nonlinear variables of 
the integrals, they can only be determined by a Newton- 

Raphson-type scheme, whereas when solving for the 
coefficients only, other schemes could bo employed. 

Experience has shown that for the SCF solution, the 
vectors and exponents of a given symmetry are strongly 
dependent only on the coefficients and exponents of the 
same symmetry, and much less on those of another 
symmetry. This strong coupling within a symmetry ;s 
mainly due to the orthonormality constraints within 
that symmetry. For this reason we simplify the Newton- 
Raphson-type process by solving for the corrections 
approximately, for one symmetry at a time. For the 
ultimate convergence of the solution, we rely upon 
iterating the entire procedure. 

Dropping for the time being the symmetry indices, 
let €<*, {" constitute an approximation to the desired 
solution, and let 6c<, SC be the correction, so that 

c^c/H-SCf (14a) 

(14b) 

We define s/*, tf, etc. in terms of c,-d and (• by the 
obvious analogues of Eqs. (10) and (11). For the 
approximate Lagrange multipliers we adopt 

(IS) 

where 
= 0, €.7=0 

= 1,       «.y^0. (16) 

The quantity A<y is introduced to force a,9 to vanish 
whenever «y vanishes. 

In order to obtain the final equations which will be 
used to solve for Sc< and 6(, we expand all the quantities 
in Eqs. (12) and (13) in terms of the approximations 
and their corrections. The expanded Eq. (13) is then 
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substituted into Eqs. (12) and all terms of second order 
and highers are neglected. The equation 

E(Si,6cy+sV6C) = 0- (17) 

which is obtained from Eq. (8), is used to symmetrize 
the results. The final equations can be written in the 
form 

EMoScy+M'^mi, (18a) 
I 

EM'/ecy+M'^m'. (18b) 
i 

The square matrices M,/, M'i, and M", and the vectors 
m,', and m' are defined by 

»!,■,■=-G.y+fA^Sjm.t+mySi') 

k 

+ Aj* (giy*+ gi»,-f «.jHli) Si ♦],     (19a) 

u 
+^EA.*Cs*(g'.*t+g'*.t)+nit(s'1,

t+s'*.t)],   (19b) 

M"=-G"+iZA*,[:s'*i(g'«Hg't,0 

+ (g'*(+g'«)s'*l
t],   (19c) 

mi^U-Vjtißi, (20a) 

where 

It] n 

+ 2Arx,iV>>Xcxjr/xip.,A,y,c\«—fx.j^M,    (21a) 
r« 

u; r» 

XCiijriOpqlyip'l.Djri-T OgiJMpf ,pjn) Ci,jtJC\il 

+ 2N\i£lNx£,C\jrIuv .Xjr,'Cx,jCXj, 

—2I«xi>Z(5OTi'xy'i+5<„'5xp(')cxy/,    (21b) 
i       < 

[G"x]w=ZArx.Cx.J,E[ä^Ap",+^^xP-,'+E^. 

X /.Cufr(&milxiit',l.uirt~r OoM XIB'I'.Mir») ^lll» Iftll 
ri 

+ 223iVx,Arx/Xip2-CXyr/xip't,Xjrj'Cxi.Cxy? 

— 2Iexi/xi>23(3p,5xp"i+5,i5xp'/')cxj()    (21c) 
•7 < 

and 
glj*=Gij-c*,      go*^ c^Gj», 

g'.^G'.Cy, g'.y^C^GV. (22) 

III. RESULTS AND DISCUSSION 

The equations given in the preceding section were 
programmed for the IBM 7094 computer. The program 
was then tested for small atoms. 

TABLE II. Three calculations of helium with saturated basis sets. 

Iteration 
No. MLS) fi(25) f.(25) Energy 

Case a (divergence) 

1 1.6 2.8 1.88 -2.8126 
2 1.S3 2.39 1.86 -2.86165 
3 1.3S 3.53 1.88 -2.68009 
4 1.38 2.11 1.82 -2.85986 
5 4.80 18.14 8.84 +56.91233 

Case b (convergence to a minimum different from Bagus et al.') 

1 1.9 2.8 1.5 -2.8616753 
2 2.042 2.948 1.595 -2.8615236 
3 2.054 2.974 1.584 -2.8616774 
4 2.116 3.021 1.619 -2.8616728 
5 2.114 3.032 1.615 -2.8616772 
6 1.999 2.760 1.575 -2.8616564 
7 2.001 2.798 1.576 -2.8616789 
8 1.960 2.756 1.557 -2.8616786 
9 1.957 2.756 1.555 -2.8616794 

10 1.886 2.665 1.522 -2.8616727 
11 1.886 2.665 1.522 -2.8616797 

Case c (convergence to minimum near to the one given by 
Bagus et al.*) 

1 1.45 2.64 1.72 -2.8616793 
2 1.4S00 2.6411 1.7233 -2.8616796 
3 1.4520 2.6455 1.7288 -2.8616795 
4 1.4514 2.6437 1.7271 -2.8616796 
5 1.4511 2.6428 1.7261 -2.8616796 
6 1.4516 2.6445 1.7277 -2.8616797 
7 1.4511 2.6431 1.7262 -2.8616795 
8 1.4513 2.6437 1.7269 -2.8616796 
9 1.4517 2.6446 1.7279 -2.8616798 

10 1.4505 2.6412 1.7243 -2.8616795 
11 1.4520 2.6454 1.7289 -2.8616795 
12 1.4521 2.6459 1.7292 -2.8616793 
13 1.4521 2.6456 1.7291 -2.8616795 
14 1.4519 2.6452 1.7285 -2.8616796 

• See Re(. 3. 

For helium, beryllium, and neon, approximated by 
two, three, and five basis functions, respective, y, rapid 
convergence was obtained. Table I shows the results of 
these computations and compares them with results 
given by Bagus et al.' 

In these calculations, the energy converged well 
before the exponents did. In the case of He, for example, 
the energy converged to eight significant figures in three 
iterations, while the exponents required 11 iterations to 
converge to six significant figures. This phenomenon 
implies that a determination of the exponents by a 
numerical interpolation cannot produce wavefunctions 
which are as good as those produced by this method 
since the energy is not sensitive enough. Furthermore, 
a similar phenomenon is known to occur in the calcula- 
tion of the expansion coefficients, since in this case the 
quality of the coefficients is better than the energy can 
reflect. 

When the basis set was enlarged, the calculations 
were not as well behaved as for the smaller sets. Table II 
demonstrates the behavior of three different calcula- 
tions with three different sets of exponents. This table 
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TABLE III. SCF results for large basis sets. 

He Be Ne 

Present 
results» 

fiagus 
eld* 

Present 
results 

Bagus 
a at. 

Present 
results 

Bagus 
ad. 

Energy 

hhs) 
f.(25j 
Ui.2S) 
ft(2P) 
U2P) him 
ft(2P) 

Ci,ta 
Ct.lB 
Ct.is 

Ct.is 

Ci.is 
Ct.ts 
Ct,iS 
Ct.ta 
Ct.ts 

Ct.ip 
Ct.tp 
Ct.tp 
Cup 

-2.861680 

1.886 

2.665 
1.522 

0.91821 
-0.09964 
0.22297 

-2.861680 

1.450 

2.641 
1.732 

1.36211 
-0.10724 
-0.28189 

-14.57299      -14.57299 

6.238 
3.4388 
1.77512 
0.86707 

0.09711 
0.91345 
0.00168 

-0.00064 

-0.00860 
-0.18780 
0.26687 
0.77394 

6.225 
3.437 
1.776 
0.869 

0.09806 
0.91256 
0.00150 

-0.00055 

-0.00855 
-0.18811 
0.26309 
0.77745 

-128.5470 -128.5471 

13.68 15.439 
9.152 8.806 
5.658 10.995 
2.76 3.764 
1.91 2.301 
8.96 10.542 
4.365 4.956 
2.25 2.793 
1.35 1.623 

0.11195 0.09218 
0.89234 0.94891 
0.00484 -0.04499 

-0.00030 0.00308 
0.00037 -0.00003 

-0.00078 0.00645 
-0.25577 -0.28821 
0.23875 -0.02632 
0.69244 0.56972 
0.13723 0.53066 

0.02130 0.00930 
0.35791 0.24154 
0.56588 0.48233 
0.15468 0.36532 

' The present results are given with all converged significant figures. b See Ref. 3. 

indicates that the course of the calculations, and their 
results, depend highly on the initial guesses. We can 
infer from this table that the exponents, in the case of 
He approximated by three basis functions, are ill- 
determined, and simultaneous solutions cannot always 
be obtained for them. 

With the use of certain input parameters for the 
computer program, some exponents can be held fixed 
while others are being varied. With some experimenta- 
tion, we learned that solutions can be obtained rapidly 
if the exponents of the more important basis functions, 
i.e., those with large expansion coefficients for at least 
some orbitals, are varied first. Table III shows a sample 
of such calculations. 

The dependence of the accuracy of the exponents on 
the size of the basis set can be seen in the calculations 
of Be for example, where for a set of two, three, four, 
and five basis functions, the exponei.cs converged to 
eight, six, five, and three significant figures, respec- 
tively. It should be noted that even though the accu»- icy 

of the exponents decreases as the basis set is enlarged, 
the quality of the orbitals improves until the basis set 
is saturated. 

When the basis set is saturated, as in the case of Ne 
approximated by nine basis functions, the calculations 
have to be performed with great care. In this case, the 
ili-determinacy of the exponents may cause the calcula- 
tion to diverge if too many exponents are varied 
simultaneously; furthermore, the exponents which are 
obtained from these calculations converge with few 
significant figures. As can be seen in Table III, in the 
case of saturation, there is more than one set of expo- 
nents for the desired solution. 
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The molecules BeHj, Bcj^ and Be3H( are investigated by means of ab initto calculations 
including the electron correlation of the valence shell electrons. It is found that BeH2 shows a strong 
tendency to polymerize in linear chains. The polymerization energy is estimated to be 40Kcal/Mol. 

Die Moleküle BeH2. BejtU und BcaH« werden mit Hilfe von ab initio Rechnungen unter Ein- 
schluß der Elektronenkorrelation der Valenzelektronen untersucht Es zeigt sich, daß Bef^ eine 
starke Tendenz hat, in linearen Ketten zu polymerisieren. Die Polymerisationsenergie wird zu 
40 Kcal/Mol abgeschätzt. 

La moKcules BeH2, BejH« et Be,Hc sont itudites au moyen de calculs ab-mitio avec corrila- 
tion tiectronique des Electrons de la oouche de valence. On trouve que BeH j pr6sente une forte tendance 
& polymfaiser en chalnes lin&ires. L'inetgie de polymerisation est estimte i 40 Kcal/mole. 

1. ÜBtrodactian 

In some recent publications [1,7-10,18] rather detailed studies of the ground 
state of BeHj have been reported. Though all the investigations show that the 
BeH2 molecule is very stable with respect to dissociation into BeH + H or 
Be(gas) + H2, it has not been observed experimentally so far. The difficulty to 
detect BeH2 is mainly due to the low BeH2 partial vapor pressure under normal 
experimental conditions [1]. 

Solid BeH2 can be synthesized [4,17]. Unfortunately almost nothing is 
known about its physical properties because one has not yet obtained sufficient 
pure samples. From the investigation of a product containing about 76% BeH2 

it has been suggested [14], that this sample contained (BeH2)x chains with 
x«70, but no X-ray diffraction pattern has been obtained. The IR-spectrum 
showed a broad absorption at 1758 cm-1 which can possibly be interpreted as a 
BeH2Be vibration [3,14]. 

The aim of the investigations reported in the present paper was to study 
whether BeH2 has a tendency to polymerize via H bonds, as has been supposed 
[17]. We further wanted to get a better understanding of the high cohesion 
energy of solid BeH2 which has been estimated at 48 Kcal/Mol [1]. 

The computations have been performed with a method that starts from an 
SCF calculation and then includes the correlation energy within the independent 
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electron pair approach (IEPA) [15,16]. A short description of the present computer 
program is given in [12], a detailed treatment of the theoretical background will 
be published elsewhere [13]. Our computer program differs mainly in three 
aspects from the conventional IEPA computation schemes. 

1. As starting point for the treatment of pair cori elation energies e(j we always 
use localized SCF orbitals rather than the canonical SCF orbitals. The localization 
procedure follows the method proposed by Foster and Boys [6], 

2. The computation of pair correlation functions and energies is based on a 
direct calculation of approximate natural orbitals of the corresponding two 
electron functions, which have been denoted as quasi-NO's [2,12]. 

3. The pair functions under consideration are always chosen to have a 
definite spin (singlet or triplet), which is different fron) Nesbets approach [IS] 
who uses simple product-type pair substitutions. 

The present method is an extension of the one described previously [2] 
which accounted for the intrapair correlation only. 

As the K shell intrapair and the K shell-valence shell interpair correlation 
is not expected to have a considerable effect on binding energies and equilibrium 
geometries for the molecules considered in this paper we have decided to treat 
the valence shell correlation only. This makes the computations considerably 
shorter. 

2. Basis Functions 

As basis functions <?)((r) we used linear combinations of gaussian functions 

(PM = Z Cjv/V(r),     fv{r) = Ne-"^-^1 

V 

as indicated in Table 1. The s-type gaussians centered at Be and H are taken from 
Huzinaga's optimized atomic s-basis [11]. The contraction coefficients Civ for 
the functions ls(Be), 4s(Be) and ls(H) were obtained from pilot calculations with 
uncontracted basis sets. The parameters which specify the groups Ipa(Be), 
2p<T(Be) and b (see Table 1) were determined by optimizing the SCF energy of 
BeH2 for basis set A and B respectively (see Table 2). During this procedure the 
ratio of rj values for the pa(Be) functions was kept fixed. The basis sets A' and B' 
(see Table 2) differ from A and B by the further contraction of ls(H) and 2s(H) 
to ls'(H). For the computation of correlation energies the functions pjr(Be) 
and P<T{H) and pn(H) were added to the SCF basis. The parameters specifying 
these additional basis functions were varied to optimize the valence shell intrapair 
correlation energy of BeH2. 

3. Results 

A. BeH2 

Although we have already reported a detailed study of the ground state of 
BeH2 [1] it seems worthwhile to discuss briefly the new results summarized in 
Table 3. As a consequence of the careful basis optimization the SCF and corre- 
lation energies obtained with basis set B or B' are slightly better than in our best 
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Table 1. Basis functions 

1 d' c* Label 

1741.4 
262.14 

60.3255 
17.6240 
5.9326 

■— 

0.00261 
0.01988 
0.9594 
0.31652 
0.70247 

ls(Be) 

2.1847 — 1.0 25{Be) 

0.8590 — 1.0 3s(Be) 

0.20 
0.06 

0.45520 
0.76145 

4s(Be) 

0.28 
1.4 

0.5 
0.2 

1.6244 
0.5000 

lp<r(Be) 

0.9 
4.5 

0.5 
0.2 

1.1870 
0.2425 

2p(T(Be) 
2p<T(Be) 

0.233 0.5 1.0 Ipnm 

30.2 
4.76 
1.24 

— 
0.0579 
0.3830 
1.3092 

ls(H) 

0.377 — 1.0 2s(H) 

0.118 — 1.0 3s(H) 

30.2 
4.76 
1.24 
0.377 

— 

0.0145 
0.0960 
0.3273 
0.6300 

ls'(H) 

0.4 0.4 1.0 p<T(H).p7t(H) 

0.27 middle of BeH-bond b 

' c are the coefficients with which the lobes are contracted to groups. 2d is the distance between 
two lobes forming a p-orbital. 

Table 2. Specification of the different basis sets 

Basis HF-part Correlation-part 

A 
A' 
B 
W 

H- Is 2s 3s 
Be: Is,2s,3s,4s, Ipo-      ' , ! ,' r      H: ls.3s 
n     t   -,   ■>   A   ^        H: 1*. 2s, 3s;   b 
Be: ls,2s.3s.4,Upff   H: ^ 3s;       ftJ 

Be: pn   H: pa,pn 

For the notation of basis functions see Table.1. 
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Table 3. HF and correlation energies for BeHj, Bc-H-distmxe 2.Sa.u. 

Basis -£HF -tm -'«w -\, -«»• -e NHF.NT.NG 

A 15.7617 0.0308 0.0022 0.0026 0.0048 0.0664 11 19 39 
A' 15.7570 0.0305 0.0021 0.0025 0.0046 0.0656 9 17 39 
B 15.7698 0.0312 0.0024 0.0030 0.0054 0.0678 13 21 41 
B 15 7691 0.0309 0.0024 0.0029 0.0053 0.0671 11 19 41 

,: Intrapair correlation per valence pair. 
3cn,.,Ellv.: Singulett-, triplet! and total interpair correlation energies for valence electrons. 

e: Total valence shell correlation energy. 
NHF: Number of basis functions (groups) for HF-calculation. 
NT: Total number of basis functions. 
NG: Total number of gauKsian lobes. 

previous calculation, though the latter was performed with a larger number of 
basis functions, namely S3 gaussians contracted to 29 groups. 

In our previous paper on BeH2 [1] we have in a crude way guessed the inter- 
pair correlation energy between the valence electrons to be €„,-=— 0.013+0.005 a.u. 
The actual calculation performed now leads to e,,,. = —0.0068 ±0.0008 a.u. The 
unexpected smallness of ew. is a consequence of the good localizability of the 
SCF-MO's of the valence electrons (see Fig. 1) (This result does not affect the 
estimate for the total energy of BeH2 given in [1]). For a comparison of the 
different basis sets let us recall that the SCF-limit for BeHj is approximately 
15.7730 a.u. [8], whereas the valence shell correlation energy e can be estimated 
from the present calculations to be e = 0.080 + 0.004 a-u.1. 

The SCF-energies given in Table 3 differ from the SCF-limit by 0.016 a.u. 
(basis A') to 0.003 a.u. (basis B), whereas the error of the correlation energy £ 
varies from 0.014 a.u. (basis A') to 0.012 a.u. (basis 5). The basis set A' is hence 
rather poor with respect to the calculation of the SCF energy but it accounts 
for almost the same amount of correlation energy as the more refined basis sets B 
and B'. This discussion indicates that it is sufficient to use the basis set A' for the 
calculation of correlation energies whereas one should use the basis set B' or B 
(without the correlation part of course, see Table 2) to obtain reliable SCF energies. 

The plots of contour lines of the quasi NO's given in Fig. 1 show very clearly 
that the NO's describing the intrapair correlation are concentrated in the same 
region of space as the localized SCF-MO's are. The NO's of the interpair corre- 
lation functions are of course extended over the region where the two localized 
SCF-MO's are essentially different from zero, which is the whole molecule in 
this case. 

B. Be2H4 

Our first task was to determine the ground state equilibrium geometry for 
this unknown molecule. Previous experience has suggested that for a molecule 
of this kind certain simplifications can be made which do not significantly change 
the results but lead to a considerable reduction of computation time. 

1 The error bounds given in this paper have been estimated from the experience of calculations 
on systems like Hj and LiH where rather exact data are available [2]. 
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BeH2 LOK MO R BeH2 NO R2 

BeH2   NO R3 BeH2  NO 2 1—S 

'    Ä    J   " 

Fig. la-h. Contour lines of localized SCF-MO's and some important NO's of pair functions for BeH2. 
a) Localized valence shell SCF-MO, b-c) NO's of the corresponding intrapair correlation function, 
d-l) NO's of the singlett interpair correlation-function, g-h) NO's of the triplett interpair correlation 
functioa - The corresponding numerical values ofthe contour lines are: 0.0, ±0.04, ±0.064, ±0.1, 

±0.16. ±0.25, ±0.4, ±064 
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BeH2 NO  2 1—T BeH2   NO 2 1—T 

Fig. Ig-h 

1   fl   Hj 

Fig. 2. Nuclear Coordinates of Be]H4 

Equilibrium geometry: A = 2.5, </0 = 3.9, h0 = 2.0,A0 = a0 = 0 (in a. u.) 

Tahlei.HF-energiesfor Ife^H«, basis A R = 2.5,J = = 0,a = 0 

NJ - 3.2 3.9 4.6 

1.5                   -3I..?154 
2.0                   -31.3494 
2.5                   -31.3462 

-31.4409 
-31.5111 
-31.4923 

-31.5060 
-31.5448 
-31.5200 

-31.5012 
-31.5262 
-31.5021 

For the meaning of R, h, t, A, at see Fig. 2. 

Only the planar configuration of Be2H4 was considered. The bond distance 
for the terminal BeH bond was kept fixed at R = 2.5 a.u. as in BeH or BeH2 [1]. 
Only SCF-energies were calculated. The basis set A was used (see Table 2) which 
should contain enough flexibility to give reliable results at least for the bond 
distances. 

As the lowest electronic energy was expected for D2Ä symmetry a series of 
calculations for several values of d and h (see Fig.*2) was performed first. From 
the results, which are given in Table 4, the following equilibirium distances have 
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Table 5. HF-energies for BejH«, basis A.R = 2.5, d = 3.9, h = 2.0 

K-a 
0.0 0.2 

0.0 -31.5448 -31.5418 
0.1 -31.5446 -31.5410 

been obtained: 

For the meaning of R, d, h. A, a see Fig. 2. 

<i0 = 3.9±0.2a.u.,     h0 = 2.0±0.la.u. 

Some results for the subsequent calculations for the lower symnieii> C2Ä{J ^0, 
a 9^ 0, see Fig. 2) are collected in Table 5. These did not lead to a lowering of the 
energy and suggest that the molecule has in fact D2h symmetry. 

From the values for d0 and h0 the H2BeH3 equilibrium bond angle (see Fig. 2) 
is calculated to be 89°. The BeH bond distance in a BeH2Be bridge is 2.8 a.u., 
which is about 10% larger than the corresponding value for a terminal bond. 
For the B2H6 molecule, which should be comparable to Be2H4 in this context, the 
corresponding experimental [5] data are 97° and 12%. The slight increase of 
this bridge bond angle (in going from Be2H4 to B2H6) can be explained easily: 
with increasing nuclear charge of the first row atom the p-character of the hydro- 
gene bond increases (in LiH a rather pure s-bond is formed whereas FH is mainly 
pa bonded) and the bond becomes more directed. Consequently the bond angles 
in B2H6 are closer to the tetrahedral angle than in Be2H4. For the latter molecule 
even a 120° bond angle could have been expected in the case of a strongly directed 
bond as only sp2 hybridization is necessary. 

After having determined the equilibrium geometry of Be2H4 further calcula- 
tions were performed to obtain correlation energies and more reliable results 
for the SCF energy. From the experience with the BeH2 calculations it seemed 
to be sufficient to use the basis A' for the treatment of correlation energies, whereas 
the basis set B' was taken for a more precise SCF calculation (see Table 6). The 
most striking fact is the relatively large deviation of SCF energies obtained with 
different basis sets. This effect becomes still more apparent from Table 7, where the 
contributions to the energy difference J£ of the reaction 2BeH2-+Be2H4-M£ 
obtained with different basis sets are listed. The large variation of JJ ;F (see 
Table 7) was not expected to that extent before the computations were done. 
This demonstrates drastically the disadvantage of small basis sets with respect 
to the calculation of binding energies. Nevertheless one would assume AEHF 

obtained with basis set B' to be in error by not more than 0.005 a.u. 
The slight decrease of the intrapair correlation energy (in going from 2 BeH2 

to Be2H4) has been expected of course, since in Bej^ only one 2p-AO at each 
Be atom is completely available for substitutions describing electron correlation, 
whereas in BeH2 there are two. 

The rather large contribution of the interpair correlation to the dimerisation 
energy (see Table 7) is mainly due to the fact that the number of interpair con- 
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tributions is 5 for Bejl^ but only one for each BeH2. (We have not considered 
el4

2, because the corresponding localized MO's are not next neighbours and 
are separated by a distance of about 4.0 a.u. which causes £,4 to be very small.) 
The different contributions to the dimerisation energy listed in Table 7 should 
rather be considered as upper bounds to the exact numbers, since the basis sets 
were all optimized for BeHj and are hence more appropriate for this molecule 
than for Be2H4. Having this in mind one can estimate the dimerisation energy 
(see Table 8): 

2BeH2 -* Be2H4 + 0.05 a.u. ± 0.01 a.u. (31 ± 6 Kcal/Mol). 

The contour lines of the localized MO's and some NO's describing the intrapair 
correlation of the BeHBe bridge electron pair are given in Fig. 3. The dominant 
feature of these plots is the good localizability of the SCF-MO's for Be2H4 which 
expains the smallness of the interpair correlation energies. Obviously only the 
MO's describing the bridge bonds have a considerable differential overlap 
which makes it understandable that e23 is twice as large as £12 (see Table 6). 
We further note, that the localized SCF-MO's describing a terminal BeH bond 
are almost the same in BeH2 and Be2H4 (see Fig. 1, Fig. 3). 

C. Be3H6 

SCF calculations en Be3H6 were performed for two different molecular 
geometries: a linear chain (Fig. 4) and a cyclic structure (Fig. 5). No attempt was 
made to find out exactly the equilibrium geometry because of the relatively large 
amount of computer time necessary for these calculations. For the chain structure 
the bond distances were simply taken to be the same as found for Be2H4 

(rf = 3.9a.u.,Ä = 2.0a.u., see Fig. 2 and Fig. 4). The result of the SCF calculation 
using basis set B' was 

Egcf — - 47.3847 a.u. (chain structure). 

For the cyclic structure all angles and the bond distances of tue terminal BeH 
bonds were kept fixed but the BeHBe bridge bond distance 5 = 2.74 a.u. was 
obtained from a series of SCF calculations with basis set A'. The final SCF calcula- 
tion with basis set B' yielded the energy 

ESCF= -47.3494a.u. (cyclic structure). 

The large difference of SCF energies in the two geometries (0.0353 a.u.) shows 
that the chain structure is more stable. Even by inclusion of correlation energies 
it is hardly conceivable the SCF energy difference is overcompensated. Con- 
sequently no further calculations on the cyclic structure were performed. 

Concerning the pair correlation energies e0 of Be3H6 in its linear conformation 
it was first of all realized that the localized SCF-MO's describing a terminal 
BeH or a BeHBe bridge bond hardly change in going from Be2H4 to Be3H6. 
One would thus expect the corresponding pair correlation energies in Be2H4 

2 Eij denotes the interpaircorrelation energy between the electron pairs occupying the localized 
SCF-MO's i and /. The localized SCF-MO's are labeled in the same way as the H atoms (see Fig. 2) 
at which they are centered. 
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Ab initio Calculations on Small Hydrides. IV 

Be2H4 LOK-MO BeH Be2H4 LOK-MO 

Be2H4 NO 2 

Be2H4 NO 4 

Fig. 3a-e. Contour lines of localized SCf-MO's and NO's of pair functions for BC]^. a) localized 
SCF-MO of terminal Be-H bond, b) localized SCF-MO of Be-H-fce bridge bond, c-c) NO's of the 
intrapair correlation function of the Be-H-Be bridge bond pair. - The corresponding numerical values 

of the contour lines are: 0.0, ±0.04, ±0.07, ±0.12, ±0,2, ±0.35 

25* 
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Fig. 4. Chain structure geometry o[Be3H6 

R = 2.5,d = 3.9,h = 2.0(ma.u.) 

Fig. 5. Cyclic structure geometry of BejH6 

So = 2.74, Ä = 2.5(ina.u.) 

and Be3H6 to be quite the same. This assumption was indeed confirmed by the 
computation of e22 and £23 for Be3H6 (using basis set A') which differ by less than 
0.3 % (maximal 0.0001 a.u.) from the corresponding values for Bcjl^ listed in 
Table 6. Deviations of this order of magnitude are of course negligible for the 
purpose of the present investigation. The surprisingly good transferability of 
£0's from Be2H4 to BeaHg furthermore is a confirmation of the original ideas of 
Foster and Boys [6] that properties of corresponding localized electron pairs 
should not change significantly in going from one molecule to another. Con- 
sequently it is net necessary to compute all ey's for BejH^ it is sufficient to treat 
e24, only which has no counterpart in Be2H4. A calculation using basis set A' gave 
the following results: 

^24= -0.0008 a.u.,     3e24= -0.0018 a.u.,     '£24 + 3e24= -0.0026 a.u.. 

Taking for the other pair correlation energies the corresponding ey values from 
the Be2H4 calculation (Table 6) one obtains the following valence shell correlation 
energies for Be3H6 (in the chain structure, ^ee Fig. 4). 

X en = - 0.1806 a.u.,     X Eij = - 0.0386 a.u.,     ^ e^ = - 0.2192 a.u. 
«</ iSJ 
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Table 8. dEn values (in atomic units) of the reactions 2 BeHj -»BejH« + AEl and 
BejH^ + BeHj -»BejHj + dfij obtained in different approximations 

SCF" % error"       SCF + intrapairc       % error"       total"        estimated 

J£, 0.0344 23 0.0330 26 0.0445 0.050 ±0.010 
(31±6Kcal/Mol) 

dfij 0.0430 22 0.0420 24 0.0553 0.063 ±0.015 
(40±10Kcal/Mol) 

* From the SCF energies calculated with basis set B'. 
" Percentage errors with respect to the total AE values given in Column 5. 
c Including the valence shell intrapair correlation energies e,,. 
d Including the total valence shell correlation energies calculated with basis A'. 

(Here we have again neglected 'he interpair correlation energies between non- 
neighbouring localized SCF-MO's which are expected to be very small, see 
discussion above.) 

In Table 8 we finally summarize the energy differences for the reactions 
2BeH2->Be2H4 and Bca^ + BeHj-^BeaHg obtained within different ap- 
proximations. The most striking effect is that inclusion of intrapair correlation 
gives even slightly poorer results than the SCF approximation and that about 
25 % of the dimerisation and trimerisation energies are due to interpair correlation 
effects. The importance of the interpair correlation for the reactions considered 
in Table 8 is easily explained, if we observe that the number of pairs of neigh- 
bouring localized SCF-MO's which give rise to non-nogligible interpair corre- 
lation energy contributions increases from 1 in BeH2 to 5 in Bejf^ and to 10 in 
Be3H6. Though each individual e^ii^j) is rather small (compared to the e,^) 
the increasing number of such terms makes the interpair correlation rather 
important for Be2H4 and Be3H6. 

4. The Polymerization Energy of the Hypothetical (BeHj)^ Chain 

From the results reported above one can give at least a rough estimate for the 
energy difference J£„ of the reaction 

(BeH2)B + BeH2 -(BeH2)B+1 + AEn. 

The geometry of (BeH2)II is assumed to be that of a linear chain as in indicated 
for Be3H6 in Fig. 4. For the case n ^ 2 we rewrite the above reaction in the form 

Rn BeH2BeH + BeH2 -> R„ BeH2BeH2BeH + äE„ 

where /?„ stands for H(BeH2)„_1. The investigations reported in the present 
paper have shown the shape of the localized SCF-MO's describing the BeH2Be 
bridge bonds is quite the same for Be2H4 and Be3H6 and will probably not 
change if we go over to (BeH2)FI for general n. Consequently one would expect 
äEn to be almost independent of n if n ^ 2, as the different R„ should have a 
rather small influence only. We arrive hence at the conclusion that the polymeriza- 
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tion energy of the hypothetical (BeJ^o, chain is approximately 

AEH*-0.063a.u. (40Kcal/Mol) nZ2, 

which is the estimated value for E2 given in Table 8. 
The case « = 1 is different from n2>2 for two reasons. In the reaction 

2BeH2-^Be2H4(n= 1) the sp hybrid valence ortitals on each Be atom have to 
be promoted to sp2 hybrids. In the case n^2 however one promotion from sp 
to sp2 and one from sp2 to sp3 is involved. As the promotion from sp2 to sp3 

requires less promotion energy than the one from sp to sp2, it is evident that 
in the SCF approximation Jf^ is smaller than /iE„ for « ^ 2 (see Table 8). 

Concerning the correlation energy contributions to AEK we have already 
seen that the intrapair correlation has only a rather small effect on AEn. The 
interpair correlation however is by no means negligible, which is due to the 
growing number of pairs of neighbouring localized SCF-MO's with increasing «. 
It is easily verified that for the reaction under consideration the number of pairs 
of neighbouring SCF-MO's increases by 3 if « = 1 and by 4 for the case n ^ 2. 

5. Conclusions 

The present investigations show that BeH2 has a strong tendency to oligo- 
merize via H bonds. The calculations performed for Be3H6 in a cyclic and a linear 
chain structmc furthermore indicate that (BeHj),, has probably a chain structure, 
at least if n is not too large. 

From these results one can of course draw no conclusions concerning the 
possible crystal structures of solid BeH2. The present results however do not 
contradict the assumption [17] that solid BeH2 consists of (BeH2)„ chains (with 
large n) and has hence a SiS2 like crystal structure. The estimated polymerization 
energy for the linear BeH2 chain of 40 Kcal/Mol is in sufficient agreement with 
the cohesion energy of solid BeHz which has been estimated at 48 Kcal/Mol [1]. 
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Rotational Analysis of the C^n -»■ A Ar Electronic Transition 

In LaO3 
r 

a 

David W. Green 

Laboratory of Molecular Structure and Spectra, Department of Physics 

University of Chicago, Chicago, Illinois 60637 

ABSTRACT 

Rotational analysis of the (0,0) and (l,l) bands of two 

violet-degraded band systems between 6500 and 6825 A has shown 

2    2 they are subbands of a II ■-♦ A„ electronic transition. The r    r 

upper state Is In common with the upper state of the previously 

2    2 + known C II -^ X S transition. The transition Is called 

2     '2        '2 C II -* A A . The A A state Is probably the expected low-lying 

state deprived primarily from a (La dö) molecular orbital con- 

figuration. The absolute electronic term values, T , of the 

2       '2 C II and A A state were not determined. r       r 

1.  Presented, in part, at the Twenty-Fifth Symposium on Molecular 

Structure and Spectroscopy, Columbus, Ohio, 1970. 
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INTRODUCTION 

The observed optical spectrum of LaO has bands extending from 

5400 A in the ultraviolet to 8800 A in the near Infrared1. 

2     2 + Rotational analyses have been published on bands of the A n -♦ X 2 

and B22+ -* X22+ by Akerllnd2 and the C2nr -* X
22+ by Carette and 

Blondeau^. Vlbratlonal analyses of these systems and the systems 

4 1 4-7 
designated D-»X, E-*?, F-»X and G -► ? have been proposed '   '. 

The ground state identification of ScO and LaO has been the 

subject of much discussion. The designations from rotational analyses 

for ScO8, YO9, and LaO2 wer- originally xV, X22+, and xV respectively, 

2       2 + The A n and B 2 states of these three molecules are at similar 

energies relative to the X states as shown in Fig. 1. The rotational 

analyses show a correspondence of the other characteristics (spin- 

orbit splitting, spin-spin splitting, internuclear distance and 

A-doubling) of the A and B states among these three molecules. The 

expected similarity of electronic structure, the experimental similarity 

of the corresponding excited states and the difficulty of assigning 

4 + a reasonable molecular orbital configuration to a low-lying 2 state 

make the different X state assignments questionable^ 

The X state assignment of LaO has been criticized '   and a 

revision '    ^ to 2 with hyperfine splitting has been proposed. 

14 This reassignment is consistent with the reassignment  of the ScO X 

state as 2 . 
2 

It is expected that a A electronic state, primarily from the 

metal d6 molecular orbital, should be low-lying in these three molecules. 

2 15 This A state was proposed as the expected ScO ground state ^  although 
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more recent calculations  show It to be about 0.9 eV below the 
2 

A n state. The correspondence of analysed LaO and ScO electronic 
2 

states would suggest a low-lying A  state In LaO. 
2 

Knowledge of the characteristics of this A is Important to 

an understanding of the molecular electronic structure, yet no 

information is available about the energies of states from do, d-n- 

17 2 and d6 orbltals for LaO '. A transition between the A and the 

2 + 2 X 2 state is forbidden, but emission from excited II states should 

18 a allowed .  It was with this possibility in mind that a high 

resolution investigation of the "E" and "G" systems of LaO was 

undertaken. 
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EXPERIMENTAL 

The LaO source was a reduced pressure arc between a lanthanum 

anode and copper cathode. Both electrodes were attached to brass 

water-colled holders tapered to fit ground glass Joints. The distance 

between electrodes could be adjusted during operation. The arc was 

found to operate best in an atmosphere of about one Torr air and ten 

Torr oxygen. The use of this source decreased the observed line 

widths considerably from those obtained using an atmospheric pressure 

arc source. 

The arc was in series with ballast resistors and a 220 volt dc 

power supply.  Currents of about 1.5 A were used. 

Light from the arc was focused onto the slit of a predisperser 

which utilized a fused-silica Pellln-Broca prism. Dispersed light 

from the predisperser was focused onto the slit of a 3.^ m Ebert 

spectrograph. Both the "E" and "G" systems of LaO were photographed 

in the ninth-order on Kodak 103 a-P spectroscopl; plates. Overlapping 

orders were entirely eliminated by the predisperser. Exposure times 

of about one hour were required for both systems. The reciprocal 

linear dispersion in ninth-order was 0.4-0.5 A/mm. 

An electrodeless discharge in a fused-silica tube containing 

Thin produced the thorium atomic spectrum which was used as the standard 

line source.  The ninth-order Th spectrum was overlapped with the "E" 

system and the eleventh-order with the "0" system. Cnly interfero- 

metrlcally measured Th line wavelengths proposed as secondary standards 

1Q were used to reduce the data  . 

Line positions were measured from the plates with a photoelectric 
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comparator. The Th line positions and known wavelengths were least- 

squares fitted by a computer program using a cubic polynomial. The 

standard air wavelength and vacuum wavenumbers of the LaO features 

were determined from the polynomial coefficients. The refractive 

Index parameters of air were measured during the course of an 

exposure and were taken Into account by the computer program using 

20 
the formulas of Edlen . 

RMS errors of fitting of the Th line wavelengths, errors due 

to comparator measurements, errors due to refractive Index parameter 

variations and the RMS error among different measurements were all 

less than 0.01 cm" In ninth-order. The primary uncertainty In the 

reported frequencies of the LaO rotational lines Is due to blending 

and the line widths. 
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ELECTRONIC ASSIGNMENT 

2     2 + 
Between the red-degraded bands of the A n -* X S and the 

2 +   2 + 
B 2 -► X 2 transitions, weaker violet-degraded bands are evident. 

1 4 
These bands have been classified Into two systems '  designated 

M0-» ?" and "E-•■ ?". The proposed (0,0) heads of the "G" system 

are at 6625.5 and 6814.0 A and those of the "E" system at 6607.75 

and 6605.12 Ä. The hypothesis that the X 2+ state Is the lower 

state of these systems Is Incorrect as shown Immediately In high 

resolution by the absence of the characteristic hyperflne doubling 

of the X22+ state. 

A closer examination of the bands shows that the "E" system 

has two P heads per vlbratlonal band and that both the "E" and "G" 

sytems have strong Q branches. The analysis reported here demonstrates 

that the two P branches of the "E" system arise from a large A-doubllng. 
p 

This doubling Indicates a II state Is Involved In the transition. The 
2 

strong Q branches observed eliminate a second n as the other state of 

the transition. The two P heads per band of the "E" system eliminate 

2 a 2 as the second state of the transition because symmetry selection 

rules prevent both A-doublet components of the II from combining with 

a 2 at the same rotational level 

2   2 
So the "E" transition Is either n -♦ A or vice versa. Analysis 

of the "G" system gives lower state first difference values, A1F (J), 

which are similar to those of the "E" system and which show no A-doubllng. 
2 

This would not be possible If the n state were the lower state with the 

observed large A-doubllng. The "E" system Is assigned as a 

?      ? 2      2 
n, /p -♦ L-z/2  subt,and and the G system as H,/p -♦ Ap-zp subband since 
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p 
the A-doubllng of a 11, /p should be very much larger than that of a 

IIc/p« Both states are In Hund's coupling case a. Figure 2 shows 

schematically the first lines of the expected branches of this 
p 

electronic translcion with A-doubling resolved In the II state but 

2 2     2 not in the A. Henceforth the II and A electronic states of 'this 

2      '2 transition will be referred to as the C n and A    A (sea Addendum). 
p       »p 

A  portion of the .C II,/p -»■ A   A-z/o  transition is shown in Figure 3, 
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ANALYSIS METHODS 

The term-energy exclusive of electronic and vlbrational energies 
2 

for a n state may be written as 

Plc(J) = B{j(J + 1} - D^J2(J + I)2 + €^(J)/2, (la) 

F[d(J)   =  ^J(J + 1) - D^J2(J + I)2 - e^J)/2, (lb) 

F2ciJ)   = B2J(J + V   '  V2^ + 1^2 + e2^JV2, (lc) 

F2d(J) = B2J(J + 1) " D2j2>(J + i)2 - e2(J)/2^ (Id) 

2 
whore (la) and (lb) refer to the 11, /2 sublevel and (lc) and (Id) to 

2 
the H-,/p sublevel; e(j) represents the A-doubllng and the primes 

2 
Indicate that the II Is the upper state.  An accurate evaluation of 

2 
the A-doubllng of a n state requires a knowledge of Its Interaction 

2 ?i  P2 
with all 2 states of the molecule '   . This Information Is not 

available for LaO and It 1- assumed for the purpose of analysis that 

the A-components are equally and oppositely affected. 
P      1A Pi 

The A-doubllng should be small In a A state '    especially 

one derived from a dö orbital. If we assure that It Is negligibly 

small, the term energy may be written as 

P^(J) = B^J(J + 1) - D1J
2(J + I)2, (2a) 

P2(J) = B^J(J + 1)   -  D^J2(J + I)2, (2b) 

P        P 
where (2a) and (2b) refer to the A,/p and Ay- sublevels, respectively, 

2 
and the double primes Indicate that the A Is the lower state. 

All term energies depend on the vibration quantum number but 

this dependence will not be explicitly included in the nomenclature 

used here. The frequencies of rotational lines shown in Figure 2 are 
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appropriate differences of rotational, vlbrational and electronic 

term energies. 

The rotational constants, B, of the sublevels are related. 

B-J = B'CI - B'/A'), {J>a) 

(5b) Bp = B (1 + B /A ), 

B1 = B (1 - B/2A ), 

B2 = B (1 +B/2A).. (3d) 

In this work the rotational analysis of the two subbands was 

done independently and Eq. (5) was used to determine whether the 

states are regular or inverted. 

The theoretical expressions for €(J) reduce to the following 

2        2   21  22 forms for the 11, /p and H^/p '   in Hund's coupling case a. 

6^(j; = aofJ + 1/2) + a1(J f 1/2)(J + 3/2) (J - 1/2),   (4a) 

e^J) = a2(J + 1/2) (J + 3/2) (J - 1/2). (4b) 

It is expected that a, and ap will be very much smaller than a 

The sign of the A-doubling coefficients cannot be obtained solely from 

2   2 the analysis of a  n -»■ A transition. The coefficients a and a^ are 

arbitrarily assumed positive and the sign of a, follows from that of 

22 

a  .    Experimental values of e(j)   are obtained as follows: 

= Rlc(J - 1)   -Rld(j- 1), 

= Plc(J + 1)   - Pld(J + 1). 

(5a) 

(5b) 

(5c) 
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A similar set of expressions holds for ^(J) • 

Rotational constants, B and D, were obtained by least-squares 

fitting an equation of the following form for both electronic states. 

yl = co + ^l' (6) 

where 

y, = A1P^      x, = ~2(J +  I)2. 
1  2(J + 1)     1 

The values of c and c, obtained from the least-squares fit 

analysis are then equal to the rotational spectroscoplc constants B 

and D. 
to 

For the A A state with no A-doubling the experimental values of 
ii 

A-jP (J) were obtained from the observed frequencies as follows: 

A^J) = Rlc(J) - Qlc(J + 1), (7a) 

=Bld(J) - Qld(J + 1), {7b) 

"\c(3)   -  Plc(J + 1), (7c) 

= ^(J) - Pld(J + 1). (7d) 
II 

A similar set of equations holds for A,Pp. 
2 

For the C II upper state where A-doubling is observed, a modified 
i 

procedure must be used. In this work the A-doubling e (j), was 

evaluated first from Eq. (5) by least-squares fitting the observed 

data to the appropriate form expected for e (J) [see Eq. (4)]. The 

values of A1P1(J) and A-,Fp(J) were then obtained by adjusting the 

observed branch differences using the computed e(J) value * This 

procedure avoids the additive uncertainties of obtaining first difference 

values directly using four observed frequencies. 
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A1P1(J) = Rlc(J). - Qlc(J) - Ae-JJJA (8a) 

« ^(J + 1) - Plc(J + 1) - A€^J)/2, (8b) 

= Rld(J) - Qld(J) + ^[(DA* (8c) 

= Qld(J + 1) - Pld(J + 1) + A^(j)/2, (8d) 

where Ae-(J) =  ft1(J + 1) - e (j)]. A similar set of equations apply 

for A-iPpfJ). The rotational spectroscoplc constants, B and D, were 
o 

obtained for the C II state using Eq. (6) . 

The band origins v^1^ and v^ of the ^wg -*■ 2&j/2  and 

2      2 II,/p -^ ^R/P subbands, respectively, are most accurately obtained 

by a least-squares quadratic fit of the lines of the P and R branches. 

The P and Rd lines fit a single equation In m (m = -J for the P branch; 

= J + 1 for the R branch) as do the Pd and R lines. The origin Is 

the calculated position of the hypothetical line, m = 0, with a small 

correction applied for A-doubllng. 

For each vlbratlonal band of each subband the value of the 

rotational constants B and D may be obtained from the experimental data. 

The values of B(v) and D(v) of each electronic state are derived from 

Eq. (3) for each vlbratlonal level. 

The dependence of B(v) and D(v) on the vlbratlonal quantum number 

may be accurately approximated as follows for small quantum numbers. 

B(v) = BA - ap(v + 1/2) (9) 

D(v) = De + ße(v + 1/2). (10) 

The (0,0) and (1,1) bands analysed in this work are sufficient 

to determine the spectroscoplc constants a , ß , B , D and the value 
"    c    G    G 

of the equilibrium intemuclear distances,  r . 
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RESULTS 

About five lines were measured for each 1.0 cm" over the range 

of the bands studied. This high density of lines combined with the 

observed line width makes assignment of some high and low J lines 

difficult. In many cases a line was observed near the expected 

frequency but was too strong or asymmetric. Assignment of lines 

was based on (l) comparison of the observed frequency of a line 

with that calculated from a fit of other lines in the same branch; 

(2) the qualitative intensity; (3) comparison of the observed 

A-doubling to that calculated from a fit of all observed lines; 

(4) most importantly, comparison of the first difference value, 

A-,F(J), with that calculated from all the observed lines. 

Table I contains those frequencies (in cm" ) of lines of branches 

2       * 2 of the (0,0) band of the C H, /p -* A A,/2 subband that are consistent 

with the requirements used above. Table II contains the frequencies 

2       ' 2 
of lines of branches of the (0,0) band of the C H,/p -♦ A ^c/p subband. 

Further lines, especially of the Q type branches, were observed but are 

not reported because no check for consistency with other branches was 

available (i.e. no A1F(J) value could be obtained). The reported 

frequencies are the results of three independent measurements. 

Table III and IV report tjie observed frequencies of the (1,1) 

bands of each subband, A large number of these lines are either 

totally obscured or blended, however there are enough lines to 

complete an analysis. No analysis of the (2,2) bands was attempted. 
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The strong La atomic spectrum overlaps the calculated frequency 

of some lines and those lines are Indicated by "a'1' in Tables I-IV. 

Lines whose measured frequency is used for more than one assignment 

are indicated by "b" after the reported frequency. Lines overlapped 

by an apparent band head are Indicated by "h". Lines whose calculated 

frequency Is obscured by other LaO features and could not be accurately 

measured are omitted from the tables. 

Special attention should be called to some systematic blends. 

2*2 The unresolved A-doublets at low J of the C H,/2 -♦ A Ac/2 subband 

are not Indicated as blends in Tables II and III. Lines of some P 

branches at low J going to the band head are systematically blended 

with those at higher J coming away from the head. The Q,  ana Q, , 

branches are blended at low J where the A-doubling is nearly equal to 

the branch spacing. 

Qualitative reasons for all the unreported (obscured) lines of 

the (0,0) bands (Tables I and II) were evident from an examination of 

a mlcrodensltometer tracing with tho exception of Rld(56«5)« No con- 

firmation of a perturbation was possible from the Q and P branches. 

No other evidence of perturbation was observed in the (0,0) band 

although the large number of blends prohibits a thorough evaluation. 

No information about possible perturbation in the (1,1) band could be. 

obtained. 

The rotational spectroscoplc constants derived from the analysis 

of lines are reported in Table V, the A-doubling coefficients of the 

C2n state (see Eq. 4) in Table VI and the (0,0) and (1,1) subband 
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origins In Table VII. 

The relationship of the B values of the subbands [see Eq. (5)] 

2      ' 2 indicates both the C 11 and A A are regular states. 

DISCUSSION 

2    '2 The vibrational quantum number assignments for the C II -♦ A A 

bands analysed in this work are unlikely to be Incorrect for the 

following reason.  The bands of the (0,0) sequence of the B 2 -* X 2 

1  7 
transition are much stronger ' ' than those of the (0,1) or (1,0) for 

small v. The equilibrium internuclear distances of 1.855 and 1.825 A 

for the B and X states are not as close as the r values of the C and e 

A states (see Table V). The Pranck-Condon factors for small v 

depend on the difference in r between states of the transition so 

it would be expected that the (0,0) sequence should be stronger 

2    ' 2 than other sequences of the C n -► A A transition. Other bands of 

this transition should also be violet-degraded. The bands analysed 

in this work are the strongest violet-degraded bands of this spectral 

1 1  4 7 region .  So, in agreement with previous assignments * '   '   the bands 

are assigned to the (0,0) sequence. 

The hypothesis that the unanalysed ultraviolet bands of LaO 

(called1 D -♦ X? and P -*■ X?) may be the subbands of the C2IIr -► X22+ 

transition is seen to be incc rect from a calculation of rotational 

2 +     2 llne3 using the spectroscopic cor itants of the X 2 state and the 
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CII state (Table V). Both ultraviolet transitions have the X 2 

as the lower state as is evident from the characteristic hyperfine 

-1 23 splitting (0.^8 cm ) of the band heads . However, the calculated 

(0,0) and (0,1) band heads of the C Tl—■ X Z    are degraded to longer 

wavelengths contrary to what is observed for the "D-»• X" and "P-*X". 
ip 

The analysis of the A    A state gives the first experimental 
p 

information on a A in ScO, YO, or LaO. It is expected that this 

state is derived primarily from a La do molecular orbital although 

no final correlation can be made until the electronic energy, T , is e 
p -i *r 

known. It is the dö A state of ScO which is calculated  to be 

2      2 below the A  II with A states from other configurations at much 

higher energy. 

24 2      2 The spectroscopic states  from the atomic d s and ds con- 

figurations for Sc, Y, and La are shown in Figure 4. It is expected 

that this near degeneracy of atomic s and d orbitals will lead to 

2 +    2 low-lying Z    and Ar electronic states in the diatomic oxides. 

The ScO calculations  and experimental analysis  show that the 

2+2      2 lowest Z  , II and A states may be approximated as being derived 

from a core of closed shells with a single unpaired electron (so, p7r 

or dö orbital) centered on the metal atom (see Figure l). The cal- 

culated electronic distribution of ScO at the equilibrium internuclear 

distance shows a considerable ionic character. Figure 5 shows that 

the d-orbital is lowered in energy relative to the s orbital as charge 

is removed from the metal atom. Data for Figure 5 were obtained from 

the atomic energy levels •*  using the "center of gravity" for the 
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configurations which yield more than one spectroscopic state. Prom 

2 +     '2 these considerations It seems likely that both the X 2 and A A 

should be very low-lying states of ScO, YO and LaO. 

Matrix Isolation of ScO, YO, and LaO J  and molecular beam work 

on LaO  give strong evidence that the X 2 state Is the molecular 

ground state. Therefore, on the basis of (l) the nature of the 

molecular orbltals of ScO, YO, and LaO, (2) the near degeneracy of 

the s and d metal orbltals, and (3) the experimental evidence that 

2 + the X 2 Is the lowest energy electronic state. It Is concluded that 

2 2 + the A must be higher In energy but near the X 2 state. 
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CONCLUSIONS 

Nearly all observed LaO bandst with the exception of the 

ultraviolet bands "D-•■ X" and "F-* X", can now be assigned to 

transitions between rotatlonally analysed electronic states. The 

2     '2 lower state of the C II -♦ A A transition probably corresponds to 
p 

the Ar expected from the low-lying dö orbital located primarily 
to 

on the metal atom. Although the electronic energy of the A A 

state could not be determined In this work, there is evidence that 

2 + it should be near to the X 2 state. 
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ADDENDUM 

In work done subsequent to the submission of this paper for 

5 2    2 + publication, it has been determined that the reported-' C n -♦• X 2 
2 

analysis of LaO needs modification. The C II state is the upper state 

of the transition reported in this paper as well as of the C -»■ X 

transition. 

In light of this information, portions of the DISCUSSION Section 

of this paper are no longer applicable. The nomenclature of the upper 

state ip this paper has been made consistent with this information. 
o 

Justification of the C n revision and a complete reanalysis of the 

2    2 + C II -»• X 2 transition will be presented in uetail later. 
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TABLE V 
SUMMAKY or ROTATIONAL CONSTANTS OF Cn -♦ 4''A TRANSITION 

Ä(e - 0) 

B{v - I) 

D(Q) X 10« 
Z)(l) X 10« 
B. 
a, 
D. X 10» 
ß. X 10« 
r. (A) 

c»n„ cn»/. A^tt Ati*. 

0.3496o        0.3511« 
0.3503, 

0.3479,        0.3494« 
0.3486. 

0.27a 0.28, 
0.24. 0.24, 

0.3511 
0.0016 
0.297 

-0.03. 
1.829 

Error 

0.3427,        0.3435, ±0.0001 
0.3431, 

0.3410.        0.3418. ±0.0002 
0.3414. 

0.28, 0.28. ±0.005 
0.25, 0.25« ±0.01 

0.3439 
0.0016 
0.29« 

-0.02, 
1.848 

TABLE VI 
A-DOUBLING COEFFICIENTS IN CII STATE 

v = 0 !. = 1 -0               » = 1 Error 

a. 
o, X 10« 
o, X 10« 

0.120. 
-0.78 

0.120, 
-0.76 

0.80                0.76 

±0.0002 
±0.02 
±0.02 

TABLE VII 
BAND ORIGINS OF C'n -♦ 4'«A (0,0) AND (1,1) SUBBANDS 

cn,,,-»^"^/, (?a,/t-> A'**», Error 

„' - V' 
v' - v' 

- 0 
- 1 

15 150.00 
15 174.26 

14 671.19 
14 698.10 

±0.01 
±0.02 
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Fig.   4.     Atomic energy levels  of Sc,  Y,  and 
2 2 La from the ds    and d  s configurations, 
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Fig. 5.  Energy of a d orbital relative to an 

s orbital for Sc, Y, and La atoms and 

ions. 
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Fig. 1. Electronic energies and approximate 
molecular orbital configurations 
for three electronic states of 
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2 * 2 Pig. 5.    A portion of the LaO C n, /2 -» A    A-,/p   (0,0)   subband spectrum. 
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