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ABSTRACT

This report describes technical findings in three main subject
areas: semiconductors and semiconductor devices, insulating and semi-
conducting glasses, and measurement techniques. In the research con-
cerning semiconductors and semiconductor devices, a model is presented
that identifies and fully characterizes the physical origins of burst
noise in bipolar transistors. A new characterization of phototransistor
noise performance is reported. The density of states and Fermi level
for silicon is derived over the whole range of ilupurity concentrations
of technological interest, taking account that the density of states
depends on impurity concentration. Steady-state recombination and
trapping processes in gold- and phosphorus-doped silicon are studied
for impurity concentrations and temperatures such that the impurity
density greatly exceeds the equilibrium carrier density. A unifying
approach is described for deriving models for field-effect devices.
Algorithms for the automated design of semiconductor integrated-cir-
cuit amplifiers are developed that grow transistors, in the computational
sense, so0 as to attain specified design goals. In the research con-
cerning insulating and semiconducting glasses, variations of thermal
expansion coefficient, elastic modulus, and fracture strength of
Li,0-Si0, glass-ceramics are determined as functions of tlic nucleation
tréatment and volume fraction of crystals present. X-ray small-angle
scattering results indicate that a metastable reaction precedes equi-
librium crystallization in certain Li 0-SiO, glasses. The results
of our continuing research effort conCerning the electrical properties
of glass are summarized and related to results obtained elsewhere. 1In
the research concerning measurement techniques the design for a more
reliable tip-holder for field-ion microscopes is proposed. X-ray
scattering, x-ray diffraction and transmission electron microscopy are
. employed to study the solid solution decomposition of aluminum-rich,
aluminum=-zinc~silver alloys.



SUMMARY

This report, for the sixth semiannual period of contract support, de-
scribes technical findings in three main subject areas: semiconductors and
semiconductor devices, insulating and semiconducting glasses, and measure-
ment techniques.

SEMICONDUCTORS AND SEMICONDUCTOR DEVICES:

A model based on the random occupancy of flaw centers associated with
crystallographic defects is developed to fully explain the characteristics
of the burst noise seen in bipolar transistors. In contrast to previous
explanations, this new model takes account of the influence cf defects at
the surface as well as those in the bulk. For many transistors the defects
at the surface dominate in determining the observed burst noise. Experimental
results on specially fabricated transistors, some of which were gold-doped,
compare well with the predicted behavior. From the experimental data one
can infer values of some of the material parameters that describe the defects.

A full characterization of phototransistor noise performance is reported.
As a by-product of this characterization, we demonstrate that noise measure-
ments made on a phototransistor can be used to characterize its performance
by determining the common-emitter curreng gain and cut-off frequency. For
devices in which the base lead is unavailable, this technique yields
information important to device and current design that was not previously
attainable.

Taking account that the density of states in a semiconductor depends not
only on energy but also on impurity concentration, we calculate the density
of states and the Fermi level for silicon over the whole range of impurity
concentrations of technological interest. The calculated density of s‘ates
is shown to agree with the implications of pertinent experimental results.

Steady-state recombination and trapping processes of injected carriers
in gold- and phosphorus-doped silicon are studied for impurity concentrations
and temperatures such that the impurity density greatly exceeds the equilib-
rium carrier density., The fluctuation of the charge in the impurity centers
resulting from injection is taken into account by assuming the condition of
charge neutrality. From the empirical data we formulate a power-law expres-
sion that describes the relationship between injected electrons and injected
holes. The study provides the dependence of lifetime on injected carrier

concentration for silicon both over-compensated or under-compensated by the
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gold impurities.

A unifying approach is described for deriving models for field-effect
devices. The most general model yie ded by this approach contains, as
special cases, models for the small- and large-signal behavior ot the two
major types of field-effect transistor and of related devices such as the
semiconductor current limiter and the pinch resistor. From this most general
model cmerge, by application of particular approximations and constraints,
several models proposed earlier for use in computer-aided circuit analysis.
The unifying approach thus demonstrates the relationship borne among various
of the existing models for field-effect devices. Additionally, it provides
a wide diversity of new models of different complexities and degrees of
accuracy useful in the simulation and computer-aided design of semiconductor
integrated circuits,

Algorithms for the automated design of semiconductor integrated-circuit
amplifiers are developed. These algorithms grow transistors, in the compu-
tational sense, so as to attain gpecified design goals. Under the reasonable
assumption that certain fabrication parameters remain fixed, suitable design
parameters for transistors are the dc collector current and the area and the
perimeter of the emitter. The algorithms developed allow transistors to
grow to meet ac gain specifications; dc design requirements arise naturally.
The design of a semiconductor integrated-circuit differential amplifier illus-
trates the feasibility of the approach.

INSULATING AND SEMICONDUCTING GLASSES:

Variations of thermal expansion coefficient, elastic modulus, and frac-

ture strength of Li -SiO2 glass-ceramics are determined as functions of

nucleation treatmeni and volume fraction of crystals present. Strength
enhancement is attributed to an increase in fracture energy, which is pro-
portional to the mean-free path between crystals. Strength reduction is
attributed to the development of localized cracks at the crystal-glass inter-
face arising from volumetric changes occurring during crystallization.

X-ray small-angle scattering results indicate that a metastable reaction
precedes equilibrium crystallization in 30 mole % L120-810 and 33 mole %

2
L120-8102 glasses. Heterogeneous dielectric relaxation behavior provides
additional evidence for the reaction sequence in the non-phase-separating
33 mole 7% glass,

The results of our continuing research effort concerning the electrical
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propertics of glass are summarized and related to results obtained elsewhere.
We present tirst the theoretical basis for understanding the electrical beha-
vior of glass. Second, we describe the role played by composition and struc-
ture. Third, important problems in the relationships borne among structure,
composition, and electrical properties are discussed. Following a description
of a general theory of conductivity, the theoretical discussion then treats
ionic conductivity and electronic conductivity in glasses. Dielectric prop-
erties are considered; the discussion includes theory, polarization mechanisms,
and the current status of understanding of composition and structural effects.
Switching phenomena receive attention.

MEASUREMENT TECHNIQUES:

X-ray scattering, x-tay diffraction and transmission electron microscopy
are employed to study the solid solution decomposition of several aluminum-
rich, aluminum-zinc-silver alloys., Hot-stage electron microscopy provides
a direct determination of the decomposition sequence. G. P, zones are ob-
served to exist in all of the ternary aluminum-zinc-silver alloys used in
this study. Only one type of G. P. zone is detected. Evidence is given
supporting the contention that G. P. zone formation is governed by the exis-
tence of a metastable miscibility gap. Experimental results indicate that
the presence of the G. P. zone distorts the lattice of the matrix.

Tip-holders for field-ion microscopes are traditionally made using glass-
to-metal seals in various configurations. Such assemblies suffer occasiounal
catastrophic failures., Thus a need exists for a durable tip-holder with
electrical and thermal properties comparable to those of the glass-metal
types, We describe the design and propertics of such a holder which uses

no glass in its construction.
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I. Introduction

The original general objective of this research program was to establish
at the University of Florida a '"Center of Competence in Solid-State Mate-
rials and Devices.'" From the efforts expended in developing this center of
competence have evolved technical findings: technical findings concerning
such materials as glass-ceramics, semiconducting glasses, magnetic films,
and degenerate semiconductors; concerning devices made from these materials;
concerning measurement techniques; and concerning methods of fabrication.
Previous findings in these various areas are described in five previous
scientific reportsl’2’3’4’5. In Scientific Report No. 1 the reader will
find a more detailed statement of research objectives given here and a dis-
cussion of the means to be used in achieving these objectives.

The present report sets forth major findings of the sixth semiannual
period of support. 15 the presentation to follow, Section II describes the
results of research concerning semiconductors and semiconductor devices.
Section III reports findings concerned with insulating and semiconducting

glasses and Section IV treats advances in measurement techniques.
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II. Semiconductors and Semiconductor Devices ( A. J. Brodersen, E. R. Chenettc,
S. W. Director, R. W. Gould, L. L. Hench, J. J. Hren, S, S. Li, F, A.
Lindholm, C. T. Sah, A. van der Ziel)

e ——

A. PHYSICAL ORIGINS OF BURST NOISE IN TRANS1d1urd> (K. B. Cook, Jr and
A. J. Brodersen)

Introduction

Burst noise is an important source of low frequency noise in bipolar
transistors™ Burst noise 1is characterized by random, but discrete, shifts
in the dc currents of semiconductor devices. One of the first investigations
into the physical mechanisms of burst noise was done by Card and Chaudharis’7.
Their work led to the conclusion that burst noise was due to the modulation of
current flowing over a potential barrier. This current could be described
by the conventional Schottky diode equation. However, their theory could not
predict the observed temperature dependence of the amplitude of the discrete
shifts of the dc current.

Recently, the presence of burst noise has been correlated with the pres-

9
’ The excess cur-

ence of "excess currents" in transistors and pn junctions
rent is generally attributed to tunneling near an inverted base surface or
leakage through crystallographic defects either near the surface or in the
bulk. The excess current can also be described by current flow over a poten-
tial barrier such as a Schottky barrier.

Hsu, Whittier and Mead10 recently proposed that crystallographic defects,
located in the emitter-base depletion layer in contact with the semicondu-tor,
form the Schottky barriers responsible for both excess current and burst noise.
If a minor flaw, such as a generation-recombination center, is located in
proximity to a Schottky barrier, the random occupancy of the g-r center by an
electron or hold modulates the height of the potential barrier causing the
discrete fluctuations of dec current.

Fig. 1 shows several regions in bipolar junction transistors which are
possible locations of the crystallographic defects: the bulk emitter-base
space-charge region; the base surface; and the area of the emitter-base space-
charge region at the surface. Region One accounts for bulk defects which exist
in the emitter-base space-charge region. Impurities which precipitate into
such a defect during device fabrication form a low resistance current path.

If the resistance is small enough, a substantial portion of the total emitter-
base junction current can flow thiough the defect and any fluctuations in the
leakage current are visible in the transistor cutput. Region Two is located

near the surface in the base region of the device, but not in the emitter-base
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space-charge region, when the surface potential is zero (the so-called flat-

band condition). Current flow through defects in this region, which occurs

under surface inversion, is a strong function of surface potential. Region

Three is located at the surface in the emitter-base space-charge region, which
means the leakage in this area can also be a strong function of surface potential.

Hsu, Whittier, and Mead only considered defects in Region One. The more
important regions are Two and Three since the probability of crystallographic
defects and flaws is much more likely. We extend the results to include the
defects which appear at the surface.

Experimental results are given on five devices to substantiate the theory.
These devices are specially fabricated transistors with gates over the emitter-
base junction to control the surface potential. Four samples are gold-doped
in order to introduce known impurities into the device. The experimental data
is used to find values, which compare well with published values, for the capture
cross-section and energy levels of the impurity atoms.

A Theoretical Noise Model

A noise circuit model of the transistor such as the one shown in Fig. 2(a)
is adequate to describe the terminal behavior of burst noise2’8. The resistor
T, is the series resistance of the defect and the resistor ry is the incremental
resistance of the barrier associated with the defect. The current generator
IBN represents the burst noise generator. For circuit measurements, the model
of Fig. 2(b) is more convenient. The mean squared value of noise generator

iBB is found to be

d

i —)
BB rS 4 rd

r 2
22 (1,77 + o)) (L)

Where 0 is the average time the burst noise waveform is in the more positive
state and V is the average time the burst noise waveform is in the more negative
state and

1/a = 1/0 + 1/v (2)

The frequency dependence of the spectrum is determined by the statistics of

the simple two-time constant processlz’13. The burst noise generator sees

only a portion r, of the total base resistance 2 + r, depending upon the phys-
ical location of the crystallographic defect. To characterize the burst noise,

the quantities I_,,, Tys Tgs Tos Tpo g and vV must be related to the physical

BN
parameters of the defect.
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The energy band diagram shown in Fig. 3 shows a typical cross-section
of a defect responsible for burst noise. The n-type silicon represents the
emitter of the transistor and the p-type silicon represents the base of the
transistor. Between these two regions lies the defect. We assume the defect
acts as an effective high recombination region and is essentially metallic in
nature. The flaw is assumed to be located in the barrier formed between the
defect and n-type material. Since barriers on n-type material are typically
larger than barriers on p-type material, current flow through the defect will be
more sensitive to fluctuations in the barrier on n-type material. It is the
random occupancy of the flaw or trap which is responsible for the current fluc-

tuations. All of the applied voltage V E does not appear across the emitter

B
barrier. Voltage is also dropped across the second barrier and, for larger
currents through the defect, voltage is dropped across the series spreading

resistance of the defect. For Schottky barriers typically found in semicon-

ductors, the current is described by13
qy 2~ ¢ -1
VA 'b m-1 - E (=) )]
J=3 expl RT +* TKT (EFn c( ) (3)

The barrier height b includes any effects due to surface potential if the
defect is in Regions Two or Three. The values of the voltages across each
barrier are simply related since the current across the two barriers is equal.

The resulting expression is

- m, -1 qv,_ - ¢ m,-1 (4)
qVAn ¢bI’\ + 1 [E - E (oo)] = Ap bp + 2 [E () - EF ]
mlkT mlkT Fn c msz msz \' P

where VAn and VAp represent the values of applied voltage dropped across each

barrier and my and m, are constants associated with barriers on n-type and
p-type material, respectively.

The effect of the random occupancy of the flaw in Fig. 3 is to alter the
barrier height from its steady state value ¢bn' From Eq. (3), the fluctuation

AJ in total current is

J
B - D m, ®
1
where bn is the fluctuation in barrier height. The potential fluctuation
is
bn 4" ¢ -r/A
Mpn = Zmer © (6)



if the point charge associated with the g-r center is within a Debye shielding
length. This expression represents the potential of a single electron modi-
fied by the shielding of other local chearges. The magnitude of the burst noise
current IBN is found by combining Eqns. (5) and (6) and integrating over the

surface area of the defect. Then,

1.
ZJA —xoll (-xi + A/T)2/A D)
1 = AT = . (L, - e
BN 2€mlkT

where X, is the approximate distance from the flaw to the potential barrier
metallurgical junction.
The incremental resistance r, of the barrier is also found from Eqn. (3)

d
as

ry = (BI/BVAn)_l = m,KT/q1 (8)

The total series resistance r includes the effect of the second potential
barrier (the one without a flaw as shown in Fig. 3) and the series spreading
resistance of the defect. For a hemispherical geometry the spreading resis-

t S
ance is . = o/\ 2 (9)

sp

where p is the average bulk resistivity of the semiconductor in the vicinity
of the defect. The small signal resistance associated with the second barrier
is similar to that of the first except for the different value of the parameter

m. This resistance is given by

51 71
Gy —) = m,kT/ql (10)
Ap

Tht total series resistance rS of the burst noise model is then
r = m2kT/qI + p\'ZHA (11)

These equations are useful in interpreting the terminal behavior of

burst noise. Eqn. (7) indicates that I_ _ is proportional to the defect cur-

rent density; hence, a plot of ln(IBN) 3§rsus the applied voltage is directly
proportional to the applied voltage and will give the sum of the parameters
my and m,. Eqn. (4) and Kirchoff's voltage law are used to express VAn in
terms of VBE' The strong temperature dependence of the parameter m precludes

obtaining the barrier height ¢bn from a plot of ln(IBN) versus 1/T. Eqn. (1)



indicates that the magnitude of the equivalent input burst noise current

pulses will be equal to I__ when rS << r,. This condition is true for small

forward-bias. For large ?Srward—bias, tﬁe resistance r_ can be much greater
than ry For this case, the magnitude of the equivalent input burst noise
pulses becomes independent of the applied voltage. Thus an experimental plot
of 1D(IBN) versus the applied voltage is a straight line for small values of
VBE and possibly saturates for larger values of the applied voltage.

The other parameters of Eqn. (1) for the spectrum of the burst current
generator depend upon the frequency behavior of the spectrum. The frequency
behavior is determined by the random occupancy of the flaw or trap and
Shockley-Read-Hall (SRH) statistics give13

1
9= e + con 12)
P n

and 1

v = RET) (13)

n P

The capture process for holes and electrons is the same as in bulk silicon
except that the capture cross sections are now field dependent because of the
large electric fields which exist in most space charge regions. The rate at
which electrons (or holes) can leave a trap or be emitted from a potential well
is proportional to the depth of the potential well., For the case of an elec-
tron trap this depth is E = EC - Et’ neglecting the Poole-Frenkel effect and
the emission process can be described by the SRH parameter e . For a quasi-
equilibrium approximation the emission rates are e =en and ep = cppl

where Py and nl are the carrier concentrations that would exist if the Fermi

level were located at the energy level associated with the flaw E Emission

T'
from the potential well is enhanced by the Poole-Frenkel effect by effectively
decreasing the depth of the potential well because of the presence of a large

macroscopic field in the barrier. Thus E = EC - ET - AU where

AU = 2q/YqF/4me (14)

Typical values of AU are .1 eV or more.

The complete expressions for ¢ and v are3:

1
g = — . VIR — = (15)
cp;\v cxp[(EV - AU - ET)/U]+ c N¢ e..p[(EFn I.C/kT]




and

1 (16)

" - F & N 5 o |3
exp[(E, + LU - EL)/KT] + ey expl(E, th)/kT]

anC

The first order properties of 0 and v are determined by the properties of
the flaw. The second order properties of 0 and vV occur through the field
dependence of Tn’ Tp’ o cp, and AU.

Usually, the flaw acts as either an electron trap, a hole trap, or a
generation-recombination center and one of the two terms in the denominator
of Eqns. (15) and (16) is negligible. To a first order approximation, only
one of the two terms in the denominators depends on applied bias for a forward-
biased barrier. If the flaw is an electron trap then ¢ is a strong function

of applied voltage through the term E_ -~ Ec which is proportional to Ve and

Fn
v is independent of applied voltage. If the flaw is a hole trap, then 0 is
independent of applied yoltage and v is a strong function of applied voltage

through the term E, - E_  which is proportional to V If the flow is a

recombination centZr, bizh 0 and v are strong functiggs of applied bias. If
the flaw is located in a reverse-biased barrier, hole and electron emission

is the dominant process. These emission probabilities are field dependent

and show a strong dependence on the applied voltage. Plots of 1In(c) and 1n(v)
versus 1/T will give either the energy level of the trap or information about
the hole and electron quasi-Fermi levels at the flaw.

Eqns. (15) and (16) rneglect tunneling from the flaw into the metal. The
probability of tunneling from the flaw into the metal or surface states at the
metal-semiconductor interface depends strongly on the potential barrier seen
by the trapped charge. Tunneling from the trap back onto the conduction band
can also occur. For a forward-biased barrier, the electric field is decreased
at the flaw and tunneling is likely to be a negligible effect.

The physical location of the burst noise source can be determined by two
techniques. Jaeger and Brodersen have shown that the value of the resistance
r. locates the burst noise source in many casesz. This method is good for
locating sources in the active base region. The method is not accurate if
the resistance rc is a small part of the total base resistance. Here, the
dependence of the burst noise on gate voltage or surface potential is useful
for locating the noise source.

Experimental Results

Experiments were performed on many transistors with burst noise. The

7



results compare favorably with the theoretical calculations., The devices were
made by a planar diffusion process into silicon using boron and phosphorous as
impurity dopants. Five transistors with burst noise are discussed here: two
burst noise sour:es were located in the emitter-base space charge region away
from the surface; two were located near the surface in Region Two; and one in
Region Three. The transistor structure is shown in Fig., 4. The large circular
device was designed so that surface properties, geometrical factors, and bulk
properties could be studied. A device of a more typical size is also present,
located very near the larger device., The smaller device was used to study
geometry effects and to compare with results from the larger device.

The first device, No G-1-53, had a burst level in Region Two. This
device was typical of many of the transistors processed which had burst noise.
The device was fabricated using planar processing and careful procedures for
cleanliness. Any mobile ions present in the passivating oxides were first
drifted to the surface by a heat treatment with a large negative gate voltage
for several minutes to minimize their effect on the base surface potential.
This procedure allowed accurate correlation between changes in gate bias and
surface potential., Sixty devices were tested on the wafer from which device
G-1-53 was taken with the following results:

Number of units showing burst noise with zero

gate voltage « + + « v v v s s s s s s e e s e e s 2

Number of units showing burst noise with gate

voltage greater than Zero . . « + + s o s s & o 8

Number of relatively low noise units ., . . . . . . 47

Number of units showing large 1/f noise . . . . . _3
TOTAL 60

Figure 5 shows properties which are a strong function of gate voltage
indicating that the burst noise source of device G-=1-53 is located near the
base surface. Sources located in Regions Two and Three are generally strong
functions of gate voltage. The value of the resistance T s the amount of base
resistance seen by the noise source, was small, substantiating the fact that
the noise source was close to the base surface.

To interpret the experimental data the defect potential barrier must re-
flect its dependence on the gate voltage or surface potential. The band dia-
gram of Fig. 6 shows a defect located near the base surface. We assume that

defects near the base surface extend to the surface. Under base surface in-



version the defect will come into contact with the "inversion channel" and

is consequently a source of burst noise. Because the potential into the device
(away from the surface) is a function of position, the equation describing the
potential becomes two dimensional. With the deplecion approximation an approxi-

mate expression for the potential variation near the base surface is

60e,y) = Lo (eyy) = V) (1 - =)+ vy (17

where

xy = (2606, - V)/q n 17 (18)

and n is the electron concentration in the inverted channel. The barrier

ch 13
height ¢bn is expressed as

¢bn = [EC(XT’YT) - EF(XT’YT)] + [¢)SO = VAn - VD 1~ XT/XD]Z. (19)

where (xT,yT) is the location of the flaw. The flaw i1s acting as an electron

trap since, as shown in Fig. 7, v is independent of the voltage V £ and 1n(o)

B

is linearly proportional to the voltage VB Fig, 7 is then used to determine

El
that13
sg(xT,yT) - E;’.(xT,yT) = 448 eV (20)

Tne superscript is used to denote thermal equilibrium, If m, = 1, Egqn. (19)

becomes

. . 2
o - 448 + [ - E. + KkT/q lq(NV/!\Ag)] [1 - % /%] o
bn 1- 01 - xy/x)]

The surface acceptor concentration NAS is determined from the base surface

inversion characteristic and MOS capacitance measurements. For device G~1-53,

NAs was determined to be 1.5 x 1018cm3. If the relative location of the trap

x,r/xD were known, one could determine ¢bn' A range of possible values can be

computed from Eqn. (21) for device G-1-53, giving

< <
<448 eV - ¢bn - 1.05 eV (22)

This range of values is typical of the metallic impurities commonly found in

siliconla.

The plots cf Figs. 8 and 9 are used to estimate the electron capture



cross=svction., Ftg. 8 shows the temperature dependence of 0 and v. The slope

of these curves gives values of (EC - ET - AU) = ,33 eV and (EFn - EC) = ,348 eV,
Fig. 9, showing the magnitude of the bursts versus VBE' can be used in con-
Junction with Equs. (1), (3), (4) and (7), to find the sum of the parameters

m, and m The clectron capture cross section is now found using Eqns. (14)

1 2°

-

and (15) as 8.6 x 10-18cm2,

The remaining unknowns to completely characterize the barrier are the
bulk resistivity of the series spreading resistance p, the cross section area
of the defect A, and the constant Jo. For cases in which p is large enough to
cause 1BB to saturate for large values of VBE’ p can be estimated. Eqns. (1)
and (7) are used to show that, if A >> X, and xz << A/m, the magnitude of the

input noise current pulse saturates to a value of

Y
Ig = ¢/[(2)* ep]. (24)

In general, the resistivity may not be large enough to cause the saturation

of the current pulses., Fig., 9, for instance, shows no saturation. For this
case, the series spreading resistance is not important. A curve of IBB versus
the leakage current is useful in determining the defect cross section area A.
If the defect leakage current is I = JA, the magnitude of the burst current

pulse 1is 9 2 1
Iyg = = La“/2(m) + m)) ekTA] [x_ - (x> + a/m)7), (25)

The slope of a plot of 1 . versus I would give A 1f a reasonable approximation

BB 2

for X, is made. The value of my + m, is known from experiment. If X, is
8

small compared with A/m, then A = 2.7 x 10~ cm2 for device G-1-53, This cross-
sectional area agrees with previously reported valueslo.

The experimental data obtained from device G-1-53 correlated in all re-
spects with the proposed model. Data obtained from the model allowed the
calculation of a possible range of values for various parameters describing
the potential barrier at the defect even though exact values could not be
obtained. The estimated electron capture cross section was of the same magni-
tude as several impurity elements, but was closest to reported values for
tungstenls. Also, the energy level of the flaw in the energy gap was very
close to reported values for tungstenls. The important parameters are Sum-

marized in Table 1.

The four burst noise sotices to be discussed in the remainder of the
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paper occurred in devices which were gold doped. The deliberate introduction
of gold significantly increased the percentage of devices which had burst
noise. A sample of fifty devices from a gold-doped silicon wafer, showed
more than 40 percent with large amounts of burst noise compared with 16 per-
cent from the previous example. The gold apparently increases the incidence
of metallic precipitates. The behavior of these burst noise sources can be
used to compute the properties of the gold defects and the values compared
with the well-known properties of gold.

The first gold-doped device, device G-5-66, has a burst noise source
located in Region Two. The plot of Fig. 10 shows that both 0 and v are expo-

nential functions of the base-emitter voltage for V E greater than 0.5 V while

B

only 0 is an exponential function of VBE for v E less than 0.5 V. Eqns. (15)

and (16) would indicate that the flaw is acting as a generation-recombination
center for VBE greater than 0.5 V and as an electron trap for VBE less than

0.5 V. The possibility of such an occurrence has been discussed by Hsu, Whittier,
and Meadlo. Temperature data similar to the plot of Fig. 9 was obtained. The
important parameters obtained from the experimental data are given in Table 1.

Figure 11, a plot of the burst magnitude versus V__, shows a saturation

BE
of the burst magnitude which indicates that the series spreading resistance
is limiting the magnitude of the bursts. In this case Eqn. (24) is used to

estimate the resistivity of the spreading resistance as 12 Qcm.
The value of the capture-cross sections is approximately an order of magni-

tude smaller than the reported values of gold. The capture cross-sections are
field dependent and the location of the flaw is near the depletion region of
the Schottky barrier. The magnitude of the field can be estimated since the
impurity is likely gold. The reported values of the value of the gold-silicon
barrier can be used, in conjunction with Eqns. (4), (17), (18) and (21), to
locate the position of the flaw and the value of the electric field at that
point. The distance from the flaw to the Schottky barrier is 28 & and the
field at this point is 2.5 x 105 V/cm. This high value of electric field
easily accounts for the reduced values of the capture cross-sections.

Two devices showed burst noise which was independent of gate voltage. The
results of the measurements are given in Table 1. Such sources are located in
Region One of the device. Low frequency noise measurements offer a convenient
method to locate physically the noise sourcesz. Figs. 12 and 13 show the two

measurements which were used to determine the values of the resistances rc and

11



Ty shown in Fig. 2(b). Fig 12 is a plot of equivalent input voltage bursts

versus source resistance and the intercept for E,, = 0 is simply the value

BB
of the resistance r . Fig. 13 is a plot of noise figure versus source resis-
tance for a frequency at which 1/f noise dominated the noise performance.

The 1/f noise current generator appears directly across r. and the minimum

noise figure occurs when R

=, +r For device G-7(4)-8, ine measurements

gave values of r, = 470 @ ind r, + rE = 2 kf). Recall, for sources located
near the surface, the value of r_  was approximately zero. Therefore, since
the burst source of device G-7(4)-8 sees spproximately 25 percent of the total
base resistance, these measurements confirm the location of the burst noise
source.

The plot of Fig. 14 shows that v varies linearly with VBE while 0 is
essentially constant. Thus, the flaw would appear to be acting as a hole trap.
The temperature dependence of 0, in conjunction with Eqn. (15), is interpreted
to give a value of the hole capture cross section very near reported low-field
values for the gold acceptor level. In fact, the temperature dependence of Vv
gives a clue that the flaw is located in the low-field region away from the
Schottky barrier. The temperature data shows that the quantity EFp = EV is
0.62 eV. Hence, the Fermi level for holes EFp lies well above mid band. Fig. 3
would indicate that the flaw must lie some distance from the metal-silicon junc-
tion for this to occur, since in the vicinity of the junction, the quasi-Fermi
level for holes lies well below mid band. The value of the field becomes
smaller as the distance from the junction decreases.

Device G-7(2)-23 gives further validity to this argument. This device is
also a burst source located in Region One. Noise measurements gave equal values

of 150 Q for r, and r, + r, indicating the defect was located well beneath the

emitter. In this case thebplots of 0 and v indicate that the flaw is acting

as a generation-recombination center. The values of the capture cross-section

in Table 1 are an order of magnitude smaller than the reported value. The
measurement of temperature dependence of 0 and v gave values of EFp- EV = 0.44 eV
and Ec - E. =0.52 eV. Both the quasi-Fermi levels for holes and electrons

lie below iﬁe middle of the band gap indicating a p-type region. Fig. 3 now
indicates that the flaw must be close to the barrier in a high field region
for this to occur. Hence, the low values of the capture cross-section are
attributed to the high electric field in the area of the Schottky barrier.

The final device exhibited a burst noise which was dependent on the gate

12



voltage. However, for large gate voltages which caused the base surface to
invert, the burst noise disappeared. This type of characteristic can be
attributed to defects in Region Three since the conducting path across the
base-emitter region disappears for strong base inversion.

Fig. 16 shows the dependence of ¢ and v on the applied bias. The plot
indicates that the flaw is acting as a generation-recombination center. Com-

pared with the previous devices, 0 and v vary more rapidly with VB Other

discrepancies with previous data also were found: the parameter mhhad a nega-
tive temperature coefficient, and the values of and were very strong func-
tions of temperature. The theory developed for the forward-biased Schottky
barrier did not fit the observed data.

The data did, however, match with reported values for reversed-biased
Schottky barriers. How this barrier could occur in the device is not at all
clear. The possibility exists for defects both across the base-emitter iunc-
tion and in the surface inversion layer, and the mei.allurgical situation is

complex in this region. The dependence of ¢ and v on V__ is due to the strong

field dependence of the thermal emission probabilities ?Sr holes and electrons
and the possibility of a large amount of tunneling from the trap. Sah has
recently published data on the field dependence of the thermal emission rates
of carriers at gold centers in reverse-biased silicon pn junctions, and has
indicated that for such cases the detailed field dependence of the emission
probability does not follow the conventiornal Poole-Frenkel formula16. The
emission probabilities computed from the temperature dependence of 0 and v in
conjunction with Eqns. (15) and (16) (ep = 1/0, e = 1/v) are the same magni-
tude of those reported by Sah for the gold acceptor level. At 30°C, e = 140
and ep = 178 sec-l.
Conclusions

This work has developed and substantiated a burst noise theory for the
bipolar junction transistor. From previous experimental results and models
reported in the literature, the mechanism for burst noise was postulated to
be the modulation of leakage current, flowing through a defect across the
emitter-base junction, by the random occupancy of a single flaw located near
the defect. From the proposed mechanism, a burst noise model was developed.
The model was presented in terms of the physical processes occurring at the

defect and flaw.
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Experiments were performed on five typical test transistors with large
amounts of burst noise from a single noise source. The resulting experimental
data were analyzed based on the proposed burst noise model. Some of the impor-
tant data on the flaw and defect, obtained from an analysis of the burst noise
source, are summarized in Table 1. Agreement with reported values was good.

The addition of gold into the silicon increased the percentage of tran-
sistors showing a large amount of burst noise from 3 to 15 percent to better
than 40 percent. Similarly, the percent of units with a large amount of burst
noise increased when the base surface was inverted because typically many more
defects are located near the surface of a device than in the bulk. The devices
which showed burst noise under base surface inversion always showed large
excess currents under inversion. Although cases were found in which leakage
occurred with the base surface inverted and the devices showed no burst noise,
no cases were found in which a device showed burst noise under base surface
inversion and no excess leakage current. Based on the proposed model for

burst noise, the above effects were expected.
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Notation

defect cross-sectional area

conduction band energy far from the potential barrier of the
defect

conduction bana energy at surface when s = 0

valence band energy far from the potential barrier of the defect
quasi-fermi energy for electrons

quasi-fermi energy for holes

electric field

burst noise current across defect barrier

magnitude of the burst noise pulse

equivalent input burst noise current

a parameter used to describe current flow across the Schottky
barrier

that part of the total base spreading resistance seen by the
burst noise source

differential resistance of the defect potential barrier
series resistance in burst noise model

tunneling probability for electrons

tunneling probability for holes

energy due to the Poole-Frenkel effect

amount of VBE dropped across the barrier on n-type material
amount of VBE dropped across the barrier on p-type material
diffusion potential (contact potential)

location of flaw

width of the more poritive burst noise pulse

width of the more negative burst noise pulse

barrier height on n-type material

barrier height on p-type materia’

Debye shielding length

resistivity in vicinity of defect
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Figure 1 - Possible locations of defects which could cause
burst noise.
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Figure 3 - Potential barriers on n-and p-type material with an
applied voltage.
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Figure 4a - Bipolar junction transistor test structure.
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Gate #2 ~\—\
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4.66 —o

Emitter #2 6.66 —»{

Base

Figure 4t - Cross section of test transistor indicating important
dimensions.
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Figure 5a - Plot of o and v versus Vg for device G-1-53.
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Figure 5(b) - Plot of I, versus Vg for device G-1-53.
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Figure 9 - Plot of Igp versus Vgp for device 6-1-53,
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Figure 10 - Plot of o and v versus Vgp for device G-5-66.
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B. NOISE IN PHOTOTRANSISTORS AND PHOTODIODES (F. de la Moneda, E. R, Chenette,
and A, van der Ziel)

This paper presents the results of some recent measurements of the spectral

density of the noise current at the output of planar silicon phototransistors
and a phototransistor noise model which agrees well with experimental results.
Figure 1 shows a schematic diagram of the basic system used to determine
the spectral density of the noise.
Representative spectra of commercial and University of Florida devices are
shown on Figures 2a and 2b, respectively. The values of qu of these curves
are in good agreement with those obtained from the analytical expression of the

spectral density of the output noise.

2
2h,_/h
5,(6) = 2q1 0 [ 1+ —ESLE—Z (1)
1+ (f/f)
8
Here ICEO is the d.c. collector current caused by photoexcitation with the base
floating, hFE is the d.c. current gain, hfe is the incremental current gain, and

fB is the beta cut-off frequency.
The low frequency plateau of Equation (1) is clearly visible althongh it
is masked by 1/f noise at the lowest frequencies. The high frequency plateau
corresponding to full shot noise of ICEO is also observed for the lower bias
currents in the frequency range shown. It is thus possible to determine
h%e/hFE and fB from noise data. .
Since the devices had an external base lead small signal measurements of
hfe and fB could be carried out. Another determination of fB using an amplitude
modulated GaAs light emitting diode was also made. Finally, the d.c. parameter
h.. was also measured. The ratio2 '(IE) - hfe/h vhich is a slow function of

FE FE

IE' is useful in the discussion of these data.

Figure 3 shows h.., obtained from the d.c. characteristics, hfe = mh

’
obtained from the lllif signal measurcments, and h:e/hFE - 'thE obtainedrgron

the lov frequency noise data. This gives three methods for determining m. The
values of = thus obtained agreed within the limit of experimental error. Figure &
shows fB' obtained from the noise data, from the small signal data, and from

the modulated GaAs diode; these data also agreed within the limit of experimental

error.
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Ihe derivation of Equation (1) involves setting up a model which repre-
sents the dirferent sources of nofse in a phototransistor. These sources can
be traced back to:
{a) The incoming photons which induce gencratior fluctuations.
(b) Mechanisms inherent in the device such as fluctuations in the generation
o free carricers by phonons, diffusion fluctuations, and recombination

fluctuations in the bultk and on the surface.

Van Vlict3 has shown that the fluctuations in (a) have full shot noise.

Most of the fluctuations in (b) can be represented by random shot noise generators.
e can then study the total output noise without paying any regard to the spe-
ific origin of its components. This is the underlying assumption made in the
following analysis,

Figure 5 shows the familiar "Hybrid-pi'" equivalent circuit with the shot

nofse gencrators lh2 and 1c2 . As pointed out by van der Ziel“. this is a good
and vet simple noise representation for the common emitter bipolar transistor.
The spectrum given by Equation (1) is derived from this model in conjunction
with the expressions for the d.c. collector and emitter currents, and the con-

straint that the net base current {s zero. This constraint gives h_. as the

FE
relationshin between ICHO and (lPH + ICB)' IPH is the photo-generated current,
!CB is the collector-base leakage current.,

Yy e Lo exp(q V. ./m'kT
-1 N “F 'ET BE
(hep) (1 = vy ap) 4 I (2)

CEO

Here, !ET cxp(qVBF/m'kT) fs the emitter transition region leakage current, and
Yy the emitter injectior efficiency factor.

Equation 1 can be used to compute the noise equivalent power, NEP, the
figure of merit conventionally used to characterize the noise performance of

radiation detectors. It {s given by3

- Y 2 Y 2
NEP = by § A (1] / 1.5 3)

where h is Planck's constant, v, is the optical frequency of the incoming
radlation signal, j8 {s the a.c. photon flux per unit area, Ab is the photo-
transistor base area, and is the a.c. output current response due to js; i.e.,
ls » Ab (8+1)n q js' With the aid of this relationship and Equation (1), the
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NEP can be written as ( Iy 7
2
! 2h’ /h
Y fe' FE
‘(quceo) 1+ —= 5| (8%
1+ (f/fﬁ)
NEP = hv_ ‘
I8 + 1] nq

In summary, we have characterized the phototransistor noise performance
both experimentally and analytically. The validity of our analytical results
has been established by a set of three independent measurements. The agree-
ments between the results of these measurements is excellent. As a byproduct,
we have also that nolse measurements on a phototransistor can be used for its
small signal characterization in terms of mthE and fB. This result may be of
great usefulness, particularly when the base lead of the device is not available.

A more detailed treatment of this research will appear in the next scien-

tific report,
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foiee ©n

E

2
i, = 2Qq Gy Loexp(qVBE/kT) + (Iec*'Ipnﬂ Af

i_:= 2q [2 ( L.+ IPHZI Af

. .*
1, = 2q( L.+ IPH)Af

Figure 5 Phototransistor noise model. Shot noise current generators
iy and i are imposed on a "Hybrid-pi" small signal equivalent

circuit.
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C. IMPURITY CONCENTRATION DEPENDENT DENSITY OF STATES AT THE FERMI LEVEL
FOR SILICON (D. D. Kleppinger and F. A. Lindholm)

I. INTRODUCTION

Experimental results, ranging from a variable impurity ionization energy
1 . 1 7 ol oo f 1
in bulk semiconductors™ to an anomalous temperature sensitivity of transistor
L 2,3, : q ,
gain™’ indicate that the density of quantum states in a seniconductor de-

b4

pends on the impurity concentration. The conventional engineering theory of

4’5’6, does not include this dependence. In a recent paper7,

semiconductors
however, we proposed an approach that enabled its inclusion over the range of
impurity concentration that is of technological interest. Application of the
approach to zinc doped (p-type) gallium arsenide, as an example, yielded theo-
retical predictions that compared satisfactorily to an experimentally determined
density of states. The current paper continues to explore the applications of
the approach by studying its predictions for silicon.

The discussion proceeds as follows. Section II summarizes the approach.
Section III deals with the calculated density of states in phosphorus doped
silicon and discusses the observed variation of the impurity ionization energy
with impurity concentration. Furthermore, this section discusses the consis-
tency between the predicted density of states in arsenic doped silicon and the
existence of three empirically observed modes of conduction. The dependence
of the Fermi level on temperature and impurity concentration for phosphorus
doped silicon are discussed in Section IV. Section V indicates applications
of the results reported here.

IT. A SUMMARY OF THE APPROACH

Two kinds of evidence exist to indicate the impurity concentration depen-

dence of the density of states: that relating to its effects in bulk semicon-

ductor materiall’s-lo, and that illustrating its manifestations in the proper-

ties of semiconductor junction devicesz’3’ll. To describe this dependence in
silicon, we shall use an approach described in detail in a recent paper by the
authors7. Here we provide a brief summary of the approach.

Qualitatively, one can explain as follows the origin of the concentration
dependence of the density of states. The impurity concentration affects both
the density of states associated with the host lattice and the density of states

associated with the impurity atoms. As the impurity concentration increases,
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the electrons* donated to the crystal become so numerous that their presence
essent.ally alters the periodic potential in the crystal. This causes the
density of states in the host lattice bands to deviate from the conventional
dependence on the square root of energy. Both the valence and conduction bands
are deformed by this mechanism., Additionally, the states assoclated with the
impurity atoms split and form a quasi-continuous band of energies as the im-
purity concentration increases. This splitting of states occurs because of the
increasing interaction between impurity atoms as the impurity concentration
increases (or the inter-impurity distance decreases).

The equations used in the approach to describe the above mechanisms come
from the works of Bonch-Bruyevich12 and Morgan13. Two equations due to Bonch-
Bruyevich are used to describe the aensity of states in the host lattice bands.
For energies near the intrinsic band edge, E=0 ev,

11/8 e3/8 N5/24

25 3/8 13/8 N-5/24 E

1)

P(E) = 1.309 x 107 (m”*/m) +6.267 % 10 (" /m)

and

p(E) = 6.8125 x 1021 (n*/m) 3/2 .5/6

3/2 El/2 - 4,065 x 103(m*/m) € N E-3/2, (2)

at energies farther into the allowed band. The density of states associated

with the impurities is described by Morgan:

2.3/2 1/2
8 3/4(m )1/4 .5833 i (E ED) (m / ) (3)
9.551 x 10”18 8334

p(E) = 3.651 x 10

Although the separate theories of Bonch-Bruyevich and Morgan were derived
for restricted ranges of impurity concentration, we made and justified7 the
approximation that the twé theories could be superposed and applied over the
range of impurity concentration of technological interest. The next section
presents the density of states obtained for n-type silicon by applying this
approach,

III. THE DENSITY OF QUANTUM STATES IN SILICON
A. Phosphorus doped silicon

Equations (1) through (3) will give the density of states for silicon if
the appropriate material parameters are used: m* = 1,08 m14 and € = 11, 715
Figures 1 through 8 display the predicted density of quantum states as a func-

* For concreteness, we will conslder n-type material throughout the paper.
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tion of energy in n~-type (phosphorus doped) silicon at various impurity con-
centrations in the range 1016cm-3 through 3 x 1020cm-3. The conventional,
parabolic curve is plotted on each figure as a reference,

The significant features of the sequence of graphs are the growth of the
impurity band with its eventual overlapping of the conduction band and the
alteration of the conduction band itself.

At an impurity concentration of 1016cm-3(see Fig, 1), the impurity states
are described by a Gaussian whose standard deviation is 0.001575 ev. This
spread in energy is sufficiently small that the impurity states may be con-
sidered well localized in energy. The description of the conduction band
states, afforded by Bonch-Bruyevich's equations, is essentially coincident
with the parabolic reference curve. Thus the usual conventional assumptions
of a parabolic conduction band and a delta function distribution of impurity

states are valid for an impurity concentration of 1016cm-3.

=9 and

An examination of Figs. 2 and 3, for concentrations of 1017cm
1018cm-3, reveals the growth in height and width of the Gaussian curve de-
scribing the impurity states. The density of states in the conduction band
is beginning to deviate from the simple, parabolic form.

At an impurity concentration of 3 x 1018cm-3 (see Fig. 4), the impurity
band and the conduction band have overlapped to a significant extent. The
effects of this overlapping will be discussed later in this section.

As the impurity concentration increases from 1019cm-3 through 3 x 1020cm-3,
the two bands merge even more and tend to become indistinguishable. Only very
small structural features occur to give evidence of the origin of the states
as they exist at these doping levels. This explains, perhaps, why experiments
often fail to detect structure in the density of stateslé.

Figures 1 through 8, make evident that the conventional assumptions of a
parabolic conduction band and a delta function of impurity states, both inde-
pendent of impurity concentration, fail at the higher concentrations. We now
compare some of the experimental evidence for this failure to the predictions
of the approach for the density of states in silicon.

As was noted above, an impurity concentration of approximately 3 x 1018cm-3
phosphorus atoms is just large enough to cause the impurity and conduction bands
to overlap. There is experimental evidence to support this prediction.

Pearson and Bardeen1 found that the ionization energy of phosphorus doped

silicon monotonically decreases toward zero with increasing impurity concen-
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tration and becomes zero at a concentration of approximately 1.25 x 1018cm-3.

This dependence on the impurity concentration is consistent with the growth
of the impurity band and the distortion of the conduction band as shown in
Figs. 1 through 8. The predicted overlapping at a concentration of approxi-
mately 3 x lOlSo:m_3 is consistent with Pearson and Bardeen's value of

18 =3
1.25 x 10" "cm

density of states functions overlap, the energy gap designated as the ionization

for the vanishing of the ionization energy because, when the

energy disappears.

B. Conduction Modes in Arsenic Doped Silicon

Swartz10 has studied the resistivity of n- and p-type silicon samples

containing impurities in the concentration range of approximately 1017cm—3 to

3 x 1018cm_3. One subset of his data is particularly useful in lending validity
to our theoretical predictions. This subset consists of resistivity measure-

ments on four arsenic doped samples whose doping levels were 5.75 x 1017cm_3,

9.13 x 1017cm—3, 1.56 x 1018cm—3, and 2.96 x 1018cm—3. These doping levels
correspond to the moderate concentration range for which the impurity atoms
interact sufficiently that there is a small but finite probability of trans-
ferring electrons between impurity states. At temperatures near 0°K, elec-
trical conduction occurs by "hopping' between impurity states., However, at
the upper end of this moderate concentration range a further possibility for
conduction arises. Because the impurities assume random, substitutional
positions in the host lattice, spatial paths of relatively large impurity
concentrations may exist. Along these paths, threadlike energy bands develop
and enable conduction in a partially filled band.

Let us now discuss Swartz's resistivity data in some detail and show the
consistency between the data, the calculated density of states, and our quali-
tative expectations for the conduction modes.

Swartz's study of the dependence of the resistivity on reciprocal temper-
ature shows three distinct types of bLehavior. Consider first the sample doped
with 1,56 x 1018cm—3 atoms. This sample displays all three types of behavior.
Above 20°K, the resistivity varies exponentially with 1/T at a rate expected
for normal conduction. Between 10°K and 20°K, it varies exponentially but at
a slower rate than that found for temperatures above 20°K. The third type
of behavior occurs below 10°K and is characterized by a power law relation-

shop between resistivity and 1/T. Swartz identifies the conduction mechanism

occurring between 10°K and 20°K as the hopping of carriers from one impurity
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atom to another. Such a hopping process is characterized by an activation
energy. This is consistent with the exponential relationship between the
resistivity and 1/T in this temperature range. He describes the hopping
mechanism as a non-band conduction mode to distinguish it from the mode found
below 10°K. This latter mode he calls impurity band conduction. In this
lowest temperature range, the temperature dependence of the resistivity is
moderate compared to the exponential dependence in the other ranges. This
suggests that conduction is occurring in a partially filled band of states
containing a number of electrons which is constant and independent of temper-
ature in this range.

The sample containing 9.13 x 1017cm-3 of arsenic atoms definitely dis-
plays the normal and hopping mechanisms and appears to be on the verge of
entering the impurity band mode below approximately 10°K. The least heavily
doped sample (5.75 x 1017
it does display hopping conduction. Finally, the most heavily doped sample

(2.96 x 1018cm-3) does not display the non-band mechansim but rather passes

cm-3) does not enter the impurity band mode, although

directly from the normal mechanism to the impurity band mechansim.

The final observation needed from Swartz's data is that the resistivity
at any temperature decreases with increasing impurity content. Now we are
able to analyze his data in terms of the density of states we have calculated.

By plotting the * 20 limits from Morgan's theory, we show, in Fig. 9,
the development of the impurity band with increasing impurity concentration
in arsenic doped silicon. The energy, EO’ at which the density of conduction
band states predicted by Bonch-Bruyevich's equation, Eq. 1, vanishes is also
plotted. Again, the merger of the conduction and impurity bands occurs at a
concentration of approximately 3 x 1018cm—3. The vertical arrows on the
figure indicate the doping levels of Swartz's samples.

Examine first the sample containing an impurity concentration of
1.56 x 1018cm-3. Figure 9 shows that the impurity and conduction bands have
not merged significantly at this concentration. The existence of the normal
conduction mode requires no explanaticn., The existence of the other two con-
duction modes in this sample can be explained as follows. Between 10°K and
20°K, the thermal environment is not able to excite many electrons from the
impurity states to the conduction band; but it can provide sufficient energy

to some electrons to allow them to participate in phonon activated hopping
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between impurity atoms. Below 10°K, however, there is an energetically

more favorable and therefore more probable conduction mechanism available in
this sample. Conduction below 10°K occurs along the spatially localized paths
of relatively higher impurity concentration where thread-like impurity bands
have developed.

8cm-3), the resistivity

For Swartz's most heavily doped sample (2.96 x 101
data indicate that the impurity atoms apparently interact to such an extent
that impurity hopping never dominates and conduction occurs, at low tempera-
tures, in a partially filled band. Figure 9 shows that the impurity band is
wider at 2.96 x 1018cm-3 than at 1.56 x 1018cm-3. It is consistent, therefore,
to expect that the impurity band has developed more generally throughout the
material in the more heavily doped sample, With such a band available, we would
expect it to determine the low temperature conduction mechanism,

Similarly, the development of a small indication of impurity band con-
duction is consistent with the spreading of the impurity band as the impurity

= to 9.12 x 1017cm-3. This spreading

concentration increases from 5.75 x 1017cm
is illustrated in Fig. 9.

The resistivity of the least heavily doped sample exceeds that of the most
heavily doped sample because its carriers are never able to enter the energet-
ically favorable impurity band mode of conduction. Fewer and fewer carriers
are able to participate in hopping conduction as a decrease in thermal energy
makes this process less probable. Thus, the resistivity increases faster with
decreasing temperature than for the impurity band mode which requires no acti-
vation energy.

In addition to Swartz, other workers nhave considered the transitions be-
tween the three modes of conduction mentioned. Miller and Abrahams17 state
that hopping will occur in n-type silicon doped at a level below approximately
2 X 1017cm-3. Note that the concentration limit for hopping will depend on
the particular impurity atom used. An impurity with a higher ionization energy
(at small concentrations) will require a larger concentration to leave the
hopping mode than will an impurity with a lower ionization energy. This occurs
because the wave functions of the former will be more localized and will re-
quire a smaller separation between atoms to interact and form bands. Thus,
phosphorus doped silicon would be expected to leave the hopping mode and enter
the impurity band mode of conduction at a lower concentration than arsenic

doped silicon. The statement by Miller and Abrahams is thus qualitatively
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consistent with Swartz's data. Longo 35.31.18 state that the transition be-

tween the hopping and impurity band modes of conduction occurs between 1018cm—3

and 5 x 1018cm-3 boron atoms in silicon. This is also consistent.

This completes the interpretation of the empirically observed ionization
energies and conduction modes in terms of the predictions of our calculated
density of quantum states in silicon. In the next section, we examine the
results of applying the approach to finding the Fermi level as a function of
impurity concentration and temperature. The material studied is phosphorus
doped silicon.

IV. THE FERMI LEVEL IN SILICON

The Fermi level of a system of electrons can be obtained by integrating
the product of the density of states and Fermi-Dirac distribution functions
over all energies and then requiring that this integral equal the total den-
sity of electrons actually present in the system. We carried out this proce-
dure for phosphorus doped silicon using the density of states functions given
by Eqs. (1) through (3). The calculation did not consider compensating im-
purities and assumed that only the electrons introduced by the donor impurity
atoms (in excess of their core electrons and the number required to satisfy
lattice bonds) would be considered as the system. In other words, only the
"fifth" or excess electrons of the impurities were considered. Intrinsic
carriers were also neglected. The intrinsic carrier pairs may be neglected
in the ranges of impurity concentration (1015c:rn-3 to 3 x 102°cm'3) and
temperature (0°K to 300°K) of interest Lecause their density is always at
least a factor of 10-5 less than the density of excess electrons introduced
by the impurities.

Note that by solving for the Fermi level in this way we do not need to
specify whether the excess electrons are bound to the impurity atoms or are
free. This is especially helpful at the higher councentrations where the
distinction between the impurity and host lattice states is unclear.

The results of the procedure are presented in Fig. 10 which shows the
Fermi level as a function of temperature at several impurity concentrations.

The Fermi level at 0°K occurs at the conventional ionization energy

15 19

for the plotted impurity concentrations of 10 cm-3 through 10 cm-3. However,

because of the significant deformation of the conduction band at a concen-
tratior of 1020cm-3, a large density of states exists below the conventional

ionization energy. This causes the Fermi level at 0°K to occur below the
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conventional ionization energy for this doping.

The temperature dependence of the Fermi level is greatest for the material
with the lowest impurity concentration. At the highest concentration, 1020cm_3,
the Fermi level is nearly temperature insensitive, changing by only 0.008 ev
from 0°K to 300°K.

For uncompensated semiconductors with light doping, conventional theory14
predicts that the Fermi level tends tow~rd the energy -ED/Z as the temperature
decreases toward 0°K. This prediction appears to conflict with our calculation
for an impurity concentration of 1015cm-3, which as shown in Fig. 10 yields that
the Fermi level at 0°K tends toward -ED. The conflict arises because in the con-
ventional calculation one describes the impurity states as a delta function in
energy of strength N, For truly localized impurity states, this description is
valid; the effective density of the impurity states indeed equals the density
of impurity atoms, despite the effects of spin degeneracy, because once an im-
purity atom captures an electron in one of its two states in the forbidden band
the other state becomes unavailable. Morgan's result, given in (3), however,
describes a Gaussian-shaped impurity band that contains 2N available states7.
When an impurity band exists, the factor of 2 must be included to account prop-
erly for spin degeneracy. Thus, in the limit of dilute impurity concentration,
the number of available states contained in Morgan's result fails to merge with
the number appropriate for truly localized impurity states., This failure causes
the disagreement cited above, for low impurity concentrations, between the
position of the Fermi level at 0°K given by conventional calculations and that
shown in Fig. 10. 1In an actual crystal with dilute doping, the location of the
Fermi level relative to the edge of the host lattice band is a mixture of these
two results. Randomness in the location of the impurity atoms produces regions
of relatively high doping, within which the Fermi level resides approximately
at energy -ED, and regions of relatively low doping, within which the Fermi
level is located at approximately energy -ED/Z.

Figure 11 shows the Fermi level as a function of impurity concentration at
300°K. The additional curves plotted on Fig. 11 depict the growth of the im-
purity band and the deformation of the conduction band, each of which occurs
with increasing impurity concentration. The former is represented by plotting
the + 20 limits of the describing Gaussian function, and the latter is showm
by thc energy, EO’ at which Bonch-Bruyevich's density of states vanishes.

The combination of curves shows that the Fermi level, at 300°K, enters a

significant density of allowed states at a concentration of approximately
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3 x 1018cm_3. Note however, that, although the Fermi level enters a region

of allowed states, it does not rise above the conduction band edge in the
conventional sense. In the conventional theory, the Fermi level enters the
conduction band at approximately 4 x 1020cm-3 when the parabolic density of
states is assumed for the conduction band and Fermi-Dirac statistics are usedzo.

It is known that the Fermi level lies within a region of allowed states
when tunneling is possible. Since the Fermi level shown in Fig. 11 does fall
within a region of allowed states at high concentrations, it is consistent
with the observed existence of tunneling, as in tunnel diodes.
V. DISCUSSION

By applying an approach that accounts for the impurity concentration depen=-
dence of the density of states, we have calculated the density of states and the
Fermi level for the technologically important example of silicon. The results
are in agreement with experimental observations. The approach used is by no
means restricted to silicon, but it can be applied to other semiconductors.

The concentration dependent density of states and Fermi level calculated
in this paper, while extending the basic description of semiconductor material,
furnish also the means for calculating various aspects of semiconductor device
behavior. For example, it relates directly to device behavior associated with
interband transitions and thus to the temperature dependence of device charac-
teristics, to the behavior of semiconductor detectors, etc. As a tool for the
design and analysis of pn junction devices, however, the theory presented here
is overly complex. The complexity arises from the need to simultaneously in-
clude Fermi-Dirac statistics and the complicated relationship between the den-
sity of states and the impurity concentration. A tractable theory can be obtzained
by considering separately the statistics and the density of states and then com-
bining the results. The conventior.al approach considers Maxwell-Boltzmann sta-
tistics and concentration independent density of states functions in order to
develop a tractable theory. An extension of this theory can be made that in-
cludes Fermi-Dirac statistics while retaining the conventional density of states
functiors. This extended theory retains tractability by using a mathematical
approximation (as opposed to a physical approximation like the Maxwell-Boltzmann
statistics) to the Fermi-Dirac statistics or, more precisely, to the Fermi-Dirac
integral. The final step then is to include, by approximation, the essence of
the complicated impurity concentration dependence of the density of states. This
yields a tractable theory suitable for the study of pn junction devices. We
shall describe this theory in a future paper.
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SYMBOL LIST

The number in parentheses following the definition indicates the

equation in which the symbol is first found.

2!

™M

©

s =2 8 2 m m
5]

a general energy (ev) (1)

the energy at which p(E=E0) = 0 from Eq. (1) (ev) (used in discussing
Fig. 9)

the energy of the donor level in the forbidden gap (ev) (3)
the Fermi energy (ev)

free electron rest mass (g) (1)

the density of states effective mass (g) (1)

impurity atom concentration (cm_3) 1)

the temperature (°K)

the relative dielectric constant (1)

the density of quantum states (ev-lcm-B) (1)

the standard deviation of the Gaussian function describing the
impurity states (ev) (used in discussing Fig. 9).
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D. RECOMBINATION AND TRAPPING OF THE PHOTO-EXCITED CARRIERS IN GOLD-DOPED
SILICON (J. Agraz and §£. S. Li)

I. INTRODUCTION

In steady state injection, the emisssion and capture of carriers (elec-
trons and holes) by impurity centers cause the charge states in these centers
to change from its thermal equilibrium value. Therefore, the density of car-
riers trapped in the flaws is in general a function of the injection. If the
density of impurity centers is larger than the injected carrier density, then
the charge in them will play an important role in preserving charge balance
under steady state injection. In the present paper, we shall show that the
charged impurity centers are dominant in controlling charge-neutrality except
at very high injection.

The Shockley-Readl(S-R) and the Sah-Shockleyz(S-S) statistics are used
to interpret the interaction of the phosphorus and gold impurity centers
with the injected carriers in silicon at low temperatures (below 100°K). The
trapping of the injected carriers in these centers is included in a general-
ized charge neutrality equation for arbitrary injection levels and flaw den-
sities. The formulation yields the relationship between injected hole and
electron densities that preserve charge neutrality.

Specific results of the trapping and recombination processes as a func-
tion of injection are obtained for the case of n-type silicon doped with
gold impurity at low temperatures, It is shown that a simple power law re-
lationship between injected electrons and holes can be defined over specific
injection range.

IT. GENERALIZED CHARGE BALANCE

The assumption of charge neutrality is valid when the actual net charge
density necessary to satisfy the requirements of transport is very small com-
pared with the total opposing variable charge densities. In order to describe
these, we need to consider first the details of the models for the impurities.

In Fig. 1 we show the energy band model for silicon. The impurity
centers for gold and phosphorus are shown in their possible charge states.

The emission and capture statistics of the phosphorus level can be
characterized by the Shockley-Read (SR) modell. In their development,
Shockley and Read found the probability of occupancy of a single level im-

purity under steady state injection. This gives the density of electrons
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in the phosphorus level as1

CnDn + Lpr]D 1)

(p + pyp)

n, = N
) + 5
D ) CnD(n nlD) + C

pD 1D

There is experiment evidence3 suggesting that the cross-section of
electron capture by phosphorus is about 1000 times larger than that of hole
capture. This is reasonable since electron capture by phosphorus is by a
Coulomb attractive center requiring small energy c¢ransfer, whereas hole
capture is by a neutral center requiring a large energy transfer. These
considerations allow us to neglect the interaction of the phosphorus level

with the valence band by setting C__ te zero. The resulting density of
]

pD
electrons in that level is then reduce? to

n
D D n+ Mp )
Sah and Shockley's statistics2 give the ratios of the densities of a multi-
level impurity in consecutive charged state:z. Applied to gold in siliconm,
this gives

. X
Nau v p1/29p (3

x -
NAu nl/ZCn + pCp

+ + X
Mau | Pe1yo% RS 4)
X o .
kAu ul + p_llsz
These two ratios, along with the requirement that
+ - X
NAu * NAu + NAu NAu )

can be solved for the densities of the individual charged states of the
gold centers. These densities are functions of the injected carrier den-
sities.

We can now write the generalized charge balance equation for gold-
and phosphorus-doped silicon: .

P+ (N -mp) + Ny = Nyy-n=0 (6)
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or, subtracting the thermal equilibrium contributions, we have excess den-

sity + _
Ap + ANAu = An + AnD + ANAu (7)

Each term in Eq. (7) is a function of Ap and An only, therefore it gives
an implicit relationship that the injected carrier densities have to satisfy
for charge balance.

The procedure outlined above applies to n-type silicon either over-
or undercompensated by gold. In fact, this approach could be applied in
any case in semiconductors where a shallow impurity is compensated by a
deep single or multilevel impurity. The details of the results are very
sensitive to the level of compensation and the capture parameters. There is
a general tendency which can be very useful., Under certain conditions, one
can define ranges of injection where the excess carrier densities satisfy
the charge balance equation by obeying a power law. In other words, one
can define the parameters I and o such that

Ap = ran® (8)

holds with I' and a approximately constant within a specified range of
An and Ap, and o is either one or two.

IIX. RESULTS AND DISCUSSION

A. Undercompensated Case

Consider the undercompensated case at temperatures low enough that the

material is extrinsic n-type and the equilibrium electron density is small

compared to the gold concentration. This can be achieved with NAu> lOlacm-B.

>
and ND NA

g’ 4t temperatures below 30°K. At these temperatures, the equilib-
rium carrier density is given byb:

. ND = NAu - (ED = EQ) 9)
o c N exp T
Au

Here we let ED represent the degeneracy of the donor level in the manner
described by Shockley and Readl. Also, at these low temperatures n1/2, Py/2°
n_y/2° p-l/Z and P, are negligibly small and n

n. Using the definition of n

1p €31 be expressed in terms of

1D and Eq. (9) we find that
N
Ay n (10)

1D ND - NAu o
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From Egqs. (3), (4) and (5) we find that

NX - nlAp

N
& ol Apzy_% + Apn + nz/YLi

Finally, realizing that at thermal equilibrium

(N, - n.) = N
D D th.eq. -

and

(N, ) = N

o
G th.eq. Au

the charge balance equation can be rewritten as

(11)

(12a)

(12b)

(13)

2Ap2y_1/2 + ndp
Ap + N
Au . 2
Ap Y_1/2 + nip +n /11/2
N
= D R
= An + NAu"n(N“ N\r n, + An)
c_ is the ratio of the hole and electron
where P
Y capture rate at negative and neutral
1/2 X
Cn gold acceptor levels, respectively.
and c*
Y-1/2 —% is the ratio of the hole and electron
Cn capture rate at the neutral and posi-

tive gold centers.

Equation (13) can be solved for Ap as a function of An, with the

impurity concentrations and the capture rate ratios as the parameters.

This

solution has been computed for assumed values of the Y's and the results

are plotted in Fig. 2. In this graph, we can identify five ranges of injec~

tion as follows:

1. At low injection, the equilibrium distribution is perturbed only

slightly, and we obtain a linear range.

2. The low injection nonlinear range occurs when the injected carrier
densities are comparable or greator than the equilibrium density.
In this range the density of electrons trapped in the flaws changes

strongly with injection

3. The intermediate linear range results when the donors become satu-
rated with ~lectrons. In this range the change in the gold centers
remains invariant with respect to injection, maintaining a constant

ratio of free carriers.
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4. The high injection nonlinear range results as the injected carriers
themselves begin to contribute directly to charge balance.

5. In the high injection linear range, the carrier densities are

simply so large that they dominate and the charge balance condition
is Ap = An.

The case of compensation by a single deep level impurity can be obtained
by setting Y_1/2 to zero. Curve 4 is plotted in Fig. 2 with this assumption.
This case differs from the two level impurity in that the intermediate linear
range is diminished, The high injection linear range remains unchanged showing
that the gold donor level has negligible effects in this range of injection.

The assumed values of the Y's were cliosen according to the following
criterion. We assume that Y1/2 >> 1 because it is the ratio<of Zn attractive
to a neutral capture rate. Similarly, we assume that 7_1/2 - 1. However,
the experimental data available do not establish these ratios accurately.
Therefore, we arbitrarily chose a low and a high value for the y's (Y1/2= 500,
100; Y_1/2
the factors of proportionality for each range of injection. This can be ob-

= 1, 0,1) in our solutions. The Y's determine the boundaries and

served in Fig. 2 and will be substantiated in the power laws obtained later
in this paper. The exponents of the power laws are not affected except for
the extreme case where the range is too restricted to make a power law valid.
This situation can be observed in Fig. 2 for Y1/2 = 100 and Y_1/2 = 1; the
nonlinear range following the low injectién linear range is not a power law
of 2 as in the other cases.

B. The Overcompensated Case

Let us consider the overcompensated case (NAu > ND) at low temperatures.

The thermal equilibrium densities are:

"p|th.eq. 0 (14a)

NAulth.eq. = Np (14b)

N:ulth.eq. “"Ma "% (14c)
and +

NAulth.eq. -0 (14d)

With this we write the charge balance equation for this case as follows:
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2 2
N,o+ N ) pTy - (N = N)An“/v -
P+ I A VA T A VI T
' Z 2
Ap Y_ 170 + Iinip + 4An /Y!/2

(15)

= An + NDAn(nm+An)'1

The equilibrium carrier densities are essentially zero because the
Fermi level is locked at the gold acceptor level and it is not practical to

represent n D in terms of n, in this case.

We havi obtained numerical solutions of Eq. (15) for Ap vs. An for
assumed values of the parameters. The results are plotted in Fig. 3. Again
five ranges of injection can be identified and the y's have the same effect
as discussed for the undercompensated case.

The low injection range in this case is limited by n For An small

1p°

compared to n D’ the equilibrium distribution is only slightly disturbed,

1
resulting in the low injection linear range. When An becomes comparable to

and larger than n the trapped carrier densities change strongly with

injection and thelgow injection nonlinear range is obtained. For higher
iniection the donors saturate. The explanation for the intermediate-linear
and the high injection ranges follows the same reasoning as for the under-
compensated case.

We can obtain approximate solutions of the charge balance equations,
giving Ap in terms of An in some of these ranges. These approximations take

the form of power laws, i.e.,
Ap = TaAn® (16)

The values of the constants I' and a are listed in Table 1, along with the
boundaries of the corresponding range injection.
The small signal quadratic ranges have a single representation valid

from zero injection to the upper bound of the quadratic range. These are:

Nl) F NAu ‘n2
p o= §;;I7:—— (‘n + ;;—) for ND > NAu (17)
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and

N - N \
Ny N 2 . (18)
Ny ‘n + Ny 2n for &D < h\u
D'1/2 “DU1b"1/2 ‘

We cav:e o taircd the relationship between the iniectrd ~lectron and
hole densities for charge balance and have shown that there exist different
ranges of injection where this relationship reduces to a simple power law
(i.e., Ap = FAna). The exponent in this law varies between about 1/2 to 2
and under certain conditions a power law can extend over more than one order
of magnitude of injection.

Recombination

The recombination rate through the gold centers is given by2:

¥ -

)cc

- x
\J \d
(§ n p

2 Au + r\Au

i

)

R=(np -n " -
Cn(n + nl/Z) + Cp(p + PJ/Z)

+ |+
(N“ + N, )CC
+ Au Au”np (19)

+ x
c (n+ n-1/2) + Cp(p +P_y/9)

In the previous charge balance analysis, we found the density of
impurities in each charged state. Therefore, charge balance gives all the

information we need to evaluate the recombination rate. At low temperatures,
Eq. (19) reduces to:

x -
N hY N
( Au * \Au)/\Au

R = A%- = n l;
n niyya P "
Xt
s St N M (20)
X
+ Apy T
n+apy_) o
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From the charge nceutraiity equations (13) and (15), the density of the
charged and ncutral gold centers car be computed as a function of excess
electron density. This is demonstrated in Figs. 4 and 5, assuming that the
hole and electron capture rate ratio at the gold acceptor center, Y;i = 100
and the hole and electron capture rate ratio, Y_li = 0.2 for both under-
and over-compensated cases. The curves in these figures were obtained numer-
fcally during the computations leading to Figs. 2 and 3. Note that the charged
and neutral gold density versus injection curves (Figs. 4 and 5) are insensi-
tive to the change in the values of Yls and Y-B’

The electron litetime, T as a function of excess electron density can
now be computed by using %q. ?20). The result is shown in Figs. 6 and 7,
assuming that Y;i = 100 and Y_% = (0.1 and for different T: and T: ratio.

It {s interesting to note that the five injection ranges that appeared in

Figs. 2 and 3 are also apparent in Figs. 4, 5, 6 and 7. In the low injection
linear range most of the gold centers are in the thermal equilibrium configu-
ration and the lifetime is constant. In the quadratic range, the charge in

the gold centers changes and most of these become neutral in the upper end of
the range. The decrease of the lifetime is mostly due to the increase in hole
density. In the intermediate linear range the distribution of charge in the
gold centers and the lifetime are essentially constant. In the high injection
region the charge distribution changes to the high injection linear range values
and the electron lifetime again reaches a constant value. It is also noted

from Figs. 6 and 7 that the normalized electron lifetime Tn/T: versus injec~
x

tion (An) depends strongly on the ratio of T: and TP

1V. CONCLUSIONS

The Shockley-Read and the Sah-Shockley statistics were used to describe
the interaction of gold and phosphorus centers with injected carriers in
silicon. The most significant effect of these centers on the injected elec-
tron and hole densities is that their equality is destroyed by the charye
bal.uice requirement. The relationship between the injected carriers for charge
neutrality is established in the form of power laws (i.e., Ap = FAHJ) that
hold in different ranges of injection.

The power law relationship between Ap and An is linear (i.e., a = 1) in
three ranges: at very low or very high injection and in an intermediate injec-
tion range. The low and intermediate ranges are joined by a well-defined

quadratic range (i.e., ® = 2), We have found the constants ' and a that
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define these power laws in four defined ranges of injection. Also, numerical
analysis was used to plot Ap vs fin for all injection satidfying the neutrality
condition (Figs. 2 and 3). Application of the present theory to the photo-
magnetoelectric effect in gold-doped isilicon at low temperatures has shown
good agreement with experimental obscrvations. Another application of the
present theory to the diffusion of photoexcited carriers in semiconductors

will be reported in a later publication.
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Fig. 2 Op versus On obtained from the charge balance condition in
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NAu“ 10]'6 and n, = 1010cm-3.
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Fig. 4 Density of the charged and neutral geld centers as a function
of excess electron concentration for the undercompensated case.
The assumed values are: Np = 2 x lO”cn-:’. N ™ 1016cn-3.
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Fig. 5 Density of the charged and neutral gold r~enters as a function
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E. UNIFIED MODELING OF FIELD-EFFECT DEVICES (F. A. Lindholm)

1. INTRODUCTION

The emergence in recent years of the computer as a tool for the anal-
yris and design of semiconductor devices and circuits has focused renewed
attention on the models that characierize :he terminal behavior of devices.
In particular, because the computer has afforded for the first time a gen-
eral means for accomplishing the Jetalled analysis of iarge-signal tran-
sient behavior, it has awakened special interest in large-signal (nonlinear)
dynamic models. The bipolar junction transistor has received most attentior,
it being the active device most widely used in the electronic technology; but
atteniion also has certered on the field-effect transistor, which ranks second
in usage. This paper will deal with models for the two major types of field-
wffect transistor and for closely related devices, with emphasis placed on
models that describe the dynamic response to large-signal excitation.

In 1968 Shichman and llodges1 proposed a large-signal dynamic model for
the metal-oxide-semiconductor transistor (MOST), also called the insulated-
gate field-effect transistor (IGFET), formulated for use in the computer
analysis of MOS digital integrated circuits., Shortly afterwards, Frohman-
Bentchkowsky and Vldnszz proposed another model for the same purpose. For
the JFET the main contribution purposefully related to large-signal computer
analysis is due to Roberts and Harbourt’.

The present paper describes a unifying approach to the derivation of
models for field-effect devices. The most general model yielded by this ap-
proach contains, as special cases, models for both the small- and large-
signal behavior of the two major types of field-effect transistor and of
other related devices, such as the semiconductor current limltera and the
pinch resistors. From the most general model emerge, by application of
specific constraints and approximations, several models proposed earlier;
among these are the models mentioned above for the MOST, due to Shichman and
Hodges and to Frohman-Bentchkowsky and Vadasz, and for the JFET, due to
Roberts and Harbourt. The unifying approach thus demonstrates the relation-
ships borne among various of the existing models for field-effect devices.

85



Additionally, it provides a wide diversity of new models cf different complex-
ities and degrees of accuracy.
The central {dea of the modeling approach ix to resolve the device under

study into two parts: an intrinsic part which is basic, being the same whether

the device {s an MOST, a JFET, or any of the related devices; and an extrinsic
part which depends on the details of the device structure. The main approxi-
mation of the approach is the extrapolation of the static characteristics of
a device to find its response to time-varying excitation. For any given de-
vice, the approach yields many different models; the differences owe their
existence to the complexity chosen in the static characterization and to the
choice of elements added to represent the extrinsic part of the device structure.
For the most part, consideration will center on devices having the type
of structure employed in integrated circuits. The approximations undergirding
the modeling approach receive attention as does the consequent accuracy of the
resulting models,
I1. BASIC INTRINS:C STRUCTURE
Fig. 1 shows in cross-section the essential features of the type of MOST

and JFET structures employed in integrated circuits. As the figure indicates,
either device consists basically of two regions: a gate and a semiconductor
substrate. The gate, being non-conductive, provides a means for controlling,
by applied voltage, the number of mobile carriers in the semiconductor sub-
strate; it hence provides a means for controlling, by voltage applied at the
gate, the current that flows at the drain.

For both the MOST snd the JFET, the dashed lines in Fig. 1 define the
boundaries of the basic intrinsic part, which is shown separately in Fig. 1(c)
to emphasize that it is the same for either device. As was noted earlier, we
shall model first the basic intrinsic part and later add elements to represent
the extrinsic part of the device.

The structure of the basic intrinsic psrt comprises a gate and a semicon-
ductor substrate. For the MOST the gate is an insulator, often silicon di-
oxide; for the JFET it is a semiconductor, of impurity type opposite to that
of the semiconductor substrate. To some extent, the boundary defining the
underside of the basic intrinsic structure is arbitrary and is chosen for con-
venience; as will become evident in the development below, the main require-
ment is that the boundaries include essentially all of the charge present in
the substrate. The voltages at the terminals of the basic intrinsic structure
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The actual structure of the JFET contains two gate as opg
single gate contained it the basic {ntrinsic structure. Negligible loss i
generality results, however, from basing treatment, as is done in thi &«
on a single-gate structure. This one can show by using the following symmetr
argument. In many JFET's the two gates are shorted, giving electrical sym-
metry. In most JFET's, however, the dcping of the gates is asymmetrical, the
upper gate being more heavily doped than the lower. But, becausc the current-
voltage characteristics depend insensitively on the doping profilc6, this
material asymmetrv occasions current-voltage characteristics that differ only
moderately from those of a symaetrically-doped device or hence from those of
a device having a single gate. (If desired, the detailed effects of any doping
profile existing in a device can be 1nc1uded7. though at the cost of increased
complexity of expression.)

If the gates are not shorted, the JFET operates as a four-terminal field-
effect transistor (FTFET), the characteristics of which have been fully de-
lcribcda’g. As is discussed in Section IV, treataent of a single-gate struc-
ture provides an adequate description of FTFET operation in the modes of most
interest in the integratec-circuit technology.

111. CHARGE CONTROL MODELING OF THE BASIC INTRINSIC STRUCTURE
To begin the modeling, we note that a net flow of current into the sub-

strate of the basic intrinsic structure shown in Fig. 1(c) contributes a time-
rate change of the charge Q present within the substrate:

' ' 49
1, *+1) = 5 1)
Charge neutrality of the overall intrinsic structure imposus the constraint
1] 1] - -t !
1‘ + 1d ic (2)

which demonstrates the equality between the rate of change of charge in the
substrate and the displacement current that determines the current at the
gate terminal.

Being analogous to an expression of Kirchhoff's current law, Eqn. (1)
would describe a lumped electric network if Q were to be expressed as a func-
tion of the voltages at the terminals of the intrinsic structure. Strictly
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speaking, however, Q at instant t depends not only on the values of vé and

' at that instant but also on all the values occurring at earlier times; thus

D
it depends not only on vé(t) and vB(t). but also on

v

[ v 2 [
dvc(t) dvD(t) d vc(t).
1] »
de dt dtz
ctc. Dectermination of this decpendence requires solution of Maxwell's equations

and the pertinent (largely nonlinear) equations of semiconductor phyzics under
auxiliary conditions {mposed by the boundaries of the intrinsic structure and
by the excitation and the external circuit. The determination thus poses an
intractable problem.

To evade this difficulty, we solve a simpler related problem -- that of
determining the dependence of Q on the terminal voltages for the dc steady

state -+ and make the approximation
QT vl vimv) S g ()

Here st denotes the functional dependence in the dc steady state and the
symbol 6 denotes what we term, for obvious reasons, the quasi-static depen-
dence of the charge.

Combin’ng (3) with (1) and (2) and using the chain rule produces

- ' - '- [ ]
VI I 1 Sl g 40gvp)
Tt
S D 3vc dt 3(vc vD) dt
! _., v
! e . ot d(vg-vp)
GCS dt GDh dt

which corresponds to the symbolic model of Fig. 2. To specify the funztional
dependence of the current source appearing in this figure, we use an approxi-
mation similar to that employed above: we assume that the ax-directed current,
averaged over the length of the substrate to remove dependence on the spatial
variables, depends on the terminal voltages under general dynamic conditions
according to the same functional relationship as that describing this current
in the dc steady state. Thus
i = (1/L) Z lx(vé,vﬁ) dx = ID(vé.VB) 4 { (5)

Here lx describes the func:!ional dependence of the x-directed substrate cur-



rent in the dc steady state; and f. in analogy with the terminology used

above for the charge, denotes the quasi-static dependence of the current.

Note that a symbolic model different from that of Fig. 2 would result
if one chose to specify that the quasi-static charge, for example, depends on
v& and v6 rather than on vé and (v&-vs). Examination of the dominant physical
processes occurring in the various parts of the intrinsic structure, however,
shows that the choices of independent variables made in eqns. (3) and (5) are
the appropriate ones; for they lead to a symbolic model that is consistent with
the conditions that no conduction current flows across the gate and that no
displacement current flows in the intrinsic structure between drain and scurce.

The quasi-static approximations expressed in eqns. (3) and (5) are similar
to those used in modeling the cmall-signal behavior of the bipolar transistor
by the hybirid-pi model and those used in modeling the large-signal behavior of
the bipolar transistor by the charge control method and its equivalents. In
a later section, we discuss the error introduced by the employment of these
approximations. For most field-effect transistors in typical applications,
the error is small.
IV. STATIC CHARACTERIZATION OF THE INTRINSIC PART

The model of Fig. 2 describes the behavior of the intrinsic part of a field-

effect transistor. It is a general model, requiring no restriction on the ap-
plied signal, neither on its size (provided breakdown does not occur) nor on
its variation with time. The element values of this model depend on the quasi-
static functions, a and f; determination of the element values thus requires
specifying tiie dependence, for the dc steady state, of the substrate charge
and the drain current on the terwinal voltages and the device make-up.

This section treats these static dependences, for which past research has
yielded various characterizations of differing complexity and accuracy. To
each characterization there corresponds a different model for the intrinsic part
of the field-effect transistor, each a special case of the model of Fig. 2. Com-
bined with the many different representations that one may use to portray the
behavior of the extrinsic part, this variety available in static characterization
provides for a given device a wide choice in model accuracy and complexity.

A. Square-Law Characterization

6,10

The square-law characterization applies to the general intrinsic struc-

ture itself and thus at once to both JFET's and MOST's:
uC

2

¢ Q gty o 2 L - 1.,
i ID(VG.VD) T vDZ[(vc VP) 3 vD] (6)
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urated mode,

and
10
\ G, ' N
. L u(VG VP (7)
rat yeratiot ee List of Symbols)
er it 1

These equations hold for
the distinction between the two devices being given

=1
G P
nhande 1

(8)

0 v!
f

=1
')

’r ' F T. L 1 blac
the deep pOI‘tiOﬂ

(9)

voltage is applied to the bottom gate of a JFET or to

lP’ the pinch=-off voltage.

f an MOST substrate, the effect can to a good approximation
be included by specifying a functional dependence between the bias voltage and
L

This is discussed further in a later section.

this static dependence of the drain current corresponds a static depen-
dence of the charge Q in the channel.
the corresponding expression

It takes less space, however, to show
for the derivative g% of the quasi-static charge,
which is the expression actually relevant im the modeling:

N L | '
Q . 4 10" vp) +ct e (1C)
dt GD dt Gs “dt
where
221L.C, (3
R

- ! 1_ o,
Vet~ Vp) (Ve Vp)
3

2
'-
(2vG vD)

22LC,, (3
ko=

- '
VGT 2vD)
3

5 (12)
(2vgr= vp)

P
for non-saturation; and

13)

3
for saturation.

(14)

90



The square-law characterization is much the simplest of those to be dis-
cussed. Moreover, the other characterizations described below are less general;
each appl.es either to the MOST or the JFET alone, not to both devices at once.
These more complicated characterizations do provide, however, a more accurate
description of device behavior, though at the cost of greatly increased com-
plexity of expression.

B. More Detailed Characterizations of the MOST

In contrast to the square-law characterization, the basic detailed charac-
terization for the MOST (due to Sah and Paolz, and extended by Cobboldl3) takes
into account the dependence on terminal voltages of the charge of the uncovered
impurity ions in the substrate. For an n-channel enhancement MOST, for examnle,
the characterization for non-saturation is:

COZp

' =
p(VeVp) L

" "
- 2¢F - vD/2) vp

" o_
Lvg = Vg

' - -
+ (vG VFB 2¢F + VSS/Z) VSS

" 3/2 3/2
- %E; (ZKSeoq NA)11 [(vD + 2¢F) /8 (2¢>F - Vss) 1} @15)

where
(TR '
K Ve ~ Vss
T '
v vp = Vss

and VSS denotes the back bias applied to the substrate.
Many alternative expressions have teen proposed to describe the current
in saturation. The simplest of these is the value 16 resulting from

setting v6 in Eqn. (15) equal to sat

2 L
v! =yl -V, - 24, + EEESE—EA 1- Y1+ ZCO(VG VFB) 16
Doar G FB F Ci Kea N, (16)

Notice that 16 is independent of v6 and that the corresponding current-
sat
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voltage characteristic exhibits perfect saturation and zero incremental drain
conductance. Actual devices show imperfect saturation, however, with the drain
current increasing with increasing drain voltage. Reddi and Sah14 give a simple
description of this phenomenon:

AR ’o . 12 P - ! % ' '
I B [1 + (ZRSEO/QNAL ) (vD vh + VCD) R vp > vp . (17)
sat sat sat

Using a ditferent scheme of approximation, Hofstein15 combines his result with
square-law characterization to find that

A uC
g 8 52 2V} - vp)2 (1 + 8vl) (18)

Here QC denotes the channel-length modulation constant, which is determined
empirically to have a value for many devices of approximately 0.1 volt-l.
Frohman-Bentchkowsky and Grove16 describe the effect in terms of the output

conductance, which can be integrated to give

S A [] ] > ]
i= /g dv, , v - v
dsat 2 2 Doat (19)
where 16
8 G it o (209
dsat L(1 - AL/L) dvD

and the reduction in channel length AL is given by

111
. +
dAoL . sto 0 4(VG st/co) > (21)
dv K - " "o ]
D o [0.2(vy ~ vy +Q/C)) + 0.6(vg vDaat)]

The constants appearing in Eqn. (21) are empirically derived. Among the many
other characterizations proposedl7, Chiu and Sah's detailed two-dimensional
analysis yields apparently the most accurate description to datela. As one
might expect, however, this accuracy is gained at the cost of greatly increased
complexity of expression.

C. More Detailed Characterizations of the JFET

The simplest of the detailed characterizations for non-saturation is due
19
to Shockley ~:
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., . 3,2
. 3(vl- v + V) fve + V vi- v! + Vv " ve * \C]
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for operation in non-saturation. The pinch-off voltage VP is given by
e qh
VP T (23)
s 0

Strictly, this description holds only for JFET's with abrupt junctions and
homogeneous doping in channel and gate. It holds adequately for most doping
profiles occurring in actual devices, however, because the current-voltage
behavior depends insensitively on the profile6. If desired, one may employ
expressions that explicitly describe a double-diffused JFET7_or those that de-
scribe a device with an arbitrary distribution of 1mpurltiesv'20. Though
derived for a symmetrical device with an electrical short connecting the two
gates, Eqn. (23) further gives with good accuracy the current-voltage dependence
of a device whose two gates are biased independently, provided the impurity con-
centration in one gate is much less than that in the channel or in the other
gate. Modern fabrication techniques often yield a device having this material
asymmetry., Full descriptions are available, however, of the effect of indepen-
dently biased gates, and, indeed, of devices having distinct signals applied
to the two gatess'g.

Eqn. (21), for non-saturation, holds provided

I év;)

D G C P (24)
sat

For larger drain voltages, saturation occurs. As for the MOST, the simplest

L ] :
D VD in

Eqn. (22). This yields a current that is independent of the drain voffgge and

description of the current in saturatica derives from setting v

herice predicts zero irncremental drain conductance in saturation. To describe
the increase of drain current that in actual JFET's accompanies an increase in
the drain voltage, again many expressions have been proposed, cach based on
different approximation921. The simplest is essentially that given in Eqn. (17),
which applies also to the MOST. For short-channel devices, failure of the
gradual approximation apparently precludes analytical treatment and necessitates
21,22
numerical study c

D. Expressions for the Quasi-Static Charge

For the square-law characterization of the current, Eqns. (11)-(14) show
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H i bt |4 ) T 15 j"{ thg uasi-stat
1t : Y re detailed characterizations of current In the MOST and t
d
. WeVer, wWe gave n orresponding expressions for E% . These expression
ir lex., But, as is demonstrated in the Appendix, they can be derived in

1 straightforward manner from the assumed quasi-static dependence of the current.
V. MODELS FOR THE EXTRINSIC PART

The extrinsic part of a field-effect transistor is that part of the device
lying outside of the dasked lines shown in Fig. 1. To model the extrinsic part,
we must focus on the MOST and the JFET separately.

A. The MOST

Fig. 3(a) shows the model for the extrinsic part, obtained by inspection
of the dominant processes occurring within the device of Fig. 2(a). Notice
that the top capacitance of each RC transmission line derives from the over-
lapping of the gate metal above the source or drain islands. Being a metal-
oxide-semiconductor capacitance involving a semiconductor of high conductivity,
the top capacitance has practically a constant value, independent of the terminal
and internsl voltages, On the other hand, the bottom capacitance is a junction
capacitance, which exhibits well-known voltage dependence23. The other elements
of the model can be treated as constants; their values can be determined either
from terminal measurements or from calculation based on the device make-up or
from a combination of the two. To obtain a description entirely in terms of
ordinary differentfial equations, thereby gaining computational advantage, one
can approximate the RC transmission lines in various ways, among which are the
simple approximations shown in Fig. 3(c)~(e). Because of the low values of
distributed resistance and capacitance involved, the dominant natural frequency
is sufficiently high that these approximations will often sufficezb.

B. The JFET
Fig. 4(a) shows the model for the extrinsic part of the JFET, obtained by

inspection of the dominant processes occurring within the device of Fig. 1(b).
The capacitances associated with the RC transmission lines and the substrate
junction are all junction capacitances. The two other capacitances represent
the coupling of flux lines between the metal assoclated with the drain, source
and gate terminals; they therefore have constant values, which one can determine
by measurements at the device teiminals. To determine the values of the other
elements one may employ terminal measurements or calculations based on the de-

vice structure or a combination.
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V1. RELATION T XISTINKG MODELS

Combining the intrinsic models developed in 5Secti I and I\
extrinsic models of Section V furnishes a wide variety of models of di rent
complexity and accuracv to represent the MOST and the JFET. aAmong the ome
have appeared previously in the literature. This section treats these special
cases,
A. Models for the MOST

1

THE SHICHMAN-HODGES MODEL": This model combines the square-law characteri-

zation embodied in Eqns. (6), (7) and (17) with an approximate description of

the effect of substrate bias V__ on the threshold voltage V In describing

the quasi-static dependence ofsihe current, the model negleZts voltage drops
occurring in the extrinsic part of the device; thus in the above equations v@,
the voltage between intripsic drain and intrinsic source, becomes vp < Vg the
voltage between the drain and source terminals, etc. The extrinsic part of the
device is represented as shown in Fig. 3. The approximation of Fig. 2(c) is
used to represent that nearest the drain. The model treats capacitances that
connect to tite gate as constants, ignoring the voltage dependence given by
Eqns. (10)-(14); this is a valid approximation if the gate metal overlaps the
source and drain islands to a sufficient extent. The symbolic Shichman-Hodges
model appears in Fig. 5.

THE FROHMAN-BENTCHKOWSKY & VADASZ MODELz: This model employs the quasi-

static dependence of current given in Eqns. (15) and (19). To achieve greater

accuracy, Frohman-Bentchkowsky and Vadasz include the voitage dependence of the
mobility by using an empirical approximation (their Eqn. 3). The displacement
currents to the gate flow through capacitances that are nonlinear, in contrast
to the Shichman-Hodges model; the nonlinear dependence of the capacitances is
not stated. For this voltage dependence, there are several alternatives in=-
cluding that given in Eqns. (10)-(14), which is assaciated with the square-law
characterization, and the more complex dependence directly associated with
Eqn. (15). Of the extrinsic elements, source and drain resistances are included,
but the island substrate capacitances and the substrate resistances are apparently
neglected.
B. Models for the JFET

THE ROBERTS~HARBOURT MODEL3: This model describes the quasi-static depen-

dence of the current by the square-law characterization of Eqns. (6) and (7).

Displacement currents to the gate flow through nonlinear <.pacitances whose
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dependence on voltage is accounted for by empirical approximation rather than

by the dependence contained, for example, in Eqns. (10)-(14). The model in-
cludes extrinsic source and drain resistances but neglects the other extrinsic
elements shown in Fig., 4, which is justifiable because Roberts and Harbourt con-
sider only the discrete JFET. In symbolic form, the model comprises three piece-
wise linear parts to facilitate its use in ECAP.

C. Diversity of Models Available

The variety available in quasi-static characterization for the intrinsic
part combined with the numerous alternative complexities available to represent
the extrinsic part provides a wide diversity of large-signal models for the MOST
and the JFET. As special cases emerge the two models described above for the
MOST, but the general model of Figs, 2 and 3 contains many others. For the JFET,
the numerous models implied in Figs. 2 and 4 are almost wholly new, the Roberts-
Harbourt model being a primitive, though useful, special case for a discrete
device.

VI. SMALL SIGNAL MODELS

To each large-signal model for the JFET or the MOST corresponds a model
that describes the response to small-signal variations about bias values, ob-
tained by expanding the equations describing the large-signal model in a Taylor
series about the bias values and retaining only terms of the first-order in the
variation. Figure 6 shows an example of the resulting small-signal models.
Notice that the nonlinear dependence of the quasi~static current i(vé,vﬁ) becomes
in the small-signal model the sum of two terms
i
Y

of

Sttt

[
'Bv' vg

Q2

+ vé =

Q

which are linear in the increments vé and vé. Notice further that the non-
linear capacitances lose their dependenc: on signal voltage, their values being
determined by the bias voltages.

VII. SEMICONDUCTOR CURRENT LIMITER AND PINCH RESISTOR

The semiconductor current limiter and the pinch resistor are devices closely

related to the JFET. Large- or small-signal models for them hence derive in a
straightforward manner from the JFET models developed above.
The semiconductor current limitera is basically a JFET with the gate elec-

trically shorted to the source. Application of the constraint v,, = 0 (see Fig. 1)

GS
to the JFET models therefore yields models for the current limiter.
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The pinch resistor5 is basically a JFET used as an integrated-circuit
resistor. Its channel is usually fabricated during the base diffusion of bi-
polar transistors, and the emitter diffusion forms the top gate. In contrast
with conventional diffused resistors, the pinch resistor, by the presence of
its top gate, provides greatly increased sheet resistance: 10,000 to 50,000
ohms/square in comparison with 100 to 250 .hms/square typically available for
conventional diffused resistors. A pinch resistor therefore requires much less
area to achieve a given value of resistance; this reduces leakage current, junc-
tion capacitance, and, in many cases, processing cost. To decrease further
the area required, the gates are sometimes left floating. In this floating-
gate mode, the gate junctions near the source assume in effect a eorv small
forward biasg. Therefore, to a good approximation, application of the constraint
vé = 0 in the JFET models will yield appropriate models for floating-gate pinch
resistors. For gates biased independently, the pertinent constraints to be
applied exist in the literature concerning the FTFET8’9.

VIII. APPROXIMATIONS AND MODEL VALIDITY
For a given device application, the validity of any of the models derived

in this paper depends on the approximations upon which the model is based. This
section will review the approximations underlying the modeling and briefly dis-
cuss their limits of validity.

In the modeling of the extrinsic part of field-effect devices, the main
approximation consists in replacing the RC transmission lines associated with
the drain and the source by simple lumped models, as indicated in Figs. 3 and
4. For any such replacement, one can easily compute the natural frequencies
of the lumped approximation and compare these to the dominant natural frequen-
cies of the RC line, a device that has been extensively studiedzs. Experiment
suggests the validity of this apprnximation for representative circuit appli-
cationsl-B, and the simple comparison referred to above provides an analytical
means for confirming this suggestion.

In the modeling of the basZc intrinsic part, the validity of the approach
depends on the validity of the quasi-static approximations used to specify the
functional dependence of the charge and the current in the substrate. This in
turn depends on two related conditions: that the time required for the charge
density in the substrate to redistribute to the form obtaining in the steady-
state, which is of the order of the carrier transit time, be small compared

with the reciprocal of the maximum significant frequency contained in the signal;
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i t the di acement current carried by the intrinsic capacitances be small
ith the current flowing from drain to source. The validity of the

tmation theretore clearly most threatened by the combination of small

A
ll
7 - For medern MOST's and JFET's in representative circuit

ipplications, however, calculations based on self-consistency reasoning will

irge

indicate the validity of the quasi-static approximation. Because the transit
time increases approximately in proportion to the channel length, the validity

is more in question, in general, for long-channel devices. Long-channel de-
vices include high-value pinch resistors, certain semiconductor current limiters,
and the LOMOST, a long-channel MOS transistor used as a current stabilizer26.

For devices and applications requiring increased accuracy, it can be shown that
the modeling approach described in this paper can be used to generate more accu-
rate, though more complex, models; basically these are derived by sectioning

the device into subregions of sufficiently small length, modeling each subregion,
and connecting the subregion models in tandemll.

The final approximations underlying the validity of the models are those
underlying the static characterizations. A full discussion concerning the
validity of these approximations has appeared in the literature27.

IX. DISCUSSION

One of the critical problems in the computer-aided design of integrated
circuits, or of any circuit containing many active devices, is the choice of
a device model that is sufficiently accurate for the application under study
yet not so overly complex as to threaten computer capability in memory and
numerical accuracy. Design by optimization theory compounds this problem be-
cause a single design may require thousands of circuit analyses. To enable the
choice of a model that gives an effective compromise between accuracy and sim-
plicity, the designer or analyst must have available a wide diversity of models
of varying complexities and degrees of accuracy.

As its major contribution, the present paper has provided, for field-effect
devices, this wide diversity of models. Figure 2, together with Fig. 3 for the
MOST, and together with Fig. 4 for the JFET, contain many potentially useful
models, each of different complexity and accuracy. By application of appro-
priate constrainst, these figures contain models for other related devices: the
semiconductor current limiter and the pinch resistor. Moreover, to each of the
large-signal mocels there corresponds a model describing the device response to

small-signal excitation; a representative example appears in Fig. 6.
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The complexity and accuracy of each model derives from the choice of
clements used to represent the extrinsic part of the device and frem the
choice of s.atic characterization employed to generate the model for the in-
trinsic part. Many combinations are possible. If new, more compact static
characterizations become available in the future, as apparently is now happening
in bipolar transistor theoryzs, the modeling approach described in this paper
can make immediate use of them to generate new, more compact, and superior models

for field-effect devices.
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A=1

APPENDIN

fhis appendlx describes a general method for finding the functional
dependence of Q, the quasi-static charge in the substrate of the basic in-
trinsic part of a JFET or a MOUST.

Referring to Fig. 1(c) and assuming an n-type channel, we see that
Q=2 50 dydx = fZ[fq(p-NS)dy] dx - f2[/qndy] dx = fQB dx - an dx. For
vperation in the non-saturated mode, the integration covers the entire sub-
strate between the intrinsic source and drain. For operation in the satu-
rated mode, it covers that part of the substrate between the intrinsic source
and the pinch-off point. The symbol NS relates to the impurity concentration
of the substrate: NS = NA for an n-channel MOST and Ns = -ND for an n-i.annel
JFLET.

tor efither an MOST or a JFET, the functional dependences of QB and Qn
are known for the dc steady state in terms of the material and structural
parameters, the potentials at the intrinsic terminals, and the channel poten-
tial V(x) 27. To enable integration, therefore, we chaunge variables by
employing the quasi-static expression

~ dv/\
1 =1z ax &

which derives from invoking the gradual approxlmationw'z7

and assuming con=-
stant effective mobility i{n the channel. This leads to

§ = uz{ D) Q3 av - L/ Q)2 av)

Because the integrand i{s a known function of v, the integration can be done
and 6 determined. The result depends on the particular approximations chosen

to express the functional dependences of {, QB' and Qn'
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LIST OF MAIN SYMBOLS

a half-width of JFET channel

CG effective gate capacitance for JFET or MOST, used in square-law
‘characterization

C0 parallel-plate capacitance across oxide of MOST

cén gate-to-drain capacitance of basic intrinsic part of device

Cés gate-to-source capacitance of basic intrinsic part of devire

94 incremental drain conductance

In transconductance

is. ié. 16, iD’ i', 1G total instantaneous currents detined in Fig. 1

k Boltzmann's constant

KS,K relative dielectric constant of substrate, of oxide

o

L length between source and drain of intrinsic part of device

N impurity concentration in channel of JFET

NA impurity concentration in substrate of MOST

q magnitude of electron charge

Q charge in substrate of basic intrinsic part of device

d quasi-static charge in substrate of basfic in¥rinsic part of device

QI fixed positive charge at the 81-8102 interface of MOST

T absolute temnerature

vc.vé,vo.vé, etc. total instantaneous voltages defined in Fig, 1

VFB flat-band vol*tage of MOST = Qs - QI/Co

VP pinch off voltage of JFET; threshold voltage of MOST

Z width of basic intrinsic part of device

€, dielectric permittivity of free space

’F Fermi potential of MOST substrate = (kT/q) n(NA/ni)

QMS Metal-semiconductor work function difference for MOST

u effective inversion layer mobility for MOST; effective mobility of
JFET channel

o conductivity of JFET channel
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