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FOREWORD

This report represents lecture notes of the author covering
a course in Celestial Mechanics which has been given at the Air
Force Institute of Technology for the past seven years. It should
be noted that these are lecture notes and not a polished textbook.
It is intended for engineers with a background in dynamics such as
that covered in the books by Greenwood or Thempson. The author would
also like to clearly state that these notes are by no means original
with the author. The organization, misspellings and occasional jokes

are those of the author. All else I have learned from others.

'""When 'Cmer smote his bloomin' lyre,
'E'd heard men sing by land an' sea;
An' what 'e thought 'e might require,
'E went an' took - the same as me!"

-Kipling-Barracks-Room Ballads
Introduction.




ABSTRACT

This report represents lecture notes for a graduate level
course in celestial mechanics which has been given at the Air Force
Institute of Technology. It covers a review of the two-body
problem, discusses the three-body problem, the restricted three-body
problem together with regularization and stability analysis. The
main portion of the report develops the Hamilton-Jacobi theory and
applies it to develop Lagrange's and Gauss' planetary equations. The
oblate earth potential is developed and the secular equation solved.
Effect of small thrust, drag, lunar-solar gravitational and solar
radiation perturbations are deveioped mathematically and the net
effects discussed. Von Zeipel's method for the solution of nonlinear
equations is developed and used to solve Duffing's equation as an
example. Special perturbaticns are discussed along with errors due
to numerical integration and Encke's method is used to obtain approxi-
mate analytical results for the motion of stationary satellites.
Finally a camplete discussion of coordinate systems, time scale and
astronomical constants are given. The report ends with a detailed
discussion of the shape of the earth. Two appendices briefly cover

numerical integratior and a review of Lagrangian mechanics.
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1. Introduction

Tycho Brake {(1546-1601) spent 21 years peering at the sky and
compiling a catalogue of the location of 777 stars and five of the
planets. His precise observations were made entirely without the aid
of a telescope. It was not until 1609 that Galileo first used che
telescope for astroromical purposes. Tycho Brake's observatory and
instruments are discussed in some detail in the Scientific American
article by Jorn Christiznson . prom Tycho's data Jobannes Fepler
{1571-1630) was abie to derive the three laws which bear his nane.
Kepler worked out a circular orbit for Mars that came within eight
minutes of arc of Tycho's observations of that planet ~ a discrepancy
amounting to no more than the thickness of a penny viewed edgewise at
arm’s length., But because Kepler knew that Tycho's data were accurate
to within ag little as four or five minutes of arc, he discarded the
asgumption of a circular orbit. He then tried fitting many curves,
eventually arriving at an elliptical orbit that fitted the observations.
Fortunately $ié observations were visual so that they did fit an ellipse.
More accuxate telescopic observations would have frustrated Kepler.
From Keplers curve fitting camz nis three laws which he presented
as unexplained facts. In 1609 in Astronomia Nova (De Motibuc Stellae
Martis) lie wrote

(a) The helizentric motiocns of the planets (i.e., their motion

relative to the Sun) take place in fixed planes passing through the

actual position of the Sun.
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{b) The area of the sector traced by the radius vector from the
Sun, between any two positions of &« planet in its crbit, is proporticaal
to the time occupied in passing from one position to the other.

{c) The form of a planetary orbit is an ellipse, of which che Sun
occupies one focus.

Later in Harmonices Mundi (1619) he wrote

(d) The square of the periodic time is proprortional tc the cube
of the mean distance (for an e¢liipse this is the semi-major axis).

Usually we call (cj the first law, and (d) Kepler's third law.

Almost as important as the laws themselves is the fact thav perhaps
for the first time in the history of science a theoretician had enough
respect for the accuracy of a set of data that he abandon his original
prejudices and searched for a totally new hypothesis.

The full dynamical implications of Kepler's laws were seen by
Newtcn (1642-1727). Newton had formulated his laws of motion in 1687
in his Philosophial Naturalis Principia Mathematica (Principia) in

three parts.

I. Every particle continues in its state of rest or uniform motion
in a straight line unless it ig acted upon by some exterior force.

1I. The time rate of change of momentum of a particle is proportional
to the force impressed upon it, and is in the direction in which the
force is acting.

III. To every action there is an equal and oppositely directed
reaction.

Given these fundamental laws and Kepler's observational data, Newton
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was led to deduce the law of gravitational attraction. It is instructive

to follow the arguments which led Newton to the conclusion. For a body

to describe a plane curve, it is clear that the resultant of the forces

acting on it must lie in the plane. Further, if a planet moving in its

plarnz has polar coordinates r and f centered in the sun, the rate at
which area 2 iz swept out by the radius vector r is da/dt = 1/2 rzé. By
Newton'’s second law of motion, the time derivative of rlf is given by
the moment, about the sun, of the resultant force acting or. the planet,
divided by the planet's mass. Hence, Xepler's second law (b) implied
that the moment was zero, and thecrefore that the resultant force was
central. This means its direction always passes through the sun. The
constant h = rzé is called the areal constant of the planet, and is equal
to twice the rate at which area is described.

Kepler's "fiwst" law (c) then implied that each planet was attracted

to the sun by a force that varied like 1/r2. The arzgument is as follows:

The polar equation for an ellipse is

2
a (1-e ) (l"l)

r= l+e cos £

whezs 2 iz the semi-najor axis, e is the eccentricity (the distance from

center to either focus divided by a), and £ is measured from the peri-

center (the point on an elliptical orbit closest to the occupied focus).

The time derivative of (1-1) gives

«  ae (1-¢?) f sin f
= (1"2)
i (1+e cos f)©




Using £ = %2 this reduces to

r o= eh sin f
2 (1-e2) . (1-3)

Similarly we have

"_ eh cogs £ ¢
a (1-e%)

eh? cos £
ar?(1-e?)

which can be written in the form
- h? f r
r = ';3' Ll m] . {1-4)
The radial acceleration can now be calculated as follows:

2 2 2
" o h h r h
a =Yy = rfz ® = - . -.--—-——.—) o o—aze
4 FER (a (1-e2) x3

b2 (1-5)
A ® - —————— -
* !‘2& (l—ez)

From this and Newton's second law we deduce that the resultant
force acting on the planet is an attrastion varying like 1/r? since h, a,
and e are al)l constants. Kepler's "third" law (d) enabled Newton to
infer the complete mathematical form of the luar of gravitation.
For any single planet, the area of the esllipse is ra2/] - €2, and
the rate of descriking area is h/2. Thus the period P of the planat's

orbital motion is

P

2 -
- ina Jhl _3? (1-6)




The mean motion n in an elliptical orbit is defined as 2n/P. Thus

for any planet
—h (1-7)

2
~ht (1-8)
and thus

he n2al (1-9)
r ar?{1-e?) r?

By Kepler's "third" law. a3 varies like P?, so n®ad is a constant

that is the same for all planets. Thus the acceleration of cach planet

toward the sun is ym/rz. By Newton's third law, each planct exerts an
attractive force on the sun varying like the mas: of the plane%«; there-
fore, the gravitational attraction varies like the mass of the attracting
body as well asz like the mass of the attracted body. Thus, the law of
gravitation was inferred.

"Every particle in the universe attracts every other particle with
& force which is Airectly prowcrtional to the product of the masses of

the particles, and inversely proportional to the square of the distance

between them.”
Ymmy

Fu-
1',2

(1-10)

The mass in Newton's second law ig inertial mass, i.e., mass times

velocity = momentum. It occurred to Newton that the gravitation mass,
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m) and m, might not ke the same. He therefore experimented with pendulums
of the same length and external shape, but filled with differing materials:
gold, silver, glass, sand, salt, water, wheat, etc. These pendulums he
found to have the same periods. To an accuracy of one part in 1000,

he found the weight of a body near the earth's surface was always the same
multiple of its inertial mass, regardless of the nature of its material.
Thus, regardless of composition, the mass in the law of gravitation was

the same parameter as the mass inertially defined. More recently this

has been proven to be true to a constancy of about three parts in 1010,

Ta 1665 when Newton first conceived the idea of universal gravity,
he saw that the moon's motion around the earth ought to furnish a test.
Since the moon's distance (as was known even then) is about 60 times the
radius of the earth, the distance it should fall toward the earth in a
second ought to be, if the law is correct, 1/3600 of 193 inches = 0.0535
inches (193 inches = the distance which a body falls in a second at the
earth's surface). To see how much the moon is deflected from a straight
line each second we have, according to the central force law, that if the

moon's orbit was circular, its acceleration would be

a= —— (1-11)

and the deflection is one-half of this. If we compute using r = 238,840
miles reduced to inches and t, the number of seconds in a sidereal month,
the deflection comes out 0.0534 inches, a difference of only 1/10,000 of
an inch. Unfortunately, when Newton first made this test, the distance

of the moon in miles was not known, because the size of the earth had not
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then been determined with any accuracy. He used the length of & degree

of latitude as 60 miles instead of 69 which is closer to the true value,
Using this wrong earth radius, multiplying by 60, he obtained an earth-

moon distance which was sbout 16 percent too small., He calculated a

deflection of only 0.0h4 inches. This discordance was too great and he

loyally abandoned the pravitational theory as being contradicted by fact!

Six years later, in 1671, Picard's measurement of an arc of a meri-
dian in Frence corrected the error in the size of the earth and Newton,
on hearing of it, at once repeated his caiculations. The accordance was
now satisfactory and he resumed the subject with zesl.

In Equation {1-10) the constant y appears. This is sometimes called

the Newtonian constant of gravitation and is not knewn with very great

accuracy. It is approximately

y = 6.670 (1% 0,0007) x 1078 em>/gm sea? (1-13)

Thiz numerical constant depends on the units of mass, time, and

distance.
Kepler's "third" law (d) did not teke the action-reaction vprinciple

into sccount cnd to te precise we must include the effect of the mass of

the planet. Thus, the correct form of Kepler's law is




T T

TS

2N

Pt

<A 2

v(m+ m) = n’a® (2-14)
vith

P

Note that we had

2 _Q
ap = B8 - Y(mx; m ) (1-15)
r r
80 that
n°a® = y(m+ mg). (1-16)

This gives & simple relation between the units involved. Thus, for
elliptical motion any one of the three unit quantities may be found when

the other two are known. In most texts v = kK° and this is written
n'a® = k¥ (mg + me) (1-17)

with k bveing called Gauss' constant. Gauss established its value by
setting "a" equal to unity, taking the mess of the sun as unity, and m,
the plsnet's mass, in units of solar mass. He used

1
345710

m:

and took

)« ST

MR

with P

365.2563835

as the sldereal year in mean solar days.




Tais gives k = ol = 0,01720209895000
JTm P

The two velues on which it reste have been improved but Lo aveoid
meking adjustments in k, it is regarded as absolutely accurate and the

mean dictance a of the earth's relative orbit is revised. More recent

values have been more like

i £+ \
332928 S 328912

m:g.-
s

|
T = 365.25635442.

This value of 'a 50 obtained from(1-17)is called the astronomical
unit and is defined as that distance unit, such that if it is used, k
will have exactly the value Gauss assigned to it. Even despite the
uncertainties one should appreciate that k is known much more precisely

than v. This is a problem in units as scme confusion exists if one

writes

¥ =K.

Thus v is meant to refer to gram, em., second unils while k is the
Gaussian constant of gravitation.

If we kept changing the value of k this wouid mean that all astro-
ncmical calculations would have to be repeated every time the valwe of
m or the mess ratio was improved. Rather than do that, we accept Gauss'

value of k as exact, we treat it as a definition, ard let the value of

8 vary 80 as t0 make equation 17 hold true.




3 The result of this adjustment in a is that when more relisble data
3 are obtained, all existing calculations have only to be scaled by a value

of "a" defined by a slight varietion of Kepler's law. This latter equa-

: tion can be written as

Copcr it

M
n?a® = ¥Ms(l + i) - (1-18)

T

Using the values of n, and Me/Ms as determined by Gauss, this

‘it oAl AUE RS XN

1 wecomes
4 a® = 2,5026941 x 10*® ¥®Ms (1-19)
E and this can be considered as defining the astronomical unit.

Note that it is often stated that the astronomical unit is the
F distance from the sun to a body of infinitesimal mass revolving in a
; eircular orbit with a period of 365.24... ephemeris days, but this is
a description only, not a definition.

Sometimes, & unit of time 1/k = 58.132L44087 days is chosen instead

of the day; with such a unit k‘= 1. Sometimes, as for double stars, the
year is taken as the unit of time, the mean distance of the earth from

i the sun as the unit of distance, the solar mass as the unit of mass.

Then we have

(em)? = ¥*(2+m)

or
2
k = (1-20)
; JTom ¢

10
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There is another item worth noting and that is the careless usage
of the words semi-major axis and the mean distance. Seni-major axis
refers to an ellipse, the mean distance refers to the length in Kepler's
equation. For the ideal two body case there is no problem; but when a
third body of appreciable mass is introduced, Kepler's "tnird" law loses
its geometrical significance. In such cases the law should be looked

upcn as vhat in fact it. is, merely a definition of the unit of distance.
References:

Sterne, T. E., "An Introduction to Celestial Mechanice,"

Interscience, pp. 1-5 (1960).

Moulton, F. R., "An Introduction to Celestial Mechanics,"

Macmillan, pp. 29-35 (1914).
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2, TWO BODY PROBLEM

Yo

By Newton's law

d2r
n, —agz 2y """‘3-(1:j i) i=1,2,...n,

For two bodies this becomes

ar m.m
l 172
m, %7 = ¥ """7 (F,-%)
l
dz"2 mm
" E T T By

Subtracting gives

This is the equation of relative motion.

FIGURE 2-1

(2-1)

(2-2)

(2-3)

When the mass of one of

the bodies is very small compared to the other, i.e., when motion of m

nas no effeect on m then with

12
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(m, + m2)

2 7 - -
ar 4. 2 ~———k = ~-£(r)R. (2-4)

& e T2

qt? ~ dt

Since T end R are collinecar we have,

Fxile0=FFxV (2-5)
from which we find
% x ¥ = | = constant = angular momentum (2-6}

% x ¥ is normal to both T and v and hence F+h=reerxv=0.

Taus motion remains in a fixed plane which is normal to h. Now

=

take the cross product of (2-h) times (2-6).

- m, +m =
& oo 21 2R (Fx¥) =k dR
T b=k R x (F xv) = k% (m + m,) T (2-T)
since
; dﬁ)_ dR = .z &R
rx(fxd) =R -GR-F-RE -

13
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Thus

& (3xR) =k (n +n) &, (2-9)
This is called the Runge integral. Integrating gives

Vxh=k?(r) +m)(R+E) (2-10)

e = arbitrary vector coustant of integration.

We can find e as follows:

+vxh

1t

k2 (ml +m)r e (R+e)

5 k2 (m, + my) (r + er cos £j (2-11)

(f is the angle between T and e),

Noting that

T+ Vxh=V e+ hxr=herxy=rxveh=h-¢hs=n?

one has

h? = k? (r.:;L + m2) (r + er cos f). {2-12)

This can be solved for r to give

. 1 (2-13)
k? (ml + m2) l+ecosf |° -

Equation (2-13) can te interpreted geometrically by considering Figure (2-2).

FIGURE (2-2) Conic Section.

1}
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Since a conic is the locus of a point (P) whose distance (r) from
a given fixed point called the focus (F) is in a constant ratio (e) from

a fixed line called the directix (DD'), one can write
r=ce PB=e(d - rcost)

which can be solved for r to give

ed

r = c——————— =
1 + e cosf 1l + e cosf

with p = ed = constant
e is a certain vector perpendicuiar to h and |e| = eccentricity,
The direction of e is along the major axis and f is measured from

a line between focus and nearer vertex (perigee). Lets assume 0 Se < 1,

n? 1 (2-14)
o k* (m1 + mé7 1+e -

h? 1
m~ k¢ (ml + m27 1 - e (2-15)

o L h? 1 1
P T (my +m,) [J.+ e " T-e ]
(2-16)
- 2h2
k* (ml + mz) (1 - e%)
hence
o= all-e?) (2-17)

l + e cosf

15
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frow which one can find

a(l - e?)

cosf = - lu (2-18)
er e

Note that at f = 0 we are at perigee and equation (2-17) gives,

rp = a(l - e)

while at f = m we are at apogee and equation (2-17) reduces to

r, = a(l + e).

Note also that

rxv=nh (2-19)
with

n| = |¥| [¥] sin (¥, ¥).

However since we have

- - - ar

[¥#] sin (¥, ¥) = r & (2-20)
one can write

24f _ L _ o, 4A -
r at h 2 it (2-21)

which is Kepler's "second" law,

In one period the radius sweeps out the entire area. The area of

an ellipse is mab where b is the semi-minor axis and hence

2rab = hP
(2-22)
P = 2;ab
but
h? = a (1 - e2) x? (ml + m2) (2-23)

16
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and (see Chapter 3),

2y o b2
a (1~ e%) = y

so that
p 2na3/2
kal + m2

this is the corrected form for Kepler's "third" law.

(2-24)

Returning to Equation (2-4) we can derive the vis-viva or energy

integral,
- 4+ m
I e B
T A

ar _ _dR , = dr
ST TR &
and hence
ar _ _ &R = = dr _ dr
= F=r o R + RR gl
so that we may write
- S Q_(.l)
T at =LA T at\r

Upon substitution of (2-27) into (2-26) we have
14 fdar dar) _ o 4 (1
2dt(dt dt) =K (m) + mp) dt(r)'

17

(2-25)

(2-26)

(2-27)
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This expression may be integrated to give

2 - 2 g.,u -
v k (ml + m2)(r constant) . (2-28)

This must hold everywhere, in particular it must be true at perigee

vZ = % (m +m)(?—-+C)
s 1 2 \ rp
(2-29)
V2

C == D _ 2
k (ml+m2) a (1 -¢e)

vhere we have used r,=e (1 - e).
In addition, we can also write at perigee that
h=rv =av (1-~e),
bp 1Y
From Equation (2-23) we can write,
2 _ IR o 202
h a (1-e?)k (ml+m2) rgvP.
Solve for vb to give

2y 1.2
. =a(l-e)x (ml+m2)

P a¢ (1 - e)? ‘

When this is substituted for vp in equation (2-29) we have

1 +e 2

]
=T - " a0 "a

Equation (2-28) is then written as

vZ = k2 (ml + m2) [‘127— i‘] VIS-VIVA (2-30)

Before proceeding further let's pause and review some properties of

conic sections in general and of the ellipse in particular,

18
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CHAPTER 3. CONIC SECTIONS

The conic sections are so named because they are the plane curves
formed by the intersection of a plarne and the surface of a right circular
cone. The conic sections are shown in Figure 3-1,

The precise definition of a conic section is the locus of a point
(P) which moves in a plane such that its distance from a fixed point
called the focus (F) bears a constant ratio (e) to its distance from a

fixed straight line called the directrix (DD'),

®
"
i

(3-1)

The relationship is shown in Figure 3-2 for the various conic sections.

e is called the eccentricity. If

]

e=0 the conic is a circle

0 <e <1 the conic is an ellipse
e=1 the conic is a parabols

1l <e <= tF conic is an hyperbola.

In each case the parameter a, which is half the maximum diameter,

is called the semi-major exis of the conic section. Note that

a=w for a parabola
0 <a <= for an ellipse

- < g < 0 for the hyperbolic case.
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From Figure 3.2 and the definition of a conic section one can write

r=e.%=¢e¢ (d - r cosf)

or (3.2)

- e
1+ e cosf

The angle f is called the true anomaly. Some of the astronomical
literature uses v for the true anomaly. Ballistic missile literature

often uses 8 and Kraft Ehricke, for one, uses n. When f = 900, equation

(3-2) becomes

This defines the semi-latus rectum or conical parsmeter. When f = 0,
wve are at a point which is closest to the focus. This point is called
the perifocus and for an orbit about the earth it is called the perigee;
for an orbit about the sun it is called the perihelion. The point where
the radius is a maximum occurs when f = 180o and is called the apofocus
or apogee for the earth orbits and aphelion for sun orbits. From

equation (3-2) we have the following

For £ =0, r=r = 2 .
i P l + e ?
For f=7m1, r = r! = '—Ll .

For the ellipse the total largest diameter of the ellipse is denoted

by 2a. From Figure 3-3 we conclude that
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r +r = 28

max min

r, + rp = 2a (3-3)
L

from which we find the relationship,

p = a(l - e2), (3-

Equation (3-2) may thus be written as

_a(l - e?)
F*TY¥ecost " (3-5)
Note that r = T, when £ = 0, so from (3-5) we now have r, = a(l - e)

and since r = rA when f = 1 we also have

r, = a(l +e) (3-6)
This equation (3-6) may be written as

r, =a+ ae,
A

Referring to Figure 3-3 one sees that since OB = a, we must have

OF = ae, This latter quantity is called the linear eccentricity, c.

c = ge
o (3-7)
:; €=z ol
FIGURE 3-§
DirecTRIX
0 )
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From Figure 3-5 we can show some important relationships. For any
point P we have by symmetry that r = el and r' = ef' and hence we can

write

r+r' =e(f +2%).

From Figure 3-5 we also have
L4 =da+2 +d=2(a+c)
From this we can now write
r+r'=2e(d+ec) (3-8)

At point A, the perigee, we can write

e = r . a - C
2 4a- (a- c5 '
This can be reduced to
8 - ¢ a~cCc+ae _a
+ B w— = = -, -
d+c —+a - - (3-9}

Substitute (3-9) into (3-8) to give the relation,

r+r'=2a,. (3-10)
AC
. t
r/pl¥\r=a b
o f |
h-c +ae g '
13
erae exsiny: &
FIGURE 3-6

At the midpoint of the ellipse, Point C of Figure 3-6, we have
r = r' and the relation (3-10) gives

r ¥ 8.
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By applying the Pythagorean theorem to the triangle of Figure 3-6

(A COF) we have

2
32 =% + c2 = b2 + a2e2.

Solve this for e2 to chtnin

=250 o (2) . (3-11)

a2 - b2
P-‘-&-a(—*g——) (3-12)
a

ba/a.

p
Many other relationships may be similarly developed. Any reference
bo.x on Analytical Geometry will give many more handy relestionships as
for exemple that the area of an ellipse is mab, etc.
An important ancillary development uses the eccentric anomaly E.
To define the eccentric anomely, E, one draws a circle of radius

a about the center of the ellipse at 0. (See Figure 3-T).

by

a'

CIRCLE GF RADIUS 2

xi~lire, >
al

bl 37 K

P LAE R d
Ole—ac — @

-

Pigure 3-T Eccentric Anomaly
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The coordinate system is centered at the center of the ellipse at

point 0. The x1 coordinate, 56, of & point P on the ellipse is given

by
0 = x! = a cosE. (3-13)
In this coordinate system the equation for an ellipse can be written
as
()2 yH2z _
py + b2 =1, (3~1k)

Using equation (3-1L4) together with equation (3-13) one can obtain

the ordinate value of the point P as,

¢ = y! = b sinE. (3-15)
Y T‘j
S
a P

v

A% J¥

Ole—ae—» @ !

] FIGURE 3-8

In a coordinate system centered at the focus{F)one has for a point

P (from Figure 3-8),

x = 'd = v cosf = a cosE - ae (3-16)
and
Yy = PQ = r sinf = b sinE = arl - o2 sinE (3-17)
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This relation for b is found by solving equation {3-11).
From (3-16) and (3-17) one finds

= x4 y~ = (a cosE - ae)2 + aa(l - e2) $in°E

s}
fl

a2(l -e cosE)2 (3-18)

r = a{l - e cosE).

This relates the radius vector (drawn from the Toci.s) with

the eccentric anomaly.

Given
x = r cosf = a(cosE - e)
{3-19)
y=r sinf = a ¥l - e? sinE,
the haif angle formule,
1 sinf
tan 3 = T4 cost
may ve used to develop the fact that
f_J/1+e sinE _ l____ g\‘
ved Z T e (1+cosE)’ l-e ( 2/ (3-20)

The conic section can be represented by vectors as well. Let us
define the vectors of interest as in Figure 3-9. From the basic

definition of a conic section one can write

d"'.d.or
r = de - %- d.r

28
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CHAPTER 4, K7PLER'S EQUATION

Now let us return to equation (2-17) from which one can find equation

t (2-28) which is rewritten below.
] _ )
: fzcosl(&ﬁla:_s_.l_%.)‘ (b-1)

We can differentiate this arc cosine relation to give

af = 2L =€ dr,

rva‘e® - (a - r)*

Using the relation r? %§-= h, we can write

arl - ez dr = h dt (h-2)
rvae® -~ (a - r)¢ r

If we make use of the fact that

r =28 - ae cosk

we have

a - r = ae coskE (4-3)
and

dr = ae sinE 4E. (4-L)

With these relations, equation (L4-2) which can be written &s

dr hdt
r = eme———— (h_s)
va‘e¢ - (a - r)* a’l - e2

now becomes

(1 - e cos E) dE = ——2dt__ (4-6)
a2/l - e<

31




which intecrates to obtain

(E-esinE)=un(t - 10) =M (4=7)
with
h h
n = ————— = — = gverage angular velocity (4~8)
a2/ - &2 &b

n=2t, (4-9)

n is a conatant called the mean motion. It is the angular rate in
a circular orbit with the same period as the actual orbit. M is the mean
anomaly. It is the angle which the radius would describe if it moved
at a constant raten. When E= 0, M= 0 then t = To; To is called the
time of arrival at perigee, sometimes called the epoch,

Equation (4-T) is called Kepler's equatinn. There are 101 ways to

golve it. We shall consi@er two. We have

M= a(t - to) = E - e sin k. (4-10)

This equation relates the time t with the eccentric anomaly E which
in turn is related to r by means of the relation r = a(l - e cos E). To

find r = r(t) wve first pick t then solve (L-i0) for E and thence find r

for that instant of time. Recall also that

x =y cos f =afcos E - e) (k-11)
y = r sin f = a/l - &2 sin E. (4-12)

To sclve Kepler's equation (4-10) we assume a series solution in powers
of the eccentricity e, as

E=] c (Me" = g(e) (4-13)
k=l

E(0) = M.
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If we write Kepler's equations as
F(E, e, M) =E-~esinE-M=0,

then using

oF
dE _ _ 3e
de oF
oE
we have
2
4E - sin E d“E  sin E cos E ete. (L-1k)

de 1-ecoskE and hence 362 _ (1-e cos E)2°

We can now solve this differential equation by means of the power series to

give terms like
E(o) =M  E'(o) = sin M, etec.

to obtain

2 3
ExM+esinM+ 27 sin 2M + 3?22 (32 sin 3M = 3 sin M) + ¢oo  (4-15)

This becomes

3 )

el e e .
ExM+(e-5 +ig5-gorg *t ") sin M

3e3  27e5 . 2u3e?

2 L 6
+ (-;—--%—»fﬁg- Lstnas (B-- St a5 ¢t v+} sin 3M

4 Leb
+ (%— - i%— 4 °0¢) sin M + oo (4-16)

This series converges for e < 0.662743. We can also use a differential

correction technique. As e first approximation we take

82 )
E,=Mte sin M + == sin 21 (4-17)
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then from
M=E-~esinE
ve find
AM = M - Mo = AE - e cos E AE

or
M-M
o

AEo = l-~ecos E
o

(4-18)

The more correct value is then El = Eo + AEo from which we compute

Ml and get
M- Ml

1 = l - e cos El

AE etc,

This process converges very rapidly.

(k.19)

Similarly we can find a series expansicn for f, the true anomaly,

tan %’/ 1€ iank,

l-e 2

thus given E we can find f. We obtain a series for f as & functior. of

time (M = n(t - tO)) similar to the one obtained for E to give the following:

3 S 7
=M+ (2e - %— + g%— * %%%%— + °') sin M

L )
L

a4
13e*

L43e5

95e’

2 & 6
+ (Se 1lle 1Te

-t * ¢) sin oM +

12

+

4 6
(B0 . B4 ve) sin WM+ weee,

T 192

512

- °°°) sin 3M

(4-20)

These formulae and many more may be found in "Design Guide to Ortital

Flight" McGraw-Hill Book Company. This same book can be ordered from DDC

(ASTIA) as "Orbital Flight Manual," ADLLSLS3,
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The two body problem can be summarized as follows:

Given a, e and T_ (time of perigee passage), then

p o 2na¥/2 X ' (4-21)
B ——m————— = Gauss's Constant -21
kv n, + nm
1 2
P (k-22)
M=n (t - t.) _ (4-23)
E-esinE=n(t-'r°)=M. (L-2y;

Soive this for E = E(t).
EaM+ ( e’ e e’
= e-8+-l—9—é-'-'§§'i-6-+}sinﬁ

2 & 6 3 5 -7
+(§—'%—+ﬁ§+..) sin2M+(-3—§——-°———§;§ +%‘;%"“) sin 3M
e  lLeb 125e%  3125e’
G-15*+orr) sin s (5555~ 55585+ o) sin M
2736 .o 1680737 ces b see
+ 8o - ) sin 6M + (m— - ) sin T™ + . (k-25)
From this we find
s (1 - e?) (4-26)

r =a (l-e cos E) = T3 e cos t

to give r = r(t). Ve can also find £ = f(t) from the series expansion or

from
f l+e E
tan 5 = /3—— tan 5 (L-27)

For parabolic and hyperbolic orbits (e > 1) these formulae must be

modified.
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For a parabola, e = 1 and we have

i

|

‘ R

f r= l+cosf ° (4-28)
' Since the orbit is not pericdic, there is no mean anomaly and Kepler's

equation is not applicable. However since h = r2f we can write

t f 2 3
r h? daf
[at = [ I-af= 2 | avease - (4--29)
s o o

2
| u=k (ml+m?).

Using the identities

e 1 +cos =2 cos?

e

and

2 I 2
sec > = ] + tan 5

we have

3 7
t - W %z- fo sec? % (l + tan2 g) L

3
- /20 (ran L4l iand L -
t -t =2 /0 (tan 5+ 5 tan 2)- (4-30)

To find the position as a function of time one solves the cubic equation

(4-30) for tan £ and then finds f. We can then determine r from (4-28) or
2

from the readily derived equation
re Zp (1+ten? (4-31)

For the hyperbolic orbit the equivalent for equation (U-29) becomes

| t u e e
/ 372 3 = I
0 (1 +ecos )2

(a < 0)
T, [-a (e? - 1))} ® <
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vhere we recall that for an hyperbtola a is negative and e > 1,

Integrate from T to t and froem 0 to f, using a table of integrals,

to obtain

/V/ggg (¢ -To) =eginh F « F (4-32)

vwhich is analogous to Kepler's equution. The radial equation can

now be written as

r=a (1 - e cosh F). (4-33)

These hyperbolic equations ere identical to elliptical mction under

the gubstitution E = ~iF. Thus one can write

? e + 1 r
tan 5 A3 tanh 5 etec. (4-34)

The inverse series solution can also be obtained. A food summary

of these formulae is given in Kraft Fhricke's book, "Environment and
Celestial Mechanics," Vclume I of Space Flight starting on page 332.

In addition see any of the handbooks referenced at the end of Chapter S,

o o

Focus
A
Fz - 7Fab

/hgpcrhla Fis kgperbo'ie anomaly

R is avea shown in tigure,
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CHAPTER 5. ELLIPTICAL PARAMETERS

In Chapter 3 we developed a few elliptical formulae such as

r = af{l - e) and r
p A

= a{l + ej. Using the fact that r, + ry = 2a

together with rp = a{l - =) we have

r, r,-r
e=l-;~=;—:—;-~. (5-1)
Similarly
b= arl -~ 2 = VrArg. y (5-2)
p=8&=-T _ a-r _
cos F Y g—:—;; , (5-3)

et cetera. These various interrelationships sre summarized in the
elliptical formulae table. The student should verify several of the
relations. Another parsmeter of interest is the flight path angle, The
angle y is the inclination of the trajectory to the local horizontal.

Figure 5-1 below illustrates this.

VELOOITY vecTor,

FIGURE 5-1
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tan y = limit - =-18 (5-1)

d
§f + 0 réf r d4df.,

nov
r= l+ecos
therefore
dr _ pe sin f -
art -~ T + e cos £)2 (5-5)
and hence
tap y = LFf €cos £ (e sin f)
van y p (1 +ecos £)
. _ __éesinf
tan y = TH s cesF (5-6)

The velocity et any point on the trajeciory can be divided into its

radial and tangential components,

V=rI+rfJ. (5-7)

From Figure 5-1

rf = Vvcos vy
. (5“‘8)
r = Vv sin v,
But recall h = r2f = constant, hence
rv cos Y = h (5-9)

This anguler momentum, h, is conserved at every point of the ellipse.

Energy is also conserved.

E = kinetic + potential
k2 (m, + m,)
N 1 2 _1.2_¢
E = 5V - > =3z V-2 (5-10)

- 1.2
where u = k (ml + me).
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From the vis-viva

v = - . (5-12)

Subctituting for w2 i the Snorgy cxpression gives,
k2 (ml + m2)
E =z - ————i (5-13)
2a

Thus all elliptical

semi-major axis length.

trajectories with the same energy have the same

This "a" value can be changed only by altering

the total energy of the orbit. Equal energy orbits alsc have equal periods.
Why?

Since the flight path angle, vy, is zero at apogee and perigee, we

have
= = -1l
h A rpvp (5-14)
and since
h2
T®*0 (1+ecosf)
then at apogee we have
r2ve
rA = u 1 - e . (5'15)
Solve for e to give
2,2 \2
riy
e=1 - -2, o Yo (5-16)
Hr v v
A A e

Lo
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where vc2= u/rp. Vo is the velocity for a circular orbit at a distance

rp. Now substituting for e we have

r= h2 .
l’ r2yv2
uil+ (1 - _{)__p__\) cos f
L\ *ay J

At perigee r = rp, f =0 giving

riv2
r = B
P 22
pil+l- —f—l’-—
WA
Solving for Ty gives
y =—2P2
A o 2
gy -ryVv
PP
or
(v >2
-2
r v
A e =
" +\7 (5-17)
P a2
Ve
Put this in the equation for e (equation 5-16) to give,
v 2
e |2 -1, (5-18)
e

v p’lvc is the retio of perigee velocity to the velocity needed to
maintrin a circular velocity at that radius (rp). Thus for vp =V,

e = 0 and we have & circular orbit.
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Having found the elliptical pasrameters in terms of the dynamic
parameters (see page 55) we now have a large variety of two-parameter
families, any one family of which will degcribe the ellipse. A further
reduction can ve made to the burn-out parameters.

The missile will reach some velocity Yy at a distance from the

earth's center of i, and at a flight path angle Y

b at the time of burn~out,

b

We desire to find the elliptical parameters from these burn-out values.

Since the total energy and angular momentum are conserved we have

- _J_'_ . - E—- . =
B, =3 % r, By = Tp¥p 008 vy
At perigee
1 2 L H = =
Ep = Eb =3 vp -7 hp hb rpvp.

p

Letting vg = u/rb the equivalent circular orbit velocity at the ry

altitude, we have the following development:

r.v, cos Y
%— =- B+ % v; p ® - br ’
)4 p
2,2 2
u ryVy ©0S Yo
P _Eb
rp op2
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Solve for r, to give

2,2 2
- v o, 1 \/u2 . erbvb cos™ Yy lc_10)
S -~ a5 ‘E hd . NI ag

r
p

Y4
2, 2 A

We use the - sign for rp. One can show that the + sign corresponds

to the apogee distance Tpe Now we have

and since

we have

2.2 2y 2
e R _ () K
= =t 7)) @
s S 8
-
[ (Y 2
v v
v 1-\/1+ L) cos? v {{) -2
' s s .

Since u/vg =

VLT UEEIE -

Recall v_ =
¥

therefore

Ty vwe can write this as

Y .

%)

vbrb cos Yb

r
P

(5-21)
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Hence given Ve Ty and Y, one cen compute rp and vp. One additional

item is of interest, the angular distance between burn-out and perigee.

e sin f
tan = ____________b__
W T+ e cos £,

Rearrangement gives

(O3] o

sin fb - tan Yb = tan Yy cos fb.

Lec v = sin fb then cos fb = /1 v,

Substitution and reduction gives

2
v2 (1 + tan? Yb) - gﬁ tan y, + 3;:;£3— tan? Yy = O.

Solving for v we find

. tan Yy . .
sin £ = v = —g3 Tan? 7. 1~ /1 -(1-e)(1+tan?y) |

Now examine e. Recall that

h? = pa (1 ~ e?),

Solve for e to give

where we have used the vis-viva evaluated at burn-out for the 1/a value,

i.e.
2
-V
_'-E+.2_~=-];.
U r a8

(1
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This reduces to the following:

2 2
r. Ve cosc ¥ v
a2 =1 . _.b_.:l_._..____b_ .E__ - ub
- b —r
Ty L rb b
N
2 " 2 2 {vb 2
ec =] -~ 2 v cos® vy + 7] eost Yy
8 8
Hence
, \z 2 2
v v
-2 ] 2
e= (1] 2- (vs (vs) cos® vy (5-22)

We can then obtain e in terms of Tys Yy and Y From this we can then

compute fb in terms of the burn-out varameters.

v Vb
If ve let ¢ =;Eand s = = with
(o] s
v = B v2 = Ko
(] l‘p 8 !‘b

the formulas may be summarized as follows:

rA ¢?
-;.— = '-é-—--—é-z (5"23)
P
r
encl.l=l--LR¢2 (5-24)
r
A
r 1 'i
La — 1 1« /% + 5% (s% = 2) cos* Yoi {5-25)
r.b 2 - g2 J
rA 1 I Y3 ri 7 g
;-; = -é—:——s-z-—- 14+ l+s (8 d 2) cos Yb (5-‘0)
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v cos Y
I L b
el (5-27)
b -r
b

tan Yb
sin £, = 2 (1 + tan? Yb) L= /- {1-e®) 1+ ten® Yb) (5-28)

with

e=7v1-~- (2-5%) s cos* Yy (5-29)

These elements such as a, e and M or a, e and L describe the ellipse
in a given plane. We need to have three additional parameters to locate
a particle in three dimensional space. To de¢ this we adopnt three Euler
angles @, 1, w in order to locate the orbit plane and to orient the orbit
within that plane. Consider Figure 5-2. We select the earth's equatorisl
plane as a reference plane (at least for earth satellites) and take the
vernal equinox as the direction of the principal axis. The vernel equinox

"

is the "point" where the sun crosses the equatorial plane of the earth.
One should consult Chapter 32 for more details.

The angle measured in the equatorial plane between this principal
axis and the line defining the intersection of the equatorial and orbdit
planes is called the longitude of the ascending node or nodal angle Q.

The angle between the orbjt and equatorial planes is the inclination angle,
i. The third angle is the argument of perifocus or the longitude of
perigee (perihelion). This angle serves to locate the orientation of
the major axis of the ellivse with respect to the line of nodes. The

line of ncdes is the line defined by the intersection of the equatorial

ané orbit planes. Refer to Figure 5-2.
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For three dimensions we choose the six 21liptical elements,

1 0 = longitude of ascending node 0 £ Q < 2n

[
[{}

inclination of orbital plane to reference plane 0 £ i £«

E
i

argument of perigee 0 & w & 27
1 a = semi-major axis 0 < g < =
3 e = eccentricity 0 § e < 1

T, = time of perigee (perihelion} passage 0 £ T, <

Sometimes & = 7 =R +w is used as it has geometrical significance.
Let us erect a rectangular coordinate system with its origin at the

center of mass andchoose the x-y plane to lie in the plane of reference

3 with the x axis being the principal axis which points toward the vevnal
equinox., The 2 axis is perpendicular to the reference plane, How can
E one find the rectangular coordinates of a point P from the six elliptical

elements? To develop this consider Figures 5-3 and 5-k.
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FIGURE 5-3
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ARRN (npLane of EWLirse)

‘P
~~ perigee (te7,)
—
Y
N
FIGURE 5»1&
f is | to plane of ellipse
f is along line of nodes
I, 3, R ere unit vectcrs aiong 7, ¥, 2
g, f, B x § are mutually | vectors
=080 =r cos (wtf) R+ r sin (otf) B x §
R=cos 0T +sin0d
B=cosiR+etniflxKk
=cos i R+ sin i (-cos @ F + ¢in @ 1)
T 3 4
Exh= (sin i sin Q) (-sin 1 cos Q) (cos i)
cos ) sin o
8o that
#xR=T1(cosisin@) +7 (cos 1 cos ®) + K sin i
7= cos (wHf) {cos 81 +8in @ 3y
+ » gin (w+f) {-cos 1 sin @ I + cos i cos QF +sini K}

L9




Finally
r = I {r cos (w) cos & - r sin (W) cos 1 sin @}
+3J {r cos (wtf) sin 2 + r sin (wtf) cos 1 cos Q) (5-30)
+ K {r sin (w*f) sin 1} .
One thus obtains the relations:
x = r {cos {f+uw) cos Q - sin (f+u)} cos i sin Q}
y =1 {cos (f+y) sin q + sin (f+y) cos i cos Q) (5-31)
z=1r {sin i sin (£+u)} .

One can also obtain relations for x, y and z but these are best
expressed as a function of the eccentric anomaly. If we define the
direction cosines as

Ll = cos Q cos w -~ sin @ sin w cos i

m, = sin 0 cos w + cos 2 sin w cos i (5-32)

n, = sin wsin i

1
then making use of the fact that

recosf =a {(cos E - e)

rsinf=a’l-e? sinE=0b sin E,
equation (5-31) can be written as

g X = all cos E + b£2 sin E - ael1

ateasty

y = an; cos E + bm, sin E - aem, (5-33)

z = an1 cos E + bn2 ¢in E =~ aenl
wvhere

- cos Q sin w - sin 2 cos wcos &

TP AT

(5-34)
- 8in Q sin w + cos N cos wcos i

=]
n

]

cos w sin 1.
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is E,

of the position and velocity at a given time.

and

The only quantity which is a function of time on the right hend side

the eccentric anomaly given by

n(t - to) = E - e gin E. (5-35)
Teke the derivative with respect to time to give

e dE n na

E= dt " I-ecosE r ° (5-3€)
The equation (5-33) may be differentiated to give terms like

. dE (3

X = -all sin E 3¢ + b£2 cos E ¥ ete. (5-36)
Substitution of é reduces thege to the set

x =2 (b2, cos E - all sin E)
r 2
(5-37)

= fe-(bmz cos E - am, sin E)

LY

e

na - ’
- (bn2 cos E - an, sin E).

For the reverse problem, let us find the elliptical elements in terms

Recell
r=Ix+Jy+ ke
. . . (5-38)
vyaix+Jy+kz .
Since we have ¥ x V = h we can write
h, =X - yx
h = yZ - 2y
(5~39)
h = 2X - XZ
Yy

h2 = yp = hZ + h; + n2 us= kz(m1 +m) (5-L0)
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u is a constant = kzME. ¥rom the above we can calculate p, then using
. ,u(g_;)
r a

Ve sy et

(5-41)

2 =2 s y? 4+ 72

one can compute a, and frem
p=all - e?) (5-k2)

the value of e can be obtained.

Ir ﬁ is projected onto the three planes, xy, yz, and zx, we obtain

h = hcosi

h, =% hsin i sin @
(5-13)
h =3 hsinicos @

2 2 2 2
hé = hx + hy + hz .

From {,hose one obtains

hx

tan §§ = - T (5_1;1;)
y

h
cos § = == ., (5-bs)
h
The upper or lower sigi is used depending upon the sign of hz' One

picks the upper value for positive hz, corresvonding to an inelination

less than 90 degrees, and lower value for hz negative, corresponding to

1> 90°.
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From eguations (5~31) one can obtain

gin (f+w)

Z
— cosec 1
r

(5-h6)

cos (f+uw) i (x cos @ + y sin Q)

from which we can solve for &4 = f+w, If i = 0 the equations to use are

sin (f+u) = %-(y cos Q - x sin Q)
(5-47)
cos (f+uw) = %-(x cos 2 +y sin Q).
From the relation
2
r = _hifw (5-48)

" l+e cos f
one can compute f and thence obtain w.

Ccnversions between all kinds of coordinate systems may be found in
various texts. For example, Chapter X, Page Til, of "Design Guide to
Orbital Flight," by Jensen, Tovmsend, Kraft, and Kcrk, or in "Methods of
Orbit Determination" by P. R. Escobal where the Appendix I (Page 393)

contains 36 basic coordinate transformations.
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6. '(HREE AND N-BODY PROBLEMS

FIGURE 6-1

For three bedizs the equations of notion are

& " mme (T - 1) 0 mmg(Ts - 1y)

3 o) = 3
; at? N ¥a
3
d®ra mem (1y - T2) mmg (Ts - T2)
.s g —— =K 3 + I 3 (6-1)
at ra) Y23
i n d*Fa o n@ -f)  emm (- )
at? 3, 3z
In the case of n bodies, we have equations of the form,
3 a*x @ ;" (%, - xy)
m E my; m D ———
at? =0 ° 3,
ay . W (yo-y)
m o =-km I m —a (6-2)
at 1=0 1)
daz, n-l (Z£ - 23)
1 m ~;. = - kami pX m, —-—3_—-—
x at =90 Yy

1=1,2, ...n J#14
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When wve consider the three body problem in rectangular coordinates,
there are 9 equations of second order for a total of a system of equations
of 18th order. These have been erfectively unsolved in general. In order
to solve these problems we look for "integrals" or "first integrals" or
“constants of the motion." These are basically conservation theorems.

In general for a system

dx; _

a-t_-—Fl (x1,x2, onoxn,t) i=l,2, eee I

we seek an "integral," a function of the form,

P (x.) Xgy voe Xp t)

such that

de _
el 0
on each solution of Fy.

When n = 2 we have solutions as paths in this space. d&g/dt = O means

that ¢ = constant on each curve.

surface ~~ 1A ///\\\" ./’- ;)f/

X

FIGURE 6-2
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Teke ¢ = 1, say, a surface in the 3-D space. This surface is built
up of complete solution curves. Each level surface of 9, (=1, 2, ...
for many surfaces) is made up of complete solution curves. All of the
level surfaces form a stratification. Since ¢ is a surface and therefore
2-D, we have reduced the provlem by one dimeasion.

We use the relation ¢ (xl, Kpsee X s t) = C to eliminate one varia-
ble and thereby reduce the order by cne. Trise ¢ formulae are conservative
laws. In general, if we have k such integrals, ¢l’ ¢2,...¢k, then the

system order can be lowered by the order k.

e
i}

¢l (xl, XpreeoX

-

teceerench
CQA***cese (I

g
1l
=

¢k (xl, KpseeoX s

However, to solve these we must have at least one Jacobian (page 115)
ot order ¥ # 0. That is, 3(¢J, ¢2,...¢k)/8(x1, x2,...xk) # 0 at least
in a region, Wher this is satisfied we can sclve for Xps XpseeeXy in
terms of the other variables to lower the system order vy k.

We have a general theorem in celestial mechanics problems which says
these integrals must exist. The third dimension is time, which increases
monotonically, the solution can't turn arcund in time.

For the three body proltlem only ten of the required 18 integrals are

known. Let us consider the known integrals.
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d2§l d2r2
m, —— = ~-grad. U; m = -~ grad_ U
1 dt2 1 2 dt2 2
m.m n.m m.m
U= -k2 12 + 23 + 13
r r T
12 23 J.’:’_J
3 4 di:i 2
@ z 5| — + U = C‘.L = constant
i=1 dt

For n bodies this takes the form

1 B d.x:.L 2 dyi 2 az, 2
> z n —_ + |—] + | — + U = C, = constant
i=1 dt dt at -

2
n n X'm.nm
U= -2:!'- z ¥ __]_'..J. i # J
i=1 J=1 r_x.j

For the case of internal forces only, the conservation of linear

mcmentum holds.,

n
@ Eomy % = F vith three components of k we have three equations,
=1 ©odt

taerefore three "integrals."

The center of mass moves in a straight line.

n
T nr, = kt +%
O i =

The conservation of angular momentum gives three more

re
O

- ‘351
miri X — = j
i at

LU o 8 ~ ]
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These may be written as

o d ax
zmi[xl-}l"}'s-—‘-:]:cl
n
Emfn g W]og (6-3)
n
dx 4z,
) [z L x| =0,
i ST G

laPlace showed that one could direct the axes so that two of the con-

stants in these equations, say C; and C; would be zero while the third

-

becones JE? + 63 + é§ . ‘Tnis is the plane of maximum sum of the products

of the masses and the rates cf vae projection of areas. It is called the

invariable plane by laPli~e. The invariable plane of the solar system is
inclined to the eclipt.c by about 2 degrees with {} = 286 degrees (see Chapter 32}.
Thus we need &n integrals for the n body problem but can find only

ten. Can we find any more? Bruns (Acta Mathematics Vol XI) showed that

with rectangular coordinates no new algebraic integral- are possible.

Poincare' showed there were no new uniform transcendental integrals when

the coordinates are the elements of the orbits. So we can't solve even

the three body problem in general; however, for special cases there are

some singular points.
Before dlscussing these singular points let us develop the geocentric

form of the n body problem. If we place the origin of a fixed inertial
cocrdinate system at the center of mass of the Solar System, the equations

of motion in compounent form become
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dag 2 (E;l - ﬁ)

— =k -— 6-4
dtz gmt rxa ( )
e .5 (7 -

dtﬂ : [{mi 1‘13

dzc 2 V (gx - C)

— k m‘ r——

dta Z{ r‘a

r® = (5 -8 + (7 -+ (¢ -¢)? (6-5)

where § . Ty, 4; are the coordinates of the planets of mass m; and
€, M, € are the coordinates of the particle whose moticn is being
investigated. It is desirable to move the coordinate system to the center

of mass of the Earth. To do this, let

»=8 -8
y="m-1, (6-6)
z=0 -§

vhere &, T,, (o are the coordinates of the Earth with respect to the

center of mass of the solar systieu, for which

2 n=1 ( )
6" € & - %

ao = k"z m = :3° s ote. (6-7)
dt i=1 Tio

ryo = distance from center of Earth to pianet with rass m .

Similar equations exist for the other two components T, and {,. We

now fcrm
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i a°¢ 2 §,-E 2 " Fe-g  (5-5)
T R LY RN T
at®  at® n’ =1 na noa
from which we obtain
£ 2 . ne)
X Tno x"'x Xi ANy
~—z =t K ji my [ S T3 ] (559)

and the equations for the other coordinates are derived similarly.

P =X+ 4+ (6-10)
r,? = (%, x)% + (y;-y)® + (2 -2)° = (particle to planet distance)®

Yoo =% +y° +2° = (Farth to planet distancs)®

The values of %3, ¥y, 23 are known tadulated Tunctions of time

obtained from the American Ephereris and Fautical Almanac. Note the

equations of motion for the :ffect of the particle on the planets hsve
been neglected. We will have occasion to return to equation (6-9) many
times. S8ince x, y, and z are measured from the center of the Earth, the
system is called the geocentric coordinate system.

The n-body problem is pretty hopeless to solve. Given three finite
bodies a general solution cannot be found; however, there are particular
solutions to the three body protlem. If each of the bodies is placed at
the vertices of an equilateral triangle, they will maintain that config-
uration, although the triangle itself may vary in size. 1In addition there
is a straight line configuration. These solutions were found by legrange

in 1772. The figure below gives examples of this pericdic motion.
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Fic. 63 Examples for Lagrange's Periodic Solutions of the Three-Body Problem.

FIGURE 6-3

Now let's ccansider the apalysis. In the general case the solution
to the three body problem is planar. This fact is shown by Wintner in
his book, "The Analytical Foundaiions of Celestial Mechanics." ILet's
azsune planarity and consider the possible solutions in a fixed plane
with the origin at the center of mass. To aid the solution we consider

complex numbers Z.
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m
%, | X m 7+ Zo+ma Zg = O (6-11)
o \l\\ Z since the origin 1s the center of mass,
(6-12)

Z -4 =wX -3)

whexe W = e-‘l ﬂ/ 3 ) is the equation for the condition that vie have an

equilateral triangle. Equations (6-11) and (6-12) give

m +1Tb+m3’]—zl(l+a)

ze=&[1 m + wmg |
] m +me +m
R el RN G (6-13)
vhere 8 = - O M il complex number,
ip + Uxog

Now by Newton's inverse square law we have

2 . 3
" d221 _ e (Z ;14) . ﬂmma(zaazx) (6-14)
at | 25-2] | 252 '

For an equilateral triangle,

Co-2y | =l2o-2y | =lza-21=0= lal |2l (6-15)

there a is a complex number and Zp - 2, =8 43 25 -~ 2 = awZ,

'ance:

W, dz, & az W, ez Wy
(a5 1a® &P &’

a7 _ ikt [ -mg (my +mo+my ) _ myw(my +mp+my ) ]
at®*  ld®[aml® My + MW Mo + My
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(6-16)

which is our central force inverse square law. Therefore, if there is a

triangle solution, then each particle will move in a conic section in

similar orbits.

Hence for any sclution of this type, 4,, 2, and Z; all

satisfy,
2
iz km 2
TS (6-17)
at lal IZI .
The three orbits are similar because of the relations:
Zp = (L +a)z and 23 = (1+aw)z, (6-18)

Now let us examine the converse property. Let Z; move :n any solu-

tion of this central iaverse square force field and place 7, ard Z, at

(1 + a)2 and (1 + aw)Z respectively, then we get a solution of the three

body problem.

Z, we must verify that,

"

Pz W (57w g (202 )My

The equation for 7y is, of course, the same as before. For

(6-19)

@ |n-zl® |-z °

2 2 (. S

d?=(1+a)d?=m£a&) kma;u”a-):a

at at®* & ® 2P Jal® |z
& Koz

1+ = (1 .

( +3)dt2 ( )lalal |
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Hence such motion for Z; is possible. Similarly for Z,. It is
interesting to note that this kind of motion is possible for any central
force field with power laws other than inverse square law since the factor
la.l 8 lZli 8 appears throughout the equations.

We have thus established the existence of the sextile points as\ a
solution to the three body aquations even when all three bodies have
commezsurahle masses and all move in any conic orbit.,

Now let's look at another class of solutions to the came problem,
the straight line solutions. We desire solutions such that the three
finite bodies all lie on a straight line for all time. (The line is, of
course, rotating however). /gain the solution can be shown to be planar,

and for motion in a plane we take the center of mass as the origin of the

axis system in the Z plane just as before.

y
Zs Since the origin 1s the center of
/Y ' Z my mass, we have
= ™ b m % *MeZeteZo = O (6-20)

Assum 2 siraight line motion. Then using p and q as constants’(rul wmurs,{

0= p«< ]
this straight line relationship is represented mathematicelly as

Z = -Ph 2y = a4 (6-21)

-l _ P4 -4 L4p
-Zp -1 +pZy g-p

= b = real number.
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Having the ratio as a constant real number means we have straight
line motion. Assume this fixed ratio, b. Knowing that the straight line

solutions are such that the ratio of the distances are constant, we assume

this and try to solve in reverse to how that

p=2h (6-22)
Zy-le *

Now,

£ Wi (Z-0) , Vs (%5-2)
a* | %-gl®  |%-5]°

G5 _ e (1p)a  Bw(ez
at® () [ zl® (+a)®lal®  |al®

(6-23)

vhere
_ K + K mg
(1+p)°  (1+q)® *

A

(6-24)

Each body moves in a centrsl force field, i.e., motion is a conic

section. Then we must detexmine if Z, and Z, will satisfy the differeantial

equation. Now because the center of mass is at the origin we have

mZ +mplg +MaZg =0

m% - Meph -mgqfy =0

From which we find

m =MD + Waq (6-25)
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Now let Z. move in a solution of its equation,

1

. 2
%, 8 <A ————
1 IZ1|3

and put 22 at »pzl and 63

(6-26)

at -qu and then require that the differential

equation be sgatisfied. The equation for Zl is, of course, automatically

gatisfied. Now examine the motion of Z2.

2 2
1% .2 m (2) -Z,)  Kmg(2y -2,)
2 3 3
dt |z, -2, lz3 ~Z,|
(6~27)
2 2 2
" a°z, i k lel(l+p) k m321(p-q)
et ez )® (e dlzy?

Knowing that

a°z, 7,

—F =-A—=% (6-28)

at Ile
and

m, *= mp*mgq sy Q9°>D, (6-29)
we have, after using Equation (6-24) for A,

r o 2 2
Ao Zl _ pk2 [ m2 . m3 ] “ _ k mlzl ) k m3Z1
|2, 1° (wp  )®) 12 Q2P (ep)Plz
f‘a .03 ] _ToPmgl Wy B 9 ™y
? ) 2 2 - 2 2~ 2
(1+p)”  (l#q) (1+p)°  (¢-p)° (#p)° (1+p)°  (a-p)

m3p q¢3 ¢3

(1+q)2 (l+p)2 ) (q—p)2
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we must heve:

P _ 9 1

- (6-31)
(1+q)°>  (1#p)*  (g-p)°

The equation for Z; leads to the same conditions. Thus for arbitrary
; masscs we can pick p and q subject to O S p < g and have a unigue solution

~f the equalions as a straight line solution. Hence, given that

Z = -p% Zy = -qZ 0sp<gq (-32)

and given three finite messes m Mo and my we can choose p and g to satisfy
m -DXe - qng =0 (6_33)

and

q 1 P

(149)°  (a-p)®  (1+q) )

(6-34)

This gives rise to a quintic equaticz for p and q. Now one can ask
if it is always possible to satisfy the two equations for any mass ratio.

It can be shown that it is necessary that the largest of the three masses

P Tt s cuie 3 L

3 be on the negative side of the center of mass from the larger of the

3 remaining two masses. This is really no restriction, just a nmote on the

orientation of the axis system.

(40 A LG LA

Note that the solution holds for three finite messes and fo- any conic
section motion they assume. Now let us further restrict the problem by
; assuming one of the masses o be negligible compared to the other two masses
' such that it does not disturdb their orbits. Wwe still assume elliptical

metion, however. let the distance between the two massive bodies be unity.
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Por convenience let's assume the configuration below:

T Y

[/ 20
l Zce ! o) -p X
8 L1 L2

~ O

For the I, point we have my = O and let m > my M= my/m .

Then the Equations (6-33) and (6-34) on the above bectie:

_mo 1 .
1=t (6-35)
q 1 p
= - =0 . (6"36)
(#p)®  (a-p)® (24q)®
Substituting from (6-35) into (6-36) gives
1 . 1 _ D -
M(1+p)® (X -p¢ 14 DV
(M J < M
3 X
. A, (6-37)
M(2:+p) (1-Mp) (M+1)°
which reduces to the quintic in p. Now,
- Z = Ze = 1 .
A= - R e = WY
% Ty V)
= . =22 M= 6-38
D n . (6-38)

In terms of n, the distance of I, from the origin at the center of

mass, Equation (6-37) becomes,

1o n
- -n =0 (6-39)

bty )° (Gepem )

-J
[
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L

;
3
1
t

poarov o

_ l-p ) 1
(W )® (Qepeny)?

(6-40)

¥e can use this to iterate to a correct value for ny « However, the

problem has been quite accurately solved by K. D. Abhyankar. His results
are given in Tuble I.

Similarly for I, we havo that

y
m A 7g
Py g Z;‘; > x
bem 1 ox= 1o ,
\) . ¢ ?
m=0 p=Tt-L =T
m M m
and Equation (6-36) becomes
q . 1 - 1 =0
4 SN .
T G e
M 1
Ma_ . - =0 (6-k1)

(14)%  (Mg-1)®  M{1+q)?

wvhich gives a quintic in q.

Now

In terms of »p, the distance of Iy from the origin (vhich is at the
center of mass), we have, after substitutiion for g from Equation (6-u41)

53 _ 1-p
(ra-1+m)°  (rp+m)?

Iy -

=0 {6-k2)

T2
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which is of the fom

rp = —Ab g

(r21)®  (rz-24n)°

(6-13)

Tais can be used to iterate for the value of rp. Now for the case of

Iz we have the Figure:

I
S C RS
- M
ﬂ—--—r: e
meiB ge-B
4 4

-4 ) 1-p
P == q_+..._..
~Ta T3 T3

Equation {6-33) is automatically satisfied.

9 1 __R __.o
(1#p)*  (g-p)® (2+q)*

substituting
- l.p
Pp=— q= -
Ta T
glves
: 1-p ~ oy + B -
(ra-n) (rg+1-p)?
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=0 Mo > M
W M
2 e = e——— b= —
Mo 1-p 1+M

Egquation (9-34) becomes

(6-4b)

(6-45)
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vhich is of the form

1! -1
rq = +
(ra+1-8)®  (ra-n)?

(6-16)

These values of 1, rs, r3 as found by Abhyankar are given in Table I
on the next page.
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7. RESTRICTED THREE BODY PROBLEM

The three body probiem may be further reduced by considering the case

where one of the three masses is so small that it does not disturb the

orbit of the other two. These two can then be solved separately - & two

body problem - and then their effect on the small body investigated. Ve

can find one additional integral by this means. Thus the third body moves

subject to Pl and P2 but not affecting them. Since the total force on the

third body is not now directed toward a fixed center, the °f tern is not

congerved and the force-field varies with time. A consequence of this is

that energy is not comserved in the rotating system of coordinates. The

absence of these integrals makes the restricted threes body problem more

difficult than the two body case. However, if we assume a circular orbit

for the two large masses then another integral may be found.
To be precise, the restricted three body problem xefers to one very

small body with the two large bodies moving in a circular orbit sbout their

common center of mass.

P(xo Ve 320 ) Y2

-

. x
14 %o
i P2(%o2 y¥o2 ,2%02)
{
|

FIGURE 7-1
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Assume Pl and P2 move in & circular orbit about their common center

of mass. The unit of mass is taken to be the totsl mass so that

m 4my =1
my
Pl has mass l~y, P2 has mass u, u = my g

The equations of motion in the fixed x-y bary-center system is

kz (l"u ) (xo "x°1 ) k?u (XQ"XQZ )

§° == -

ry3 rp?
s e - kz(l'U)(YO“Yol) - sz(Yo‘YoZ)
y > 3

r? r)

5o o k2(1-p) 2oz K2pze

r13 r23
where r12 = (Xo) =%0)2 + (yo1 =¥o)? + (2Zo] =20)% and ry? = (Xo2 - %,)2 +

(yOZ‘YO)z + (292'20)2-

In a rotating system the equations of motion ecan be written as

Fe2hxyeox (o) = KO o Khog (71)
r;3 fg
with
w = nk ry = (x=x0y)1 + yJ + 2k
¥xal+y]+ ok T2 = (x-%op)T + yJ + 2E

; = ).(-{ + &3 + ii
wXx ; = -n(j‘i - 5{3); :) X (Bx?) = -nz(x'i' + y-i)

vwhere the x direction of the rotating system is such that the two massive

bodies lie on the x axis and have coordinates (-xo;, 0, 0) and (xo3, O, 0).

7
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Hence the zomponents in the rotating system become

. . - 2
_x - 2ny = n%x - ﬂ%—y (x~x01) ~ k ; (x-%02)

r] ra
. : k- k2
y+2nx=n2y-2n"’y~ ey (7-2)
r13 r23
LA
. _ 2
z:_k'.(l.—u)z_-}{——y— YA
r13 r23

where (X0, 0) and {xc2, 0) are the coordinates of masses (1~u) and u
respectively. Now iet the aistance between Fl and P2 (xo2-Xo1) be unity

and change the time scale so that T = nt. For a coordinate system cen-

tered at the center of mass, Xoy; = -¢ and X2 = 1-u. From Kepler's "thi
law
2r _ Ymp +mp k
n== =2 {(1-3)
P a3/2

But we have chosen the mass so that m; + my = 1, the distance a =1
and we choose time so'that » = 1, i.e., 2r/P in T units is 1, hence k =

by Kepler's law. The equations then become

; - 2; =z X - (l““)(:'ﬂj) _ u(x.;..g.u)

r ra2

Ly eop =y o douly _wo (7-1)
r13 r23
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\-H,O,O/ 0 (l-u,0,0)
FIGURE 7-2
If ve let
I7=l(x2+y2)+.3::‘_’:+“._
2 n Ts

then since

1

T2

we can

e (xu) + P+ 2
2= (x-1p)? 4y 4 2

write

Qﬁ - x - il-u)§x+u) - u(x-éhu)

ox n T
o -l P
..H:y - (l:)}’ __}:;y
dy n T2

3 (1-p) "

dz n3 rs°

' 19

(7-5)

(7-6)

(7-7)
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Multiplying these respectively by 2x, 2y, and 22 and adding gives

oy . . o0, . oy ,
& X% + 2§y + 227 = 2% ot 5;-+ 2z e {7-9)
’ LGP+ +id =0 %‘tl- (7-10)

&Y - a?} L 3y

‘K" a d + s-é-dZQ

Integrating (7-10) gives

= 23 -C (7"11)

v is the magnitude of the velocity of P in the rotating coordinate

system and C is the Jacobian constant.

tasn B

Y
Substituting for U this Jacobi's integral gives

RN CENI

1 Ta

-C . (7-12)

In real motion v.2 must be positive. Thus for a given C value it is
possible to draw contours in the x,y plane on which v = 0. These centours
E will be boundaries between regions where v2 is positive and regions where
] (formally) v2 is negative. A real particle cannot enter the region where
v2 is negative -~ hence cannot cross the contour v2 = 0. These are the
zero velocity curves - See Figure 7-3 on page 82. C can be determined

by initial conditions on the particle. Note that once C is kinown,

it is possible to caompute particle speed, v, at any given point by
Jacobl's equation. Tts direction cannot be determined however, and thus

1 the restricted three body problem remains unsolved in genersl.
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Since angular momentum is not conserved, the motion is in general
not planar. However, if the initial conditions are such that the z-
components of position end velocity are zero, then the orbit will remain
in the x-y plane.

In the rotating system the velocity is given by

Y =wXxr + v ®w = nk

[o]
Te %I+ 397+ ik (7-13)
r = 1(% - ny) + §(y + nx) + k2

The velocity with respect to T then becomes (recall n=1, see page 78),

o=i'(>‘c-y)+3'($r+x)+fci . (7-1b)

Hie

The kinetcic energy of a particle of unit mass is
e 2 e)? 382 (7-15)

The potential energy is (in the inertial system),

S L R (N -
v--rl * . (7-16)

The total energy is

2E = 2(T + V) = v + 26gyk) + (Pey?) - BEL AL gy
1 2

Since the potential energy :n the rotating system is veloecity
dependent, the total energy E i< not conserved, i.e., is not constant
along a crajectory. We can, however, ccuserve something else, nanely

Jacoti's constant.
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Substitute for v° from (7-12) into (7-17} %o give

2E + C = 2(x% + y2) + 2(xy + yX) = 2Q (7-18)
Q= (4% vy - gk (7-19)
In polar coorainates x = r cos f y=rsinf S0~~
2 2. _ .2 ar 2 1 ar
Q=r +rf=r [: + E?] =r [i + o EEJ
nQ = 52 (0 + 1) = r° ¢ = h, (7-20)

Y a-
i
CARTH #

FIGURE 7«2 CONTOURS OF CONSTANT POTENTIAL ENERGY IN
ROYATING SYSTEM WITH 2 = O AND u= 0,01213
(Covrdinates at Center of Mass)
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vhere h, is the angulsr momentum of a unit mass about the z axis (or 2,

axis). We thus have
- =2(E-h)

therefore the quantity E-¥, is couserved over any given trajectory.

We hove been able to obtain this extra integral because we found
Jucobi's integral which in turn was possible because the two lurge masses
move in & circular orbit. If the orbit is elliptical about their common
center of mass, we can no longer obtain this integral.

This restricted three body problem forms the first order model used
by Hill to obtain the motion of the moon. Hill's work was used by Brown
to compute the actual motion.

These zero velocity curves (Figure 7-3) deserve further mention. Ve
can use them to delineate regions of possible motion.

Consider tne zero velocity curves shown in Figure 7-3. If both C
and x"+y° ars large, then by equation {7-12) x®+y® == ¢, is the equation
of a circle. In Pigure 7-3 this is the cese for ¢ = L4.25. However, C
cen also be large (c = C1) if elther nn or r, is very small and, hance

for large C = C; we have the case below. The z axis is perpendicular to

N
// \

the plane of the puper.

K

- for"
FIGURE 7-4
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The shuded area of Figure 7-4 represents the volume of space where

the particle’s velocity would be imaginary amd therefore insccessible.

TR X0

If the particle starts off inside one of the ovals or outside the larger

Ay

3 circle, the particle must remain within its initial domain since the
three regions are separated by the "forbidden" domain.

As C then beccmes small, the inner ovals expand while the outer

surface of almost circular cross-section shrinks. For a certeain value

of C, say C;, the inner ovals meet at the libration point L1. This is

31llustrated in Figure 7-5. 4}

FIGURE T7-5

A slight decrease in C now results in the ovals coalescing to form

a dumbbell-shaped surface with a narrow neck. The particle is then free

acatiuire

to travel between the massive bodies. This is shown in Figure 7-6(a).
For a further decrease, the inner region meets the outer at the L2 libra-

tion point as shown in Figure 7-6(b).
. g\.\ - ?“\,
/::l \ Ca . _/'-'_-v , L T“\\W
z o L R
S N ‘
9

i /' e . \ /_' A 'C* . \\'
(7% Juy o ; ;// Li " L2
¢ e > X — b o e X
\ l‘u . -\' u_; R 1_&!‘ e i :]‘
. | . '« A . " = g

’ Raane LVRON 9

AL e B A AT
‘.\

S

o

o .. © Lo
\\ s el 4 4-" b
~ .,‘,,/ (a) FIGURE 7-6 R A, (b)
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is C 18 decreased still further, the forbidden region shrinks at
the L3 libration point on the left and opens about the L& libration

peint thus allowing the particle to wonder out of the region of the

tvo finite masses and into outer space. As the process continues, the

regions inaccessible to the particle in the x-y plane shrink until they

vanish at the final two libration points L4 and LS.

4Y

Y
N

L3 L1 L2
M

P
X

ﬂ\ N
N

x}
¢

FIGURE 7-7

The behavior of the zero velocity surfaces agC change in the

xz and yZ planes are shown on the next page where the corresponding

values of C are shown,
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8. REGULARIZATION IN 3-BODY PRCBLEM

One of tha uses of the restricted three-body problem is to calculate
trajectories from earth to moon. These essentially require a collision.
As the moon is approa.ned, the particle velocity increases in a very
short time, This requires extremely small time intervals in any nuneri-
cal integration of the orbit. Our problem is one caused by a singularity
of the differential equation of motion. The idea of Levi-Civita and
Sundman was to introduce a new independent variable, a pseudo time (1)
instead of the ordinary time (t) in such a manner that t would change

uniformly during collisisn. The new and old time differentials are

usually related by

dr = St (8-1)

where f(r) 1s a function of the distance between the colliding bodies.

This removes the singularity and such a process 1s called regularizatiom.
To see the essentials consider a simplified two-body problem

with the mass of one being unity and the other mass very very small.

The equation of motion of the small mass is

]
H|

(8-2)

Al
w

where r is the relative position vector of the small mass and the units

of mass and time have been chosen to make k2 (ml + mz) = 1.0. If the
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small mass is given initial conditions such that its motion occurs along
a straight line through the larger mass (along a rectilinear orbit) the

vector character of r can be ignored and we have r= - -!'-2- where r is now
r
the scalar distance between the bodies. The singularity of this equation

is at r = 0, i.e., at the point where the moving body and larger, fixed
body collide.

Now integrate this equation to give
r " - - C * (8-3)

At the singularity (r = 0) the acceleration and velocity are

infinite. In fact, close to r = 0, we have

dr 2
ac -t 1/? (8-4)

which says the velocity approaches infinity like V%.as r+0,

The Levi-Civita idea of regularization is to introduce T so that

-—d‘t—-.i—. -\
dt o "t " (8-5)

Our velocity then can be written

dr dt . /2 1 [ de

—— o e - N 4 — -

dr - d‘t-\/: Y ) drt r (8-6)
The new velocity g—:— is now zero at the previous singularity {r = 0) and

the actual velocity is regular, i.e.,

&8
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and the original second-order differential equation becomes

2
-3——;— +Cr=1 (8-8)
T

which is also devoid of singularities. However, with £(r) = r our
new equation gives approximately Ar = + At '\‘[T?so that as r + 0
the integration step size (it1) must be increased to maintain a
constant Ar. WNote that for the regular time we have Ar = + At'vl-‘i:‘
and as r + 0, At has to be decreased in order t¢o have a constant
br,

Now with a slight generalization we can imprcve the problem

even further. Let

dt = W (8"9)

then close to collision we now have the relation

%—f—” =+V 2 (8-10)

and the complete expression for the pswudo velocity becomes
i -
3‘-—,’- -+ Y2 -cr . (8-11)

89




AN Lot o ab ety

ot

Vo

The velocity at the singularity is + Y 2, and, as r + 0 we now have
Ar = V 2 4ot, i.e., integration in this pseudo system uses a constant

step size near collision., The original differential equation now becomes
&r. (8-12)

which is not only regular but also considerably simpler than either the
other two rvepreseatations.
For the case of the restricted three-body problem we have the set

of equaticns

;-x+2§--@"“)§x+1‘)_u§_+__"_§___l_
r r
1 2

(8-13)

yuy_z,;_il~131)v_uy3 .
rl 1]
The Thiele trsnsformation will regularize the equaticns by using

the following transformations:

. 1 .
x 2 Mt ) cos u cosh v

1 (8-14)
yom o~ 3-sin u sinh v ,

The new equations are then functions of u and v. This transformation
takes as a new independent variable the variible s defined by

t
S_J dt
oT17%2 ¢

(8-15)

%0
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This eliminates the need to vary the integration step size as
the trajectsry passes near elther body. Making these substitutions
into the rotating frame results in the following equations:

d?uy 1 ?

d%u 1 2 o oeasl ) ¥
o " 2 (cosh® v ~ cos? u) s

2 g

2
+ g 9. -2 2, .
sin u [2 -i(C+ 16)C°s LT cosh v {cosh® v - 3 cos

< %(; ¢os u cos 2 u]

(8-16)
d?v 1 2 2 .y du
:};2- 7 (cosh® v -~ cos® u) ds
+ sinh v Ly ’C+ 9—2- cosh v - & cos u ((:¢:>s2 u - 3 cosh? v)
2 16 16

+ %_6_ cosh u cosh 2 v]

where o = 1 -~ 2y and C is the Jacobi constant which is defined by the

following:

d
EE) + g—‘;’-) 4+ 0 cos u ~ cosh v -C(coshlv - cost u)

(8-17)

2.4 (cos u +%cosh v)z -1 sinh2 v (0 cos u + cosh v)2 =0

1
-~ 16 sin 16

One can plot the motion in a fixed inertial frame of reference by
using
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t = l-[ (cosh2 v ~ cos? u) ds (8~18)
41,

to generate a new variable from which one computes

z) = xcost-ysint

zZg=ycost+xsint.,

In spite of its messy appearance the terms in the Thiele equations
are better behaved in position and velocity terms. The sinusoidal terms
are bounded between +1 and -1 and the hyperbolic functions do not vary
greatly in range. There are no singularities.

Given the initial conditions in the rotating coordinate system of

u, x(o}, y(o), x(0), 7(o0),

Ona then proceeds as follows:

r1(0) = Y(x(o) + w2 + y2(c) ; rp(0) = Vo) + 1= 1% +y20)
(8-20)
cosh v(o) = ry(0) + ry(0)

cos u{o) = ry(0) = r2(o)

(cosh v(0))2 = (rj(o) + t2(0))2 (cos u(o»? = (r1(o0) - rz(O))2




sinh v(o) = Vcosh2 v(o) ~ 1 sin v(o) = Vl - cos2 u(o)

of = (1 - 2u)?

. -

du(o -%— - y(0) cos u(o) sinh v(o) - x(0) sin u(o) cosh v(o)

L )

- -

dv(o --]2-'- - y(o} sin u(o) cosh v(o) + x(0) cos u(o) sinh v(o)
L d

Y3
. 1 (dze(c))z+ (dga(:l) + 13 cos u(o)

[cosh2 v(o) - cos? u(o)]

- cosh v(o) =~ -12‘5- (¢ cos u{o) + cosh v(o))2 s:lnh2 v(o)

- —1% (cos u(o) + o cosh v(o))2 8in? u(o)

One then has all the constants and initial conditions to proceed with
the numerical integration of the Thiele Equations (8-16) . The results

in u and v are transformed back to x and y by

1 1
x 2-u+2cosucoshv

(8-21)

y--%sinusinhv
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9, STABILITY OF TRAJECTORIES

For the restricted 3-body protlem we have

=
@
=

X - 2y = Massive bedies at (x,,o,o) and (‘l,": 0)

n i Kotat\ng bargccnfcr coordinates .
(9~0)

]
=P
]

vy + 2%
y y 3y Planar motion.

(@ - W (x = x))

hymy- LBy ) (9-1)
n L]
T o= u) z _ uz
= ry3 ry3

1l 2 J

1/2
ry = [(x - x“)2 +y2 + z2]

R 1/2 (9-2)
= [(x - x2)t+ yé + 221

To study stability about one of the lLagrangian points we try to
determine if a very small displacement from that point will result in
a bounded orbit near the point. Let th: coordinates of one of the
libration points be (x,, ¥,, zy,). Let a, 8, vy denote small displace-

ments of a particle from this (x,, yo, Z,) point so that
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gk Xglcos o,

x = x, 4« x-).co+u X=X, +a
y=y,+8 Y=Y+ B y=Y,+ 8 (9-3)
z-z°+y z-z°+y z=z°+y.

U if,andﬁ;

Since the displacements are small we can expand the x* Yy

terms in a Taylor's series about the poiut (xo, Yo zo); thus « =~ =

RN ~N L] ~ [
Ux = (Ux)o + a (Uxx)o + B (ny)o + Y (sz)o

Uy = @o+ o o+ 8 Mo+ v @) (9-4)

~ “~» A (A
Upm W, + 0 (W0, +8 @,),+7 (),

The ze¢ro subscript means evaluation at the point (xo, Yor zo) ,

At this equilibrium point we found before that

(ux)o - (Uy)o = (Uz)o =0 (9..5)

2e

Yo " Yo" Zo™Xp™ Yo" 2% =0

Indeed this is the definition of an equilibrium point. Using the

Taylor series expansion and substituting for x, y, z gives

a-26=a o+ 8 Mo+ v Wendo
. R ~ ~ (9-6)
B+20=a (U, + 8 (Uy)y + v (U,),

. bad "V Aw
Y=o (U, ),*8 (Jzy)o+ Yy (U0,
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ﬁ These are the linearized equations of motion for a particle about

the libration point. The Taylor series coefficients are found from che

following:
| § .y Ll-u._ +3(1-u)(x~x1)2+3u(x-x2)2
3 Xx 3 3 5 5
N T2 1 %2
~ 3 -wix-x)y 3ulx-x)y
r15 t‘25
~ 3 -wx=-x) 2z 3u(x-2x) z
sz = r 5 + r 3
1 2 (9-7)
~ 1-w w3 - y2 3uy?
Uyy=1-73 3° 5t
gyz -3 -Su) yz , 3uyz
rl r25
?]'zz - — 1 -313 - 113 s 3 (1 -5}1) 22 + 3uzz
ry T, r; ry
F We now ask 1f equations (9-6) are stable. First consider the
libration point at L.
;
- r% = t% - 1
(9-8)
o+ Wiy le (g -14+w?+y el

Therefore
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FIGURE 9-1

1 3
Evaluation of the partials at (xo, Yo zo) =G=-u 0) gives

the following results:

“ 3

Uex = Uy

¥ af . 33

Uy = Uyx = (1 -2 Ty
ot

B’yz n Uy = 0 Uzz

Thence Eguation (9-6)becomes
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a-—28~%a+3°3(1-—2u)8

3v3

§+z&-—4-(1~2p)a+~s £2-10)

Y=-v,

This last equation has a solution y = Cy cos t + Cy sin t and
hence motion in y is dbounded. We could solve the other two egquations
by the LaPlace transform method and thereby show the motion is bounded,

but let us try the classical approach. Assume a solution of the form

a = Aelt B = Bekt (9-11)
Substituting this in Equation (9js)gives
M2elt - 2pae’t - % Ae 3/— (1 - 2u) Bett
(9-12)
/T
B2 4 amet = 32 122y aedt 4 2 et
vhich can be written as
A[Az --Z-}+ B[- 21 -14'5(1 - 2u)] =0
(9-23)

A[n-é_":(l-zu)] [Az-%\.o
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There will be a nontrivial solution for any A and B if

xz-% -2x--3-1’—_(1-2)
-0
2 -3 -2 2.3

or

O+ a2+ 27y L~y =0,

The solution is

>
"
o fr

j;-;‘- 1-27u (1 -

To have bounded motion, A must be imaginary so XZ < 0,

to hold 1 - 27u (1 - u) 2 0

104
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"

Figure 9-2

0 <p<0,0385207 . . .
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(9-15)

For this

(9-16)
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The other root gives 0.96148 . . . <y <1

Since
L]
..ml + my

then the above stability requires that

< 0.040064 . . .

3

Note that this is the stability of the linearized equation.
Stability in the large has not been proven here. For that we need
more powerful tools such as the second method of Liapunov.

The technique above may be used at the other libration points.
When this is done one discovers that the L1, L2, L3 libration points

are unstable for all mass ratios. See Moulton, P 300, or McCuskey, P 118.
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JO, HAMILTON-JACOBI THEORY

Canorlcal Systems

For a particle of mass m, located at ¥1s X9y Xq Ve have
Mmoo - s i=1,2,3, (10-1)

Where V(xl, Xy Xqy t} is a potential. These cquations arc three

of second urder. We can express these as six equations of first order.

To do so we introduce three new variables, yl, yz, y3 called momenta by

defining

dxy
Yy =m g i=1,2,3. (10-2)

The kinetic energy of the system is

dx 2
l.E i l.E 1z
Ts= 2 m (dt ) = p) m yi . (10"3)

Differentiate (10~2) and substitute into (10-1) to give

dyi 3V
i 3;; i=1,2,3, (10-4)

From (10-2) and (10-3) we have

dxi 3T
it - 3}: i=1,2,3. (10-5)

jC2.
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Since V and T are independent of ¥y and x4 respectively, (10-4)

and (10-5) may be written, with
_
Ha+y=my)+ Vi)

as

ax ay
H 2

%" BTl i =1,2,3. (20-6)
g 1

This set of differential equations is cslled the canonical or

Hamiltenian form and H is called the Hamiltonian function. Actually

ve have a special case of a more general formulation., Before discuss-

ing this, note that we can extend the squations to 2n variables. These
will satisfy the canonical equations.
dx dy
LA, L. & 1=1,2...1 (10-7)

= S B -
& "y, @ ax,

where

H= H(xi, yi) i.e., it does not contain any ii terms.

We can also derive these eguations in more general form from

ILsgrange's »quations. If a conservative holonomic dynamical system*

#See the discussion in Appendix II (page 21; or Goldstein, page 1k, et, seq.
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can be described by the gencralized coordinates q4, 1 = 1,2,...n, then

the Lagrange equations of motion are

d_ (3L oL
(5] - E==0 -
de aqi] 394 (10-8)

where the Lagrangian potentialis W (1.‘ ,i‘.'f) with L=T-V,

LeT-~V (10-9)

T(&i, Q4. t) is the kinetic energy of the system, and V(qi, t)
is the potential energy.

These equations are of order 2n and thus we require 2n state
variables to represent the system. Tc do this we select n variables

44 and n variables py, which we arbitrarily define as
Py = 3¢ (10-10)

These P; are called the gemeralized momenta and basically replace
the ii variables. The original Lagrange equation is in terms of qy and
éi; we are now transforming to q4» Py system. This is done by means of
a Legendre transformation (see Goldstein, page 215).

Consider the so-called Hamiltonian function

04




H(P’ 9, ‘) '? Piii. l‘(%{,i;,‘}. (10-11)

Assuming that H has continuous first partial derivatives, its total

differential is

ar.dp‘ ; R Eét (10-12)

Differentiation of (10-11) gives,

[ aL W 0]
dH = ¢}‘ 4,90 -H?(p‘. g j ‘4'&' - ‘3 .g%. (10-13)

aL
By definition, Py = 35", so the second term vanishes, TFrom Lagrange's
i

equation

é_(é#). djt 3t
dt | 2¢; dt I i=h 2.4,
8o that (10-13) becomes

J : ¥
dH = %: *;% dp; - 2 r“f‘ Jt (10-14)

Comparing this with (10-12) shows that

dg. _ 2H dbi __ W __ (10-15)
at T N dt 330 ot~ At

0S
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We thus again arrive at the canonical equations. The first two

relations are known as Hawilton's canonical equations. They constitute

a set of 2n first-order differential cquations for the quant’ :ies
94, Py, 1 =1, ... n. These equations describe the motion of the
system just as does the set of n second-order Lagrange equations.

No phys!:al principles have been employed in this development,
other than those inherent in Lagrange's equation. Since Lagrange's
equation may be derived from either Newton's second law or liamiltom's
principle (Goldstein, page 225), the canonical equations have the same
basis.

This being the case, one might wonder why the extra trouble for

Hamilton. The principal reason is convenience in analytical manipulations

which will become quite clear as the course proceeds.

If one is interested only in deriving the equations of motion, the
canonical equations are usually more awkward than Lagrange's equations.
We desire much more, however, and the symmetry of these equations will

become quite helpful,

The process of finding l(py, q4, t) then becomes as follows:

1. Calculate T, V and thence L = T - V

2. Determine the generalized momenta from Py = %%—
i

3. Form

H: Fh%& - L% $t)
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and eliminate all 61 by replacing them by equivslent expressions

involving Py 9y ty using py = 2%;3
aq{

The variable &i usually appears only in the kinetic energy ta-n and

there only in quadratic form, hence p; = E%L-is nearly always a linear
9q,

i

funetion of éi and we can easily solve for &i in terms of 1 and q- Thus

ve are sble to form H(pi, a4 t). To illustrate this zdvartage assume we

choose & different set of variables Y(ii, &i’ t), 4e define

oL d L .
p, = — and hence ‘;x{p, ) = = {10-16)
i 3q{ at -1 aq:.L
then defining
(10-17)

Y= Z ii qi - L(qia f.lis t)
1

which we could call the Yamiltonian, we can proceed as with H to derive

canonical equations.

i i aqi

Using equation {10-18) this beceomes

dt = ‘l):(i)idqi + qid;)i - éidqi ~>D dc.li - 3—% dt) (10.19)

2
Y
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dY = Z( &J& be Ag, Jt) (10-20)

But since Y = Y(ﬁl, 45 t) we have
Y

oY
- = df A (10-21)
d Y ‘Z_ ( oF: ‘ ' 6%4 & )

and comparison of (10-20) with (30-21) shows that

A Y Ay
TR S R TR T A TN (10-22)

and the problem appears to be neatiy solved. However, in order to find
‘x‘(pi, 4y t) we must solve equation (10-16) for qq = q4 (pi, a4 t) and
substitute into (10-17) to obtain Y(f)i, (ii’ t). Since q; does not usually
appear linearly in the Lagrangian L, equation (10-16) cannot easily be

solved as q4 = qq (ﬁi. ‘31' t). Thus, alae, we abandon the Yamiltonian

for more difficult but greener pastures.

E
3
3
1

TSP
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11. SIGNIFICANCE OF THE HAMILTONIAN FUNCIION

In addition to the advantage in mathematical manipulation, the

Hamiltonian also has a physical significance. 1If the Lagrangian does

not contain time explicitly chen % = (0, In this case the lamiltonian

will not contain time explicitly either so -g—!:- = 0.
3 Differentiating li we have,
:
‘* oH (pi, ¢ t) M . , oH
1 = -* o o
dt ‘? p- Eag, <t 3 (11-1)

G avedy

Making use of the canonical equations,

'-Z‘, aH M aHaH)* oM

H +
k TR T -2
The first term vanishes identically, so
3
). -
H 3t 0 (11~-3)
1f the Lagrangian (and hence the Hamiltonian) does not contain t
: explicitly then %}t—{ = 0, and H i3 a constant of the motion.
Under a different set of circumstances the Hamiltonian is equal
to the total energy (see the last two pages of Appendix II).
If the kinetic energy can be expressed as a {positive definite)
1 homogenacus quadratic form in the a... as,

169
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T = Z; agy (@ £ g4y k=12,..n £=1,2,.0n (11-4)
K,

LTy

with

The Lagrangian may be written

L = a s (q, t) 9.4, - V(q,t) (11-5)
kz,:x k kA

where V is the potential energy. The generalized momenta are

aL °
p £ ov— X a q . 11-6
i 3q 22: ki( ’t)qk ( )

9
3
A
i

The damiltonian is, then:

H=2 ), a,k(q,t)&kc';! - X ag(0,8) 4 dq + V(a, t) (11-7)
’,k llk
: H=T+V=E, (11-8)
ﬁ The Hamiltonian then equals the total energy.

If the constraints are time-varying, then the kinetic energy will
contain terms arising from the velocities of the coustraints. It will
not be possible to represent the kiretic energy as a homogeneous quadratic

form in this case, and H % E.

TR PN
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Finding the Hamiltonian - Examples

Consider the example of a simple mass~spring system in the absence

3,“,-6,*‘*,‘%
K m
N

of gravity.

FICURE 11-1
Lo o2 k2 1 2 _k 2
T=73 ™ V=314 Legm =314 (11-9)
The momentum is
.“a‘I-". o .:2
P 29 mq q m (11~-10)
and hence
m 2 2
u=Rii k2 (11-11)
2 2 q -

which is the desired Hamiltonian. The canonical equations are

'--3-.3{--2. . o
1% m p-—-gq‘—k (11-12)

-t
—ay
<
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As a second example consider a rotating pendulum. Let a bead of mass
m be free to slide on a smooth circular wire of radius a. This wire hoop
in tumn rotates about a vertical axis with angular velocity w. Gravity

acts vertically downward. We desire to find H and derive the canonical

equations.
q g
m
o
(o)
%
FIGURE 11-~2
The kinetic and potential energies are
T -'% m (azéz + azwzsinze) (11-13)

V = mga cos®
L=T-Vs= %’m (a262 + aZu?sin?e) - mga cosé ,
The generalized nomentum is

- 0L 22 S - 1 11
P 8 = ma 8 8 ) (11-14)

Hence
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2 -
H= ;P—-Z- - ;2‘ malu?sin®0 + mga cosd (11-15)
ma

and the canorical equations hecome

(11-16)

\
L

P

Q2
-

|

PR G
maz

Q

. H
p=- %3 « malw? sin® cos® + mga sin@ (11-17)

Since t doesn't appear expIicitly in L or H, H is a constant of the
P

motion. Equation (11-13) shows that T is not{n homogenous quadratic

form so H is not the total enerpy. Examination of (11-15) verifies this.

In the Lagrange formalism a cyclic or "ignorable" coordinate is

oL
- 0, and it

follows from Lagrange's equation that the conjugate momentum 1is constant.

a coordinate q; which is absent in the Lagrangian L.

If 44 does not appear in L, it will not appear in the Hamiltonian either.

This is seen by noting that H and L differ only by I pi&i which does not
i

contain 9y explicitly. Suppose in a prohlem with n generalized coordinates

the ignorable coordinate is q;, and the associated constant momentun is

gy The Hamiltonian is then H(q,, q3,...qn,u1,p2,..pn).
The coordinate q, mo longer appears in the problem, except as a
constant in H, and in a real sense there are now only n-1 coordinates to

be considered. In this respect the Hamiltcuian formulation is superior

to Lagrange's. In Lagrange's equations, ignorable coordinates do not dis-

disappear so completely.




Because of the simplification of the Hamiltonian by ignoxrable
coordinates, it is desirable to look for coordinate transformations
which would make all the coordinates cyclic. If this could be done,

the solution would be trivial. Thus given H(qi, Py> t) where

44y o ary 3 .
T — sa; i=1,2,...n, (11-18,

We desire to change from the 2n variables q4s Py to 2n new
variables Pi’ Qq in such a way that it will be easy to determine
the new equations of motion and further, we desire these new equ-

tions be in canonical form also, i.e., we would like

@y -
dt 3Qi dt 3Pi -

whare nl is easil, ‘- :lated to H and is expressed as a funciion of Pis Qi
and possibly t. According to a theorem of Jacobi, the desired trans-

formation between the old (pi, qi) and new (P ) variables, which

i’ Qi
give rise to the new set of canonical equations (11-19) can be expressed

as

38 _98 -
pi = Sqi Pi = - 3Qi S~5 (qiv Qi, t) (11-20)

This determining or generating function S must be expressed as a

function of one set, either the qq or the Py» of the old variabies, and
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one set of the new. S must be chosen so that it is possible, by means

of (11-20), to express the G , Py in terms of the Py, Q4, OY vica versa.

Pi - Pi (pis qi’ t) (11-21)

Qi ot Qi (pi' 94> ).

To do this let Py and 4 be continuous, with continucus first partial

derivatives and

a (Pl. Pz,uoopn, ng Q2;°'0Qn) ? o (11”22)
3 (Pys PpseesPps 91s 925+++9p) )

that is,the Jacobian must not vanish identically.

The expression implies the Jacobian determinant:

) 2 8¢y ., ¥ @y ., , %
3p1 392 3pn 3q1 aqn
# @ ¥ B
P, ap?_ 8pn 3q1 aqn

.zg-xl L] L] . . * L] . -az-n— —aitl . . L] L] ldPn
321 P, aql 3q,
;a-gl. L . L] L] L] L] L] aQn :—Q—& * . L L] ?_Q_t}.
9

1 3?7\ 3?1 1 n

aQn . [] [ ] L ] L] . L[] aQn aQn L] . . L ] aQn
-
3p, op, 3q, 3q,, - 15
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If (11-22) is satisfied, the functions Py Qi are independent, i.e.,

there exists no function F such that
F(P, Q) = 0 (13-24)

This is a natural requirement. The new "coordinates” P;, Q; should
be independent ¢r the number of degrecs of freedom would be reduced by
the transformation,

In this transformation, the momenca p; play much the same role as
the coordinates q- This is one of the underlying ideas of the Hamiltonian
methods, and is closely allied with "State space’ methods in modern dif-
ferential equations theorv and automatic control.

If such a transformation is applied to the canonical equations, in
general, one obtains

Pi"cl(?’ -Q-o t); Qi'cz(-P-t E: t) i=1,2, ...n

vhere G; and G2 are two functions whose npature depends on the transfor-
mation used.
If, however, ¢he transformation ies of such nature that the new

equations have the same form as the canonical equations, i.e.,

1 . 1
) . S
P, S0 Q P, i=1,2, ...n

for som: H! = Hl(F, 6} t), then it is called a canonical transformation.

e
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But to return to the theorem of Jacobi, this desired relatiomship

between the old and new variables gives a new Hamiltonian, Hl, as

3 .1
L w22 =Ry, Qp, ) (11-25)

so long as (11-20) is true. We can thus easily determine the new force
equations from a transformation of variables. Now let's prove the Jacobian

transformation theovem.

17
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12. JACOBIAN TRANSFORMATION THEOREM

Given
-—.-—dq:L - _a_H. . ip_i. B - ————aH
dt api ) dt aqi

these have the solutions

Qi = qi (r" al’ 32’ Y aZn)

Pi = Py (¢, al’ a9

and

de P,

have the solutions

Qi = Qi (t, 315 a2,

Pi = Pi (t, al, 32,

dQ; aul dPy
b3 dat

LI azn)

_ sl
3Qy

oo azn)

') aZn)

- n, (12-1)

(12-2)

(12-3)

(12-4)

vhere @y, az, «.. 3y, are the arbitrary coastants of the solutioms,

To proceed we denote certain variations or operations. The symbol

d attached to any function, such as d%, will denote that when the function

hze heen expresced in te

r

me of L and 3y, 1t 1s t alone which is varied;

'3
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while the symbol 6, such as 6%, implies that any or all of the a, are

varied but that t is not changed. These are virtual displacements. We

thus have the following:

3 ; a?; )
d?i = -;% Af 6%" = Z aarda (12~5)

] " zJ "2"0

For a function S = §.(qi, Q» t) one thus has

2( '&g dg; + AQ‘) + ?S dt (12-6)

as the definition of the total differential and
§8= Z( 5§¢ 5@« ) (12-7)

for the virtual displacement of s.
Since the variations denoted by J and § are independent, the
commutative law holds, i.e., § + d is the same as 4@ *+ & operation,
With this introduction, the proof that equation (11-20) of the

last section transforms (12-1) into (12-3) then follows:
daj _ 3H dpy o
1 = d = - b -
First multiply 3t 3pi an it 8qi y 6pi and qu
respectively and add for all values of 1, to obtain

at 4 ¢

f‘( o $pi - ‘-vff 6'?-) = 2(”‘ §p: + 53‘ Je4 )zSH‘(IZ-S)

A similar process applied to py = g%— and Fy = - %%— glves
i i

1\




< -2 fa ) = 98 & -

S(wig-fidn) = 23 + 5560 )40
(12-9)

Using the d operation instead of tbe § operation, the last equation

becomes

S (pdg - Pidey ) = 2! 2 dgi + 50 9@ )=d5- 5t

(12-10)

Since § may coatain t explicitly as well as through 94 ang Q we
must include %% in the total differential for S. This equation {12-'0)
is sumetimes used to define z canonical or contact transformation., We
shall refer to it again.

Now operate on equation (12-9) with the operator d and on equation
(12-10) with the operator ¢ and subtract the two results. Since we have
déqq = 6dq, and d§S = §dS, all terms in which both & and d operate cn
the same function will cancel when we subtrvact the two results. From

(12-9) we have d{p; dq,) - d(P, 6Q;) = dés or
dps8qy + pydéqy - dP;8Qy - P,déQy = d&S (12-11)

and from (12-10) we obtain

— a5

Spjday + pyédqy - 6P4dQy - Py8dQy = 645 - & Far - I gae (12-12)

but édt = 0 by definition and then subtracting (12-12) from (12-11) gives
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L(dpsdqy - dqiépi) - £§dP16Qi - dQy6Py) = dté ‘%E

which can be written

2("‘"63‘ = o) +Z(“‘°’SP— Y o) (%)

Recall equation (12-8)

=(F -3

A\h 6%4)': gH

Upon adding these last two equations we have

@ cp _df . ) L
2(-;—;8&'-:;86&/-

where we define

38
wlen+ 2 =ul (g, 0, ),

From this we can write

§H' = Z(ap‘s

and then equation (12-15) becomes,

(3

'Y

ot

H) = §K

m‘ )

(12-13)

(12-14)

(12-8)

(12-15)

(12-16)

(12-17)
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s (5F o, - '"'so) - “?(;ﬁ-a’&ﬂ”xtﬁ@)

dt
or
dQ: ' d% . i .
( A ) 8 = ( 3t * o ) 49 (12-18)
Since 8Py and 6Q are a4ll %inearly independent variables, it follows
that
da; o’ are oW
—d . AL ALL 5.
at © op oM Yy arp O

This transformation theorem provides us with a means of changing
from one set of variables to another by means of a generating function
S. To summarize, if there exlists a functira §: with continuous first
partial derivatives such that for S = 3'(qi, Qi' t),

s

b = 5 p, » -5 (12-20)
tosy , 1Ay

which implies that

38

5t dt (12-21)

IP,dQ, - Ip,dq, = -dS ¢ =
1

(see equation 12-10), then the transformed equations are

do; _ o’ a o
dt bﬂ: ‘ J.f cWA (12-22)
1 o8
}{ = li“ ot
|24




and the tra.sformation is canonical.

The equations of transformation depend upon the choice of § and
as was mentionad, S can be any function of ove of the old and one of
the new variables. Particular forms of S are of iaterest, For example
h S = S such th —3-}-!-1--=331=0 hen (12-22) gi ffi,a
if we choose S = £ such that aPi aQi , then (12-22) gives at s

494
it ° 0 and hence

Pi = constants Q4 = constants

and the problem would be solved by a mere transformation. All coordinates
would become ignorable ones. Before we develop techniques for obtaining
S, let us consider some examples of transformations.

Consider the function

HERIT (12-23)
1

Note that

Combining these with equation (12-20), we have

Py * Qs ~ Py =y (12-24)
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The canonical transformsticn which iz gemercted by this § interchanges

the rele of momerta and coordinates, emphawizing the equal standiag of

\ those tro types of auvantities in Hamiltcnian theory.
it
F Now consider ancther example, the planar restricted three-body
problem.
L)

(“u’ﬁ- L f:.)m I-h K
Mg 3R V= - ( — ¢ ""')

NG
r/c

/(au,al) 7.l

™= ey dt; _ QmBexi)  alh-g) oV
dté = 2 'y g

FIGURE 1z2-!

The ejuations of motion ax

: é_x_;:- _éﬂ- . JSJ___&_Y___QH_
;‘ i e YT T T 17
2 2 . .
H-.-zla(y1+y2)+v Y 9’,,1‘ ) \jzgx:

We are going to change from old coordinates (x4, y4) to a new set
A (qi, Pi)’ the new set will be canonical and (incidentaily) will be those

of a rotating coordinate system. We select S = S (xq, Py t) as

g §=X; (ppcost~p,sint)+X (p; sin t + p, cos t)
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from which we form

N3 39S
yl.axl.”:i. cost-pz sin t; yzsaxa -pl sint+p2 cos t
q._a'é'_zx s08 t + x. sin t: q.-a-g—--x sin t + x, cos ¢t
Sl T 2 3 TN 1 2 ’

The new Hamiltonian becomes

1 8 _1,2,.2
H wHeZus(y]+y) +Vex (-p, sin t - p, cos t)

+x, (pl cos t - p, sin t) .

To eliminate x, and x, ve form

1

ql cos ¢ = xl cosat + x2 cos + sin ¢

~q sin t = Xy ainat - %, €8 ¢t sin t
then adding and subtracting we obtain
X, = q, cos %t - P sia ¢

(see page 92)
x, ® 1y sint + q, cos t.

ot that this is the transformation from fixed (xl, xa) to rotating

coordinste systems (ql, q2).
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If we substitute this into Hl we obtain
11,2 2
H -5(pl+pz)+v+p1q2'q1p2

and the equations of motion are

d¢. thz dg 35}
a3t - dth'*%‘ —_i-!:;h:h‘?'

dby oW v

- w pees

at " Tig " Tag th It %" a7 " g

t
Note that

which checks previous results of equation (7-4).

The procedure here was to pick an S function S = §.(xi, Pys t) and

then form the new Hamiltonian H1 by

5 _ .1
Hlw B+ 22 m 0 (xy, v, Py B

we then used

% . B
U Y17 g

from equation (12-39))which we shall shortly prove, in order to eliminate

x{ and y; to form




T T T

7y

H}' = Hl (qit Pi’ t) .,

The new canonical equations of motion are then formed directly as

dag _ o’ dpy ol
dt api’ dt Iy

Now consider the simple mass-spring system of equation (11-9), the

harmonis oscillator. For this case we chocse

S=S(q, Q = -—/i‘-k: q? cot Q . (12-25)

This is a generating function for a one-degree~of-freedom system

which has a single generalized coordinate q. Applying equationns (12-20),

p--gi-v’mchotQ
q
(12-26)

3 2
sin“Q

These equations may be solved for the old coordinstes in terms of the new

P™ ‘2‘[512? cos Q

q -\/-—/—%,_‘ sin Q

It is also possible to solve for Q, P in terms of p, q.

(12-27)
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) ZNﬁ:E? ¢ X 12-28
.a{P%m (12-28)

R Y

Q= tan p! smig?

Now consider the harmonic oscillator of equation (11-11). The

Hamiltonian is

. (12"29)

We can express this Hamiltonian in terms of the new coordinates, by

substituting (12-27) into (12-29). The result is

k
Hw= yv; (12-30)

-

Since S does not contain t, -g%- 0, and, from (12-22)

P
Hl «f = ¥\ % (12-31)

Note that the transformed Hamiltonian is cyclic in Q. The transforms

canonical equations are, by (12-22):

Lo

[ |
Qr
S

]

©-
"

t
Oryty
o\x

n

o
P

Yod
“wy
§
(93]
(3%
S’

vhich may readily be integrated to give
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Q> a +‘\/§ t: P = B = constant. (12-33)

The motion of the original problem is obtzined by substitutiug these

expressions into (12-27),

p= V 2/ak 8 cos{f\/%;t + a}

28 k
=\ [~—— sin ~t+a
qV/mT{m }

The a, 8 constants are determined from iaitial eonditions. This

(12-34)

fortuitous choice of a generating function S has transformed the problem
to one which could easily integrated. It would be nice tc have a systematic
way to pick such an S function. Before discussing that point, let us
consider other S function in more detail.

in making the last transformation we used as a generating function
the quartity S = §'(qi, Q> t). Actually we are free to choose other
variables, one from ezch side of the transformation. For example we
could find the canonical equation just as well by choosing E?. n 'S_z(%;‘ﬂ‘ i* )

(which is what was used in the restricted three body example).

The proof of the Hamilton-l2a:obi Transformation theorem would proceed
precisely as before (mutatis mmtandis) with this new generating function
8.

The best way to change to other variables 13 to make judicious
use of equation (12-10). The canonfcal transformation was generated

by §i n §i (qi, Q> t) and therefore equation (12-10) gives




A vCYnl Rt ¥ e

1 _— .
{ }i:Piin - ipidqi 5e dt ds, (12~35)

1 and
] 3sy 35,
s PL ™ 50 ; Py =~ =5
) 94 2 (12-36)
E,

Now define a new function

S, (a3, Py, t) = Sy {qq, Q, £) + iPiQi . (12-37)

Using this definition,
' ds; = dS; - IPydQ; -~ IQ.dP,
3 i

38, 35, (12-38)
; 3t a3t ¢

Substituting these relations into (12-35), and simplifying

a5, 4
1 )3; 3 99 as;
- iQi‘dPi - ipidqi - 3 dt d82= - ", d? - a& Jt )
3¢ that
1 . 35, 25, (12-39)
3
130
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By means of these relations, a canonical transformation may be

generated just as before,

Goldstein (page 240 et. seq.) considers additional change of
variables such as §5 (pi’ Qi’ t) and gz (pi’ Pi’ t).

Now let us return to a search for a forma:s procedure for finding

a special generating function, S, so that the new 'fariables" are all

constants,
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13. HAMILTON-JACOBI PARTIAL DIFFERENTIAL EQUATIOR
Now let’s conslder the problem of picking a particular generating
function so all of the coordinates are ignorable. First note that if the

1
nev Hamiltonian, H , is a constant or at least not a function of Q; or

Pi’ then
P 1 aQ 1
di oH 1 o
T TV @@ et ¢ i=LZ.os (3D

and integration of these equations gives
Pi - 81; Qi bl G; i - 1,2,.0."0 (13"'2)

Using the transformation equations, like (12-39), we can evaluate
Py (P4, Q4, t) and ey (P4, Q4, t) and the problem is solved.
If the new Hamiltonian is to be a constant, say zero, then from

equation (12-22) we require
H -—-E*+ H{qi, pi’ t) = 0 (13-3)

This equstion holds true whether we use S = Sy (qi’ Qi’ t) or

S = S5 (q4, Py, t) and in ejther case

3

(13-%)

Substituving this into (13-3),
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28 38 98 8 _ 4y = o0, {13-5)

K+R (q19 q2’ s qn,-a-_q-;’-a-;-a.’ LA 3%

This is a partial daifferentinl equation for the function S. It is
called the Humilton-Jacobi partial differential equation (PDE} and is &

first order nonlinear differential equation in the n + 1 indenendent

variables Gys Gps +oo Qs t.

Since there are n + 1 independent variables, there would arise in the
solution of the equation n + 1 arbitrary constants of integration. One
of these will, hovever, be additive., Sinece only derivatives of S appear
in the equation, then if S is a solution of the equation, S + L is

also a solution., There must then be n non-additive constants of integra-

tion. The solution is
S=8 (ql, Qps +ov Qs Bys Bpy oo O, t)

vhere the dependence on the n non additive constants, °n’ must be non
degenerative. We expect to deal with functions like S, (qi, Q> t) or
82 (qi, Pi’ t). However, note that if the Hamilton-Jacobi equation is
satisfied, Hl = 0 and both Pi and Q1 are themselves arbitrary constants
of integration. Accordingly, once we obtain a solution of the form

s (qi, a, t), i =1,2, ... n, we may associate the a,'s with either the

Pi or Qi aid write
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Sl w S (ql ve qn’ Q] X Qn’ t)
or {13-6)

89 =5 (ql ** G Pl °* Pn» t),

These two functions will, of course, generate different transformatiions,
but either may be choscic au lesired.

This is illustrative of the considerable flexibility that one has
in picking arbitrary constants in Hamilton-~Jacobi problems. Almost
any unambiguous choice may be made,

To summarize this method we perform the fcllowing steps:

1. Determine the Hamiltonian of the physical system($e¢e bage 106},

H (qi’ Pi, t) where ql '-all-— and p, = ...?.H_.

3py i '¢)qi
2, Form the Hamilton-Jacobl partial differential equation.

3 4 u .
S +H=0

3. Solve the Hamilton-Jacobi equation, and the n non-additive con-
stants of integration will be Introduced. The soluticn is

§ (d4y ** dy» 95550, t).

4, TIdentif; the constants of integration with either the P, or Q.
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5. If the constants are identified with Qs then derive the trans-

formation equations from:

35, 35,
'ﬁi“pi; ?():"Pi ; S1 ey, Qs ),

If the constants are identified with the Pi’ derive the cransformation

relations from:

35, 38,
ETRTE I PR B A SO

6. Introduce n more arbitrary constants for the values of the Pi
or Qi’ whichever were not deterinined in step 5.

7. With Pi and Q completely determined by the 2n constants of
integration, use the transformation ecquations to obtain the solution

to the original problem
qi = qi (P, Q, t) = 94 (al o an’ 81 o Bn’ t);i =1,2, *s*n
pi = Pi (P! Q, t) = pi (al b c‘ns 81 i Bn) t)si = 1,2, ¢eo 1,

Yo illustrate this procedure, consider the example of the harmonic

oscillator. The Hamiltonian was derived earlier as {see Equation 11-11),

2
k :
Ho=bot 2 gl {13-7)

<
wn
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Now from the Hamilton-Jacobi equation, replacing p by-%% in the

Hamiltonian
39S 1 382 k 2
3t T 7m ('5?;')*5‘1 =0,

To solve this equation, we assume it is separable, i.e,

5= W (q) + T (t)

where W is a function of q alone, T is a function of t alone, Substituting

this expression into the original equation (13-8):

2 2
kg 1 oW\ _ 3T
2t (aq ac . (13-9)
The left side is a function of q alcne, the right is a function of t alone.
(Note the partials in this case are actuslly ordinary detvivatives,) Thus

both sides of (13-9) must equal some (positive) constant.

.2 2
kg 1 4N k
2 Y 7n (Jq) N 'i“z (13-10)
dT
-dt - 1';. o . {13-11)

The form of the constant of integrarion has been chosen somewhat arbi-

trarily, to simplify subsequeut calculations. From equation (13-11)
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glfg - - lzs al (13-12)

Integrating this,
T =3 o2t +a, (13-13)

ag is the additive constant, which may be set equal to zexo without any

loss, From equation (13-10)
—
-—‘i = mG v“z - qz (13"14)

integrating,

q
W= Yok J o - x* dx + a3 (13-15)
o
The additive constant Gy may be dropped. Carrying cut the integration,
k. -\/""‘"" -
H o= "!"ff (4 a? q2 + o2 sin 1 %] N (13-16)
Thus the solution of the Hamilton-Jacobi PDE is

S T= -——- {q 1/0 q + a2 gin -1 91 - - 2t (13-17)

This satisfies the equatior, and contains the one exp~ “ed non-additive

constant of integration a.

13




In this case we choose to identify the constant a with the vew

] (constant) coordinate Q, so that

e

i S; (@ @ 8) = X (qVQZ - o2 + @ snh g - F ke, (23-18)

The transformation equations are derived from:

<
3»1

P=3q " Ve Vi - 2 (13-19)

3S
-Pw -5-6]-‘ = \/mk Q sin~t %- kQt {13-20)

Solving these equations for p, q, in terms of P, Q, t

q = Q sin \/,E: - 5"3— (13-21)
p = /mk Q cos ‘\/% - Q!;Ed?% (13-22)

Since P and Q are arbitrary constants of integration and so may be

2 determined by initial conditions, the problei is solved.

To verify that this transformation does what is expected, we

AR e ead

calculate the new Hamiltonian Hl (?, Q, t).

a 1 s p? k., k. 2
H 'H+at.2m+Tq2-2Q,

b e

Substituting for p and q from (13-21) and (13-22) we obtain
0l =0

13
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as expectied, and thus P = é = 0, and P and Q are indeed constant., To

emphasis that these are constants we could consider a transfc.mation

for q;, Py to an oy, By coordinate system
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14, SEPARABILITY OF HAMILTON-JACOBI EQUATION

To carry out this procedure we need to solve a partial differential
equation. We have traded the soluticn of ordinary differential equations
for a partial differential equation., Th!: might be thought to be a
hinderance rather than a hzlp in solving physical problems. The solution
of partial differential equations is a sometimes thing.

However, many problems in physics, and especially in celestial
meclianics lead to Hamilton-Jacobl equations which are separable, When

tl.e equation has this prupnrty, it may be easily solved.

Suppose we assume a solution to the Hamilton-Jacobi equation which

ie a sum of functions of a single variable:
S(qi.. Qs t) = S (q;) + Sy(gy) + ... $p(gn) + Se(t) | (14-1)

If, on substituting this solution back into the Hawmilton-Jacobi equa-

tion, it may be factored into separate functions
ds ds ds 148
4 2 | T e (-
n

then the equation is said to be separable. If the equation can be

factored in this way, each of the functions nust be equal to a constant.

ds
i
S Erw ‘u) =ag 1=1,2 ... (14-3)
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but not all these o's arc independent, for

n
f a;+a. =0 (14-5)
gm) +F
in order for the equation to be satisfied., The partial differential
equation in n4l independent variables is thus reduced to n+l first-order

ordinary differenitial equations, each of which may always be redured

to quadratures.,

It is of interest to determine what is the most general functional
form of H for which ¢he system will Le separable. An excellent discussion
of this is found in the book by Pars on page 291 and again on page 320.

Liouville's system is a rather general form which represents a
separable orthogonal system. If the kinetic energy can be represented
b

’ J x i’ca f": B:nz]
- * *”.. ) ;f~+ av——— + 0000 .
Tz(.xz IR Rn |

{14-6)

or equivalently,

T= T Fo) [ K, ‘)‘z +R; P: +....’Knﬁ } (14-7)

and
V - §. ’ g!_*"" gh .
TS T (14-2)
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where X, R, and §, are funccions of 9y, then the Hamilton-Jacobi PDE
will be separabvle.

This Liouvili='s system is not, however, the most general separable
orthogonal system. The most general orthogonal system is given by
Stuckel's theorem (Pars page 321) which we shall not approach here.

It should be cleavly noted that separabili:y is a property jointly
of the system and the chosen coordinates. Some physical systems have
a Hamilterian which leads to a separable Hamilton-Jacobi PDE if rec-
tangular coc:dinates ace used but will not separate if written in spherical
coordinates, For example the Stark effect where V = - %-+ gx 1s separable
i: parabolic coordinates where u = %-(r+x), v = %'(r-x). The two fixed
~enter problem separates in confocal coordinates,

This separability condition has been used by Vinti, Garfinkel, Sterne
and Barrar to great advantage in solving the oblate earth problem. See

Deutsch's book page 185, et. seq.




15, THE PERTURBATION PROBLEM

should be clear that the times when one is able to solve the
Hamilton--Jacobi PDE are rather rare. The solutions to partial differ-
entlal equations are a sometimes thing., We can, however, consider
the potential funciion to be broken into two parts, one due to a

single body and the rest as a perturbation due to the other planets

vav, +R, (15-1)
The Hamiltonian can then be written
A A

ReT+V=T+V,+R=H +7R (15-2)

Hy=T+V , (15-3)
E The canonical equations are then

do: 3 HtR) STYFYRY §

( T - AL (15-4)
s dt @ P ) 3 o

New let's transform to a new set of canonical variables, which

we choose to call a4, By, by means of

O TR P T (ST ST

35 98
Py 3;; By = 3;; (15-5)

T

e Ee
B
a3




wvhere $ = S (qi’ a, t) i3 the solution to the PDE,

Hy (q4, _g&s'{' t) + —g-'g =0 (15-6)

By the Jacobi transformation theorem we know we will obtain a

new canonical set

dog aml . 98y anl (i5-7)

dt By ) dt day
with

1 % -

R I (15-8)

since
as

B, +3¢=0 ) (15-9)

Hence

dog ot dBg R
dt 331 de aai )

(15-10)

Thus we solve the equations with Q- 0, which amouxnts to solving
equation (15~6) for S, and obtain a canonical set of constants Ay Bi'
These are “constants" when R = 0. These "constants' are then considered
as variables in equation (1.5-10) so we speak of this as the variation of

congtants or variation of parameters method.,

|4~
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Actually the equations with af” 0 are solved mainly to indicate the
choice of the new variables and are not usaed unless we know in advance

that a solution can be obtained.

48 an example let's apply this technique to a planet in the solar
system, The H, will be that due to the sun and planet alone, while the
other planets will give rise to the perturbations., We use the variables
ai, By, instead of Pi’ Qi’ as before, in order to emphasize the fact that
these new variables, o;, By are really constants in the H, solution.

For n-bodies we showed that {3ee page 65),

ATE R? (m; + M) = 2

o %’ S ————t r: & 'faJK'

at v} * L * (15-11)
A n-t [ Y.
Ri=ht Swmy [ — - 4N i

A
R; 18 called the disturbing function. Consider a typical case with

1=1, We write

AP . '
= + =5 = gradk Ak (mam,) (15-13)

A
The R contains all the perturbations of the other planets. We first
A
assume the motion of the other planets are known, then'ﬁ = R (ql, 9 q3,t)

where v = Iﬁl + Ehz + Eﬁa. We then have

dqq H
dc TP g (15-14)
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Sl = s

dt aqi
\ o
A=H, + R
1.2 2 2 »
Ho-z(pl+p2+p3)+

T

(15-15)

(15-16)

(15-17)

Now apply the Hamilton-Jacobi theory by first solving for thas case

where 'R\= 0. We are actually just solving the two body central force

field problem.

This is called the Kepler problem in space.

We want to transform the original variables 95 Py into a canonical

get ay, By so that if we use

or

S
S§=38§ (qi’ Bis t); pi"g’i: Gy = -

s
§ =5 (q4, ag, t); pi-'g;? B, =

where S is a solution of

we will obtair the new canonical variables as constants, i.e.,

1, 3 3

.df}.--aﬁiao .‘-i-g.j.‘.
dt { dt

| 4

- 3
1)
i

s

3s
283

S

aai

=0

(15-18)

(15~19)

(15-20)

(15-21)




TN E

i)

Eoaacs

TP

EFT

These uy, By variables are constants for the two body case but the
effect of the other planats (now a non-two bodv prcolem) is to perturb

these "constants,” i.e. they make ay, By variables.

For the two body problem we could select any set of coordinates in
order to solve the H, Hamilton-Jacobi PDE, however, by selecting sphericzl

coordinates the Hamilton-Jacobi PDE will be a separable one.
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16, THE KEPLER PROBLEM IN SPACE

We select a spherical polar coordinate system as shown below.

L 3
Ma
c
$
m, J< >y

J\

> S~
m, mg
X M= emg

FIGURE 16-1

The polar and rectangular coordinates are related by

X =y cos $ cos A

y=1r cos ¢ sin A

z =1 sin ¢

(16-1)

Using these coordinates, the kinetic and potential energy becomes

T'%ﬁ[;’z'* x2 cosg¢ A2+ o2 4:2]
- X ’ - L2
v i. ) ¥ k mm,

M= 1
Setting and using

(48

(16-2)

(16-3)




q; = x 9y = ¢ q3 = A (16-4)

the Lagrangian becomes

12 + qf ) ¢2] + & 16-5
Iq1+qlq2+q (cos? 1, q] a (16-5)
oL
and the generalized momenta are ( bi= ¢ )

. 2 . 2 .
Py = ay; Rp ™ 4] dg5 P3 = q) (cos? qy) a3 (16-6)
There is one ignorable coordinate here, 93- The Hamiltonian is equal

to the total energy.
T

gl h o Bt e

z%.‘ 24; t0s* ¢

To splve this problem we must form the Hamilton-Jacobi PDE and solve

for the required zenerating function S = S (qi’ s t).

.;?_s. - - 35 - 35 (16~

or

o8 'h ) (16-9)

at z( ) 212(332) """EET

To solve we assume a separable solution
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S = Sc{t) + 53(qy) + Sy(qy) + a3q3 {16~10)

Since 4y is ignorable we can represent S as above., Substitution

of (16-10) into (16-9) gives

d3,

a3\ l ASZ d& A )
il @) ey g0 oew

The first term is a function of t alone, the remainder are independent

of t. Each of these parts must be a constant, so

ds
EEE =~ (16-12)
1
J. ésl ? | AS‘ 2 “3 A
e + e - e + P @S 0 VR i
z (41.) 2%,‘ (d‘h) 2g! s’ g, ¢, ' (16-13)

Equation (16~12) may be integrated direzztly to give

St Lol al t (16—14)

dropping the additive constant. If (16-13) is multiplied by Zqi, it

may be separated.

a5 \f o(_,g 2,48,
4‘31) Cos’ %,: =% (I@‘. ) 129, &, t2pg (16-15)

IS0
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The left side is a furction of 52 alone, the right of Sl alone, There-

fore both sides must equal some non-negative constant,

2 JSa\z ] 2
¢ (57]:.’ - LA g - 2pg, - ey (16-16)
2
2 2
(%) *amen s

d sty .
% ) (16-17)
¢ may be verified that the solutions to (16-16) and (16-17) are

respectively,

54¢,) = ! ‘/"3-:' '}/Ze(.?'zﬂ}«‘,t‘ _o(zi“ ds, (16-18)

. 2 2 )
32(&) =3 f@ - o3 m‘?z J?z (16-19)

and thus the complete solution of PDE (16-9) is

- J { \
§:-oit "f@.?f"zﬂﬁ - oy % Y fV oy ~aly SEC'G, I TRAY A

Tire other constants are found from

B, = 2 (16-21)

or

IS
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B2 &= -tF, «,/2«,3f+2,¢&-<«;

(16-22)

as. f % + % f ot

) )  sec”
B 2ty BN 24, g2 + 2ug, -t} Vo~ Yy

:
sec'y d
By: ao(

3% ey = Py T Y xf = olf secty, (26-24)

If we check the Jacobian of t¢he transformation with respect to the
a s Bi’ it is not identicully equal to 2ero so they are independent
parameters (page 115).

We would now like to identify these ay and Bi in terms of conic
parameters. We alsc need to know vhat limits to use on the integration.
The 8's are arbitrary up to this point but we need to fix them for
subgequent transformations. We f£ix the B's to particular B’s by select-
ing the limits of integration and since this smounts to selecting the
sdditive constants for the S furotion, we have a great deal of freedom in
selection. We procerd by upplying initial conditicns.

From equation (16-v2} ve :an develop the following

d%.
éf& = -]+ " =0 .
dt "\/? < %z 2R - o (16-25)

since £, is a constant with respect to time. Here we huve made use of

Y . de o [ Gy
5| {«)Ar] % -feyge s [ Sl e

T
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where

dar,
of (x —
_55_)__0; TS

Recall q; came from equation (16~16) which we shall shortly discuss
further, and 9 is identified with r, 1.e., equation (16-4) says q; = r

and thus (16-25) 1s actually

A

T %‘E Nilal r? + 2uy - ag (16-27)

When %'E' = 0 we are at apogee or perigee for an elliptical orbit.

Hence at perigee
26, 12 + 2ur, - o> = 0 16-2
1P vrp 02 . (16-28)
There are actually two roots to this equation, one is p and the

other is ry. From the algebra of quadratic equations we have (rA and

Ip are the two roots of (16-28)).

r,*rp - -:—1 -2, (16-29)
32
2.2 2 )
T,fp = - 20, = 3% (1-e“) 15-30)
gince

F§3




rp=a (1-e); ry = a (14e) , {16-31)

From (16-29) we have

ay = - %3 = E = total energy. (16-32)

Substitution of ay and rp from (16-32} and (16-31) into equation

(16-28) gives

2uat(i-e)t 2
zg Lo 2pa(i-e) - o =0 (16-33)
or

6, = Yua (1-e2) = h = angular momentum (16-34)

So we decide that r goes from perigee to apogee, We take the
initial time t = 1, and assume we are initially at perigee. Thus T

is the time of passage of perigee, We can now write

r
1hgéi}. -
= =t + (16-35)
ﬂl {JZ*;%}"Z"?‘ ..dzz'

at r = rp, t = 7, %0 the above gives

(16-36)
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We can then write equation (16--35) as

r

! f % d%
t- o = V-, 5 'VI(?."'P)('R‘?.T
Then using
T, (1+e)
rp < a (1-e)

q=r=a (1-2 cos E)

dq, = ae sin E dE

e

we obtain
E
---J';‘(’rn)= _[(n-ecosE)JE.
where ét:z: ]
E = cos"[ ae J.

Integration of (16-39) gives

- 2
E~-esinE ;-/:EEI'(t - 1)

(16-37)

(16-38)

(16-39)

(16-40)

(16-~41)




Letting n = i J—Zal and calling it the mean angular velocity, (16-41)

becomes Kepler's equation. Further since a; = - g— = E this 18 actually
a

n= .E-.- (16"‘4?.}
V a3

which is indeed the mean angular velocity as advertised. Since
y = k2 (mp + mz), equation (16~42) is actually n2a3d = kz(ml + mz), which
verifies the fact that n = %1, the mean angular velocity.

Now let's return to equation (16-16).
35 \? 2 _
%.z(-d-;) =Zo(‘¢3-lz+2#%‘~o(z-f:(3,.)?.0 (16-43)
'

For any given a3, @, this places restrictions on the allcwed values of
q = r. Two cases arise, depending on whether a; > 0 or a3 < 0. Since
o is actually the total energy we know a; > 0 corresponds to hyperbolic
trajecteries and e, < 0 to elliptical orbits. We can show this from

equation (16-43). The roots of the equation are given by

t‘
'“+ 4 L

?h = ~'é:5 =V 4 2oy

(16-44)

It a; > 0, there will be one positive real root, and one negative real

root. The general shape of F(ql) is indicated on the next page.
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Since r < 0 is not physically meaningful, it is necessary that q; =

r >, which is consistent with a hyperbolic orbit. r, is the positive

root of (16-44), a, > 0. o2

If a; = 0, equation (16-48) requires q = >'2§~ > 0, which is
consistent with a parabolic trajectory.

If ay < 0, then equation (16-44) indicates two positive roots, call

then Iy 2 rp > 0.

‘FZ%\)

Y o H d)
- .—-—-“ ——— gy r r
W ° e Yaqt "G PN

'\ ¢, (16-45)
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This is consistent with an elliptic trajectory. In all subsequent work,

only this case will be considered. If a; < 0, (16-43) may be written

F(qp) = (-20y) (q; - xg) (~q; + rp)‘g 0. (16-46)

This will be true for r, <

<r The excursions of r are therefore

9 %
limited.

in addition, equation (16-17) shows that

2
‘-'!Sl )l 2 0(')
— ] = - — 20 (16-47)
( a?z 0(2 °°3‘3’z
from which
T

2, o« % -a-(:‘fi)zs |

Mg - ol oy (16-48)

This shows that q; = ¢, the latitude, has limited excusions and

that

(16-49)

We will use these latter tid-bits to aid in the evaluation of the

other constants.

We now have evaluated 81y 92, and Bl in terms of conic parameters.,

To proceed further to identify the other canonical constants we select

certain parameters, I, w and 1 from spherical geometry.
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Refer to Figure 16-3. A fixed inertial x, y, z system is given.
The inclination of the orbit plame ( we will shtortly prove that it is
a plane) with respect to the equatorial x-y plane is i. The line ant
where the equatorial x~y plane and the orbital plane intersect is called
the line of nodes. The perigee of the orbit is at P and its projection
on the celestial sphere is Pl. The particle is at M and its projzction
at Ml. N is called the ascending node because the particle is mowing
upward as it crosses N, Correspoadingly Nt is called the descending
node. The angle & = XON is the lonzitude of the ascending node or
nodal angle,

we NOPl is the argument of per.focus or for the earth, just the
argument of perigee.

The quantities ), w, i serve to locate the orbit plane and the orbit
within the plane. The shape of the orbit is determined by a the semi-

major axis and e the eccentricity. The position along the orbit may

be determined by fixing T the time of perigee passage. Thus the six
quantities Q, w, 1 a, e T,S€TVE O specify the orbit completely. These

are cailed the orbital elements, and they pive a relatively clear physical

picture of the orbit.

The principal objective of this section is to develop the relation-
ships between these orbital elements and the constants of integration
@)s Gg, Gg, Bl’ 82, 63 which arose in the sol:tion of the Kepler proublem.
Thus far we have identified a3y U, and Bl. Now let's proceed to evaluate

the rest.
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Referring to equation (16-24), it may be writcen as

¢
kAR \ _&n
3

2
It has already been established a, 3_a§ (16-49) . Accordingly, there
exists some positive acute angle A such that
2 (16-51)

ag - a§ = a§ tan® A

Using this, the integral of (16-50) becomes,

¢
Bam & == sec” x d¥
oNtad A - tandx (16-32)
Integrating
’ [ tand ]
Igs- A= Sh Tan A (16-53)
or
tané
Sin{By-N) =~ TanA - (16-54)

Since A is going tc go th:ough 360° each orbit, 1+ follows that botn
eides of this equation must go through the full range from -1 to +1,

but not outside this range. This means that

A
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¢max = A, ¢’m:ln =

Equaticn (16-54) may be written:

sin83 cosi - cosB3 gsinl = - tand¢ cot A .,

Multiply both sides by r cos¢

(r cosd cosk)sin83 - (r cos¢ sinA)cosB3 = - (r sing)cot A,

Making use of equations (16-1), this may be expressed as:

x sinfl; - y cosfy + z cot A = 0.

This 1s clearly the equation of a plane through the nrigin. This

would be expected from physical principles, but this is a direct

(16~55)

(16-56)

(16-57)

(16-58)

proof that thz orbit lies in a plane containing the attracting center.

Big dealo
However, this being the case we can then safely say ihat the
waximum value of 4 's simply the inclination angle i between the x-y

plane and the ortit plane, i.e., A = i, Hence using

¢

e ———— T —— i watita e

t -
COIA™ 14 danih

equation (16-51) gives

(16-59)
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ay = o cos i =cos { Vua(l-ez) (16-60)

When ¢ = 0, the moving particle lies in the equatorial plane. This
means that it lies on the line NNl. Since
- = tan ¢ -
8in (B3 A) ton 1 (16-61)
we must have
83-A=k1r k=0, +1, +2, ... (16-62)

B3 is clearly the longitude of either the ascending or descending
node. We choose k so that
By = Q, (16-63)

This is actually evident from (16-52) when ¢ = 0 then B3 = )

where A is the value at the time ¢ = 0, i.e,, when A = Q.

We now need only evaluate {,. Equation (16-23) gives

y ‘

/ olp 3x 4 dr
= " \ X o (16-64)
(33 % X '\/E“.Xz '*2-#”""‘2' o oy - oy'secx

PZ = -I; + 12 (18-65)

I &




Let's treat tne two integrals separately,

1; may bu treated by a method similar to that used previously.

1= oy ‘! Y
VN Y SUCEYETIY (16-66)

Making the change of variables as with equations (1%¢~35) to (16-39) gives(pang'S),

A‘V.gd f(!- ecosa) (16-67)
which, on integration gives:

e \+€ E
1‘ Zf.m ' t“ (16-68)

Which may also be written

I l*e

{an 7 = tan 5 (16~69)

Comparison of this with the well-known* equations for elliptic orbits,
it 1s seen that I; is simply the true auomaly f., Refer to equation
(@-20) at the beginning of these notes.

Now let's turn to 10

e [
] 4 Vdgz'dfsectx (16-70)

*To those who know it well; for others see equation (3-20).
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Using sin?x = 1 - coszx this may L2 reduced to

f cosx d¥
. (16-71)
°’3 - sntx

From equaticn (16-~51) and the fact that A = i, we can write

‘\“’(zt - “3‘

ti'\i s 0(3

aad hence

- ds
(16-72)

go that 17 can be written as

¢ \
¢osx oX
(16-73)
4 e Sine - ‘t"

sink¢ = sm'x

Integration gives

sind
«t -
I, = 3n [ W] (16-74)
Combining I; and I,, equation (16-65) may be written
-\ 5"“” (16-75)
f, + £=9n [ i |
sinég
(16~76)

wn (B, +f) = Toind
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Now consider the spherical triangle Nam/ of Figure 16-3. The angle

MAN 1s a right angle. Call NOM’/ = y. Then

sin ¢ sin ¥
sin 1 = ®in 90° © sin ¢

(16-77)

Comparison with (16-76) shows that ¢ = f + 8,. From deflinitions given

earller (see Figure 16-3), ¢ = w + f. Therefore

w= B, (16-78)

which is tne final relationship. Collecting them all:

X - L = =z -
31 72 E Bl T
gy
ay = 'Yu a(l-e2) = h By ™ w

(16-79)

ay = cos i Vua(l-ez) = h cos 1 By = @

The elements of the orhit in terms of the canonical constants are

u
a® - — T = -8
Zal o 1
fe “§
e = 14+ ———'-——-uz ~ W = 82 (16"80)
a
1= cos~! [—-3—] Q = 8,
(12 b

/66
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In this example, we begin to see the power and elegance of the
Hamilton-Jacobi method. As a part of the solution, we have proved
directly that the orbit lies in a plane and that it is an ellipse with
the attracting center at one focus. We have derived Kepler's equations.
We have determined the ccordinates as .unctions of time and the initial
conditions, The solution was obtained by straightforward application
of the method,

Only in interpreting the solution was use made of known properties
of elliptic orbitr. Even there, this knowledge was used only as a
guide in making variable changes in the various integrals.

The required coordinate transformation between qi, pi and a;, B4

are derived Irom the following:

s 95 - 95 -
PL" % By o (16-81)

25 _ L .
ne BT Ve

- & VLI 16-82

P2 = o4, © Vet~ oy sec's, ae-s2)
25

Py = o¢, = 3 (16-83)

The f; values are listed in eqrations (16-22) to (16-23). q) may

be determined from (16-22)., This may be substituted into (16-23) to
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determine q,. This in turn could be substituted into eguation (16-23)
to determine q,. These together with equations (16~83) above are
sufficient to d2termine the transformation equations. The student

should carry out the necessary integratien and substitution.
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17. OTHER CANONICAL ELEMENTS

The change of variables from one canonical szt ays Bi to another

is facilitated by using
L3
S~ I ai Bi (17"1)

vwhere the 8i (or the ai) are expressed in terms of half of the variables

of the new set, For example let's take three of the variables of the new

8et to be, !, g, h defined by
g=8;, h=8y 1=FTE (g (17-2)

sc¢ that

By '-Eg—- -t

T

Then
~
S= mE=leat+agt o (17-3)

V-Zd,

For the other three canonical variables, L, G, H we must have
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L-‘S—i'u( 281)& - Vus x’-n(r--r Yz Rt+X

G = —— =gy = Vpa(l-e }) wmhw=yL 1-e? g=u (17-4)

U

H = %% = aq = h cogy = G cosy h =« Q

and furthermore

1 23 2
H e B+ afwaq, »H+E— (17-5)
ot 1" 212

These {, g, h and L, 8, H are the Pelaunay canonical elements that
are cf such importance in celestial mechanics that one uses the symbol
F for the Hamiltonian and reserves H for the above Delauney canonical
variables. Even worse, celestial mechanics uses Hamiltonian = -F.

Onie can also use a set of modified Delaunay canonical variables.

L Py xl = +g+hxnt +ow- ot

1
¢ = G - Latpa (/I-el-1) gl=g+h=wedan (17-6)
Hl = H-~GC= (cos £ ~ 1) Ypa(l-ed) h1 = h=Q

Ancther set 15 Foincare's  canomca! variables,

L= ha A=w+ Q4+
El = o sin(wtd) ny = p cos(wtQ)
€9 = g sin Q N, = 0 cos

o
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where

p= 2L(1-/1-e2)
(17-8}

VS VZL(l—cosi) /1-e2‘

The Foincare’ elements can be obtained from the modified Delaunay

elements by means of the transformation

(17-9)
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i8. ELLIPTICAL YARIABLES

The orbital elements, because of their geometrical significance,
are more often used than the canonical variables. This complicates

the form of the c¢quations slightly. With the canonical variables we

have
doy R 48y R
dt =~ 381; dt = 3a4 (18-1)

But celestial mechanics reversesthe sign of the disturbing function.
One ugses R = - ﬁt This in turn is related to a diffevent definition for

the potential function. In physics one usualiy writes

2
9—-;- - WV (18-2)
dt

wvhere V is the potential, for exampie, for the two body case V = -‘%.

In celestial mechanics one uses instead

pr
Q_% = - VU (18-3)
de

vhere U is the potential which for the two body case is U = %. Thus
U= -y (18-4)

Now refer to equations (15-1} to (15-10). Iustead of V we now

write in terms of U,
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HmT+V=T-UnT-U,=R=H, ~R (18-5)

A
and hence R = ~R and (18~1) becomes

.d-.‘.l_!“.u-]-'ak—o ffl- .-—a.B_. (18"'6)
dt By’ dt 3ay

Thug the hatted function R corresponds tc a potential V, defined
by equation (18~2) and R corresponds to U, a potential defined by equa-

¢lon (18-3)., We shall hereinafter always use the unhatted version and

wlll be speaking of the potential as U.

We thus have

dag  aR dbq 3R
% ® i (18-6)

To solve we thus require R = R(ai,Bi,t). To change from canonical
variables, a; and By, to the orbital elements, we denote these elements
byd, m=1, 2,3, 4,5, 6). (For example 34 =d d2 = e etc.) then

we can write

dm D ( odmddlr | 2w dBr ) (18-7)
T C ?f( ide 9t 3Py
|
Using (18-6) this is
ddm | S [ damoR _ Jdm R (18-5
dt ro | 9 0y Ofr a4




But -~

oR é SR ods oR & aR ads

——— L IS — = R Ay

Yol ~ §27 995 by OBr e 93y ofr - (18-9)

The operations of (18-8) and (18-J)) are lengthly but not difficult.
Using (18-9) in (18-8) gives

3
Jar‘. aam aa, a‘lu aa’ \
=T 53 37T ST A 18-10
s?: 338 ve ‘( 3r ooy oty apr/ ( )

This last sum i8 called the Poisson bracket and is written

ddm ¢ds  ddm dds )
et 3 18-11
[am as] rei ( éﬁr d‘dr 30(.- Qpr ( )

These Poisson brackets are very important in Physics. The student

should carefully review Goldsteim, pages 250-258, where these bracket

relationships are discussed. In particular one can easily show that

[a.,., a,] = - [;,’ 3”‘] (18-12)

Using this bracket notation, equation (18-10) can be written sas

da 6 R
TICYNTY

$2¢ *

The Poisson bracrats are zero for most combinations of 4, and 5.

Using equations (16~80) the results shown in the array below can be obtained.

) 14
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a e 0
a 0 0 0 0 0 [a,1,]
e 0 9 0 0 {e,w] [e,roj
i 0 0 0 (1,81  [i,0] 0
Q 0 0 {q,1) 0 0 0
W 0 [w,e] (w,1] 0 0 0
To !In,a] [1gs€] 0 0 0 0

The non-zero brackets, exprersed in terms of orbital elements

are

[fora] == {aotc]

[u,e] = - [e,0] =

lrooe] = - [e,ro]

[ﬂ,i! = - [i)Q] " -

[w;i] - [i:m] = +

942
u

L. ra(l-es)

pae

- ﬁ; {1-e2)

1
sin 1 /ua(l-ez)

cot 1

/Gle-eZ) )

(18-14)

Substituting these into equations (18-13), the equations of motion

in terms of the orbit zlements become,
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da  2a' R
dt =~ W 7%

de 1-et R ali-¢') R
- _ al-¢)

dt * “ewua ow Ke o
g ! R _sotd  gr
et = vAa(‘.el) e N i q/ﬂ&(‘-c‘) ow
(18-16)
40 ! 2R
3t Vhate) it o
dw _ Vicet R cofd
dt ©  ewua oe NpaGi-e) ¥
d7p _ 2a' R _ at-€)
7t kot ne  ae

In order to obtain a solution one must be able to exoress R as g

function of the orbital elements. This may be difficult or even nearly

impossible,
Re=R (al, 0ys Og, 81, 82, By t)
R=R (al’ 32’ 83: 34: 35: 86’ t) (1»‘3‘17)

ReR(a e ow 0 1, T t)




Sometimes one uses X = - n7 as a variable in place of T The new

equations may be found as before by finding the corresponding new Poisson

brackets. This result gives.

da_, [T %
dt ~ fVH X

é’!‘ - '"ez 25 - :\h.el é‘&
dt ~ evua %  cypa ow

: 9R

T Npadeet] snd 94

dw _ ofi-et R _coti AR
t " evaa 2 wpaleel ¥

[
$
Qr

(18-18)

i, _tetd _{ax ..L.g&]
dt  Wuali-¢¥)

3 Cosi 2
dx 1 [u-e*eR ak]
dt ~ afi@ [ e e TP

N Mam)
- et

h= e K=2=nT

K= kt(M'bm}
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We shall refer to thess cyuations many times in subscquent develop~

ments., We can also write the equations (18~18) by replacing u = nlad

or Yua = naz.

da _ 2 9F
dt  na 3R

de _ 1-e° & _ JFel &R
A‘

nate ¢X nate ow
dfl _ ’ 3R
dt ~ ha‘sll—-? fing oK

dw _ Jicg? ok _Sotd R
dt * nale e  nalWi-ef

i _atd [_a_g __t___gﬁ]

dt ~ nati-ef | dw  cosi 9
4% _ _ 1 [1-e* R . a,g_]
at na‘[ e o T

(18-19)

Note that equations 18-16, 18-18 and 18-19 are axact ~ ne approxi-

mations have been made ir lJeriving thenm,
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changed variables. This particular form of these equations is called
the Lagrange planetary equations.

There is an important concept associated with these planetary
equations. These elements are called csaulating elements. In the case
vhen R = 0, i,e,, no perturbetions, the particle moving in a pure
inverse square central force field will move on an ellipse. Unfortuantely,
through a given point in space we can erect an infinity of ellipses.
However, at any given instant, the particle will have not only a vosition
but & unique velocity as well. There exists a unique ellipse, based on
this unperturbed force field which, at every instant in question, has
the same position and velocity as the particle moving under the influence

of the perturbation. These elements are called the osculating ellipse.

Since the csculating ellipse is based on the instantanecus values of nosition
and velocity, it is sometimes called the "instantaneous"” ellipse. However,

the antiquarian charm of "osculating" causes the term to vpersist through-

out all of mathematics.

Another way of understanding this idea is to consider a particle
moving in 2 perturbed inverse square force field, If at some instant
the perturbations are removed (R 3 0) and only the inverse square field

remains, the particle will move on an ellipse and that ellipse ig the

osculating ellipse.

The elliptical elements of equation (18-18) are not const.ant when

R # O, they are variables. The solution to (16-18) in the form
a =a (t)

are the osculeting elements at each instant o time.

179




19, OVERSIMPLIFIEL MODEL TO SHOW TECHNIQUE

in order to show how the Lagrange planctary equations (18-18) are

sulved, let us take a very simple model. Assume two planets are moving

in circles, in a plane, about the sun.

FIGURE 19-1
1 W,
w5 - EE )
-3 "k m’ - 1 A—— (19--1.)
R "\ e fzg

For planet mj: r; = a, 1) = a e;~e =0
M= n(t-ro) = E = £ for each planet.
From Figure 19-1,

V= f.l, - fz - nlt - n2t - [fl(O) - fz(O)] (19“2)
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wvhere f is a linear function of time for circular orbiis. f£(0} refers

to the value of the true anomaly at time t = t,, some arbitrarily selected

initial time,.

We then develop R as a function of the orbital parameters. From

equation (19-1)

|
R=- klm ' - M] {19-3)
) ¢ wntant-any, sy %
! a8 €03 W
Re-Rm 0 v 2 (19-4)
2 | Valsal 23, osv 3

i
k'm [ - _3_: (L'} ]
¥ EYS \/ H(é‘f& é‘;ccslﬂﬂ d; v (19-5)

a
Let § = ;%. 0 <8 < 1s0 we can expand the first term of (19-5)

in a series.

R“%{ ‘:‘;‘(6‘ ZSeow}-r“'(J Zlcosw) +oon me] (19-6)

From this process we will eventually be able to reduce to a Fourier

series by properly collecting terms.

ey
Ru==2 (g cos™ y
k=0

where
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and C; are power series in §. This inflnite power series can, in tumm,

be converted to an infinite Fourier series of the form

«©

Ra=} cos k v (19-8)
k=0 %
where Cx is a different power series in §.

Now consider the variations in the semi-major axis, from equations

(18-16) we have

2
da) I .

dt u 31y); (19-9)

From our series expansion for R

R _ -
e ) kfo k (G sin k ¥) ng (19-10)
therefore
dal 23% @
EE—- = T kf;‘k Ck sin k ¢ (19-11)

wvhere ¢ = (nl—nz) t + constant., We can iIntegrate (19-11) term by

term to give

182




T

LAt e

T FTITCR

I

2
“ Zn Cy a] cos k ¥
aj = constant + I 1 1 (19-12)

k=0 U(nl‘nz)

This is the initial perturbed value of a;. We now have a, = £(t)
and we can find similar developments for the other elliptical elements.
We could then use this new a; in a similar development for a, to get a
better approximation to a3 then using this improved value of a, = g(t),
the process above forfinding ay could be repeated with a, = g(t). The
process then goes on and on, The first essential step was in the develop-
ment of a meaningful series expansion for R. To do this we needed a small
parameter,

Note that in integrating equatjon (19-11) we tacitly assumed the
elliptic parameters on the right hand side were practically constant over

the Integration interval. To be more accurate we should consider not

Just

d
-d—::m- = Fm (ai,t) (19-13)
but should expand this into a power series of deviations from the mean

orbital elements (the ones we considered practically constant in the

integration of (19-11) to obtain (19-12)). We thus have

da: _ Ry 4. L o Fi
PTal (F‘). * ?(53})0‘5"«‘ *27 ‘2 ? (aa;aa,-)eéza»‘éx’i et (19-14)

Integration can then be carried out by parts, i.e.,
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dw = (dm), = f(F,;)th + ‘Z{Gﬁjéﬂj] - ’Z Gﬁ;’-‘.:,gi'ét

(19-15)

vhere

oFy
Ggq = f (—"") dt | 19-16
13 aaj o { )

Use of this equation entails considerable hlood, sweat and tears
but it is straightforward. (Fy), means the F; function, which corres-
ponds to the right sides of equations (18-18), which contains only the
osculating elements. (%;l o indicates that after forming the partial
derivatives, it is evaluaged for the osculating elements. It is wmul-
tiplied by the appropriate series already obtained in the solution to
the first order di“j‘ the summation indicates all such products are
included, Finally the higher order cross products of the first order

series enter as well, etc., ...,

If we consider the zero, first, second order, etc., developments

1 we can write

dao
T3 -0 {19-17)
1 d[dla]

)
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J[Jzal - —_F-.'
at - JZ( 3a )J‘a’ (19-15)

etc. (lots of luck.)

To carry the problem further in detail one needs moie tools for
series expansions., This development of the disturbing function in terns
of elliptical elements can become a real mess. Most celestial mechanics
text books devote two or more chapters to the subject. We s:iall postpone
discussion of these problems until later. TPirst let us consider some

modifications of the Lagrange planetary equations (18-18).




20. MODIFICATIONS TO LAGRANGE PLANETARY EQUATIONS

The Lagrange planetary equations {18-18) or (18-19) have a serious
defect when computations are made, The disturbing function R is a
function of position oi the particle and possibly time, 1.e., R = R (x,y,z,t).
If x, y and z are to be cxpressed in terms of the orbital clements, it

will be necessary to make use of t in this transformation.

*®
n
Lo ]

[cos (wtf) cos @ ~ sin (wtf) cos 1 sin Q)

~
L}
la}

[cos (wt+f) sin @ + sin (wt+f) cos 1 cos 9] (20-1)

z=r {sin i sin (w+f))

r=a(l-ecoskE)s= %Si—zzlos : (20-2)
EwesinE= M= nt + y (20-3)
tan %'- i t 2 tan % (20~4)
In particular, t appears through the mean anomaly M, as

i =nt - nt, = nt + x (20-5)

Since x = x{ag,M); y = y(ag,M); 2z = z(ag,M), then R may be
expressed as R(ag,M,t), where ag refers to the SiXx orbital elements.
3 -
Since n"a” = y we have n = 2 3/2 /i so R depends on the semi-major

axis, a, in two ways; explicitly, since a is one of the a, orbital elements,
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and implicitly, through the dependence of M on a. Hence
x. 2 ) (u»«) (20-6)

where ( ) denotes the partial derivative with M held constant, (the
explicit dependence) and ( agh )a the derivative with 'a' held constant,

(the implicit dependence). We could live with this arrangement but

it can cause trouble and it is easily removed.

Flrst note that the only way R can depend on yx is through the mean

anomaly M = nt + x ard hence

aR} IR
() - = (20-7)
M 2 9%
In addition we have %E = t %% but n = /3.3’3/2 so that
g—‘i ® - .25. or -a—)—‘ B - m (20"’8)

sa 2a da 2a

and we can writ»

aR“(aR _33_5(_33
Ja  \daly = 2a \ax (20-9)

Substituting this into the Lagrange planetary equations for ¥

we obtain
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4% _ _ 1-e? 3R 2 3R

ar nale de ;Z 35 (20-10)
i!,_i:fféﬁ-i“(é‘i)-éne&f] (20-11)
dt nale d€ naL @iy Ra A

The presence of t here leads to secular terms when the x equation is

integrated. We want to avold this. From the %% equation we have

g.g - ?ZE%% (see pase 178, Zgustien 12-18)
hence,
o . L=k 2 k), 3trada
at =" nate de naldag T QT2 3 (20-11)
d% 3nda, _ o . 1-e% Rk 2 s,k
Fmat T heRts- TRe-a(R), o

The left side is set equal to a new derivative which we call il
il - i + Qt = ; + At +n-nm= i + %E (it) - n (20-13)
Integration of this equation gives
t t
xl-x+nt- f ndt = M - I ndt (20-14)

Now since




X g, R R (20-15)
X 8x X

equation (20-12) may be written

dxy 1-e2 3R _ 2 (dR
— N e ———- o e | —— (20"16)
dt nale e na (8a M .

This equation (20-16) has the same form as equation (20-10) except

that(%%) appears Iinstead of %%3 i.e,, we need consider only the explicit
M

derivative, Hence for the Lagrange planetary equations we merely replace

L]
x by X1 and use the restricted (%%)M. The implicit dependence on 'a' has

been absorbed into x;

t
M= X1 + f ndt = E - 2 sin E , (20~17)

(o)

The feasibility of this device is one of the principal reasons

for dealing with x instead of t,.

This device also works with other variables which are often used

in astronomy.

T=w+Q. (20-18)

W is called the longitude of the pericestec. Tue truc longicvda
of an object about its primary is given by
Led+feQ+u+tf (20-19)




The mean longitude 1s given by

2= T4y (26+20)

=T +ne+y (20-21)

and in addition we have the mean longitude at the epoch (¢) which is

used in place of To O X.

I nt, (20-22)

This § is the mean longitude () at the momert from which time (t)

is reckonad, i.e., the value of § at t = 0.

=3+t - nt, (20-23)

C=T-nry=w+Q+y (20-24)

and hernce

L =nt+g, (20-25)
Note that

M=l -J=nt+5-~-0, (20-26)
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We can derive the Lagrange planetary equations usiig the variables

(a, e, 1, Q, &, €) instead of (a, e, 1, 2, v, X).

Computing the new

Poisson brackets and evaluating as before we obtain the fellowing:

da, 2 3R -
dt na 9 (20-27)
de _ 2R Afi-et 9R tan(3) o® (20-28)
4t 7 na pnat 3 natyfjet o
de  M-gloR wi-et R
ot enal 2% Bnat o€ (20-29)
dn _ | 13
at nal smiVi- et o4 (20-30)
~ T (£)
92‘5 = _.!.'_S.t ¢k + ..*..i'.‘....ﬁ.___ 4k
at - enat e na‘ |~ el Iy (20-32)
[} ' —‘:‘
di | e _tan(z) (?.'% s+ R ) (20-32)
t pltamivicet ol ng! -t \dW €
vhere
_ 14 4)-gt i SN jecosi
ﬁ" € and ’tav\'z T 1 4cosd  snl (20-33)

Again we have the implicit/explicit dependence of R on 'a' because

we have replaced M by ¢, i.e., R= R (ag,M,t). As before the problem

N




only occurs in the %% equation.

Following as before we have

2 3R 2 3R 2 fOR) M
--ﬁ-a-a‘;n -B—a‘i“;)“ - a‘a'(a )a aa (20-34)
2 R _ 2 9_5) . }L )t & (20-34)
"',;5"'3=";‘§ 2a /n T nalee/ dd

vhere again the subscript on the bracket denotes a variable that is

constant for that operatizn, Upon substituting

R  na da 2
3¢ ° —} T (see page 19/, Equation 20-27)
we have
298 __2 (25)  dndd (20-35)
"nadd " haldda/n ™ " 43 dt
LW _ L2 (M) _pdn
“ na 23 - na( aa)n t3t (20-36)

Now subsiitute this exprevsion for the appropriate term in equation

(20-28) give

de' ée An R|  4f-g® o i'an‘
df t ( ) (ana‘ ae * naJ,-g‘ 04 (20-37)

whaere we have defiued a new variable € as
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(20-38)

which integrates to give

¢’ =¢ +nt - J ndt (20-39)

Thus the device works here just as it did in the Y case.

The factor n that occurs in the mean anomaly does not vary when
the derivatives are formed with respect to ‘a' and we regard the
explicit dependence only, Further, nt is replaced by ] n dt in the
expression for the mean anomaly., The value of n 1s now found from

the 'a' variation by the ralation
. .
P -j ndt = /Efa°3/2 dt (20-40)

Differentiating this twice with respect to time gives

dt Vi da 3R ( 2 oR )

att = 2 a”tdt T T2 \na g¢ (20-41)
2

ik (€= cont-p) (20-42)

The integral p = f ndt 1s called the mean motion in the disturbed
orbit,
I‘ # —

In aidition to tuis "secular" problem, the normal forms of the

Lagrange planetary equations, including those of equation (20-27) to
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(20-32), are not suited for undisturbed orbits of eitler small
eccentricity or smali inclination angles, i.e., for near circular
or near equatorial orbits.

The trouble lies in the presence of boti e and sin 1 in the
denominators of the right hand sides., In addition, for circular
orbits, w loses its significance and likewise { loses its meaning
for equatorial orbits. We thus look for slightly different orbital

elements for these cases,

For small eccentricity (near circular orbits) we replace e

and o by

h=¢sinwand k e cos v

where
©=u+ Q. Then equations (20-29) and (20-31) for EE and g‘:
are replaced by
Vi-et hvi-et R A
dh 'i R L + __t_éh_(.f.__. (20-43)
dt nal ok a‘[_l +V-¢t ] o€ natvT-¢et 64

dk Yi-et R _ h-\/;-et or h'bh(é) oR
dt nat oh na&[uq/i':gi‘] e na‘m 5 (20-44)

Note that
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1-e2=1-h%-k? (20-45)
These equations are, of course, good for large eccentricities as

well,

For smalil inclinations (near equatorial orbits) we use the new
variables

p = tani sin @
(20-46)

q = tani cos

The equations for %% and %% are then replaced by the following:

s S oR _ b B R )
dt ~ n3tyjgi cos Y bﬁ Znatyi-gt Cesd cos' \ -1 (20-47)

rel»

+ ' o L 2R a8
&t na'Wiet cosk 0P T 2ngtyimer cosi f % ( d¢ *5‘&,‘) (20-4b

Zcos'-zf:- T4 (,.,bt.,%z)'yz (20-49)

L e s
cosd "/“'b"" ‘8-7'

These latter expressions for the cos i can b. expanded in powers
of (p2 + q2) when 1 is sufficiently smail.

We .0 have problems with polar orbits where i = %. For these
cases one usually changes the orientation of the yyz axis system.

For both near circular and near equatorial orbits one can use the

elements,
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‘a, e sin (N+w), e cos (N+w), tan 1 sin 0, tan 1 cos R, €)

Another set of parame:terz which have no singular orbits are those
formed by using quuternion; as elements. See, “A Noncingular Set of
Orbit Elements” by C. J. Cohen and E, C. Hubbard, U, S. Naval Weapons
Laboratory, Dahlgren, Virginia, July 1961 (AL' 267155).

The trouble with these nonsingular elerents is that cne loses
phrsical significance; they are not as Zntuitively helpful as the
elZiptical elements, One couid just as well return to cansnical
variables.

K. Stumpfté, Samuel Herrick3 and Samuel Pinesh have each developed
a variation of purameters set which use initial position and veloecity
vectors in the osculating vlane as the state vectors. The positions
are related t¢ the instantaneous position snd valocity thrcugh Kepler's
equation. Using 6 as the difference between the instantaneous and

initial eccentrie anomaly, Kepler's equation can be written,

r R_-R
nt = 8= (1 --2) sin 6+ (1 - cor ) >
an
vhere
ﬁ; = initial position vector
= - F

ic = initial velocity vector
r, = scalar magnitude of 5;.

The technique makes use of the fact that in unperturbed moticn

one can express the conic motion in the form
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whece  and g, f and é are given in terms of initial conditions

and increment of time from initiel time, t - Ty 88 follows

f=-f’:-—(cose-l)+l
o
% ,/"‘3( )
g = -To-a— 0 -~ 38in 6
f = . ~£3-nin )
rr
o
g = %-(cos 9 -1)+ 1.

For details one should see the article by Pines in the February
1961 issue of Astronomical Journal? This particular set of variables
does have the difficulty that there is a deterioration in the con-
ditioning of the associsted transition matrices. This latter difficulty
was overcome in a subsequent report vy Pines, Wolf und Bailié’in which
they chose a slightly different but related set of parameters., See

the report referenced below.
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21. OUBLATE EARTH POTENTIAL

Let ” be the potential corresponding to a force field F = VU,
For a golid wade up of many different elzmental pieces, this potential

is expresses ua

M dm [_edsdidg
U(*,S,Z)" J;/‘f K, ffJ,‘[(g,x)Z,;_(7,.”2.5(33,3)%‘ (21-1;

@ = o{f,n,0) 18 the variable deasity

FIGURE 21-1

In spherical coordinates the :mit velume i3

p cos ¢¢ do? @’ 4o

ot g S8 - Jffeems ity
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To solve we expand 1
R

T4

<Y

FIGURE 21-2

| I

"!" - = "“ 2 \ (21-3)
R W ot eri-arpcosp " NI (£)°-2(£)cost

Lo d PVMa .3, 2"

A= 1 4 Cosp ¢ (—r') [-z+-§'(c$/3] + 210y

S ) -
+ () [Feos et} o (B) [t SFonts + et ]3]

The trigonometric series in each bracket can be identified as
Legendre polynomials of the first kind Pn(cos 8). See for example,
R. V. Churchill, "Fourier Series and Boundary Value Probleas,”
Chapter 9,

Compare the 1ist below with the coefficients of each (%)n term

of equation (21-4).
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P,(cos B) « 1 Pjy(cos B) = cos B P;(cos B) = %-[3 cos2p~1] (21-5)
P3(cos B) = %-[5 cos38 -3 cos 8) P, (cos B) = %-[35'cos48 - 30 cos?B + 3]

etc.
Other terms are generated by
nPn (cos ) = (2n-1) cos B Py.; (cos B) - (n-1) Ph.p (cos B), (21-6)

Thus we can write the-% term as

‘.'m'a -:-; [ I+ (—E)ﬂ(cos,-e) ¢ @1; )'fz(cos,a) + ('rﬁ)%s(m/’ ) +] (21-7)

e -:; Z (é)n?h(ca:p). (21-8)

nzo

Now subatitute for 11t in the integral for U.
[ & n '
U= v g fff(—;) [sz’,,(cosp) co3 ¢ J¢'d)"¢|,o (21~-9)

vhere (p,4”,1") are the coordinates of the differential mass =lement
dm. We now need to express cos 8 in terms of ¢ and A, the angles of

test mass at P(r,¢,A}.
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E r=1r [cos $ cos » i + cos ¢ sin A § + sin ¢ k] (21-10)

g o =p [cos ¢' cos A' T + cos ¢' sin A' J + sin ¢' k] (21-11)

aud hence

% cos B = 5:2-= cos(A - A') cos ¢ cos ¢' + sin ¢ sin ¢' (21-12)
E We now have enough information to proceed by putting (21-12) into
7 each term of (2i-9) in each of the Pn(cos B) expressions and then

integrate term by term with respect to d¢', dA' and dp. (Good Grief!)

Fortunately all Zhis is not necessary. We can make use of

potential theory to solve equation (21-1)

From equation (21-1) one can find the following:

U -x)d&gdndy
\ _é_f___UJ'O(E:%){&n
5 and
&
] 32y

x)2
T = 1] o(i(—%’}l—-_é-,) dgdnds,

213 2
E One can find similar expressions for %}%-and %;g and by addition
: we have
32U . 3%U . 3%U _
i axZ * ay ¢ *322°0 (21-13)
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which is Laplace's equaticn. The potentiel function of a
distributed mass satisfies Laplace's equation in the space external
to the mass. In spherical polar coordinates, (r,\,¢), Laplace's
equation becomes

3,20 103 kXl 1 3% _ ,
ar " 3 Toos ¢ ap (% 03y Yoty me - O (A1)

To solve we use the sepsration of variables method and assume

U(r,r,9) = R(x)AM)§(4) (21-15)

When we substitute this into (21-1b4) it becomes

d , 2 4R 1 d a¢ 1 a2 _
dr (x dr) Ao cos ¢ 4¢ (cos o d¢) RA+ cos? ¢ ar? R¢=0

and dividing this by RA® it reduces to

1 a2

2 4R, _ 14 ¢
=) e =~ (cOs ¢ d¢) by (21-16)

14, - - [
R dr dr ¢ cos ¢ d¢
Since the left hand side of (21-16) is a function of r alone,
and the right hand side a function of ¢ and A alone, these two sides
must be equel to a constant which we arbitrarily select to be

q = n{n + 1). We can then write (21-16) in the equivalent form of

a2r dR

r2gz+ero-nln+1)R=0 (21-17)
and

1428 _ 2 cos ¢ d as .

paz = - acest ¢ - = gy (eos o o). 21-18)
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Similarly since (21-18) has all the A dependent terms on the
left hand side, this equation must be equal to a constant which we

cen call —p2. Equation (21~18) is then written as

g_%.z. + p?.A =0 {21-19)
d ¢
cos ¢ ) (cos ¢ %3) + (q cos? ¢ -p2) o =0, (21-20)

Equation (21-19) has a general solution of the form

A

A cos pA + B sin piA for p # 0

(21-21)
A

il

C + DA for p = 0,
For our case we will have an axially symmetric body and hence
the solution is independent of \; there.ore p=0, D=0 and A=C, a

constant. Equation (21-20) then becomes

cos ¢ %3 (cos v %%) + q cos?¢ ¢ = 0. (21-22)

Letting u=sin¢ this equation may bve rewritten in the form :acwm

as Legendre's equation.

2
2y 449 a¢ - _
(1 - u?) GT- Mg tat=o. (21-23)

A solution to (21-23) is obtained in the form of a power series

in p which we hcpe will be a convergent cne at least for iu! <1, e.g.,

k
¢ = Pk = kzo ok (21-2k)
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Substitution of (21~-2b) into (21-23) yields the recursive
relation between coefficients,

_kl1 +k)-aq

Beo T Tk + 1)(k ¥ 2) 25 K7 Oslsenns (21-25)

8

The relation (21-25) ieaves two arbitrary constants open to choice

as is needed for the solution to (21-23). This solution can thus be

written as

¢ = aouq(u) + alvq(u)

where uq(u) and vq(u) are series in even and odd vowers of u
respectively. Let q be chosen such that n is an integer uhere
q =n{n+ 1), For k=n we have q = k(k + 1) and the coefficient
8p4n from equation (21-25) becomes zero. Consequently the coefficients
Bral? Brig? etc,, will also be zero and depending on whether k is even
or odd, the even or odd series, uq(u) or vq(u), terminates as an n°h
order polynonial.

For any other values of q (where n is not an integer), the series
does not teruirste and can be shown to be divergent in the range
Iul < 1 by meuns of Raabe's test. It therefore follows that the only
solutions which remain convergent are those even or odd series
terminating in an nth order exponent of u, i.e., the relevant solutions
are rolynomials in u known as the Legendre polynomials c¢f order n

where n is an integer. These polynomials are given by equation {213},
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The general solution of (21-1T) can be writtea as

R = clrn + cor-(n+l) for n # -1/2
(21-27)
R = clr—l/z + cer-llzln r forn-=-1/2,
Combining the solutions of R, ¢ and A gives
Ulr,x,¢) = c[clrn + czr-(n+l)] Pn(u) (21-28)

where Pn(u) are Legendre polynomials in u. To have & potential

functiorn it is necessary that U vanish as r approaches infinity and
o7
1

Leplace's equation is linear in U, linear combinations of (21-28) are

hence tue solution containing ¢ is neglected. Further since

alsc solutlons, Thus we have

o= n . _
U= 5 1 Pn(51n é). (21-29)

O
=

For & point mass we have the n=0 case and, of course U = u/r.

To accommodate this case we can write (J° =1),

P, (sin ¢) . (21-30)

B |

=E-
v r
n

it~ 8

0
aﬂ
We could have considered the series expansion in terms of ;;-where
8o is the equatorial radius of the earth and in that case the result

could be put in the form

u ® A a.en
us=Z nzo LI s B A (sin $) (21-31)
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or,
n
U 3" e ; .
U=-I14 ﬁ J (~r—) P (sin ¢)]. (21-32)

In (21-32) we neglect the term Pl(sin ¢) since it can be set
equal to zerc Ly proper choice ol the origin of the coordinate
system, i.e. when origin coincides with the center of gravity of
the earth, then Pl(sin ) = 0. See Chapter 35 for further details.
For & spherical earth all the gn's would be zero. We could calculate
these 3n constants as functions of a, and the shape und density of
the earth by proceed:ng with the integration of equation (21-9).
However, it is much mcre desirable to use dynemical measurements to
calculate the En constant., See Chapter 35 for details of how this
is done, When one calculates these 3n values, 31 turrs out to be

the important one, and it turns out to be negative. We would rather

work with positive values so we define

and then the potential function can be written
i v X )n
| = an - _.e— ° 3 -
u=:-0N nZg Jn(r e, (sin ¢)]. (21.-33)

To compute the above we use the following

Ie(SAH $) = (3 ain® ¢ ~1)

(5 sin> ¢ - 3 sin ¢)

(MTSI T

P3(51n $) =

oP (sin ¢) = (2n-1)sing P __

1 (sin ¢) - (n-1) P o (sin ¢)
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22, SATELLITE PERTURBATIONS DUE TO AN OBLATE EARTH

The princival effect of the oblate earth can be found by using
only the J; term. Jo is of the order of 103 while the other Jn
terms are of the order of 1076 or smaller. We thus take the potential

to be

2
;«[ Jz(ge) : ]
" aemes e -t - '
u= £+ F(F) (1- 30n'g) -
With this potential, the disturbing function becomes
J, 8k
R= %{'"39"14’] (22-2)

The first step is to express R in terms of the erbital elements.

Using equation (16-76) we have

sind (22-3)

8o that

i
R= A:’,,i' \:I- 3 3518 ($4w) 5,,,5;']. (22-4)

Using the identity

ﬂnt('ﬂw) : %['“’ cosZ(Hw)}'-‘ zl[ = Cos 2w 2082 + §InTw Sian] ,
(22-5)
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we caa write R as

Jy 2¢ :
R= ﬁ;;;‘f‘ [ (Z-3sm)(‘%)3 t 39md cosiw (’é)scost‘*‘

- 3 sin's snnZw(%f :stf] (22-¢)

wvhere a 1s the semi-major axis of the orbit.
For the combinations (2}3, (2)3 cos 2 f, (§)3 sin 2 f, there
T r r

are ready-made power series expansions in multiples of the mean anomaly.

(Far example, see Design Guide to Orbital Flight, etc.)

(22-7)

€ ....*(3e+ 54~ )Com
Fe* . ) coszm +. ..

(%)3= 14 3"

gt
+ (e

3
(%)“52{“ (E’ ée3+. )Co5M+ (l*';"é %e?m)cosZM

+ (.21 - "[z'ges‘l‘u-)COSsM'*'”’

(-'*ar)stf- (2e+ L oo )smM +(* ze+§§€’+ )S'"ZM

23
V(e Beth) ansn 4.
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Making use of these equations, we insert them into equation (22-6)

and make the necessary rearrangements. “he result will be of the form

A

R = AJ;;QQ Z FJ'(e \"n;) COSYJMQw] (22-8)
J‘

vhare the coefficients Fi,J' are series In powers of e, multiplied by
certain finite expressions of sin i, See the article by Proskurin

and Batrakov in list of references for an expression accurate to eb,
The following form of R is accurate to order of e3, i.e,, e? and higher

powers have been neglected.

\ L% (22-9)
MYz ¢ 3 .1, 3 2 9 3
R= 7‘?m (,-gsan&)['f 28 "'S(Q‘P'ge)COSM

3F‘)z de

-
=g sin'd [&8@ cos( M-2w)

§3 ‘\
¥ —g-e'cesZM + g6 cosdm |
-7 (e-3€%) cos(mi2w) + (1~ $€°)cos(zm2w)
9
t7 (e 5 ss e ) Cos(3Ma2w) + 3 € COS(4M+2w)* ecos(5m4zw)]

Fron this we then form th: proper partial derivatives of R with

respect to each of the orbital elements, %5, etc., and substitute the
e
resultant series expansion appropriately into the Lagrange planetary

equations. We can then integrate term by term to obtain expressions
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for the first order perturbation of the elliptic elements of the satellite

due to an oblate earth.,

This work is carried cut by Proshurin and Batrakov (AD-245905) or

(AD-250841) and is also available as NASA Technical Translation F-45

(Nov 1960).

As an uvxample, d19 is glven below, again accurate to order of e3.

(22-10)

WER L 13 3Y .
d 1= -'-%5('55) C°54{()+2e‘)nt +3<e+-§e’) sin M

9 )
* Zezs'mZM + ’72‘3‘; e’smM +7 (e-t-g-e:’) sin(M+2w)

1 3 . .
- R € m(M-2w) - 7 (1-2€") sin(2mizu)-F(e~ ¢*) sin{3m+2w)

M7 2

- g e sin(4mizw) - ':,‘lg e’ S'm(SM-h?u)}.

Sterne points out that there is an easier way*, Let's return to the

oblate earth disturbing function.

L]

3
Rs= ./.".23;%&.[ 1~ 3 sinzq;] (22-11)

*E2sy for him, difficult for you.
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The partial derivatives of R with respect to the elements can be

found by noticing that R is a functicn of r and ¢ and r, in turn, is

a function of a, 2, x. ¢ ie a function of i, w, and f, which is itself

a functlon of the elements e and ¥ only. By using the eliiptical motion

relations one can show that

) end -
ar 2 - sin (22-12)
2€ 0 (14 € cosd)

24 _  (1+ecosf)”

X T Toiet

sinf¥ (2+ecost) 20  Jind cos(fiw)

a—— o=
-

1- et ¢ cos¢

o
bg
”n
s
!

[VR R 4
m‘-h
[

One can then easily obtain the following partials.

(22-13)

2
Q_E_ 33\32 de _
d¢ ~ 20-€)r3 [Cos-f (1recost)()- 3 sids sin‘a)

- 3in' sm2u sinf (2+¢ casf}]

é—& - 3\,‘}‘8:
o T Tyl

sind cosi Sinfu
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(22-13 Cbnﬁnveé)
éﬁ'. [ 3/‘3‘ aez . Z. .
oW """”“"“Zr; siny sind

-

R Fudal (recs)?

(i€ st )( Sinu cosu Sin'd)
e sinf . ..
+ =z (!- 3 sin'u Sin 4 )]
We can now substitute these as required in the Lagrange planetary
equations to obtain the following set of exact equations.

43 _ -)e (HQCoS{)‘.ﬁﬁ

dt - at (1-¢*) [" 3 sin‘u su‘n‘«:]

2\ {1 +e cos{-)g
at ()- et)e

sinu Cosu Sin'<

de _ _ A sid (1+e cosfS* . (22-14)
at - 283(1-¢t) L' 3 sinu s’ ]
X(1+ecosf)?
4 [ 332(|.°e2)§7{] [smu CO&“S”?&]{ { ~ (‘.eeosf'\f;’

da  A(iseast)’

e
] -

Ly, casy
", a’ (‘-{1)772- SN LY}




emp——

; dw _ A( 14 ecosf)? . .
i t = 23e(1-e)) (1-3 sm'u sin¢) ( cosf +e(24@cosf))

- [n -3 s5in 4 5in | [esitf (2+ecost )]+ [(-ZSM )14 ecest) secost)][ simu cos sin‘i]

M I+ ecest)? sinu cas

* ad( 1-e*)% .
. / 3 .
d¢ _ . A {1+ecast) smu cosu cosi sini
dt I( 1~e2)) y
a(i-e?)% (22.,4)
4%, Mite Cosf)z . 2
q T 23%(1-¢)’ e 3SInuSIni][8(2+GCo$f)+CoS‘F

~esif ( 2+e cosf ) -Ze(Hecos-})]

-(2 5;},{)[.(HGCOJH(U-ECOS{}][_ Siny cosu :in"z]}

M
where >\= 5\)‘,_3:'\,/.; and = Frw .

We could now integrate these numerically to obtain an "exact"
solution. However, we need to have the true anomaly, f, as a function
of time, We thus need an additional relationship.

The angular momentum vectcr of a satellite is, by the definition
of the osculating orbit, in the direction perpendicular to the

instantaneocus orbit plane and its magnitude is given by the sum of

the angular velocity of the satellite in the orbital plane and
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the angular velocity of the orbital plane in the direction perpendicular

to the orbit plane. The two terms are expressed mathematically as

du . d@
r 'd-t-+3;cosi)=h=/u-p-

where u = f + w and p = a(l-

du df  dw
dt dt ' dt

and substituting and solving for %% glves
df _Jup _dw de
dt =72 ~dt "t o8 i

We can now use the Lagrange planetary equations to give

df _ Jpp _ Ail-et R |Gt R cotd 2R

gt T e 0¢ TaLateeT X T ppaGea o6

df _ Jrd Ai-e? R
9t T p?7 T eyg o

which we can write in the form,

ik (1 +ecost) _ M-t or
dt VI a(1-e)% evpa 26

For our oblate earth problem this reduces to
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(22-15)

z) is the conical parameter. We thus have

(22-16)

(22-17)

(22-18)

(22-19)

(22-20)




A M (Hemt_{_}_z _ M’Nc‘cosf)s .
dt " Va a(i1-e*)2 2e3%(i-e" % Co:‘f(ueco:{)(:-Ssuh'smu)

~ sind sin2a sinf (24 ecosf) } (22-21)

is equation together with equations (Z2-1l) may then be used to
obtain a numerical solution for the orbital elements as a function of time.
An alternate and approximate approach is to transform the eguations
(22-14), which have derivatives with respect to time, into equations which
(o)

have derivatives with respect to £’ ', the true anomaly of the unperturbed

motion. It will then be possible to integrate the equations with respect
to f(°) end obtain the first order perturbsiion effect of J2 as closed
(o)

expressions involving the initial values of the elements and £ .

Recall that
~ Jf e, £ eofi-e? sind
M'V/;(f“t)=5‘3ﬂ."5’2*a"'[ T"_g{"‘f]' V48005 §

(22-22)

If we wish to change %o true anomaly as the independent varieble,

we can write the left hand nide of Lagrange's equations as

de  da df -
%t " a7 a’ ot (22-23)

Where we now need an expression for f. If we choose f as the true
anomaly in some osculating orbit valid at time to’ then it can te related tc

time by equation (22-22) in terms of the unperturbed elements ao, eo,
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etc, We cail this f the "unperturbed"” true anomaly and designate it by

f(°2 We can write

df(o) - df(o) dg(o) dH(O)

dt dE(o) dM(o) dt

Recali

\f (t-r ) so that b / and since M= E - e sin E,

we have H(°) = E(O) - e, sin E(O) and cau find

ag (o’ . 1
dh('-’) (O)

1l -e;cosE

Now since
2
X - {1) I~ &,
- P I~ € CosE."s I + € cos §'0
we have
(e) Cos E‘., =
Cos = IS ‘Q“E /]

By using the derivative of the arccosime we can compute

#° s (1))
SEY T s g™ (1o e, csE®)?

and then using
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[_502 second tart of Ersuatiom (3-19) en 035, &3],

vi . rla)
( rsmi'?  oficer sing
sin £ o = ;”f,".eoz T+ e, corft

one obtains

T win o1y2
S e T ve (22-20
dat Va: ('_.602}3 ( 4 { )

Relation (22-24%) transforms the Lagrange plznetary equations

into the following set:

Y.
4ar . 230-¢) L
d4 K146, cos ™ 2 2

S, (22-25)
g _ doi-el ) R (1-¢f)" &R
T e, (ive o fM X T e, (146, s f)T 80

dlw - do ("‘foz)

of
4 T smi, (14 €, i §€)2 o
K7 2 t
WO 5 0-e)' g aeelati s

d§in = K, T +6, “3;(03)2 Y- yery; ‘os{,m)z 3;"

3¢ 3,01+ €2) cotio (az | ag)

a9 T i+ Ces £00192 Y, 2 " Cosi, 6

§ ]
4" _. 3,- )" 2 23t(1-)" R
J{‘?t‘ f‘eo (‘ .‘.e. cbsf‘.,)zae ﬁ ( ’fe. Cosf‘O))z #d
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The student should substitute the partial derivatives of equations
(22-13) into the above to determine the form of these equations for the
case of the cblate earth. when these equations are thus obtained, they
can be integrated to give first-order perturbations in terms of the

(D)« (1) if<a)], e(l) = e(l) [f(O)]’ etc.

unperturbed anomaly, i.e., a
This suggests the following procedure: If t, is the starting epoch,
we evaluate a(l) (f(o)), e(D) (f(o)), etc, between the limits fo(o) and
fl(o). The time t, at the upper limit follows from equation (22-22) in
terms of a,, e,, etc. Using this t; and ;1 = a5 + a() (fl(o)), etc.,
in equation (22~22) we can find ?1, the true anomaly for the new osculating
orbit. Changing the notation from 21 to aj, etc., and ?i to fl(o), we can
now repeat the procedure for the next integration interval., The 'updating"
of orbit elements in the right-hand side of equation (22-25) amounts to a
partial allowance for higher-order perturbations, while the recalculation
of £ at the beginning of each step represents essentially a first order
perturbation of the true anomaly.
Returning to the oblate earth problem, when the reiations of
equations (22-13) are substituted into equations (22-25), this set

may be integrated in closed form. By means of the expansions

(22-26)

. N \
sz(-fww): Z - 7 cos(2%42w)

‘g -
|+ 2e cos§ +elcos’d = (14£)4 2ecest + 5 cos 26

(te cost )’
(1+ em#}’ I+ 3ecost + 3¢ cos’s +€’Cos’f .

2 3 £
:(g+%e')+3¢(1+§)c°s¥ +‘Ee‘CosZ-f + q cos 3F

219




and the relations

2 sin x cos y = cos (xty) + cos {x-y)
2 8in x cos y = sin (x+y) + sin (x-y) (22-27)

2 cos x sin y = sin (xty) - sin (x~y)

the Lagrange planetary equations may be tranaformed so that only terms

with sine or cosine of various angles sccur, which are immediately integrable.
Sterne on page 122 gives the following results. The constants ¥ are to

be adjusted to provide the correct initial values a,, 8o, €tc., and f(O)

is the true anomaly in elliptical motion in whizh the relation, ngag =y
holds. The f(o) in these equations will in general differ from the value

of f used in calculating the disturbed motic:, hence w2 cannot readily

relste these results to time, but nevertheless the important effects

can clearly be seen,

3J; 3¢
az K, +'3'_(;.—e'f)?{e,(u4€ )(;-%sm.z.,)cns{

(22-28)
+ z 48 (I 474; e:) Sl'nz‘(:o Cos( 2, .H;(m)
* 7:; C’: Sinki, Cos {2, - £Y)
‘1 e,, (1- 7 sin%, )cos 7§ + (‘! +4e )sm cos(:w.+2{"’)
i€ (1= 7 6in',) cos34"
3 1 2 X 4 * (.) 3/ zsinl. (05(2%"4{“’)
+ zfo(Hae,) sinti, Cos (200 +3 )+ 4 6 Sini,

+ 53 € sin'iy cos(2uyt S )}
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309
..:(:e&,)z {(Hq? ) (-2 sin%,) cos§ 22-28

cont'd)

4:';\1* 26 )sinti, cos {20, 4 §)
+ 5 Ib eo s”,".cos (Zwo- flO’) $+ 9 eO('- 25”) 4°} COS‘

4 7 €o Sin<, Cos(20424%) + i3 ,2 el(1- 3 % sin', ) Cos 3.4/

clo)

+ (e ) sink, tos(?m,«#.'ﬁw )
s Fe, sink, cos (20,+4§™) 475 ¢ s5in%d, cos (20, +54'°’)}

3,8¢ sin i,

83l (1-¢7)"* [ ostemst s caszmezs@) e fos(zw;“ﬂ

23 cosio [, (o (o) . (o)
sai0-et)t ] 2 247 426 ¢, sm(Cwo )

- sm(2w,4247) - 4¢ sm(zw,“,;(o:)}

3!’122 N .
Ko + 4a‘(afe')l {(4-3’33»1‘;.){"’ + eﬁ[ (2-2sin%,

P 2 .2, . ¢(2)
+ e. ( 2" 4\ $in 4‘) + 16 sz4° COSZQ,] Sm-f

)
) -éo [ eoz + (’i"}&')sin'j,] S 2wyt )
," 2 SM ) Sin Z'f( ) (' = $in 40) 3”’(2&.-‘2{“’)

L 2y ‘ (1) (3" 3 Sin o) 3”\3{'“
- é-?o [6’:-(3‘ ,ﬁe )wu’,] sin{2u,43§')

3 _. a2, , ) v 2. .
+ 3 sin, {2t 44 ) 4 @ sin¥, sin (2w, +$ f‘“’)}
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(22-28
: cont 'd)
1

30 4
M= Kyt At * za.‘ea(:-e.‘)”‘z L0-2e)0- 2 5i'% )

L2 . o )
t gé, smz.l, Cos Ctey | sin§°

D . (
- 7'2 eot (1 "3' 5"’“"0) sin3§%) . 73 Sin 40(7- 4¢o°z)$m(2w,,+3-f “)

. )
- % é mti sm( 2w, +44"’) ,‘ e,, sin'dy S0 (2, s5fl )}

s where ~
_ 3hae ., o, ., ]
h= n, I + 26: (, -g;"')% (i- Z 5"!40) (22-29)
ngag -y (22-30)

}
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23. SECULAR PERTURBATIONS

Sometimes we desire less information than the complete motion.
We may like to know only secular changes, i.e., we want to know the

change ir say, 2, after one revolution. Let's consider this problem.

e o Ve L s Rl o i i R L

To use Lagrange's planetary equations we first must determine

gz

i quantities like %%; as a function of 35, f and t, where a, (s = 1,2,..6)

are the orbital elements. We then have

da
-d—g— = ?s(as,f,t) . (23-1)

Suppose at time t,, the satellite passes perigee. At that time
8ll the &5 elements will have certain values. The satellite next
passes perigee at t, + P where P = period. We wish to know how much

eaci ovbital element has changed during the time P

pto + P
as(t°+P) "ag(to) = J Fs(-ls.i',t) dt . (23"'2)

to
Up to this point we are exact. No approximations have been made.
We now assume that the &g values that appear in the kernel of equation
(23-2) are substantially constant during one perfod. Then we can
easily evaluate the integral (sometimez), We can make this assumption
because of small perturbations. We actually have

a
Iio " € Falds.y0) (23-3)
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where ¢ 18 & small parameter. In the case of the oblate earth J, = 103
is the small parameter, Hence the elements d; have a slow rate of change,
ergo, they are practically constant over a short time, which we take to
be the time P.

This integration process is made easier by using the first order theory -
since we have already made this assumption., Let's start with equations

(22-25), For example

d 3, (1-¢;) ok (23-4)
Jfw = , , ORY I
{ K osing, (146, cos 4 ) e

From equation (22-13)

R 3948 (1recut)’

Coan

P-Y a’(,_el)’

Sing cosi sin' ($+w) (23-5)
which we also evaluste at the initial osculating values to give

2 .
R 393 (146 c0s £ )eosi, sint(w+£Y)  (23-6)

S

J (o) ~ aoz("'eoz)z

Using the identity
:mz(ﬂw) =3 (1- CosZ(hu))r}'[:- Cos2w cos 24 +5indw Jl'nZ'F]

equation (23-6) becomes
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A_ﬂ - 3\)’.3: COS}Q
R )

( 116, Ces fm ’1 i- ccs2f “eos 20, +5M H("smzwo]
(23-7)

This may now be integrated as (82 = Q(to+P) - Q(ty)),

7 g
2 '
AR = 303 casdo j (4ecos§ ™) 5 - coszu, j (146, cos§'™ ) cos2£d4
A 2yl
24, (1-& ) 7 -r

T
+ Sin Zwof(ne,, c::s#"’)st{"’J{‘”] (23-8)
-~

The last two integrals are zero. The first has the value 2.
Therefore

2 : -
- 323, cosd, 27T
2302 (heoZ)Z

AR (23-9)

aft

We can consider the chanrge in ? in one period per period, i.e., "'é‘

2
using F = ;—E. Thus (23-9) oecomes

AQl - 3n, J; 3: cosd, (23-10)
k 237 (1~e2)t

Thus the line of nodes is subject to a secular perturbatiom.
The minus sign indicates that ! moves backwards with respect to the
direction of motion along the orbit., This is called retrograde motion.

In a similar manner the student should verify that

dw _ 3n, Jy 3: (1- ;s' $in‘, ) (23-11)
R~ -
’ aoz (1- ef‘)"
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Thus the perigee location advances or vegresses depending on the
inclinatior of the ortit, If sinzio > 0.8 (1o > 63.4°) the value of
© decreases with time and vica versa,

The other elements, with the exception of X1» do not have any

secular changes,

Let's calculate the last secular change, that of X1s by a slightly
different method. To find the secular perturbations we are really
confined to first order approximations, hence the part of R responsible
for secular terms is given by the secular part of R, i.e., by the constant

term in the Fourier expansion of R (in terms of M), thus

&Y
L [Ram
R.mola‘-: Rs o Zﬂ'a (23-12)
For the oblate earth
) ag‘ .
R = er3 [ | - 3 Slnz({‘ﬂd) Sé'q 4} (23-13)

Using the relations (wvhich the student should confirm),

zrrf({?:AM a"(n e:)'!/?'

'Z"i,f (,'!3) cos2(w,+§) dM™= o
. [}

{Hint: change variable of integration to df(o), see (22—243’one finds

(23-14)

3
Aip o 3 . 2.
k= T (e L1 9] o
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We see immediately from the Lagrange planetary equations that a,

e, and i suffer no secular perturbations since

BRg g 3Ry _ 23-16
390 3m° 3X° 0 ( )
t
Now x; = M - f ndt and hence
0
R 1 23-17
n‘dt-n+-d—E- (23-17)
aMm dy 1-2" IR [a R

where n must be considered a variable even in first order work. However,

recall n = 7y 3-3/2 80

dn  3WA 43 _ _ 3K R (23-19)
dt = a2/ ¥ dt T a3t ax
3Rg

For the secular perturbations due to the oblate earth, 3&7 = 0
and hence n 1s a constant, ng.

Using the expression for Ry we find the secular perturbation from

[
L'

-8, oRs [3, 2%
- Ny - -—-L — - .-e o
AM, = n, é, Vs, ? 2 n 9de

30 3: . 2.
GMg= Mo 1 1+ 52 (u-eo’)”‘[ - '3.'"""] 0
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This perturbation in M can be interpreted as a perturbation of the
period, i.e., we can allow for it by using a slightly differeut or perturbed
value of n called =.

This mean anomaly M is defined as M = n(t-1,) where 7, is the time

of perifocal passage. 1ln the two body case g—t—{- = R = constant. The

o

equation for % in this first order secular theory is also a romstant
for the nblate earth pesturbation because a, e and -g% experience no

secular variations (see eqiation (23-20). Hence the unperturbed mean
motion (Ro) is either increased or decreased, depending on the value
of i,, by a certain constant amount. Adopting some convenient new epoch

time t = t, where M = M, we can write equation (23-20) above in the form
M= M +n (t-ty), (23-21)

To make the mean anomaly consistent we can write this as

36;3t 3 ot
M" Mo.} [ 23:(:-6:)3’& ('“ Fi 3”"0)]“0(%'{0) +n.(t-t°)

(23-32)
or
M= My + My (t-t) + ny (t-ty) (23-23)
In a similar fashion we can write for the secular changes
Q=0+ 0 (t-t,) (23-24)
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w=w, +w, (t-t))

Thus the first crider J2 secular variations can be summarized as

below,
3&?3{1
" T n°[' Y o2al (1-et) e ('-%"'"z"’)]
- Yy}
P= F
M= Mo"‘?“(t"t‘a) = E-Q,smE
3J; 3% cosd
.nzﬂ-( & °)ﬁ(t-t
T e 23} (1-¢})? o)
3vzdg ( S o 2 )-
- |- 250 Alt-1
8"‘80
_ /He £
{aﬁ'{z" T:E'o& ia"Z,
e=eo
2 2 2
Pc = a, (- ?oz)
=1,
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The time unit here 1s the unperturbed period WB,.
It is sometimes more convenient to adopt a mean value of the semi-

major axis as not a, but

- - ‘ S", 4 (23"?7)
az Q| | zaoz(,_(,oz)( z o)
then
3028
2.3 .
h'3d = ki [ I - TZ23%u-e2) U S”’ %) (23-28)
Numbers on cvrve tndicate
vélye of a-3de¢
3¢z 3441.69 NN ‘_
t *
A _ 3043 (10 & sindo)
" 4 R 3G
.~ to O(¢'), 0(d:)
N = is
g Aw= So(a\/&as‘. 1)
ot n In degrees per day,
3
o
a4 -
3
<
Jputian 2 \
O
el \;;,
-8 | | 1 |
Y 20 40 ) 2o

INCLINATIN & IN DECREES

FIGURE 23-1. Rate of rotation of major axis of
orbit, measured in the orbital plane.
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PIGURE 23~2. FRatc of rotation of the orbital
yplane about the Earth's axis.
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24, GAUSS PLANETARY EQUATIONS

The Lagrange planetary equations can be modified in a number of ways.

One of the most fruitful modifications is due to Gauss. To develop the
Gauss planetary equations we first resolve the Jisturbing force into

three components, U, V and W where W is perpendicular to the plane of

the crbit, positive coward the north pole; V is in the plane of the orbit

at right angles to the radius vector, positive in the direction of motion;
U is along the radius vector, positive in the positive r direction. These
; are shown in Figure 24-1 on the next page. Note carefully that here U
is a force and is not the potential function of the previous secticnms.

From the spherical geometry of this Figure 24-1, we can write

Fp = %%-- U [cos u cos @ - sin u 8in Q@ cos 1] - V [sin w cos @ +
co8 u sin 2 cos 1} + ¥ gin O sin 1
Py = %%»N U [cos usin & + sin u cos 2 cos 1] - V [8in u sin Q - (24-1)

cos u cos Qcos 1] - Wcos N s8in &

By = %%-- Usin usini+Vcosusini +Wcosi

These are Euler angle transformations. The xlylzl system is formed
from the xyz system by three rctations. (1) Rotate through +Q about
the z axis; (2) rotate through +i about x1 axis; (3) rotate through

+u = w +‘f about the zl axis. We thereby obtain

2%3
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x1 cos u cos cos u sin
~sinucosisin Q@ +sinucos {icos N sinisinu

Yl = |- gin u cos § - sin u sin @
-sin Q cos 1 cosu *+ cosucos 1cos R sinicosu
2t sin 1 sin 9 - ca3SLsing cos 1

L1 L i

The perturbative forces in x]ylzl system are U, V, W

Letting the elliptical elements be a; then we can form

R _ iR 2, 3R 3yt 3R 22t om 2l ok 3yl ar_ il

dag axl dag ayl sag 93,1 dag 3,1 dag 3;1 dag 3;1 dag

aR 3R R
Since R is a function only of position, 377 = 31 " 2,1 = 0 soo0
X y z

1 1 1
LSRR 7 SRR AR R 1
da dag dag dag .

The equations (24-2) are of the form
xl = Ay (u,2,1) x + B, (1,2,1) y + C, (u,2,1) z
y1 ~ Ay (u,f,i) = + By (u,,1) y + Cy (u,9,i) =z

2l = A, (u,,1) x + B, (4,0,1) y +C, (u,2,1) 2

Frea these kind of equations we first form terms of the sort
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ddg d3dy
2y' _ Ry
2ds 353
' A
bas dag X

26y 3k .
23,1 *33 ¢ *A'S'i *8"';*Cxaas

o8 al P18
b;"s + ;5"’;2 +Agm + By“s»f Cha;

L, oG 2
+Z YRt M2+ B3 4G

Thereupon by using ( Eiuat‘wn (5-31)en page 30) )

X =y cosucos Q-1 sinucos isin

y=zxcos usin @+ r sin u cos 1 cos Q

zwrsginusini

- LQ__‘;E_z_L - ¥ - — 2
Y *T+ecos £ ustto X 2% n
we finally ottain the following
axl I 1
L = 3 -aL" = ( .a_z... = 0
3 a Ja da
-a-x—l?--acosf Byl_asinf(2+ecosf) 3_11_.0
3e de l4+ecos f de

1 1 1
= ay z*
w =0 k' =T W = 0
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Qg aacin b aay

T P DT

3x1 - ea sin f ayl - aZJl - o2

= Q {24-6

} 4 A1~ e ax r
axl oyl
o1 0 ol 0
1 1
-g;—-() -g%—=rcosi

x contd)

1
-g—z—-rsinu

z1
a—n—u—rcosusini

Combining this with (24-4) along with (24-3), we find, after

pach wailing and gnashing of teeth, that

oR
ﬁ-Vrcosi-Wtcosusini

aR
'a'fUWrsinu

3R

am-Vr
oR T
aa"'“ a

%‘E--Uacos f+V [l+';'] asin f

&R Uae al

R, vae a. - o2

X /f:"e'Z'Sinf+v T l-e
1 1 - e2

Lo . L,
P l+tecosf ) a
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l+ecos f

(24-7)

yp=a (1-e2)
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With these equations, the Lagrange planetary equations become,

4 W sinu A/1-¢?
dt na sini (i+ecest)
¢ _Weosu ¥ I-€!

dt ©  na (1 tecost)

U cost 4/!-@5_

et (Z+ecas$)sm+v WRLLLL? y1-¢t

-
- -

nae

J-! - A‘h-et 3"){' v

at na ﬂae

43 2e smt U
t n Vi-gt

nae(1+ecost) na (1€ cost)

{l 1ecosf - TT&-B?T]V

(24-8)

2 (1tecost)

1-e%

9_"5:..!-[ 20-€Y "'“coﬂ] U

St nal j4ecesd €

[

_Zfzcaf R
1+ ec0sd b

_[i-¢t (ZHw’i) S,mc} V
[n@e I +€cost

These (24-8) are called the Gauss planetary equations.

Another representation is in terms of T, N and W, T is in the

direction of motion, along the velocity vector; N is normal to T, positive

toward the interior of the ellipse; and W is normal to the orbital planz

as before.
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FIGURE 24-2
(In the planes of the orbit)

Recall equation (5-6),

e sin f (24-9)

tan y = l~ecos £

Where y is the flight path angle, here represented by the angle
between T and V as shown in Figure 24-2, ?is the velocity vector of

the particle. From the above we have

e sin f
71+ e + 2e cos £

gin y =

(24-10)

l+.-cosf
Yl + e + 2e cos £

cos ¥ =

and since
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Pl = aalo

V=Tcos y+ N sin¥

(24-11)
U=7siny ~ N cos¥
we have
NP |+ e cosf esné
vi+et.2e cosf o/ 14 et+2e cost
U = esmé | +€ cos N (24-12)
A 1+etsie cost A1+ ett Ze cosé

Making this substitution for V and U in Gauss's equation (24-8) gives

df Jind A/j.pt
dt na sini (1+€cosq)

LX) = 1-€* cosu
9t " 03 (11ecoss)
Ju J1-et

(1-¢*)cos4 Hovy (Sas)ice
it * n3e 1 42¢ cost 1€t ZT‘”"“N(ZH 14¢ cos$ wﬂé (1+&cosf) tand

J¢= Jf.et
4

- z -
nd A1 42¢cos § tet [ZT( sfte ) =N (“*3 i:;':f ] (24-13)

dd 2T Wisz2ecost +et

H° nie?
X _ - ¢t , ¢t (1-¢*) cosf ]
dt ~ naeNitzecsiret [2“'”1‘('*“ ¢ cosd ) N et
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Both equations (24-8) and (24-13) are called Gauss's planetary
equations, As before we can change the independent variable to f(°)

or E(o). The student should carry out this transformation.
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25, ORRITS WITH SMALL CONSTANT THRUST

As an application of Gauss's equations consider the effect of small

constant thrust which is so directed that
(25-1)

This is an ion engine (say) which is always directed perpendicular
to the orbital plane. Substituting these thrust values into equations

(24~-8) we see immediately that
a=0 e=0 X3 =0, (25-2)

Thus the energy and shape of the orbit are not affected by this kind
of perturbation. We expect this physically since the force is always
perpendicular to the direction of motion and therefore cemnot change the
particles energy. 1, w and 1 are subject to perturbations and we wish
to calculate their secular accelerations. To do this we assume C is
small,

Consider first the secular change in ), To facilitate the calcula-
tion we change the independent variable to f(°) and the corresponding
equation (24-8) becomes

212
N Cay (1€, ) sin (4™+w,)

44 = A sinig (14 € c‘,;f‘”)-?

(25-3)
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To find the secular change we integrate over one revolution,

n

Caz(1-¢.) [ sin (4“%w,) (o) (e

A= R(Ad0)- ) "R, ) (rrecaf i
“r °

Expanding the integral
(25-5
7 )

m
Cg: (-eb)] . cos © 5(0) 4 _3in gor g
R= 2 5ma, | 9 ) Q1eg cosf®)’ €5 [ Crae, cos§)?3

The second integral vanishes because of odd symmetry of the integral.

This leaves

C&: ("\ooz

. 25-6
where
m
osf? 4 37e
1(e) = g Grges®) - e) (25-7)

The integral is a little messy to evaluate and it is at this point
in any general problem of this type that one may have trouble. However,
the integral could be evaluated numerically and anyway its exact wvalue
1s not essential to our solution. A brief analysis shows that the I(e)
function must have the general character indicated in Figure 25:3. In

particular I(o) = 0.
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Applying the same process to w and i equations gives

é
| Co, {1-¢ ) 1(8) smuw, (25-8)
; dw = A t'é':’ﬁaio
Ad = Cal (1-€3)° T(e) costdo (25-9)
m

Note that for a circular orbit e = 0, I(e) = 0 and all the
secular perturbations vanish. Joes this secem reasonable?

There is nothing in the problem that dictates the orientation
vf the xyz inertial coordinaste system. Accordingly without loss
of generality we may require that the xy plane initially contain

the line of apsides (uy = 0), but not be the orbit plane itself

(1, $ 0). Then

Caoz (l-eo)2 I(eo)

AR = 0 dw = 0 AL = ” (25-10)

This is uniform rotation of the orbit plar? around the line of

apsides. The rate of rctation increases with €5, and is zero for e, = C,
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By this method we are able to determine rather easily the behbvior
of the orbit, and in terms which are easily understood. Now the student

should try the other orthogonal thrust cases, i.e.,

(1) U= V=e W=0 azimuthal thrust,

(2) Ume¢c V=0 W=0 radial thrust .

Assume the thrust C is very small and find the secular changes
in a, e and determine which, if any, of the r~-maining elements are
free of secular perturbations. #hich method of thrusting would allow
the particle to escape the planef in the shortest time? Do the results

of the analysis agree with your physical ideas of how this thrust should

perturb the orbit? Expuiain.
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26. LUNI-SOLAR PERTURBATIONS

Consider the conrdinate system shown below:

o e i o s
Ve
)\
N\
“a
~r

T YT

ORBIT PLANE

FIGUKE 26-1. SATELLITE ORBIT PROJECTION ON UNIT SPHERE

1 Let the coordinate of the satellite be (x,y,z) and those of the

disturbing body (x4, y4» 24). Then the disturbing function R, whose
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dexivative in any direction gives the component of the disturbing force

in that direction is

(26-1}

7 X¥it Yy, + 22y
e —-— 3 d
d

where My is the mass of the disturbing body, which is at a distance r4
from the earth's center. & i3 the distance betveen satellite and dis-

turbing bedy, i.e.,
2 _ g \& 2 2
o= (%K) +(9-4) +(-q)", (26-2)

The components of the disturbing force along the inertial axis,

Ox, Oy and Oz are

{26-3)

If we consider the iirection cosines which jenote tha force 3U$S

U,V W by (’o,""u,m) ’ (-tg)im" m) and (As,my ny) m.spec"lve'y,
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we Can

wrice these in terms of the satellite coordinates as follows (see Section

¥ of these notes on

m
ny
>3
n3

n3

1f

= cos {
= gin Q

= gin u

==208
megin Q

® Ccos u

= gin §
meccs 1

= cos 1

cos

cos

8in

sin

sin

sin

ain

siu

Smart, "Celestial Mechanics," page 63), (alse pa3e 2334 m‘hs),

u - gin
u + cos
1
u - sin
u + cos
i
i
i

@ sinucos i

Q sin u cos i (26-4)

 cos u cos 1

1 cos u cos 1 (26-5)

(26-6)

the ortital elements of the disturbing body are denoted by

subscript ¢, its coordinates are

Xg ™ T4 (cos

Qd cos uy - sin nd sin uy cos id)

Va4 ™ g (sin Q4 cos ug *+ cos sin uy cos 1y; {26-7)
Zq = Ty (sin uy sin id) .
Denoting the angle between the radius vector to the satellite and

disturbing body by 8, we can write
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A2 " r2 + rd2 - 2rrd cos B (26-8)

™

FIGURE 26-2

so that
= = L of ) (26-9
A 0 .l«.\SQCos[B-* (Q) -9)

Using (26-4) and (26-7) we obtain

XX3 444 +2%
vy,

cosd = = A cesy + B sinu (26-10)

where
A= cos (Q—Qd) cos uy + cos 14 sin uy sin (Q—Qd).

B=cos i [cos 14 sin uy cos (Q-g? - gin (Q-Qd) cos ud]

+ sin 1 sin id sin uy
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Substitution of equation (26-9) into (26-3) using the relations

L o 2%
U= ﬁ.éx +"\t;§ 032

R PY 2R (26-12)

t -ty
M I r
- - ...Sé.y-[ |- 3coa‘f34z‘,3(3-5'cosl(s) Cospl

kM, | | . ]
s 22 B8y 1 L0 4amumy+n,n -+ (4- y
Y ! 28y +mgmy 4, ] Cos zg(' S cos p) (26-13)

-y

[ s 2
w: ‘33 r -’P3‘Pé 'GMJMA'Q'NJ“J {COSP- ;Q(,‘:COSF)]

-

Then using equations (26-5) and (26-7) gives

'ngd + myn, + 0,0, = -Asin u+ B cos u (26-14)

and similarly (but by no means obviously), (26-6) and (26-7) give

131d + mymy + ngny sin i [cos uy sin (Q-Qd) - cos 1 sin uy (OS(JI-JLA)J

+ cos { sin i sin uy = C (say)
(26-18)
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Substituting equations (26-10), (26-14) and (26-15) into (26-13),

the components of the disturbing force become
M |, 3 2 H
. ]
U = -—-s-rlh Z (A+B") - 3A8 sin2u - 5 (A 8°) cosf2u)

+ %'\%(A cosu+Bsfnu>(3 -S(A COSA-OBS'”“){ )]

AB casdu ~ 'é'(Az- Bl)smzu

<<
n
w
nffl;’h
(7
.1
——

L

' 9 | (2616
tz g Asina-ﬁcm«){l-smmu +8 Slﬂ«)t}]

IVE -—E,;-Y'C Acosu +B3mu -%‘,E‘{l-S(AcosuBsm«)z}

2

where the error due to the neglected terms is a factor 1 + 0 (——-2-)
r
d

Cook mentions that it is worth noting that A, B and C are divrection
cosines of the radius vectcr to the disturbing body referred to the
geocentyric axes through the ascending node of the satellite; through
the apex of the orbit; and normal to the orbit respectively.

The equation (26-16) may now be substituted into Gauss's planetary
equations and integrated. Befcre doing this we {irst change the inde~-

pendent variables to £, the true anomaly. Recall (22-17),
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df _ kb dw 42 (26-17)

T~ SN

|

The main change in Q and w are those due to the oblateness factor.

Now

<5

2 . .

d s Cosi = 3""‘)'-a€‘ C“z‘a J(A, 3”0 Uz aé (S' -nt. i

T €084, = - - TN T I TE -

dt T T 2al-gf)? Wt T gied) ) (26-18)

a0 _3 dug _a
and since == is of the order of 1072 cos i, and Fra is the order 107~ times

é [% sun?i-1] for the oblateness effects, and since the luni-solar pertur-
] bations are of the order of 1073, we can approximatz equation (26-17) as
df .\/ v, cos$)?
f e .f.‘.'z.’. . /. (14 € cosd) (26-19)
r ¥ai(1-¢?)?
which is precisely our previous ag (o) representation.,
{ We can now use equation (26-19) to change the independent variahle
in (24~8) from t to f. Then substituting from (26-16) gives the
following equations.
i J-a «» —-g-K——-—rs————- 3 l z 3 t z‘ .
f JF T ntalpi-ed) [-H;(A +8°)+3BsinTu 45 (A48 )cosZu]esnnf
¥ ' )
LE 43{AB cos Ze: -E(A'-B’)smh][ue cm‘} .

253

i b




df = g’ {[-H%(Az«}sz) + 3AB sinZq + %(’Az- Bz)CcSZu] sint

+3 [AB cos2u - (A Bz)“"z“] [‘“’f ' /C:sjc:f,c

: dn _ 3rric T .
‘ af T n'a*(1-e¥)sing | Reosu tBamy | sinu

d4 3K C ]
T P (1-¢%) Acosu + & smu] Cosu
dw _ kv?

3} T e {[ 1- 3 (A%8%)- 348 sinu -%(AZ- 8°) coslq] cos §

+ 3 [AB Cos 24 ~%(Az-8')sfn2“][)+ : ]sin{ - L cosy .

14€cosé dt
5 t
3 K = R'M
] e ¥
a G
3 The rate of change of any orbital element can te integrated over

one complete revolution to find its secular change. For example, inte-
grating AQ over one revolution gives
4 axw
9 3
An SHO-€)" C [ Asinucestf +B(1-costo o528 4

]

__3TK¢ : . . _ 2
T 2nt(1- ¢t )" sind SAe sin2w+B(2+3¢"-Se cosZw)]

]
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This can be done for each of the elements to give the following

secular changes in one period.

i, g%
CL RS +Or¢l<r‘[%“—]l z 0 +O(l“u) (26-21)
P 4 4
—r
é's‘::._ lSH;:;/."_‘;’_il ABcosll) - -,‘,'-(Az_Bt)SMZN] +0(r‘) (26-22)
AT, 1S K aevi-et
ok 2en [ABC"‘Z“”ﬁ'(A’- 8') sm?w] + Ofra) (26-23)
ARl 3k C (26-24)

————— -— 2 .
P = anvieT vt {SAe sm?w+8(2+3ez- Sezcgszw)] *O(P)

y e (26-25)
12 =W[ h(2+3e%5etcoszw) *53923"‘2""] +0(r)

(26-26)
A 3KAi-e? : !

Sa ¢
T {l- T(a% Bz)}i Acosw ¢ Bsmw}] +O {%‘% ':é.f]
4 p
Ka K, | W (26-27)

For circular orbits the only elements of interest are Q and 1

which become
AR _ 3KEC . B4 3KAC (26-28)
P~ 2nhsing /I pT 2n .
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There are also cases of possihle resonances. When resonance occurs,
the eccentricity is the most important element since any change in it
affects the perigee radius, which influences the satellites’ lifetime.
After substituting for A and B from {26-11) and (26-22), Cook finds after

considerable trigonometric manipuiations that (26-22) reduces to the

following

) ISk

- e e

be . 4, 4,, .
5 <" n Yi-et szi Cos ig- SmZ(Jz-Jlg-“a-w)

Y L. .
+ Sin ..‘g. SIn2(A-Qytiuy-w)t z s.nz‘;‘ tin2 (- Jl;-w)}

- cos 4 < y .44
Cos f’ { cos’*f SIn2(a-2y- ug-w) + 3m4f- SINZ(R- Ry 4y +w)

L. . 2, . .
7 sm‘d sin2(A- 4y -m;)} + C2s % sing $ind, { cosiy Sin{ N~y +2w)

. . (26-29)
o5t Sin( 2uy- R By 2w )+ Sinf g2 sin (A0 +24g424)

P . 4 .
+ S”‘a% si"i S'.R;J { c'sl‘d Sin (Jl. &J-2Q)+COS‘%" SW\(Z“J".”.".Q“’ZLJ)

a . 1 . . . . .
+ sm_:! Sin (Jl. {4 -oZaJ-Zw)} -8 sin'a mﬁd {smi(wa‘)nmz(‘o'%)}

< d .2, 3 . .
FILY {l- '2'5"‘2{;} sinlw




Clearly celestial mechanicians are men of persistent patience
who think hish thoughts and lead ciean lives,

Fifteen possible cases when resonance can occur are:

Q -~ Qd + Uy +w=0
20, + 8 ¥ & +20=0
Q-Q +w=0

(26-30)

For any one of these conditions, equation (26-29) indicates we
will have at least one constant term, i.e., a secular change in e.
To determin? if resonance occurs, that is, if any of the terms ot
{26-30) hold, one must consider all perturbing influences on terms
like ﬁ, é, etc, Near resonance conditions are also important,

For most purposes the only perturbing influence one need con-

sider is the effect of the earth's gravitational oblateness where

we can use the following:

: a_ 3.5

L f = -10.0 (=2) ~ g2 i

1e)Z in degrees per day
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fet by

. N a 3-5 2.

3 6 =5.0 (=) (5_cos > 1) in degrees per day.

ﬁ a l-e

1 .f we assume éd = 0 for the moon then five of the relations in

(26-32) produce resonance for both solar and lunar perturbations if

the orbital inclination takes precisely one of the values given below.

Condition Resonance inclination in degrees
Q+w=0 i = bk6.4 or 106.8
@ -w=0 i = 73.2 or 133.6
Q+20=0 i = 56.1 or 111.0 (26-31)
0 -20=0 i=69 or 123.9
; w=0 i = 63.4 or 116.6

For lunar perturbaticn, five additional cases of (26-30) can

never occur and the remaining five are only possible in limited

)
ranges of the inclination angle. The values of E‘—-(l--eQ)’/7 which

e
give resonance for particular values of the inclipation are given

e

L Rre LRy

n
in Figure 26-3. For solar perturbations, the values of §~ (l-e“)h/7

a

=~

i are given in Figure 26-l,

TR
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The first case of resonance for earth satellitigs occurred with
Explorer VI (a° = h.3h956ae, e, = 0.76121, io = 47.1°, W, = 38.133°,
Qo = 59,205°). Figure 26-5 shows how the satellite orbit changed
with time. The original estimate of its lifetime was about 200 years,
but Kozai showed that because of resonance it would be only the order
of two years! By chcosing & different time of day for the launch
the solar and lunar perturvations on the orbit would be different
and & longer lifetime can be achieved,

For very eccentric satellitiﬂ%such as the Interplanetary
Monitoring Platform (IMP)’those perturbations cause large variations
in the eccentricity and inclination angle, Figure 26-6 shows the
results obtained by Besrbara Shute, The inclination was also affected

by changes as much as 20 degrees. The semi-major uxils and mean

motion of the satellite are not effected.
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Because of the eccentricity changes theve is a substantial
effect on perigee height of the satellite. Figure 26-T shows the
behavior of the perigee height as & function of time for an orbit
with elements a = 50,000 km., e = C.867, i = 33.0%, w = 153.5°
with the parameter of the curves being Q. This latter can be con-
sidered as the launch time, all other things being constant. Thus
one hour change in launch time corresponds to each 15° of Q. This
phenomena of perigee pumping can he nused to raise the perigee when
using & lcw energy booster or to cause the satellite to re-enter

the atmosphere after a predetermined time.
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How well one can accomplish this depends on how closely these
irjection parameters and launch time can be controlled.

Because of these resonance prcblems we have to resort to
numerical integration for very eccentric orbits. Thig is usually
carried out together with some method, usually numerical, of removing
the short period terms. One such method is due to Halphen which
is discussed in detail in the references of Musen (5,6), of Smith

(8) and of Shute (7).
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27. SOLAR RADIATION PERTURBATIONS

Light quanta emanating from the sum carry a momentum equal to
%X-Where h is Planck's constant and v is the frequency of the light.
When the light impinges on a surface all or part of this momentum
is imparted to the surface depending on the spectral charscteristics
of the surface. .The existence of radiation pressurc was first
proclaimed by James C. Maxwell in 1871. Experimental evidence of
its existence was first demonstrated by Lebedew in 1900. The force
exerted by radiation impinging upon a satellite depends upon the
intensity of the radiation, the presented normel area, and the
reflectivity of the surface. The energy output of the sun is not
constant in time, snd there are periods of solar disturbances wvhen
high activity is reported. For purposes of this section, a constant
mean value will be assumed.

For & ron-spherical satellite, the magnitude of the force will
depend on the satellite's orientation, but again we assume that
some suitable average value, F per unit mass, acts while the satellite
is in sunlight. Further, since the earth's distance from the sun
is large compared with the size of the orbit, the force produced on
a satellite by solar radiation pressure can be assumed independent
of its distance from the sun., With these assumptions, the magnitude
of the perturbing acceleration on a particle of mass m aad cross

gsectional area A beccmes
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o= ~l§9-§ (ﬁ) em/sec? (27-1)
where
p = the reflectivity, varying between 0 and 1
L S = solar constant (& 1.35 x 10°% ergs/cm? sec)
| C = velocity of lignt (& 3 x 10!0 cm/sec)
i It is sometimes converient to express the force in terms of g's

(1 g = 98¢ cm/sec?), We then have

® {1
CRES

= b,5 (1+p) (271-2)

For Vanguard I:

m = 1459 grams; A = 207.6 cm?; = = 0.1425 em?/g; F = 1.28 x 1075 cm/sec?,

=RTS

For Echo I

m = 71215 grams; A = 7,292,901 cm?; ﬁ-= 102 cm?/g; F I 0.92 x 1072 cm/sec?,
Using the notation of section 26, this radiation force F can te

resolved into three communents as

TRV LR

U=-F (A cos u+ R sinu) (27-3)
V= -F (~A sin u + B cos u) (27-4)
W = -FC (27-5)

These may be substituted into the Gauss planetary equaticns
(24-8). One then transforms the independent variable from t to #

as in section 26,

TALT =W,

S

As an example consider the semi-major axis. After substituting

(27-3) and (27-4) ir (24-8) and changing to f as the independent

BRAELAS L

variable, one has
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da _ 2F(l—-e2_)_ !’A sinu-B8cosu+e (Asinw- B cos w)] (2(-6)

ar n¢ ! (L +ecos f)¢

If the true anomely when the satellite depar:s from and enters

the earth's shadow are denoted by f., and fe respectively, the change

d

in 'a’ during one revolution is given by

f
re = 2F(l-e2)/‘e (Asinw-Beosw)(etcosf )+(Acosu+Bsinw)sing
= T
n
f

(1tecosf)? - ar, (27 7)

d
Evelusting the integral and using the equation of the orbit gives,

2
= i - inf ! - B -
ba = —7— [(resmfe r sm-d) Tp + 2 {cosE_ -~ cos )Sp] (27-8)

4 4
where

T = F{lcos? £ sin(wtq-L) + sin? £ sin(uw+@+L)] cos?

D 2 2 2
+ [cos? —Z— sin(w-o-L) + sin? -g- sin{w-0~L)] sin? % (27-9)
- %[sin(uH-L) - sin(w-L)] sin i sin ¢} ,

Sp = ~F{[cos? -28— cos(wtg-L) + sin? g— cos(wt@+L)] cos? %
+ [cos? -;— cos{w-+L) + sin? -g- cos{w-0~L)] sin? % (27-10)

+ %—[cos(w—L) - cos(w+L)] sin i sin €},

where ¢ is the obliquity (see Chapter 32) and L = £ + w for the sun.
In terms of Chapter 26 we have evaluated A and B of equatiuns (26-11)

in equations (27-3) to (27-5) by using i, = €, @, = 0 and u, = L for

d d d

the sun.
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The other orbital elements are obtained by Cook., The problem

now remainse to determine the time at which fe and £, occur, This

d

is further complicated by the oblateness effects which cause precession

of the orbital clements Q@ and w. Thus & ccmplete satisfactory
enalytical solution including passage through the earth's shadow hLas
not been formulated. The best method appears to be successive
applications of Cook's formulae on a piecewise basis or to do what
has been done in the past, evaluatc the Gauss planetary equations

by numerical integration.

Zscoba) gives a method fc. determining the orbital entraunce
and exist of a satellite from the shadow of the earth [Escobsi,
pages 155-162].

If one wishes to be mcre accurate, the transient, slow, and
diurnal fluctuations in F must be introduced; the radistion pressure
reflected from the earth must be included and the disturbing force
of the earth's shape and atmosphere must be properly contained.

In spite of the sad state of any exact treatmznt, the analysis to
date has been remarkably effective in accounting for the observed
digturbances in artificiel satellite orbits. Figure 27-1 shows

some results given by R. K. Squires which compare the actual
observed perigee height for Echo I with that calculated by numerical
integration of the complete equations including radiation pressure

and aerodynamic drag. Considering that numerical integration
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agreement is very good.

sutlzot to accumulated effects of round-off error, the

The uncertainty in radiation reflectivity

and drag are too large to warrant much further refinement of the

calculations,
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; If the satellite is permanently in the suniight the integrals
F’ like (27-7) are taken from O to 2@ and the resulic simrlify con-
3

siderably.

po S5 ot N i (e o

ta _ g
; P
: be | AT,

p 2ma p

Ar 7

-—Pc - a .A.g. = - 3 l_e T

P e T Tm

(27-11)

AQ _  3We sin w

P 2na vi-e? sin i

A1 _  3We cos w

P 2na v1-e?
é
4 o _ 3/1-¢? g 4 e sin w cot i
- P 2nae p onavi-eZ
' with

o ,
Wsinws= 3 {lcos{w+@-L) - cos(w-2+L)] sin i cos® :i-

3
: + [cos{uwt@+L) - cos{w-0-L)] sin i sinz-g- (27-12)
¢

TR

+ [cos{w+L) - cos(w-L)] cos i sin €},

22 )
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2

Weos w= {[sin(w+Q-L; ~ sin{w-Q+L)] six i cos %

o

+ [sin(uw+@+L) - sin(w-9-L)] =in i sin? g- (27-13)

+ [sin(w+L) - sin{w-L)] cos i sin €} .
When the orbit is entirely in the sunlight, there are six con-

ditions for resonance, They are

vt f+L=0
w+Ll=o,

These conditions are the same as six of equations (26-30).

Considerable insight can be obtained by studying the case where
the shadow is neglected. For a typical near earth satellite
(a = 8000 km, e = 0,1) studied by R. R. Allan he found that the
orbit elements that do not vanish when the earth's shadow is neglected
are changed by less than 25%, while those quarities that do vanish
when the shadow is neglected are small anyway. The effect is less
for more distant orbits, even of high eccentricity. For Echo type
sa’.ellites, if the shadow effect is neglected, there is & loss of
several degrees of accuracy in the true anomaly after say 100 days
of flight,

The essential difference between sunlit and shadow cases is
that there is no long period or secular change of the semi-major

axis except when the earth's shadow is included.
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FEugene Levin in an Aerospace Corporation report develops some
very simple planar models which beautifully illustrate the essential
features of the solar radiation effect. He assumes the earth,
satellite and sun a2ll lie in the same plane, When he assumes a
fixed coplanar sun, he shows that the perigee decreases linearly
with time. When the sun was assumed to revolve in the orbit plane
at a constant rate, the variation of perigee was changed from a
linear decay to a periodic fluctuation and perigee position prgcessed
at half the rate of the source. Oblateness of the earth has an
effect on the perigee precession rate and this effect is strongly
dependent on the orbital inclination, As an epproximation, the
perigee will oscillate with a period of 2n/|L-0-w| where I is the
angular rate of the earth-sun line and Q and w are the oblateness
precession re es for the nodal and argument of perigee angles.

These latter twe rates, of course, depend on the orbital inclination
angle.

Using the same corlaner moving sun model, Levin also shows
that the shadow affects the amplitude of the perturbation by an
amount thst is approximetely equel tc the fractional part of the
orbit in shadow. He finds the reflected radiation from the earth
to the satellite is negligible.

These simple models of Levin give a very keen insight into
the mechanics of the rediation perturbing effect and are in

surprisingly good agreement with more sophisticated methods.
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In general, solar radiation pressure causes first order pertur-
bations in all six orbital elements. For a circular orbit it
displaces its geometric center perpendicular to the earth-sun line,
in the oroit plane and in a direction so as to decrease the eltitude
of that pert of the orbit in which the satellite moves away from the
sun, The effect is dependent upon the orientation of the orbit and
may even change sign as the orbit rotates. Again, resonant con-
ditions must be carefully considered but the overall general effect

is a "sideways'" motion of the orbit.
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28. DRAG PERTURBATIONS

Because of the relative velccity between the satellite and the
surrounding atmosphere, there is a resultant aerodynamic force acting
on the satellite. This force is assumed to act through the center or
gravity of the satellite in an arbitrary direction. The resultant force
is decomposed along a set of mutually perpendicular axes. The three force
components are:

1, Drag: This force component is in the direction of the relative
velocity between satellite and atmosphere. Positive drap is
opposite to the velocity direction.

2, Lift: When the drag is vectorially subtracted from the resultant
force, the force component which remains and is perpendicular
to the relative velocity is called the lift. It is the component
in the plane of symmetry of the satellite,

3. Side Force: The force component that finally remains is the side
force, This component 1s zerc in symmetric flight where the
velocity vector lies in the plane of symmetry of the satellite,

The 1ift and drag forces are proportional to the dynamic pressure

q= %‘p@z and = reference area A, and the constants of proportionality which

are respectively the 1lift and drag coefficients Cp and Cpe

ChA
I v
L ! C‘_A AL t C Cbﬁ A2 t L CoA
— - - o - - ememe o—r - -2_— “.\‘Z 28"2
™ 2 Tm V=2 o ™ PV =27 “m F . (28-2)
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p 1s the atmospheric density and ¥ is the satzllite velocity relative

to the ambient air, Let

B=— (28-3)

(¢}

>

OIO
[l

<
=
n
S
=

Where % is the lift to drag ratio and B is called the ballistic
coefficient. For our calculations we need the force interms of ¥, the

velocity of the satellite relative to the center of the earth, If we

use

-~

=3 (28-4

thea the drag and lift forces may be written

D . Lafca . L o gk
mezp VB, m=zpV pét (28-3)

T. E. Steme, in his article in the Journal of the American Rocket

Se:iety, Vol. 29 (1959), page 177, shows that & may be represented by

Y Loe 2
2 - Sd (28-6)
& ( | VP Co l)

(See also Dcutsch's book, pages 208-209)
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rp = a(l-e) is the perigee measuzed from the earth's center. The
term w, should really be the angular velocity of the atmosphere at perigee
but observations iandicate this is practically equal to the earth's angular
velocity w,. For heights of 200-250 km the correct value does not differ
from we by more than 1.2 at the very most., The value of § for an eastbound
satellite (i < 90°) usually lies between 0.9 and 1.0 so we shall consider
it a constant nearly equal to unity.

In order to calculate the demsity, p(r), we shall study the effect of

drag on the orbital parameters. The gravity anomaly effects on the Vanguard

v ’
:‘(vehcﬂy) ,

Figure 29-1
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Figure 29-2
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satellite are of the order cf one dyne while the drag forces ere of
the order of 107° dynes. Both forces are small indeed but they have
measurable accumulative effects. The oblateness terms do not effect
the semi.-major axis and hence do not give rise to a secular change
in the period (r2a® =y, P = %ﬂ). Thus by measuring AP we can
hopefully calculate p(r).

First let us digress and consider the composition of the drag

force. The drag and lift forces are in the -T and -N force directions

(see figure 24-2) and hence

=.D__1 2

‘I'—-m- 2B6p(r)‘0‘

-_L__1L 2 -
N=-2= QDBép(r)‘V (28-7)
W=0,

Let's now develop an expression for the velocity W as a function
of the orbital element.

The total energy is given by

E:-%:%—vz--} (28—8)
hence
?2 =y %- %‘:) (28-9)

which is the vis-viva integral (equation 2-30).

a2 =y [2______.a = r] (28-10)

ar
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a(1-e?)

T+ e cos T and reducing gives

letting r =

¥2 = -87{:-57; [1+ 2e cos £ + e?) (28-21)

or if we let r = a (l-cos E) and substitute Iinto equation (28-10)

we obtain

2 fP\1l* e cos E _
v (a)l-—ecosE (28-12)

.

These two formulae give the velocity of a satellite at any point

aronnd the orbit. From (28-11) we have the relation

2,(1-02)
1+ 2 cos £ + e? = !i(.i-_‘?..'_ (28-13)
and using
p = a_(l-ez) ) we h.VQ (28—1’4)
2
1+ 2e cos £ + e2 23-'-1-12 . (28-15)

We can use this expression to simplify the set of equations

(24-13).

Now %he drag aund lift forces (28-7) can be written using (28-12)

as
13 l +ecosE
T=3% Solr) w 1 ~-e cos E (28-16)
~1lL l+ecos B
N-23.DB<S‘)(I‘)ul-ecosE' (28-17)
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Now that we have the drag and 1ift forces let's return to the
calculation of the change in the semi-major axis.

4
Given (%3) ad = y we can differentiate to obtain

a2 29‘_9:. - ap -

3(2®%e 3~ AW (28-18)
or

dP _ 3P da

at ~ 2a dt o (28-19)

From equations (24-13) we have

da _ ¢/l + 2e cos f + e

dt nvl - e?
hence

dP _ 3P 2TVl + 2e cos f + ef

= (28-20)
Wk aATeT
The change in P over one revoluticn is given by
t 4P
AP _ 1 ? /1 ¥ 2e cos f + e?
=5 [Pt +P) =Pt )] =3] =t a (2
° ° t an'l - a2

If we substitute (28-16) for the T force in the integral of

equation (28-21) it becomes

t_+P

0
e f p(r)vl + 2e cos f + 2 r_i__‘*_e__cc_:_o_s__g_
P n a2/ - |- e eos

8-21)

] at (28-22)




From equations (28-11) and (28-12) we have

+
[t

+ +
1 2e cos T e oos E »

L}
(14

2 _ V2all-e?) _ _u_[l

cos Ela(l-e?)
u ajl

s0 that

1l + e cos E (28-23)

1+2 cosf+e2=(1-e?) T oo E

Using this, (28-22) may be written as

t +P
AP B 9 (1 + e cos E)3/L2
B =" amez | P0) Tz . (28-24)

(o}

To integrate we change the variable of integration to 4E by
using the same first order approximetion as when we changed from

dt to df, Since
nt - nT = E-esinE (28-25)

we can write
n dt = (L - e, cos E(o))dE(o) (28-26)
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for the osculating ellipse and hence (28-24) can be written (n = /G.a

-3/2)

e/ to) ¥,
(1 +¢, cosE)

fo(r) (1- e, ¢os Elo))‘/z

oy

AP 38

omm— e

P =

Jgl (28-27)

"

d,

-}

In order to procced further we must make some assumpiions about

the density p(r). If we assure 2 hydrostetic relation for the vertical

distribution of air piessure then

dp = -gpdr (28-28)

p = pressure, g = acceleration of gravity, p = demsity
or
d m \
———t - —2 ar = - 'q‘ dr
b RT : (28-29)

Where m = average particle mass, T = absolute temperature at height r,
k = Boltzmann's constant and H = scale height.

If we assume isothermal, constant g conditions, H ::ili be a constant

and we can integrate (28~29) to give
. (r-v)
p= P"b €XP) " H [ (28-30)

Where prp 1s the pressurc at some reference height r = rpe The density

relation then follows,

| . (28-31)
P= [ eskl~ 1 ()
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I1f we had considered variation of gravity with altitude, g =

el

8o
z';p—f’_—s')‘z‘, then

mg,1p }
= e -
P (OV} ¥p RT (rp4r)
but we shall neglect this for our discuss:ions.

Now let r = a(l-e -~os E) and r, = a(l-e) and we obtain

-1 28-32
P= ‘orb exp H (a-ae CoSE"é(!-Q))] ( )
ae oe
de ] - $fcesE
= - = (1-cest); = H
P P exb i ( J fr€ € (28-33)
Now lets return to the osculating elements and substitute for
p(x) in the %_11 intes¢al of equation (28-27).
(28-34)

) eo 2.6 (o)
AP =3 2elecosp™[ (146 cosE )

To salculate we first expand the bracket term in a series.

3

h
(14 e cos€) Jirecese o (ite cost)" I+2ecoe 33 &t t
\ eco’ cos e s e @

hence -
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2K e
3 -5 sfecysgte
=-2 3 $/P H CosE 3
2 °° “; f"pe e [H 2e,cosE+ 7 €, CoszE‘°’+Q3 o E V5. [dE
Now
2T
j HeosE ae
y € dE= 2rl (% (28-35)

where I, (%%) is the Bessel function of order zero and purely imaginary

argument,

r
. __!_f CcosE
I,(e)= Slic)= TJ€ dE (28-36)
6

By successively differentlating both sides with respect to € and
using known relations between 1,(€} and Ij(c), one finds

;Ffexp[uosi] CoshE dE = Io(c) 5 for n=o0 .
[
= I,() , wt. (28-17)
T (e)- ¢t Ifc) ,n=2.

)

- 2
=g I,Ce) ¢ (1+ cz)_];(e) , n:3.
We can thusly evaluate each term of equation (28-34) to give the
following:
& 3ra BS _-‘IHP a,e 3.0 Hed (28-36)
= o " 3.2 28-38
P foe PG 1edel-52 ]

AuCs 3H6 s 2H'e
P1(5) [z - Fo o el 2]
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e
00<2’

a.e
which is correct through terms in eg. When .5%51 i3 small, say

we can expand the terms in the brackets { } to give

r 3. € ase )
i} "”4" + ;{ (:+8e)+4 °°(z+ = €,

(28-39)
4

3 e,
2e
cAS (i) s (i)

which reduces to unity as ey, + 0.

a.e
When —22 > 2, the asymptotic expansion for the Bessel functioms

may be used to give

AP 3 o fri H (:-8e,+3e.‘)
P~ 2 Béﬁ' 24,6, {“'33.6:» 1 ~€> (28-40)

OH? (3—/4@, ssoel 11580 -5e°* ) }

+
12833 ¢ 3 "eoz)z
Thus %Q measurements can be related to Drp and H, From two or more

satellites with different perigee heights, or from one satellite at sepa-

rated dates, one can deiermine density as a function of altitude,

PR ET) I

If one includes atmospheric rotation and planetary flattening, the

equivalent to (28-34) becomes

2
o)

‘

b 3
ez “"("'”f/"" o

dE®  (28-42)

et cosig ]Yz
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with

We .
d= 71: "'eol Co344

(28-43)

a.e
Again we can integrate to give %B as a function of -22, e,, etc.,

&s before, but it 1s a real mess. See Sterne's book, page 162, or his
article in Journal of American Rocket Society, Vol. 29, page 777 (1959).
A very readable account of these matters is given by G. E. Cook in
"Effect of an Oblate Rotating Atmosphere on the Orientation of a
Satellite Orbit," June 1960, RAE Tech Note GW 550.

The satellite lifetime is defined as the time when e = 0 where

28-44
e= & + ’-'r"'fL =0 ( )

Repeating the previous analysis for Se T € and solving for ty, gives

age
(for =225 ),

H
e, P 7 L) .tL-:[ 1} ELE
tL - - m (Y S s T aoL‘ + ! e“ 43.69 (28-45)

and for 2252 <2

36P T, ( a‘.'e.‘ (28-46)
L= N
4 AP I.(_;_‘?_)




%E is approximately 10~ for low altitude satellites and 1077 to 1078
for hizher ones. Therafore one must take care in obtaining these measured
values, A good discussion of this point is made by Luigi Jacchia in "The
Determination of Atmospheric Drag on Artificial Satellites," pages 136-142
of the book Dynamics of Satellites edited by M. Roy, Academic Press 1963.

In order to evaluate equations like (28~40), it is necessary to have
a value for B = Eﬁﬁ. To evaluate A one has to pick the effective cross
sectional area of the satellite, If a long thin satellite rotates about
a transverse axis, two possible modes are possible: (a) traselling like
an airplane propeller and (b) tumbling end over end. For a cylinder of
length % and diameter d under mode (a), A = §d and for mode (b) the effec~
tive cross sectional area A perpendicular to the direction of motion is

A= % (fa +‘% 7d%). For other possible modes, A lies betwaen these extremes.

One usually takes A as the mean value under motions {a) and (b).

A= %4 [0.813 + %i] .

The mass, m, of the satellite is assumed known.
The evaluation of the drag coefficient Cp is discussed in detail
by Cook (see reference number 1). In the free-molecule flow regime wuich
is appropriate for satellites with perigee heights greater than 200 km.,
the drag coefficient i1s influenced by five factors:
(1) The molecular speed ratio, i.e., the satellites speed divided
by the most probable molecular s.eed. This is easily calculated.

(2) The mechanism of molecular reflectiun, specular or diffuse.
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(3) The accommcdation coefficient, which is the ratio of the
change in the energy of molecules between striking the surface and
re-emission, to the energy change they would suffe¢~ if emitted at the
surface temperature,

(4) The temperature of the satellite,

(5) The fraction aof molecules dissociated by impact.

After surveying the available evidence, Cook chose diffuse reflection,
accomnodavicn coefficient near 1, ignored any dissociation of molecules and
assumed a temperature of 0°C, although the results are insensitive to this
latter parameter. With these assumptions it is found that for spheres, for
cones rotating about 2 transverse axis, and for a cylinder of ﬂ/d between
5 and 20 spinning about a transverse axls, the appropriate value of Cp is
between 2,1 and 2.3. Most analysis use CD = 2.2,

With these constants one can then calculate B and find prp. For most
satellites B lies between 50 and 200.

If the air density were constant from day to day, tine AP value would
increase slowly and smoothly as the perigee height and eccentricity gradually
decreased, In practice AP is found to be markedly irregular. Two major
causes for these variations are now well documented: the air density is
linked with solar activity and it varies between night and day.

There i5 a permanent thermzl bulge in the atmosphere located in the
Sright hemisphere - toward the sun - which causes a day-night (durinal)
variation in air density. The density peaks rather sharply around 2 PM
solar time; the night time minimum is flatte: than the maximum and occurs
in the second half of the night, between 2 AM and 5 AM. The sun is directly

overhead at 12 noon solar time. See Figure 28-3.
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In the height region from 200 to¢ 700 km., the atmospheric demsity at a

given height y can be satisfactorily represented by

p= fo [ i+ TY) Cos"\'g' ]

where po 1s the minimum night time density and ¢ is the geocentric angular
distance from the center of the durinal bulge. The temperature distribution

appears to fit a curve of the fcrm
‘Y
T=T,(1+ 04 Cos-i)

where To is the night time minimum temperature.

The bulge also shifts with the seasons making the density a function
of the seasons as well, This is a latitude dependent effect.

The durinal effect depends on the height and is a direct consequence
of conduction heating. Solar radiation primarily froa: solar lines A3C4
(He II) and A584 (He I) heat the atmosphere in roughly the F 1 layers in thc
region 100 to 200 kilometers above the earth. Below 180-200 km. the day-
night effect is barely detectable. In the range 200-250 km. it 1s perbaps
10Z higher in sunlight than dark. At 400 km the day-night difference is
about 1.5 to 1, at 600 km it is 6:1 and at 700 km it is more like 10:1 or
more, The solar radiation heats the F 1 layer and the atmosphere is heated
by conduction following diffusion equilibrium and is assumed isothermal for
any geographical location,

The Vanguard satellite has a perigee of about 658 Lilometers. In
October 1958 the perigee was at the center of the bulge and had a value

of prp = 1.5 x 10713 g/cm3. In June 196) the perigee was in the dark
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hemisphere and prp = 2.5 x 10717 g/cm3. The possible density variations
are more like 1000 to 1. This is due not only to the durinal bulge but
to other solar radiation effects. 1958 was a year of high solar activity
while June 1960 was more of a quiet year.

Erratic fluctuations in orbital accelerations of Sputnik II lead
to the discovery of the correlation of drag with variation in solar
radiation., A periodicity of about 27 days in the drag pointed to the
same variacion in solar radiation. The radiation level variations causes
density fluctuations. See Figure 28-4.

A correlation was found between the satellite acceleration (and
hence irag) and the solar flux measured at the wavelength of 20 ecm. It
was confirmed for the 10.7 cm flux and over an intervzl of 10 months all
the individual maxima and minima of the solar flux curve had their counter-
part, in phase, in the drag curve, See Figure 23-4.

In addition to this effect, Jacchia found two transient increases
in drag coincided in time and duration with two violent magnetic storms.
It now appears that all geomagnetic perturbations, even the smallest,
effect the denisty of the upper atmosphere. This effect is shown in
Figure 28-6. The effect on drag lags the increase in the ap index by
about five hours, where.zp is a measure of the geomagnetic index. At
600 kilometers, the air density can increase for a few hours by a facter
of up to 8 during severc magnetic sterms. These are not predictable,

There also seems to be a semi-annual variation in drag caused by

solar winds, with a minima in January and July and a maximum in April
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and October which are in phase with statistical variations of planetary

geomagnetic index. See Figure 28-12,
To represent ail of these variations we assume the empirical model
that solar radiation heats the atmosphere at about 180 kilometers. The

temperature source has the value
1Y .
T= T“(Mo.df cos*g-) + .23y

where é\, is the three hour geomagnetic index, y is the geocentric angular

dis:ance from the center of the durinal bulge, and Ty is the night time

temperature given by

t- Abnl?
= 330 +2£ "'(20 + 0.5 cos2T “3gy >107

where

Fig.7 1s the daily 10.7 cm solar flux in units of 10-22
watts/m?/cycle/second. This is the 27 day fluctuation.
F&O 7 1s the monthly average and represents the solar

wind effect.

The night time temperature can vary from 700°K during solar minimum

activity to 1500°K during intense sunspot activity. The maximum daytime

temperatures are about 35% higher.

The important point of t.is discussion is that no static model can
ope to represent the density variations. Thus when we choose H as a

constant we are in trouble. Figure 28-8 shows variations of H with
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height, with day-night, and with enhanced solar activity. Figure 28-9
shows some early density profiles as determined by various authors and
Figure 28-10 shows the corresponding variations of H for these density
profilus,

King-Hele has revised the analysis of this sectior to iaclude the
linear variation of H with altitude in order to improve the analytical
results, See his article, "The Contraction of Satellite Orbits uncarv
the Action of Air Trag, Allowing for the Variation of Scale Height with
altitude," pages 211-218 of the book Dynamics of Sateliites edited by
M. Roy, Academic Press, 1963.

King-Hele alsc demonstrazed that a more accurate determination of
the density could be made by evaluating it not at perigee Tps but at
a point rp + % in height, where a small ciiange in the calculated value
of H would cause only a very small in density determination. The reason,
which is not immediately obvious, is that this point is close to the
weighted mean of the heights over which drag is effective. Figure 28-11
shows that the drag acts primarily about the perigee point.

1f we let H* be the best estimate of H, ther the density g% at a

height of Ip + AH* isg
- w_‘]
o F"p &xp H
From this King-Hele shows that one can calculate the following:

—~—— % AH¥
AP 2% .ti - H_ (,
P,z 36,88V Ta, R | HE 26 gae + O °aao'<"
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For X\ = %_ the term in the brackets [ ] shows very little change

when %* varies between 0.6 and 1.5 so we can replace ll by H* to give

¥
o €a X
_oasgAf ; sz, 8 +o{e.,‘ 4 )2
FY", -~ P. B § QQH 83069 J d.?.

Solar radiation pressure 8ffects also directly effect the crbital

period and must be carefully separated from the drag effects. For a

relatively close satellite with moderately eccentric orbit (0.1 < e < 0.2)

the variations in AP caused by solar radiation pressure on the satellite

are of the order of + 1 x 10“7 % when .l% is in cm2/g. For comparison, the

atmosphieric drag at intermediate heights has AP of the order of + 1 x 107 ?-'A;U
where p is the atmcspheric density in g/cm3. Thus for p of the order of

106 g/cm3 the solar radiation pressure effects may equal that of atmospheric

drag. At times of sunspot maximum this wil) occur at about 900 kilometers;

at low solar activity, when the atmosphere is appreciably contracted, it

will occur as low as 500 kilometers aboye the earth, To compute the drag

to + 10X or better, one must account for solar radiation pressure effects

whenever the perigee height is greater than 400 kilometers.
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_ “m“E 3.2 . TABLE 3.3
Values cf air density and H given by the curves of Fig. 3.1 Key to wumber and letters in Frg. 3.2
Height Density H
t) . .
{km) (glem’) Gkm) E‘: “; 2 Authors
180 7.0 x 10~ 30 i
190 slx 10" 38 1 Mullard Observatory (1957}
200 3.9 » 16-0 43 2 Royal Aircraft Establishment {1957)
210 3.2 x'10-1 ¢ $  SternE and ScuiLLng (1957)
220 2.5 x 10-1 44 4  ilarris and JasTrow (1858a]
230 2.0 x i0-¥ 42 5  Groves(1958a)
240 1.5 x 10~ 41 6  Sternz (1958c]
250 1.2 x 10- 49 7 Siry {1958}
260 9.4 x 10-1 41 8  STERNZ [1938b)
270 7.2 X 10-4 42 9  Harnis and Jastrow [1958b)
280 5.7 x 10-1 “ 10  Sepov [1858]; Lipov (1958]
200 4.6 x 10-1 47 11  ScHILLING and WHITNEY (1050]
300 37 x 101 50 12 JaccHia [1958b]
" 13 Ervasserc {1968)
day day night (::r’;y &:’; (';;,g;:_ 14 ScHILLING and SterNE [1959)
(early 1959) (mid 1960) (1959-1960) 1959) 1960) 1960) 15  Kuassovsxy {1859); MichNEvicH {1058]
18 Kurr (1956)
300 3.7 x 101 3.7 x 107 3.7 x 1071 50 50 50 oot Tmm T
350 1.7 x 1C-1¢ 1.6 x 10-1¢ 1.4 x 10-1 73 [ 54
400 9.2 x 1071 8.0 x 10-¥ 5.5 x 101 84 73 Letter
430 5.0 x 10°% 4.0 x 107 21 x 10-W 93 71 in Fig, 3.2 Authors
800 3.1 x 10~ 2.1 x 10 8.1 x 10~ 101 8l
550 1.9 x [o-u 1.1 x 10-* 3.1 x 10-1¢ 109 86 A Kinc-HEeLe {1959c]
800 1.2 x 10-% &7 x 10-¢  12x 10 118 94 B Minzxer and Rircey (1956)
850 5.1 x 101 4.0 x 10-%¢ 4.7 x 10~V 129 196 C  Karrwanw [1958)
700 8.6 x 101 2.6 < 10-1 1.8 x 10-¥7 143 123 54 D  Groves {1959a)
o E  ScHiLLinG and Steane {1959)
Sea.level density taken as 0.001 226 gfcm?. F

Harnts and Jastrow [1059)

FIGURE 28-9
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29. VON ZEIPEL'S METHOD IN PERTURBATION THEORY

The von Zeipel method consists of making successive mathematical
transformations of variables of a canonical system in a methodical
way so that the final solution is obtained in a certain desired form.
In particular one wishes to separate secular terms from very long
period terms in the answer. These latter periodic effects of say 100
year periods would be difficult tc separate from the secular effect
by observational means.

In the analytical investigations of the oblateness effiect, certain
elements such as w, @, and x oxperienced secular variations plus
pericdic fluctuaticns about these secular variations. Other elements
had only periodic vairietions. Furthermore, there was a distinction
anong the periodic variations as to rapid or short period variations
and slow or long period variations. To visualize these effects, con-
sider Figure 29-1, Besides the secular term, there is a long-period
varistion caused by the continuous variation of w, since the elements
vary as trigonometric functions of w and these can have very long
periods for certain inclination angles. In addition there are short
period variations on top of the long period ones which are caused by
trigonometric functions which are linear combinations of M or f and w,
These fast variations are caused by veriations in the true anomaly
which are much more rapid than the slow secular variations in w.

We thus have the solution in the form of

Q= q )+ q (t—to) + K, cos2u + K, sin (2f+2w) + +...  (29-1)
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The first term is the adopted epocu mean value, the second term is
the pecular variation, the third term is the long period variation and
the rest are presumably short period variations. In the von Zeipel
method we are able to separate the secular terms from the periodic
variations and then separate the long and short period terms.,

Let's assume we have a system with two degrees of freedom which

is represented by only two canonical equations

ar _ o a_
& - 3p 2 end at - "~ 3% (29-2)

vhere H = H (L,2) is the system Hamiltonian.

We can express this as
B(L,2) = H (L) + [H(L,2) - 8 (L)]. (29-3)

The HO(L) represents some unperturbed portion with the important
feature that it contain only one of the canonical veriables.

The first step in the von Zeipel method as modified by Brouwer,
is to transform the Hamiltonian H into a new Hamiltonian H¥* so that
one or more of the state variables present in H are eliminated from H¥,
In the case of several canonical variables the operation may progress
in stages by transforming H* into H¥*, etc., until all momenta state
variables are present in the final result only in the form of constants.

For example, H(L, %) would be transformed into H* (L', -), where
the dash indicates the sbgence of L'. We are transforaming from the old

canonical system with coordinates (L, £), to a new canonical system with
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coordinates (L', 2£') in such = way that the new Hamiltonian H* is a
function of L' alone., Then because the transformation is a canonical

one, the new Hamilton-Jacobi canonical equations are

ar! aH*(L! -
rri as(z' =La o (29-k)
and therefore
/ *
%{— = g—i-r = £{L!) = constant. (29-5)

From this we see that L' is a constant and 2' is of the form
' =k (t-to). However we can't always find a generating function
to do this so we proceed as follows:

Assume that H = Ho + (H—Ho) may be expanded in an infinite series
in powers of some small parameter €. Each term of such & convergent

expansion will have a coefficient involving some power of ¢,

H= HO + Hl

+H, ¢ Hy o+ L (29-6)
where Hn i3 of order e, i.e., the subscript refers to the power of ¢
involved in the coefficient. For example H2 = azﬁ is designated as
being of second order in e. Note that (H-Ho) is of order e because
Ho and H are presumed to be close, i.e., with € of each other.

To transform H into H* we use a generating function S and likewise

assume S (L', 2) is developable in a Taylor's series in the neighborhocd

of e = O,

310




TP TSTTCLT O Ty o

Caras .y

Ty

™

S =8(L'. &) = s0 + sl + 32 + s3 + e (29-7)

where again the subscript refers to the power of ¢ involved in the
coefficient of each term. Sn for n > 0 contains only periodic terms
and each is of order ¢,

In order to have a canonical transformation, the o¢ld variebles

\a, L) must be related to the new variables (L', 2') by the relations

[s=s (L', 2)].

= 35
1= 85
2= o (29-9)

Since we want & = %' when € = 0, we arbitrarily define So =L'Q

and have

1]
L'e +8) +5, + S5+ .. (29-10)

wm
n

BSl 382 353

32 T tag e (29-11)

98 aS 95

1 2 3
' = L -
Vel tanr T (9-12)

Thus the new and old corresponding variables differ by a quantity

at least of the first order.

3, 8
| S ———— =
L-1 YR YRAITEE o(e)
(29-13)
3as as
1 2
L' - % = T REC Y eeer T o(e).
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We require that Sn (L', 2) depend only on £ through trigonometric

functions for any n > o. This avoids secular perturbations in the

momenta L, e.g.,

. a(s-so)
f L -3L'= —5i (29-1L)

are then periodic functions of £, Thuvs our solution will be of the

form

t
i}

L' + trigonometric terms periodic in ¢

i (29-15)

N (t-tc) + trigcnometric terms periodic in %

>
]

The transformation from (L, &) into (L', 2') is a cenonical one and
since S does not contain time explicitly, (%% = 0), the new Hamiltonian

will not be changed in form, i.e.,
H(L,2) = HO(L) - [H(L,2) - HO(L)] = H*(L',-). (29-16)

We again assume that the new Hamiltonian H* can be developed in a
Taylor's series in the neighborhood of ¢ = 0. Since the terms ir the

bracket of equation (29-16) are of order € we can also write this as

H(L,2) = HO(L) + Hl(L,z) = H;(L') + H{(L') + H;(L') + veee (29-17)

Upon substitution of L from equation (29-11) we can write the left
side of equation (29-17) as

. BSl 382 381 382 \
—— o — ' —_— £ -
HO(L t s tTt ....)+H1(L vl vk SRR 2), (29-18)
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Our next step is to expand each of these in a Taylor's series about

the point (L', %) which is within ¢ of the point (L, £).

Recall for u=x + h, v = y + k we have

£(xeh, y+k) = £lu,v) = £(x,y) + n 2E8a) i)y

su v

u=x
v=y

=X
]f:y

2 2 2 Y,
+%—!-l:h2——-—z-—-afg“")| + ony 2£W.v)) +k2-7L—a§fr“V’| O

Juov
u=x u=x
=y v=y

To simplify the notation we can write this as

af(xay) K Bf(x,v)]

f(u,v) = £(x,y) + [h - -

1,2 3%0(x,y) 028 (x,y) | .2 32£(x,y)
+ 57 [0 =7 + 2hk St 4 k2 S L

For the Ho term we have

it
o
0
o
=
"
[y
+
+
+
1
[

¥

<
1]
o
=
]
o
<
L]
©
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Carrying out the expansion of each term in (29-18) gives the

following
a 9 1 g S 2‘ t

H (L',-) + (Efl-+ f—g-+ ) ‘HO(L ) s L ! + i + 2 3—39£3—1~1

o ? oL 92 v L 2 (a1 a8 *h oL~

38, 38, Hl(L',j)
1 —— ———————e B ——— -
+ ..+ Hl(L L)+ (az et e 5T + (29-23)
2 1

L1, % R PRELY

2 \3 L “) 3L te

We then substitute this into equation (29-17) %to obtain

9 3 1Y 35 3 L' 3s 324 :
H(L')+_S_l HO(L)+H(L'9‘)+———2——H—O-(—2-+l( 1.2 O(L)
o aL oL 1 ? 9% L 2 UL AL

3s aﬂl(L',z)

21
+ (=) 5T

3y = w11
T + ... 0(e3) HO(L } + H

*#(1,1 *¥(T11 3y
l(L ) + H2(L ) + ... 0(e

By ccllecting terms of corresponding order of € on both sides of

equation (29-24) we obtaiu the following sets of equations:

HO(L') = H;(L') (29-25)

38, aHo(L')
(51_) g+ Hy(L,0) = B(n) (29-26)

2 52
35, aHO(L') 1 (881) 3 HO(L') (333) anl(L',z)
+§' +

3T = HE(L') (29-27)

B R 3% aL? 2%
ete.

This expansion may be continued indefinitely. The expression for
the general differential equations of this von Zeipel's method i: given
to any order by a general term developed by Giacaglia in NASA report
N6L-280T79 (TMX-55058) entitled, "Notes on von Zeipels method," June
1964, In the meantime the student should carry out the details to ottain

the next two higher order equsations,

31k
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The object now is to solve these resulting partial differential
equations (which for our two variable examples is actually a set of
ord.nary differential equations) for Sl’ 82, etc., depending on the

order of accuracy desired. When this is done the solution follows

from
3S 3S
1 2
- ] —— —
L=L"+ 3T + 32 b U
(29-28)
asl S
L —_— e
L Lt Tt arT

Note thatv the equations in Sl’ 52’ ete., are first order linear
equations. 8, is determined from (29-26) and then substituted into
(29-27) which is then first order and linear in S, Similarly the
next set of equations (not shown here) can be solved using the determined
values of S, and S,. If we separate H, (L', 2) into a secular term and
sum of periodic terms we can alweys solve the resultant partial
differential equation by the method of characteristics. Further one
can prove that the resultant series expansion for the variables, equation
(29-28) converges. See, "A Proof of the Convergence of the Poincare' -
von Zeipel Procedure in Celestial Mechanics” by Richard Barrar (January
1965), System Development Corporation Report SP-1926, AD-61069k,

It might be well to again call attention to the notation used in
aHl(L',z)
the series terms, Terms like S ere actually shorthand notation

aHl(L,z)
oL

takes the partial with respect to L and then eveluates at the limit
381 882
as h+0, i.e. L =L' + hwith h = 32 tT3g toee

for evaluated at (L = L', £ = 2). Thus given Hy (L, 2) one

315




™

a4, (L', §) O, (I.'+h, 1)

— = lim, ——— , (29~29)
L 10 L

See the discussion of equation (29-20).

In celestial mechanics one usually starts with Delaunays canonical

variables, Given the Hamiltonian Ho = %ET we transform

H(L,G,H,%,g,h) » H¥{(L',G' ,H',-,g,-) (29-30)

using S=85_+ S, + S, + ...

0 1 2

then transform

H*(L' aG' aH' "‘ag”') - H**(L":G"aH"9"")") (29‘31)

* =g * * *
using S SO + Sl +S.*+ ...

2
Note the double use cf the symbol H. For this reason celestial
nechanics call the Hamiltconian -F and reserve H for Delsuneys' variable.

The short reriodic part oi the solution involving £ and h (equal
respectively to n (t-ro) and Q) is obtained by solving the series of
partial differential egquations for S, The long periodic terms involving

g (g = w) come from S*, The secular terms or "mean variables" are

obtained from the resulting Hamilton-Jacobi equaticn.

e" o dmM L _ 9H**

a - Tarm T ¢~ 4"

dg" QH** dg" _ aH**

Tt a0 (29-32)
LA . LA | G L

dt H" 3 dt ~ en" T 77
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The details for the oblate earth are carried out by Brouver in

his article in Astronomical Journal, Vol 64, pages 378-397 (1959).
They are also developed in the book, "Mecthods of Celestial Mechanics"
by D. Brouwer and G. Clemence, Academic Press, 1961. The original
vork of von 7Ziepel was for minor planet theory and is found in Arkiv.

Mat. Astron., Physik, Vol 11, No. 1, 1916,

In order to illustrate the procedure let us follow Hutcheson ["A
Basic Approach to the Use of Canonicel Variables," Rand Memc RM~LO,4-FR,
Mey 196k, AD-600413] and consider a nonlirear spring given by
; + k2x + ex3 = 0, For € = 0 this becomes ; + k2x = 0 which represents

a unit mass on the end of a spring with spring constant k2, We solved

this kind of problem in Section 13. Consider tle problem again.,

=132 _ K2 o Ll ¥
T = 5 X Vo =5 X L0 5 X° - 5 X
oL .
y==x (29-33)
ax
cve 22 Lo Lo Lo
Hy = wx - x% # k5% = oy + 5k
and hence
9H 9H
-q-x-:--—?-:-y g-'x—--—-o—=..k2x
at 9y dt ax
so that
x &y _ _.» d%x a2 _
atZ " ag - Kx o T HkxX=0 (29-34)
317




which is where we started. The solution is

x=c sin kt + ¢, ces kt, (29-35)}

Now let's change to a new coordinate system, a canonicel system.
We change from (x,y) to (L,2) where L and % are action and =zngle

variables respectively. To do this we use the generating function

S = s(x,¢) = -% k x% tan ¢ (29~36)

This is similer to the problem considered in sections 12 and 13.

=_88_ 1, 2_1 . g2-2L 2 -
L= - 1" 5 k % ToeZp OF X% = cos L (29-37)
X = %E‘cos F) (29-~38)

and similarly

y = B -kx tan & = Sin ! ﬁ’_ cos {} = -V2kL sin &. (29-39)

ex cos %

The traasformaticn is therefore canonical with

y = - Y2kT, sin &

F
1]
?th
[l
o
(93
n
P

K=H +35=4 (29-40)
a W
< oL L
But,
—-}_ 2 }- Zl—l 1 s 2 .k_.z.. 2_.1‘...‘ 2 - i Qo \
B, =5y + 3Xx%=3 {2xL sin® L] + 5 [ cos 2] = kL (29-b1)
H = ki
o
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so that

aH
daL = o _ . .
Fraialidicy sl 0 I» = constant,
(29-k2)
d aHo
T3k £ = kt + constent = k(t-to)_
For convenience we select to = 0, then since
x2 = %E cos? ¢ we have x2(0) = §L~ or (29-43)
2
L= Eégigl = value of the constant.
1" "
To summarize we have for x & k*x = 0
k]
HO(L,l) = KkL; L= g-kxz(O) - constant;
(29-L14)
.‘.i.L.-_- ..a_Hfl—o. %-aﬁc’:k. g = kt
dt ~ T 3% T  at - sl ’ )

Let's stop a minute and reflect upon this development. How did
we pick the particular S function (equation 29-3A) tc make the cancuical

transformation? Well we assume the complete solution to the zero order
n
or linear problem is known, e.g., with ¢ = 0, x + k2x = O has the

solution

X = cl cos kt + 02 sin kt
(29-45)

y = kc2 cos kt - kcl sin kt.
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We could then form L and £ from a knowledge of the solution since
we want £ of the form kt and L = constant. For our particular case we

have chosen £ = k (t-to) apd picked to = 0, This corresponds to the

solution,

¢, cos kt
1l

b3
[}

(29-146)

y --kcl sin kt,

First recognizing that 2 = kt we can write these as

X - c1 cos ¢

y = -kcl sin ¢

then we eliminate ey by

and hence

X

y=-k (cos 2

) ein & = -kx tan ¢,
To be canonical we must have

= §§-= -kx tan 2
ax

which can be integrated to give

= _ k.2
S = 5 X ten L.
We could also determine S by noting that this particular S generates

the action-angle variables and can therefore be computed from
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G

§ = f ydx = the action.

See for example Section 62, Chapter 11, page 188, of the second
edition of "Classical Mechanies" by Corbin and Stehle.

For our case

cp=t2 . 1202
H=E 5 Y + 5 k<°x

and hence
y = Y2E ~ kZx?2
so that
s = [ /2E < k%x? ax (29-k7)

where we need to express E in terms of x and & {=kt).

To do this note that

_]; 2 k2 Z—BZXZ 2
Sy2+ xf =3 (1 + E%;gﬂ

E = 5
k2c2 sin2kt
_ k2x? 1 _ k2%x? 2 _ k2x2? 2
E = =3 [1+ kici cosQk,c] =3 (1 + tan'kt] = 5 — sec® kt.
Substituting for E in (29-47) gives
S = [ kx Vsec%kt-1 ax = +Xk f x tan kt dx
(29-49)

S'—'-g-xztankt

and then we must recognize that kt is in the form of the angle variable

£, i.e., & = ki and hence

S =- % 2 tan ¢ = S(x,2) (29-50)
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Since 2 = kt, the S function is periodic in time with period %1,
i.e., it has the same fundamental frequency as the x variable, This
is one of our requirements,

In addition to this approach we could also find L and 2 by first

finding an S from the Hamilton-Jacobi partial differential eguation

(H + %% = 0) for the linear system as in Section 13. We thereby
obtain canonical constants ai and 81' If we then transform (ai, Bi)
to Delauney veriables, we would have the desired action-angle variables.
See Section 17. Perhaps the easiest approach is to find the action-
angle variables directly. See Corbin and Stehle referenced above,

Now let us return to the problem, We have & nonlinear spring
given by

X+ K% + ex3=0. (29-51)

1"
For ¢ = O this reduces to x + k%x = 0 for which we have

1 N
y? + 5 K2, (25-52)

This may be transformed into action-angle variables by using

IZL‘
X = ” cos &

y = - /2kT, sin

(29-53)

to give

HO(L,z) = KL L (29-54)
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For the nonlinear system we can easily show that

y

H(x,y) = %yz + -;—kzx2 + 5 (29-55)

Using the canonical transformetior equations, (29-53), this becomes

2

H(L,2) = kL + %’— cos® 2. (29-56)

We now wish to transform H (L,2) into H¥(L',-) where the dash
indicates the absence of &',

When we have done this, we will have

dL' _ 8H*(L',-) _ .. 48" _ 3HM(L',-) _
g =0 o= T3 = constant. (29-57)

2

From this we see that the time varistion in 2' is sccular and L'
will be a constant of the motion. To make the transformation we use

the genereting function

=38 v e 38 = s(L'
L=< v o= o s = s(L',2)

and expand S as S = L'% + Sl + 82 + oee

First we can write

= -H( =
H(L,%) HO(L) + [#(L,2) HO.L)] HO(L) + Hl(L,l)
H(L,2) = KL + S22 cos & = H (L) + H.(L,2)
’ k ° Yo 1M
Hence
< eL? 4
H (L,2) = H(L,2) - 8 (L} = $7- cos® ¢ (29-58)
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We then proceed to solve equations (29-25) to (29-27). First

consider (29-25)

vY = HE(T,! -
H (L) = HA(L'). (29-59)
Recall
1 (L) = kL
and hence
H (L') = kL' = H*(L'). (29-60)
o o
The next equation in the von Zeipel set is equation (29-26). Here
aHo(L')
- o -
we need H, (L',2) and 5T .

Since HO(L) = kL then

aHo(L)
— = k (29-61)

and therefore

QHO(L')

In addition

2
H (L,2) = %z‘— cos* 2 (25-63)
and hence
2
Hl(L',l) = 5%’7'—)— cos" 1 (29-6L4)
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The von Zeipel equaetion (29-26) can then be written

38, auo(L')
Yo [ = H¥(T,?
(32 ) ( T Hl(L ,2) Hl(L )
(29-65)
3s
1 e(L')? b oo o ug(T
5T (k) + —z—cos* & = Hl(L Y.

Now recall that Hl*(L') is e constant since our final result will
have

aL' _  JHA(L') _

a " an 0 (29-66)

and therefore L' = constant shd hence Hl*(L') = constant, We can use
this information to separate and solve equation (29-65).
NEXRYA
The Hl(L',l) = EiizL— cos™ 2 can be expressed as the sum of two

terms, one a constant or non-periodic term in £ and the other part

periodic in 2. For this example we can do this easily since

cos* ¢ = %-+ %-cos 2% + %-cos Lo (29-57)

Thus we write

Hl(L',z) = Hgo+H, (29-68)
3e(L')? L')? 1 .
fig = —§£7-- e = Eéizl" (cos 22 + i cos 4e) (29-49)
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If we had a more complicated expression for H.(L',%2), the secular
& l 9

art could be determined b
p

2n
_ C(L')Z 4 - BC(L')Z
HlS—W fo Cosldﬂ,——-g-ﬁ'z——
(26~70)
= -~ H
HJ.P Hl LlS'

Now returning to equation (29-65) (which ceme from equation (29-2€))
we can always write this in the form,

a}{o(L')

{ e _a._si s =
A (29-71)

and this separates into two equations. This will always occur.

_ _ 3¢{L')?
Ho = H;(L') = S5 (29-72)
3H_(L') 35, 38,
S A T T (29-13)

Equation (29-72) gives the first order term in the new Hamiltonian.
Using equation {29-69) appropriately for the left hand side of (29-73),

equation (29-T3) may be written

95

1 e(L')? 1
T T " oK (cos 22 + j; cos Ly (29-7h)
which integratec to give
1)2
S, = - Eéﬁgl— [sin 22 + %-sin 42] + constant (29-75)

Again the constant of integration is of no concern as we deal only

with the derivatives of Sl'
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From (29-75) we can now begin to construct part of the solution
which is periodic in £ for the first order, i.e., to first order in

€ we can now write

(s +5.) )
288 _ o1 _ ., e(L')? 1
L= Y) 3L = L' - —"'3——,31{ {cos 28 + i cos 4g) (29-76)
3(s +8.)
39S o 1 el! 1 .
t = = - - Lo + . 50
L 35" oL' 2 K3 (sin 22 + g sin Lg) . (29-77)

If first order accuracy is sufficient in calculating the periodic

terms, there is no need to determine S At this point the new

o

Hamiltonian H¥ is given by (see equations 29-60 and 29-72).

H¥(L')

H* + H* + , .,
e} 1

(29-78)
H*(L')

kL' +

3e(L')?
—7_*-.'.

8k

and since H*¥(L',-) is independent of & we have

oH¥*
=-3¢2 -0

a.’p;
ot

from which we gee that L' is a constant. For &' we can write

* *
av' _omr M5 O
at =~ 9L' ~ & N

+ LI AN

(29-79)
ag' _ 3el!
v k + Tz + e

which integrates to

(V8]

L' = (k + -i%l) (t—to). (29-80)

=
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Recall (29-53),

YA
X = 54 cos 1 y = -V2kL sin %. (29-81)

Using (29-76) for L we heve

[L' - E(L (cos 2% + 1 cos hl)]‘ cos &
E

(29-82)
1)2 —\
y = -A/(k (L' - Eiﬁgl— (cos 22 + %—cos he)] sin 2
2k
Solving equation (29-77) gives
]
L= 2+ %%3 (sin 2% + %-sin he) (29-83)
and since £ is within ¢ of %' we could approximate this with
Log el! cotr o L oos . .
RS (sin 22' + & sin bet) (29-84)
and from (29-80)
_ 3el! P
o= (k4 ) (et ) (29-85)
L' = constant .

This gives a solution to first order.
The higher order terms are easily found. For exsmple HE*(L’,—)

may be obtained from eguation (29-27), the next von Zeipel equation.

35, M (') 3S.\& 328 (L')  9S. oH,(L',%)

_2 .1 1 0 1 1 P wlt

oL aL *2 (az ) s+ ) T = d,*(L'). (29-27)
aZHo(L') 38,

From (29-54) we have HO(L) = kL and hence —3;7— = 0. 37~ is

given by equation (29-7T4) as
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(cos 2% + %-cos Lg),
From equation (29-64) we have

t
o, (L") _ 2eL

oL k<

cos" 2
These reduce equation (29-27) to the form

as )2 1
52 () + 1= SL (cos 20 + § cos a)] 28R costs] = H* (') (29-86)

Since He*(L') is & constant and S, is strictly periodic in %, we

2

must have

1.1
8H.\L ,2) 38,

(L) = -
H, (L') = seculer part of 5T ) (29-8T)
which is to say we must determine the non-periodic part of
5ne2(1,1)3
55—%’--)—- cos & [g— - cos* 2] (29-88)

{Recall cos"* ¢ = §-+ %-cos bog o+ %-cos 2 % and hence

cos 2¢ + % cos 48 = 2 (cos™s - %)}

Considering the trigonometric series for cos" % and cos® 2 we can

write
3 v, 9
secular part of F cos L = 4y
secular part of (-cos® &) = - (%n-+ %-+ I%g) = - %%.
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end hence from (29-57) we have

17 e2(rL')3
* ') = o -
B (L) T . (29-89)
Thus H* is now given to second order in € as
3e(L')2 17 e2(1')3
* = - -
H kL' + v aaidls R sl (29--90)

The seculer part of the solution equation (29-79) may now be

extended to

ae' _ am* . 3el' 51 g2(L')2

t A Rt U6 xS (29-91)

aL! _ _ 9% ‘,

i - "3~ 9 (29-92}
From these we now have L' = constant and

_ 3eL' 51 e2(L')? \

2t = [k + 'rk'z'— - -é'L- T] (t-—to) . (29-93;

From (29-76)
2

L=1L'- Eéiél— [cos i + %-cos bel | (29-94)
From (29-83)

L= 9+ g&% (sin 22 + %-sin Le) (29-95)

Since % and &' are within € of each other (equation 29-13), we

can spproximate £ by 2' in the trigonometric terms to give

L=1' - 250 (cos 20" + %-cos Let) (29-96)
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£ =2 + g%; (sin 22' + %-sin hot), (29-97)

Then using the transformations (29-81) we have

22 enn)? C, L vy
X 7~/; L' - e (cos 22" + i cos bat)  cos 2

?
2= Q'+ %%3 (sin 22" + %-sin hgt)

LTt 2(11)2
e = [k+%—f§‘---§%5—%—y)—] (t-t.) ,

"
This is the solutior., to first order, of the equation x + k2x +

ex3 = 0, 1In theory the solution may be zxtended indefinitely by
collecting higher order %erms in the Taylor's series expansion of

H and solving the result:ng linear partial differential equations for
82, S3, etc, The details are carried cut in the referenced RAND report
by Hutcheson.

The techniques for solving first order linear partial differential
equations are those of Lagrauges method and the method of characteristics.
See for example, "Partial Differential Equations" by F. H. Miller, Wiley
1941 or "Elements of Partial Differential Equations" by I. N. Sneddon,
McGraw-Hill, 1957, page bl, et. seq.

To clearly understand the technique the student should solve the

equation

m
X+ k2x + exd =0
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for x = x(t) to order e in the pericdic terms ~nd through e* in the

secular part. Ve will compare this result with numerical integration.

3
(Hint: show that H(L,2) = kL + -2-[2—1‘5— cos®4e])

Recall we replaced % by &% in the trigonometric functions in
equations (29-9%) and (29-95). 1If we desire to be more precise we
can invert the series expansion, such as (2¢-95), in order to solve

for £ as a series expansion in 2'. Given

t
2 = gt +-Z—1%3(sin 22+%~sin he)

we can find £ = £(2',¢,L'), This is done by using Lagrange's formula.
See Brown and Shook, "Planetary Theory", Dover, page 37, et. seq.
In general if we are given
v = x + ed(y)

where z is a small parameter and ¢ and its derivatives are continuous
functions of y, and we want the expansion of some other function of y
such as F = F(y) in pswers of ¢ vith coefficients which are functions
of x alone, we may use Legrange's theorem. This theorem states that

the answer to our problem is given by the series,
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2
de € a (¢ de €3 & f¢ dF
T2

Fly) = Fx + e(¢x EE- 21 dx 31 dx )t

x ax

vhere F_ = Fix), ¢x = ¢(x), i.e., replace y by x. In particular when
F(y) = y we have

e a8

= E_é_ 2y €24 4y3
y=x +€¢x T (¢x) 3 dx2 ‘$x) T

This theorem may be extended to ssveral variables. We can then

invert sny ceries expansion into some other series. This is a very

handy end oft used lool in Celestisl Mechanics. See Brown and Shook5

7
° . .
or Smart for further deteils.

As an example of the procedure consider Kerler's equation
E~esinE=M

This may be written as
E=M+e sin E = M + e$(E)

which is in the required form with y = E and x = M. Applying

Lagrange's formula gives the following:

2 2 .2
- efd 2y, 4
E=M+ e¢M + 5T T [¢M] n dM2 [¢MJ + i
¢M = ginE with E + M, i.e.,
¢M = ginM

Hence

333




T INYTnT

t s

E=M+¢sinM+ gT [2 sinM cosM] + %T [3 sinQM cosM] + ...
92 e 2
P=M+esin M+ §T~sin2M = [3°sin3M - 3sinM) + ...

312
which corresponds to equation (4-15) on page 33 and reduces to

3
E=M+ (e --g—+ ...)sin M

2 3 3
+ (—= + ...) sin2M + (—%— ee.)sin3M + ... ete.

2

The von Zeipel method is closely related to that dsveloped oy
Lindstedt and by Delaunay exceri that these methods do nct make use
of & generating functicn. See Chapter IX of An Introductory Treatise
on the Lunar Theory by E. W. Bruwn., The use of a generating function
greatly simplifies the procedure.

Giacaglial points cut that the concept of adiabatic invariants in
Quentum Mechanics is quite analogous tc the concept of "mean variables®
in von Zeipel's method, or to a certain extent to what Whittaker calls
Adelphic Integrals.

Morrison in AIAA Preprint No. 65-687 (September 1965) has compared
the generalized method of averages with that of von Zeipel. He shows
the two methods lead to the same results; however, the von Zeipel
method is most convenient when the canonical variables are used.

The generalized method of averages is a generslization of the
method of Section 23 to include higher order terms. A very good

discussion of the method of averages, how it gives rise %o an apparent
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secular term and how that can be eliminated, can b+ found in Chapter
one of the book by Chihiro Hayaski8 entitled, "Nonlinear Oscillations

in Physical Systems." His section 1.2 starting on page 13 develops

E . .
: the same Duffing’s equation as we have covered here.
The method of averages assumes a solution x(T) in & power series

with respect to some smull parameter € with coefficients in the series

s Sy

being periodic functicns of T = wt. Thus

x(t) = xo(‘r) + e:,l('r) + €2 xa('r) + oeee (29-98)

Elac o air e ol G

the xi('ﬂ being functions of T of period 2n. In order to eliminate

secular terms we also develop a second unknown quantity @ with respect

i, o P ol o)

to €, e.g8.,
i W=, +ED FES W + ... (29~99)
1 0 1 2
s
¢ We then substitute (29-98) and (29-99) into the differential

equation and equate the coefficients of like powers of €. This gives

E a sequence of differential equations in xi(T) which also involve the w,
quantities. Since only periodic solutions are under consideration

(a conservative system) we choose the T = 0 point arbitrarily to give

initiel conditions of x(T) = 0 at T = 0. TFor example consider

Ao

Chenge the independent variable t to T = wt.

2 .
w? 4 ; rx+ec = xtxt =0 (29-100)
. ar
3
;
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Substituting (29-98) end (29-99) into (29-100) and equating
the coefficients of like powers of € leads to the following sequences

of linear equations:

0 2" _
€3 Wy %y + X = 0 (29-101)
sl° w ; +X 0= 20 6 X.-X (29-102)
: 071 1 0170 C
5 o~ o s “ 2
€ Wy X, + X, = -(2w0w2 + wl)xo - 2w0wl X, - 3xoxl (29~103)

The initial conditions are assumed to be

ax(0) _

x(0) = AyT% ) Tar

and since x(t + 27) = x(1) we have the following conditions.

xi(T + 2n) = xi(T) (29-104)
\ L op .
(29-105)
xi(O) =0 i=0,1, 2,...

Solving (29-101) with the use of these conditions gives

: A cos T (29-106)

el
m

w, =1 (29-107)
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Then using (25-106) and (29-107), equation (29-102) becomes

X v x = (2wl - %Ae) Acos T - %—A3 cos 3T. (29-108)

If the coefficient of cos T were not zero, the solution of (29-108)
wouid contain & terr of the form, Tsin T, i.e., a secular term. The
peri «d.city condition for xl(T) therefore requires that the coefficient
of cos T be zero, i.e.,

o= 2 p2
°‘1”3A'

Hence using (29-105) the solution of (29-108) becomes

1

1 3 .
X =5 A”(- cos T + cos3t).

By proceeding analogously, we obtain

_21.,b
Wy = 55g A
_ 23 .5 3 .5 _1 5
x2 = Joo% A7 cos T - EEE-A cos3T + 1_§E'A cosS5T .

The solution up to terms of second order in € becomes

x(t) = (A - %Ee A3 + i%gﬂ-eeAsl coswt
Wl ,3_ 3 25 125 .
+ (32 €A 158 €°A7) cos 3wt + Too% £“A” cos5a*t + ...

and

e 3 2 21 2 I
& —l+8—EA -25—6'81\. + ..

as before}the freguency ®w depends on the amplitude A.
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30. SvECIAL PERTURBATIONS

Given the equations or mo%ion in the form

dx, kMx, .9 (30-1)

We could apply standard numerical integration techniques and obtain
numerical solutions for Xge This method is called Cowell's method in
Celestial Mechanics., It i3 simple to apply, but has important deficiencies,
For one, the elements Xy and il 40 not give a very vivid descrintion of
the motion., Certainly nothing like listing hew the elements of an ellipse
ere slowly varying. The second problem is that these Xy variables undergo
large excursions requiring small integratioa intervals. This means mora
integration steps are required for a given time of !ntegration. This
greatly increases the round off error. So although Cowell's method is
simple to set up, it can be dangercus to use.

Since the orbital elements (ellipticsl elements) change only slowly,
we can numerically integrate the equations of motion givan by cauation
(18-16) on page 176. Here we will be able to take large integration
intervals. This scheme is referred to as the variation of paramster

technique, It is particularly useful for small but continuously changing

perturbations such as the use of micro-thrust rockets, etc.
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A third method in the area of special perturbations is Encke's
nethod. Lets illustrate the principle by a simple example.

Consider the case of a circular orbit with the velocity perpen-
dicular to the radius vactor. Assume the perturbing force is that
due to drag which acts opposite to the velocity. We then write the

radial and tangential components of force as

k2M

r - g6l - - (30-2)

o [X) - D .

ve + 26 = - 2 (%0-3)

C,A C. A\ .,

D = Drag Force = %‘-p —g—- Vv = %—p (—3-) (ref‘ (30-4)
Now let

r=r,+ Ar (30-5)

0= 0, + A8 (30-6)

[4 )]
¥ N
€2
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such that Ty and eo are defined as solutions te

o 2
r - ”oé _ &“_5 (30-T)
ro

rf +208 =0 (30-8)
¢ O 00

Thuy Ty eo are known funchtions of time. They ere the soluticen

to the unperturbed two body problem. Now subctituting (30-5) and (30-6)

into (30-2) gives

(1] ) ° . 2 2
Tyt Ar - (r° + Ar) (eo + Ae)2 s~ kM i k M »
(r, + br) r2(1¢5?->
° r,

14;—-
o

1
We can expand in a series expansion and if we neglect teras
} Ar)a
of order Ar compared ic . A8 compared to 60, then terms like (Aé)z,

8r 46, are very small indeed. If we neglect these second order terms

we have
2 2 {30-10)
e had [ . . . 2 k M Ay
Tyt Ar roeo - 2r°e°Ae - eoAr = - 5 5 1-2 ;; + e,
]
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Making use of equation (30-T) this reduces te

. 2
s o kM 2
br - 2r 6 88 -Ar [——3;— + eo] =0 (30-11)

likewige (30-3) reduces to

. 26 C.A

o ,* D ]

80+ 2 af = - 2o = - Sobir, ("Q') (30-22)
° o ¢

Equations (30-7) and (30-8) give r, and 6 as a function of time and
hence (30-11) and (30-12) are linear equations with time varying coefficients.
W2 are solving for Ar s.d A8 which will be small and whose variations are
presumably slow. Thus large integration intervals may be used., But
there is another aévantage. The total variable such as r, is compesed
of v = Ty + Ar. The digital computar has a finite number of digits in

its register, i.e., the read-out has a certein number of significant

figures.

[L[2(3]L]5]eT718|

0f the total r, the Ar represents only a small portion. Thus

Ar which is added to ro to give r is done as below:




T

T TR

TR T T T R T

T TR AT

TR R TR T

r, + (112[3]4]5]6l7]8|
24
1 4
gy
ety
Ar -+ [1]2]3]a]5]6]7]8]|

Any round-off in Ar is lost in the formation of r. Encke's method
thus gives large integration intervals because Ar( Ae)only is being
integrated and it has a bonus by being less affected by round-off errors.

Now let's apply Encke's method to the n-body problem. Consider

the x component only., The y and z components are similarly found.

2
. k f -
X = - M"X'{"kz Z Mi[x'i3x-.xj.3] (30-‘3)
Tio

ry? = (x - x? 4 (5 - y)P + (@ - 2p)?

(30-14)
2
7;'j_§-xi +y12+212 r2 = x2 +y2 4 72
Now let x = x5 + y=yo+tn Z=27Z,+1 with
. kMo, KMy¥o kMoZo
- - y - 30-1§
TR YT TR TS (30-15)
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then

o - = = -k2 _9._..3&_ +k2 Xi"x-Xi
S (ro r3 b nd g
{Jec")
But -~
3 3
5‘:5-1‘-3--—1-3-(,(0 . x) ,.__1_(,‘- (,-..Q..x)
T, T T, r r‘;3 r:3
3
1 ( To ] .
M emmrm— - e—— % 5 30"7’
3 [ 3 \
Recall,

2 mx2 4324 22a(xy + 02 4+ (75 + M2+ (2, + 0)2

22w ¢ 24 2 6 4 2y n 4+ 22,0 + 62 4 42 + g2
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(g + 306 + (v, + 00 + (2, + 30¢

!—g—— =
N 2 1 +2 2
[} To
(30-18)
Let
(x, +ioe+ (v +In+ (2 +1o);
g =22 ° "2 ° "2
so that
3
2_, 1+ 2q Lo, A+ 2q)'3/2 (3{)-”)
roz 3

and the term in equation(36-)))as modified by{30~ﬁ)can be written

3

‘o 221-3/2
L-Se1- a2 (30-20)

Of §, n, ¢ << x,, ¥5, Z, respectively we can neglect their squares

giving
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xE+yn+21¢
qz > g 2 {20-21)

r
0

but with the use of high speed computers such an approximation ie not

usually used. In any eveat, in equation (30-20) we could use the expansion

ro\ ’ -3/2 15 2
l-{7] =fa=1- (1 + 2q) 23g -39 + ... (30-22)

hovever, it is more convenient to intreoduce another variable f defined

by

(30-23)

For smell q, £+3.0 ané f chauges much less rupidly than q meking a
table of f much easier to intarpolate. Returning to equation (30-16; we

can write this as

(30-24)
Ee—= - x-&) +k ]| m -4
r? r3 i1 3 3
o / i Y40
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. kz X+ =~ X X
£ - ;“’[qu—z]w"‘imit*y“%
To i Yy Y10/ -

(30-25)

Similar equations are obtained for n and {. Thus we are integrating
only the perturbations from some nominal elliptical orbit. Six con~
stants of integration are required X5 Yoo Zo’ *o’ §o’ éo at, the epoch
of osculation. This nominal orbit (subscripted zero) must be both
tangent to and have the same velocity as the x, y, 2z orbit at time of
epoch, Such an orbit is called the osculating orbit, When the orbit

is only tangent, it is called an intermedicry orbit.

To speed the computations we let

f?33q--§l;5-q2+l3'—%iq3 (30-26)

with

q= -%[r,(xo +26) + (e + 50 + 82 +§n>}
To

LY

(30-27)

When the q value begias to become too larc- we shift to a new

9

osculating orbit, i.e., a new set of Xor Yor Zg» io’ §o’ Z, nominal

-
B
6"-3
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elliptical orbit. This process is called rectifying the orbit. How do

vwe decide when to rectify? The series

ro)3 3+5 2 . 3+5:7 3 1

1 = — =fq'=3q———-q + Sl q - see = ] - ————e

(r 2! 31 a+ 53)3/2
(30-28)

converges for - % <q < %— and can be represented in general as

Lod (21 + l)!
f*' 2 (_1)1"‘1 qi PR

The allowabic ezror in 5 can be written

. X{ - X X
Exrar (£) = Error —-‘-’-3- (fqx - 2) + % z my ( 1 T - .% ]
Fo 1 L 15

(36-30)
# Error in (—f-q-—)
r.2
o

Therefore

2 7y 2 n+l
T, (ERROR IN &) a4 9
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where a4+ is the coefficient of the first neglected term in the series
expansion for f¢ (see equation 36-31), The limits on g needed for recti-

fication are established as

il . 2 (error in £
lal < V4 |30-21)
2n+1

[2n + 2! .82
'alH”lI = [(n + 1)”2 2n+l (30 3 )

Thus we decide how much error to zllow in E, n and z; and than keep
track of |q|. When |q| exceeds the limit set by(36-3))we stop the inte-
gration and compute x, y, z, X, 7, z and from these values re-establish
a new set of values, a new nominal ellipse, to compute a new set
X5 Yo»r Zo» '}6, %, i{, and then proceed as before. If we have to
rectify very often then Encke's scheme takes a lot of computer time
and introduces round-off error as we are forced to convert 8 significant
figures for the rectified initial conditionms. Thus we throw away
the advantages of Encke's method.

Lunar trajectories which are basically two noninal ellipses are
easily handled by Encke's methud. Microthrust trajectoriesc are con-
tinually changing ones and hence best suited to variation in parameter
techniques as are the study of effects of solar radiation. High

impulse thrust are drastic changes and must use Cowell's method.

248




LA N

T AL AS v a0

Pabel Lo © aate s kot

TR T T

it N Bt s el R it £ Lo oL

RS AN o LAy

Cusar baiadons

e

G R TR s

3!, EXAMPLE OF LINEARIZED ENCKE METHOD

Blitzer and others have used essentially Encke's method to cbtain
first order results. Consider the effect of ellipticity of the earth's
equator on a 24 hour nearly circular satellite. The externzl potential

of the earth can be represented by

Uze S [‘- z \3.\(%:')“ P (cosp) + Z > Jn,m (eﬁ')"?,'m(cosa) cos M- )\n,».\.)

Nl ms

where r is the geccentric distance A is the geographic longitude,
8 is the polar angle, a, the mean radius in the equatorial plane, Pn,m

are related Legendre polynomials. The leading terms are

,H
U,q._r_: zrl (3(.056,,) + ‘}LLJ.! sin'g cosZ( A~ Mez)

xn,m is the longitude of the major axis of the equatorial ellipse,
thus A'An,m is longitude measured from the major axis. 32 and 322
are numerical constarts of the order of 1073 and 10"5 vespectively.
Assume the satellite is moving in the same direction as the earth's
rotation and in o: near the equatorial plane. It is convenlent to study
the motion in a rotating spherical-polar coordinate systzm with its
origin at the earth's center and rotating with tne angular velocity

w of the earth. The kinetic energy can be written as:




Y

= L ptartprarisine (§+w)
T z[Y +r g+ risine () )] )

The equations of motion become

v-rét —‘rsme(}m) 2+ 311__3 (Bt:ose ) - };;fesmgjosjgk Ae)

Hduzd
f{{r! s»f‘e(ﬂ‘*‘*’)] = ""F‘ss sims smZ {A-hez) (31-4)

¥ (y- ) - .‘.'f_(_é‘f&’l Sined = 3-%)—:;-5 sinld 4 /.-_Qz_g_g_g sinze cosZ(A-Az)
(31-5)

We are looking for possible stationary states in this rotating frame

in order to place a 24 hour satellite. From symmetry, the stationary

o=2

positions must be on the equator, thus r = r, = constant, 2

A = Ao = const. For this case equations 31-3) e (34-95) \"“"‘“a (é:i: o)

4
Tt = Ji + '2.’_‘__‘)2_35 3&5“2’;‘;‘-‘- cos2(A; )\zz) (3¢-6)
[

, 204
2
0= flﬁ’é?f. 3'"2(}‘0‘)‘21) (3!-7)
o= O {3:1- 8)
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From (7) we find stationary conditions at Ay = Ayg * U or Xg = A3 4,
Ao ™ Mg '12"', Ao = A2 + 7w and Ay = Ay, + -3-% For each of these four
poirts there is a unique value of r, fixed by{31-6). The four points lie
on the major or minor axis of the ellipse. Now leth investigate motion

about these four points. To do so we use dimensionless variables.

Z-E—- TnlJ,t a-.—-.u_._.

We then obtain in ldeu of (31-3) (31-4) and (31-5)

z -ze’ ('*UZ sin’ @ = "" + 224 (3cose-l) 3:‘)“ sin'e cosZ{A-Mz)
(344)

) J
AT[ (14 %) Z sin e] Sth°8 sm2 { A~ -z (3t-10)

A0 N5 L 3l
“[Z 9_] - --(-‘-2—- SInCG = -zfigs:nZe + 2‘)2“ Sin2s cosZ(A- Xez), (31-11)

wvhere primes denote derivatives with respect to t. To examine stability
we look at motion in the neighborhood of the stationary points determined

by (31+6)and (3j-7) For small displacements we set
25 25+ A

A =g ~ Ay +d (3,"/2)
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where A<<Zy, ¢$<<n §<<w, If we substitute into (31~q‘ ~/o‘-/1) linearize

by ignoring square and product terms of 4, ¢, § and their derivatives,

¥

TN LT TR A

we find
AT - (1+8)A"220¢"‘0 (3'__’3)
25677 + bo + 22507 = 0 (31-14)
6 +c25 =90 (31-1s)
where
20, ad;  6a)y,
8% 3775 T 5
Z3 2, Z,
2a}9,
b » o o -
=3 (3[ 1b)
0
3 a
2 =1+ °~:2 + 522
ZO ZO
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where the upper sign pertains to motion about a stationary point on
the major axis and the lower sign for motion about a point on the minor
axis.

Note the d'equation(ahﬂﬁis decoupled from the others, hence latitude
motion is simply periodic with frequency c. Since Jz and 322 are both
small and Z, * 6.63, this frequency, c, is practically unity, or in
dimensional time, very nearly one sidereal day. The amplitude is equal
to the angle of inclination of the orbit toc the equator.

For equations(3}=13)and(3)-1§)we assume a periodic solution and write
A= AeipT ¢ = BeipT
If these are substituted appropriately inte(3/+/3)and (3/-14}we obtain

(1+a+p?)A+2452,8 =0

24520A + (b - n2zb5p = 0

For this pair to have anontrivial solution for A and B, the determinant

of the coefficients must vanish. Thiz determines the fregquency, p, namely,

Y.
(322 -az2+b) 2 [ (322-aztsn)e(nraphad]

P =




Since 322<<1'thence b<<1’so square of the tw.. fruquencies are

- ;- a)Zo
1+ a)b
P22 " - (—-—3-)““7 to evaluate consider -
3 - a)Z,
a = _2_&__ [ .._.2_\_]__.. c x1
A 203 “’21'03
; 2 z
b ¥4+ ajzz = + ‘422 and by Kepler's law
Zo3 T wlr,3
2 3
VT, =
! hence
4
4
& 2.0 b s #+2),, cxl Z, % 6.63
3 384
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and hence

423
2 22
= (3 - 2) 4 =
Pprm -2 (3 = 2)(6.63)2

8J
14 —22

= (6.63)2

pp =1

2.

PO PR P

P +
? (3 - 2)2,° 2,2 .

Note that in the neighborhood of a stationary point on the major
axis (when the upper sign applies), p22 is negative and hence the motion
is unstable. On the other hand, near a stationary point on the minor

axis

20

8o both p; and p, are real and the motion is oscillatory and hence stable.

In actual time the periods are

PL " FI days = 1 day
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Blitzer goes on to study motion near these ctationary points and
uses a computer to study motion at larger distances., See "Effect of
Ellipticity of the Equator on 24 Hour Nearly Circular Satellite Orbits"
by Leon Blitzer, £. M. Boughton, G. Kang and R. M. Pape, Journal of
Geophysical Research, Vol. 67, No. 1, January 1962, o. 329. Frick and
Garber obtained analytical solutions for large ampiitudes about the
stable points. See "Perturbations of a Synchronous Satellite,’ Rand
Corporation R-399, May 1962. They show that a satellite placed at major
axis point will drift away at an average rate of 0.45°/day for first
90 degrees. Maximum Ar ¢ 27.5 nautical miles. If injected at any other
longitude A,; the satellite will have periodic oscillations of amplitude
A, about the minor axis. For example with A- Agg = 45°%, it drifts to
90° and return with period of 1.78 years and Ar = 19.5 n.m.

Later when satellite data indicated many higher ordet’Jnm coefficients

were as large as J Blitzer recomputed the problem taking into account

22°
all the other Jnm terms. See "Equilibrium Positions and Stability of
24 Hour Satellite Orbits," Journal of Geophysical Research, Vol. 70, No.
16, August 1965, p- 3987. He finds there are still only four equilibrium
points although they now do not lie exactly on the major-minozr axis and
the symmetry is destroyed.

As the earth rotates under the satellite the potential field is time

varying. When it varies at nearly the same rate as one of tt= elements of

the satellite we have the possibility of resonance. Thus for certain
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satellites, depending on their period, certain Jnm terms, though small,
cause a measurable effect. Recently 315,13, 313’13, J15,14 liave been
determined this wav. See "Observation of Resonance Effects on Satellite
Orbits Arising from the 13th and l4th Order Tesseral Gravicational
Coefficients," R. J. Anderle, Journal of Geophysical Research, Vol.
70, No. 10, May 1965, p. 2453. A thorough study of this resonance
effect can be found in the following references:

S. M. Yionoulis, '"Resonant Geodesy,'" Applied Physics Lab

Tech Report 1G-633, December 1964. Applied Physics Lak,

The Johrs Hopkins University, 3ilver Springs, Maryland.

S. M. Yionoulis, "A Study of the Resonance Effects Due to

the Earth's Potential Function," Journal of Geophysical

Research, Vol. 70, No. 24, December 1965, p. 5991,

The nonresonant effects of higher Jnm cozfficients are very small.
In addition for m beyond 15 the orbit pericd for resonance is so small
that air drag would be more serious than the resonance problem. For
example, the 27th order harmonic in satellite 1963-49B has beat period
of 5 cays indicating near resonance but the effect is less than 30
meters in position. If the orbit period were closer ‘o resonance the
effect would be greater but the beat frequency would be long enough

so that it could be treated as a linear rather than periodic effect.

= -6 =
J13,13 0.52 x 10 Aj3,13 = 10.4°
- -6 - o
315’14 0.08 x 10 Ms,14 ™ 1946
= -6 - °
314,14 0.56 x 10 4,14 = 15
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and astrcnomy.

32, COORDINATE SYSTEMS

a number of coordinate systems used in celestial mechanics

These systems can be classified by three items.,

89 Center of Coordinates

1,

Topocentric - origin at observation point on earth's surface.
Geocentric - origin at earth's center.

Heljocentric -~ origin at sun's center.

Selenocentric - origin at moon's center.

Planetocentric - origin at planet's center.

Barycentric - origin at center of mass.

(II) Plane of Reference

Yo

2.
3.

4.

Horizon -~ tangent plane at observer's position.
Equator - earth's equatorial plane.
Ecliptic - mean plane of earth's motion about the sun,

Galactic - mean plane of the Milky Way galaxy.

(I1I) Reference Direction

1.

2,
3.

As we sit

Vernal Equinox () - axis directed toward intersection of
ecliptic and equatorial planes (at a specified date).

Greenwich Meridian

Polar Direction - axis of earth's rotation in nerthern direction.

at the earth's center of mass, if we could, the sun, in a

course of a year would be seen to trace out a great circle path among the

stars. This great circle is the ecliptic. If the earth's equator is traced

out on the celestial sphere, this great circle will be the celestial (terres-

trial) equator.

These circles intersect with a dihedral angle of about
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23 1/2 degrees (23.44397° in 1964) and this angle, €, is known as the
obliquity. The vernal equinox, the point where the sun crosses the
celestial (terrestrial) equator is used as a point of reference. This
4s the sun's position on about March 21 and is marked in the heavens

by the so-called first point of Aries Y.

Celestial sphere

Equatorial plane

Zcliptic plane

>y

FIGCURE 32-2, HELIOCENTRIC ECLIPTIC COORDINATE SYSTEM

The heliocentric ecliptic coordinate system has its coordinates cen-
tered in the sun, its plane of reference is the ecliptic and the x axis
points to the vernal equinox. The y axis lies in the plane of the eclip-
tic, perpendicular to the x axis and the z axis points northward perpendicu-
lar to the x~y ecliptic plane, The angles needed to define a location in
this system are the celestial latitude, B, which is measured normal to the

ecliptic plane between a line connecting the object with the origin and
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the ecliptic piane (see Figure 32-2); and the celestial longitude, A,
measured along the ecliptic from the x axis. B8 ranges from -90 to +90
degrees beirng positive above the ecliptic plane and A ranges from 0 to

360 degrees, positive in a counterclockwise rotation as seen from above.

42
North Pole
Celestiai sphere
[ .
+y
o
Equator

+:T

FIGURE 32~3, GEOCENTRIC EQUATORIAL COORDINATE SYSTEM

The geocentric equatorial coordinate system has its coordinates
centered in the center of mass of the earth, its plane of reference
in the equatorial plane and the x axis points toward the vernal equinox.
Again the y axis is in the plane of the equator and the z axis goes
through the north pole of the earth (see Figure 32-3). An object is
located by a, the right ascension, which is measured in the plane of
the equator from the fixed x axis, toc a plane normal to the equator
(meridian) which contains the object; and by &, the declination, which

is the angle between the object and the equator measured in a plane

26l
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normal to the equator as in Figure 32-3. «a is measured in hours, minutes
and scconds in the range 0 to 24 hours, positive counterclockwise as seen
from the north pole., Thus 15° corresponds to one hour. ¢ is measured
from ~90 to +90 degrees, being positive above the equator.

One can also have a geocentric ecliptic coordinate system. Here one
measures A and B as in the heliocentric ecliptic system and these are
related to o and 6 through the obliquity by the following:

cos 6 cosa = cos B cos A

cos § sin a = cos € cos B sin A ~ sin € sin B (32-1)

sin § = sin € cos B sin XA + cos € sin 8
and

cos B cos A = cos § cos a

cos B sin A = cos € cos 8 sin a + sin € sin & {32~2)

sin 8 = - gin & ¢co5 6§ ¢in a + cos € sin §

Other coordinate systems are alsc used. A complete discussion and
equations for transformation from one system to another are found in
Chapter 4, page 125, of the book by Escobal, "Methods of Orbit Determination.'
See also Deutsch's book, Chapter 2, page 28, "Orbit Dynamics of Space

Vehicles."

Note that there is a one-to-one correspondence between declination
and geocentric latitude on the earth, The right ascension is related to
the earth's longitude by the sidereal time of the Gruoenwich Meridian.

Using x, y. z as rectangular geocentric cocrdinates, see Figure 32-3,

we have the relations,




2~
X

+y}

a=tant ¥ 6 = tan~t [ _ﬁmzi?

A = geocentric earth's longitude = o - [eg -wg (t - tg)]

Where the sign of y and x determine the quadrant for « and 6 and Og

is sidereal time of Greenwich Meridian (see Section 33), wp is earth's

rotation rate and t_ is time of passage of the Greenwich Meridian and the

4
x axis.
'Y
North fole
Sresawich
Meridisn
§ > Y
LIPY EQUATOR
r7x

FIGURE 32-4, RELATION WITH GEOCENTRIC LONGITUDE

8z declinahion = Ceocentre Latdude .
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FIGURE 32-5. SELENOGRAPHIC COORDINATE SYSTEM

Now unfortunately for us, these systems so defined do not remain
fixed in space as our axis system is required by Newtonian law to do.
The gun and mcon exert a righting force on the earth's equatorial bulge
which attempts to pull the earth's equator into the plane of the sun and
moon zespectively. This force produces a gyroscopic turning force that

is at right angles to both the axis of rotztion and to itself, thus

causing the axis of the earth, also our z axis, to sweep out a cone

in space as showm in Figure 372~6. The period of this rotation is about

25,000 years so that the yearly motion is small indeed but it must be

considered,
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FIGURE 32-6, CONICAL MOTICN OF EARTH'S
AXIS DUE TO PRECESSION

The plane of the ecliptic was roughly described as that plane in
which the earth moves around the sun, after allowances have been made
for slight cscillatory motions of the earth's center, cansed by the
attraction of the moon and planets. Though small, being the order of
tenths of a second of arc, these slight motions cause the apparent or
true geocentric latitude of the sun to seldom be exactly zero. The
attraction of the planets, besides contributing to these oscillatious
also cause the plane of the ecliptic to rotate nearly uniformly in
space by about 47" per century. This righting effect tends to move
the ecliptic plane into the invariable plane. This part of the pre-

cession is called planetary precession. It causes the equinox to mcve
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eastward about 0.11" per year and it diminishes the obliquity by J3.47"
annually, Therefore since the orbit of the earth about the sun is not
truly planar, the '"plane of the ecliptic" is not a precise notatlon -
only a descriptive abstracticn. The ecliptic one has in mind is essen-
tially a mean which is defined by dynamical considerations.
Now the celestial equator is not the same sort of abstractioun as
the eclirtic., At any instant, the axis about which the earth instan-
tanecusly rotates, exists., It is this axis which defines the equatorial
plene and is the axis which is vrecessed by luni-solar precession at a
nearly uniform rate of 50" per year. This luni-solar precession combines
with the planetary precession to produce what is called general precession,
All of these precessions cause the equinox to move along the ecliptic
plare, as shown in Figure 32-7, with a westward motion. In addition, the
equatorial plane is lowered, i.e., there is a change in the declination
angle, Theequinox is moved fron "T'to ‘Y3, All these motions represent
a change in declination and right ascension in accordance with the equa-

tions below.

—:% = + 2040426 - 0.000085 (T - 1950) cos o

-3% = + 4¥40944 - 0,0000186 (T - 1950)

- 0.0000057 (T - 1950) sin a tan §

Fortunately these rates are so nearly uniform that one may compute

the change in a or § by multiplying the number of years in the interval
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by the corresponding rate at the middle of the interval. Some values are

shown below in seconds of arc per year.

1959 1964
General Precession 50.2695 50.2706
Precession in @ 46,1015 46,10295
Precession in § 20.0398 20,0414

PARIENT NoftR fPolE

FIGURE 32-7. PRECESSION OF ECLIPTIC AND EQUATOR

These motions are called the mean motions., The actual celestial pole
motions have an additional and periodic variations called nutations. When
one considers the ¢ighting force of the sun and moon, it is seen that this
force disappears whenever the sun or moon crosses the equatorial plane,

This occurs twice a month for the moon and twice a year for the sun.
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Hence the conical motions of the pole has supeximposed upon it small wiggles
vailed "nutations." These are never greater than 9.23" with a period of a
little less than 19 years., These effect the equator location but not the
ecliptic and thus alter celestial longitudes and the obliquity but not
celestial latitudes.

It should be mentioned that these '"nutations" having nothing to do
with the conventioral concept of nutations of a gyro precessing with
pseudoregular precession, They are not the same phenomena and differ
greatly in their periods.

Our coordinate system must be a fixed one, and is fixed to the equinox
and equator, but we must decide which equinox and equator, since they vary.
The instantaneous positions at any instant are calied the mean equator and
equinox c¢f date. Thus the mean equator and equinox of an arbitrarily cho-
sen epoch may be used to define a nonrotating ecliptic and equator. We
may cucose the equinox at time of launch of the missile or the mean equinox
and equator at the beginning of 1950, one which is used for uniformity and
convenience by most astronomers. For lunar trajectories the former is
best, for interplanetary travel the latter is proper.

The Nautical Almanac and Ephermeris lists the coordinates of the sum
of the year and at the beginning of 1950. The moon's conrdinates are also
related to true equinox and equator of date.

It is necessary to resolve these coordinates into our fixed coordinate

system by rotation through the precessed o and § angular amounts.

368

- $ e~

and woon in a system referred to the mean equinox and squator at the beginmning



LAl Db e sl SO

VRO e T Y

L

AN A T e R

Brr TR et TR AT

REFERENCES

Escotal, P, R., "Methods of Orbit Determination;' John Wiley, New York,
1965, Chapter 4 and Appendix I.

Roy, A. E., "The Foundation of Astrodynamics,' Macmillan Company, New
York, 1965, Chapters 2 and 3.

Russell, H. N., R, §. Dugan and J. Q. Stewart, "Astronomy," Ginn and
Co., Boston, 1926,

Wolaver, L. E., "Factors in Precision Space Flight Trajectories,' in
WADC Technical Report 59-732, Vol. 1, Space Technclogy Lecture Series,

P. 77, December 1958.




——~c

Y

G2 taaaie

33, TIME

We will have our results in the fcrm of position end velocity as a
function of time. Let's examine just how one determines the time. The
basic time keeper is the rotation rate of the earth,

One time unit is the apparent solar day which can be determined by
the time between successive passages of the sun over the observer's meridian.
This can be found by noting that the sun is on the meridian when the shadow
cast by a vertical post is shortest. The problem with this is that the
earth moves about the sun in an ellipse in which equal angles are not
swept out by the radius in equal times and the ecliptic and equator are
not in the same plane. This causes the length of day to vary. To over-
come this, the length of a day is averaged over an entire year to form the
mean solar day.

To be more precise, one assumes a dynzmical mean sun which moves with
the mean angular velocity of the sun (ng) in the plane of the ecliptic so
that the perigee-to-perigee time is the same as the actual sun. When this
dynamical mean sun, moving in the ecliptic reaches the vernal equinox, a
second fictitious body, the mean sun, moves along the equator with the
sun's mean motion, returning to the vernal equinox with the dynamical mean
emm, The time between successive passages of this mean sun over the observer's
meridian is constant and defines the m:ar volar day.

A more precise standard can be had by considering the time between
successive passages of a fixed star, or a particular fixed vernal equinox.

This time is called one sidereal day.

?‘7‘)
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Since the earth's radius vector sweeys out about 1 degree per day
and the rcarth rotates at an angular velocity of about 1 degree in four
minutes, the sidereal day is about 4 minutes shorter than the mean solar
day.

1 mean solar day = 24M03756.55545 of sidereal time

1 sidereal day = 23h56m04.0905s.of mean solar time.

i/ JOLAR AND JIDEREAL TIME AGREE
-" .

=@ + 7
»
"\

1oay {

X (O

§ To $7AR

SIDEREAL TIME LAGS SoLAR TIME

1% 4 misvtesof time.

FIGURE 33-1. SOLAR AND SIDEREAL TIME RELATIONS

There are other problems because the earth's rotation is not precisely
constant but before going into that let us consider the calendar problem.

The true iength of the year is not 365 1/4 days but 365 days, 5 hours, 48
minutes, and 46.0 seconds leaving a difference of 1l minutes and 14 seconds
by which the Julian year is too long. This Julian calendar was established
by Caesar about 45 B.C. and adopted 365 day a year with every fourth <enr
containing 366 days. This 11 minutes and 14 seconds amounts to little
more than 3 days in 400 years. As a consequence, the Julian date of the
vernal equinox came earlier and earlier and so Easter, defined as the first
Sunday after the first full moon 2fter the vernal equinox, began to arrive

in the bare winter. To correct this unesthetic setting for Easter, Pope
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Gregory in 1582 ordered the calenuar corrected by dropping 10 days so that
the day following October 4, 1582 was called the 15th instead of the fifth
and in addition, thereafter cnly such century years should bz leap years
as are divisible by 400. Thus 1700, 1800, 1900, 2100 are not leap years
while 1600 and 2000 avre, England waited until 1752 and decreed the day
following September 2, 1752 should be called the 1l4th instead of the 3rd,
thas dropping eleven days. Even though the act was carefully framed to
prevent any injustice in collection of interest, rents, etc., it nevertheless
caused some people to riot, particularly in Bristol where several people
were killed. The rally cry was, "Give us back our fortnight!"

Russian changed in 1918 and Rumania in 1919.

This gap in the calendar is a discontinuity. To avoid it, estronomers
use the Julian year as proposed by J. Scaliger in 1582, It starts arbi-
trarily cn January 1, 4713 B.C. and consists of 36525 days in each century.
Thus the Gregorian date of January 24, 1925 is J.D. 2,424,175. A conver-
sion table is given in the Nautical Almanac. Because astronomers work
all night and don't want to kzep changing the aate in the log book, the
Julian day begins at Gregorian noon. Thus when January 24, 1925 begins
(0000 GMT), the Julian date is 2,424,174.5 and the date of an observation
made on January 24, 1925 at the 18th hour Greenwich Mean Time is J.D.
2,425,175.25.,

Orbital data is often referred to Modified Julian Day number in
which the zero point is 17.0 November 1858 and hence

Modified Julian Date = Julian Date - 2,400,000.5 days.
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In addition to the sidereal year, the time the sun returns to a fixed
star (36SD6H9M9.55 = 265,25636) we also have the trepical year referred to
above, which {s the time between successive passages of the vernal equinox

(36525 48M6 .0°

= 365.24220); and the anomalistic year, the time between
successive perihelion (365P6113453,05 = 365.25964 mean solar days). Be-
cause of precession the latter two are not constant values.

Now let us return to time. The Greenwich sidereal time 7s called
Universal Time (U.T.) and both it and mean solar time are based oun the
rotation of the earth on its axis. This is not a precise mainspring.

This fact was discovered when it was found that the position of the moon

as calculated did not correspond to the observed position. The difference
between these two values of longitude of the moon, for example, sometimes
exceeds 10" of arc and may change by several seconds of arc in a few years.
Similar but smaller differences have been observed in the longitudes of the
sun, mercury and venus., They aie all in the same direction in the same year
and their amounts ave proportiuvnal to the mean motions of these bodies., This
indicates that the computed positions were correct, but they were computed
for the wrong time. These may be explained as an altertation in the uniform
rate of the earth's rotaticn.

One then proceeds to define what is called Ephemeris Time (E.T.) in
order to have a uniform, continucusly varying time scale as an independent
variable for gravitational theory. This E.T. is defined so that the length
of the day in Ephemeris Time is roughly equal to the average length of the
day in Universal Time over the last three centuriesf The change from
Universal to Ephemeris Time is accomplished by interpolating to a time

AT seconds earlier when

(*To be grecise there are 3/ 55¢ 925, 2747 e};he MeNS Seconds in frcpacd! year l900.)
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AT = E,T, - U.T. = 245349 + 72531657 + 29594972 + 1,8214B*%  (33-1)

Where T is reckoned in Julian centuries from 1900 January O
Greenwich Mean Noon and B¥ is an emperical term deiived from an
attempt to reconcile cbserved and computed positions of the moon.
The AOTconversions are lis..d in the Nautical Almanac for each year.

A few of these are listed below, see also Figure 33-2.

AT (seconds) YEAR
+29,66 1951.5
+31.59 1955.5
+32.80 1958.5

This correction to our Greenwich Mean Time (U.T.) cannot be
calculated in advance, only estimated. It is oniy after long reductions
of the observed and predicted longitudes of the moon that B* and hence
AT can be computed., Hence it is always currently an estimeted quantity.
It should be mentioned thet this E.T. does indeed correspond tc precise
cesium clock time (i_l nart in 1010) and is not Jjust a mathematical
device.

This nonuniform rotation of the earth deserves a little more
attention. In 1695, Halley using the results of ancient and recent
eclipses was led to suspect that the mean motion of the moon wes
increasing (relative to the earth's rotation). Dunthorne in 1749
confirmed ‘this and found that if a term 10"'1‘2 (T in Julian centuries

since 1900.0) were added to the calculated coordinates of the moon,

it would correct the secular increase in the length of the day.
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1f the moon's mean longitude is expressed as a + bT + cTz, then the
wean motion is n = b + 2cT and the acceleration is n = 2¢c. However, the
coefficient ¢ of Tz, not 2¢, is usually referred to as the acceleration.

Vhy this acceleration occurred remained a mystery until 1787 when
Laplace anunounced the solution, Interestingly Euler and Lagrange tried
but failed on this one. The explanation goes like this: The effect of
the other planets upon the earth causes a gradual decrease in the eccentricity
of its orbit. As the semi-major axis must remain constant, the semi-minor
axis must be increasing, thereby increasing the mean distance of the sum,
which in turn reduces 1ts effect upon the moon -~ resulting in a slow in~
crease in the moon's mean motion. Laplace's value of ¢ was 10918 which
agreed nicely with the observed one. However he used a series soluticn,
neglecting what he supposed were negligible higher order terms. In 1853,
J. C. Adams found that several of the neglected terms, though small, actually
added in phase to produce a measurable effect and he revised the calculated
acceleratios value to 5.70". The problem then was to determine what caused
the 4.3" difference. Brown in 1897 and 1908 obtained ¢ = 5.82" and Spencer
Jones in 1932 and 1938 obtained ¢ = 5.22",

The 4,3 seconds difference is in part, at least, probably due to the
effect of tidal friction, particularly in shallow seas. Hcwever the pau-
city of data makes it difficult to estimatc with higher precision. The
rate of increase in the lenpgth of day needed to account for this 4.3"
secular acceleration of the moon requires a dissipation of more than 2100

million horsepower of tidal friction. If the depth of water and current
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velocities are accurately known, the dissipation of energy in any sea
avea couid be calculated., At first it was found that neither viscosity
nor turbulence in the open ocean could cause sufficient dissipation.
Then in 1920, G. I. Taylor pointed cut that since the rate of dissipation
is proportional to the cube of tidal current in shallow and turbulent
flow, the greatest amount of dissipation would come from the long bays
and channels where the tide rise and fall is large. MHe found the Fkish
Sea contributed 2% of the required amount. Jeffreys in the same year
showed the Bering Sea contributed 66-807 of that required to explain
the acceleration. However, Munk and MacDonald in their book, ''The
Rotation of the Earth," comment that, *...there is sufficient accord...
that the problem has been considered as solved for 40 years. We wish
to reopen it." They dispute the calculations of Jeffreys and show they
fall short of the required 2100 million horsepowe:r dissipation needed.
The whole problem is masterfully discussed in their Chapter 11, page
175,

We can presently say that tidal friction plays an important part
in the acceleration term ¢, but we do not have enough data to confirm
its precise role. The discovery of deep counter currents which strike
the continental shelf could also be a ceatributor. But in addition to
tidal friction there is more,

The eccentricity of the earth's crbit changes with a period of about
24,000 years. However for any discussion over a period of several thou-
sand years it is more conveniently listed as a secular term as e = g4 + at,
Similarly the measured discrepancies of the longitude of the moon (differ-

ence between observed and calculated results) can be represented by
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+ b.T + £,(T) (33-2)

ALa = 8‘ (. ({

Where %{ and qr are empirically determined constants. The dis-

crepancy gt(T) is plotted in Figure 33-3.
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FIGURE 33-3, THE DISCREPANCY q,(T) OF THE MOON'S
LONGITUDE BASED ON OCCULTATIONS.
Threc features should be noted: (1) a "secular" decrease; (2)
a smooth hump between 1680 and 1850 which represents Newcomb's "Great
Empirical Term" (G.E.T.); and (3) a relatively high frequency wiggle
from 1900 to 1950, called the twentieth century wiggle,
Figure 33-4 shows this same longitude discrepancy for the sun and

mercury, multiplied by the ratios
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If the variable rotation of the earth were the sole cause of the
discrepancies, then a discrepancy, AT, between U.T. and E.T. would
produce a discrepancy in longitude, AL, which is proporticnal to the
mean motion of the bodies as observed from earth., Under these assump-
tions the discrepancies of moon, sun and mercury as in Figures 33-3
and 33-4 should be the same., There is, in fact, a close resemblance
but it is not complete. There is a long term drift between lunar
discrepancies (33-3) and those of mercury and the sun (33-4).

To see the difference we form the weighted discrepancy difference
WDD = fQ‘ (1 - ;g fo (T) and also between the moon and mercury.

When we do this the WDD for both the sun and mercury can be represented
reasonably well by the parabola, WDD = - 11.27% seconds of arc. See
Figure 33-5,

The WDD curve shows no sign of the Great Empirical Term ot the
twentieth century wiggle, so these fluctuations are common to the
moon, sun and mercury and hence arise from variations in the earth's
rate of rotation,

If we assume that, aside from a known quadratic term, the dis-
crepancy in loreitude of the sun is precisely equal to that of the
moon times the rsatio of their mean motions, then we ran translate
lunar observations into differences between Ephemeris and Universal

Time.
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SEE "THE ROTATION OF THE EARTH."
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AT = ET = 24,349 ao ol + 5 cT + fq.('l‘) I (33-3)

ol

Where T is in ET units. Applying the proper data glves the numeri-
cal values of equation (33-1).

Besides this secular acceleration there is a seasonal change in
rotation rate of the earth which is included in the fqr (T). These
seasonal changes were detected by quartz crystal clocks in 1935. The
total variation in the length of the day during the year is about 2 1/2
milliseconds. 7The effect varies but the general trend is to cause the
earth to be slow in spring and fast in autumn relative to a uniform
time,

Seasonal fluctuations such as shifts in air masses, melting of
the polar ice-cap, variations in the angular momentum of the atmospiiare
could be expected to cause these results, but there is too little data
.o compute precisely.

There are other fluctuations which appear suddenly anc are of the
order of as muck as 5 milliseconds per year. In particulezcv the 1958
anomaly seems well established from cesium clock measurements., See
Figure 33-7. The cause is unkaown. Perhaps an electromagnetic coupling
of the mantle to a possible turbulent core could cause such disturbances.
This would require the conductivity of the mantle to be about 1079
e.m.u. which is high but not entirely outside the possible iimits.

We shall chalk this one up to the twisting churning insides of a dis-

sipated world.
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The length of day derived fram PZT obscrvations (Washington and
Richmond combinced), referred to the cacsium standards at the National Physical
Laboratory, Teddington, and at the Naval Rescarch Laboratory, Washington, D.C.
Values for 1953, 1956 and 1957 are from Ensen, Pasry, Markowitz and Hall (1958);
subsequent valucs have been kindly transmutted to us by Markowstz. Ordinate is
millizeconds in excess over 86,400 scconds of Ephemenis Time

FIGURE 33-7. LENGTH OF DAY DERLVED FROM CESIUM STANDARDS
AT NATIONAL PHYSICAL LARORATORY AND NAVAL
RESEARCH LABORATORY. ORDINATE IS MILLI-
SECONDS IN EXCESS OVER 86,400 SECONDS OF
EPHEMERIS TIME.
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34, PARAMETRIC VALUES

In solving problems numerically one must eventually grapple with
the problem of what numbers to use to represent the various constants.
The firs: detailed discussion on the evaluation of astrodynamical con-
stants of recent times was by de Sitter.> The various interrelations
between constants and their best praesatellite values is masterfully
discussed by Herrick, et.al.® Other recent discussions ate given in
the references by Mercer,20 Clarke" and by Brouwer. 3

Consider the gravitational parameter y = kzMé, where k% is Gauss'
conscant and M, is the mass of the earth. One way to calculate this
constant is to determire Y and M, where u = kzMe ) yMe and vy is Newton's
universal gravitational ceoustant, The International Critical Tables

(1926) give

y = 6.658 x 168 cm3/g - sec?
M, = 5.988 x 1027 grams

yMe = 3.9868 x 1020 (n3/sec?

These values are not known very accurately and a better scheme is
to use the methods of terrestrial geodesy and gravimetry to define an
equipotential surface called the geoid. This can then be used to find
an equivalent spherical wmass. The principal source of error here is in
the triangulation and gravimerry measurements and the fact that so much
of the world lies unmeasured. Kaula (1961) extrapolated from observed

gravity measurements to obtain estimates for areas with gravimetry by
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assuming the gravity anomalies could be treated as a Markov-drray, i.e.,
that the most probable value for an area without observations could be
treated as a function of only the nearest observations. It is expected
that the p value so obtained will be smaller in absolute magnitude than
the true value.

Uotela (1962) determined the geoid by using harmonic coefficients
to fit the mean gravity anomalies of 5° x 5° squares by simple least
square fit.

His coefficients tend to be larger in absolute magnitude than the
true values. In any event such geoid determinations are not as accurate
as satellite observations because of the paucity of gravitmevric data,

especially over water. Some recent geodetic dzterminations give -

Fischer? (1962) 3.986040 x 104 m3/sec?

Kaula?® (i961) 3.986020 x 1014 n3/sec?

If one corrects Kepler's third law for variations of the lunar
orbit due to the sun and cther planets and to the shape of the earth,

one can write (see Equation (23-28) ,pa52 231 )

n%ag = 0.99728189), [1 + -M_“:l (34-1)

Mo

Then by measuring at by radar or by triangulation we can determine u.

Using g& = 81.301, Yaplee, etal.,?! calculated the p value using radar
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measurements over a long period of time, O'Keefe and Anderson determined
. the a¢ value by triangulation. The principal errors are the uncertainty

in the effective radar lunar :adius. The constants were found to be

Yaplee, et. a1.%t 1963 3.986057 x 101h m3/sec2

CtKeefe and Anderson20 3.986057 x lclh m3/sec2

It is encouraging that all these values are so close. The most
accurate determination is by satellite measuremente. Some of thes¢ ere

listed below:

10lh m3/sec€

Best Presatellite (Herrick)® 3.9861794
Echo I 3.986037 + 12
Early Vanguard Data (O'Keefe) 3.98618

Later Vanguard Data (0Q'Keefe) 3.986062 + 145
Lunar Probte and Dopgler (‘nderson, et.al.,196h)l 3.986032 * 30
Close Satellite and Camera (Kaula l96h)20 3.986015

NASAh and Aerospace Corporation20 have standardized on
= 3,986032 + 32, JPL uses a value of 3.986012. The International
Astronomical Union (IAU) her adopted 3.986030 x 10lh n/sec® * 0.00002.
In a1l of these recen determinations it is the sixin decimal f.gure

b =
that differs. Thus one is alvays safe in using 2.9860 x lOlu mJ/secz.

The NASA standard valueh is
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p = 3,986032 x 1014 m3/sec?
= 1.407653916 x 108 f£t3/sec? (34-2)
= 0.5530393477 x 1072 (earth radii)3/min2

v 1,536223188 x 10-6 (earth radii)3/sec? .

Another constant wa require is the earth to sun mass ratio. This
is determined by developing a relation between the solar parallax or
astronomical unit (A) zad the mass iatic. The astronomical unit (A)

is cefined as (see pagel0)

A3 = 2,5226941 x 1013 w2y (34-3)
This together with equation{34-))which can be written

. 1
a3‘,- 1.4076669 x 1011 k2(M, + )

Oue can obtain the relation,

3
-;3; = 5.6379545'\/m (34-4)

The numerical factor on the right side depends on observed data

through the mean motion of the sun and mosia only - and since time is
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one thing we can measure accurately - it is correct to the last place

given, Then making use of

ae  3.844002 x 108 (1 + .05 x 1075)

%e  6.378166 x 10° (1 + 0.40 x 107)

(34-~5)
= 60.26814 + 0.00039

we can write

3
A % 34-6
ag ™ (3397890 £ 0.0022) f—2 (34-6)

Thus if we measure A we have effectively computed the mass ratio.
Rather than use A one measures a quantity called the solar parallax.
This is the sun's mean equatorial parallax measured in seconds of arc.
It appears in this form in the reduction of observations from geocentric
to topocentric’positions and 1s therefore of fundamental interest to

astronomers. If we call H the solar parallax then

>

sin H =

(3¢-7)
(# see page 37 )
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Making use of Equation@‘“}we have (N in seconds of arc,)

s 607.0379 + 0.0039
or

u3 (—Mﬁ——) = 2.236904 x 108 + 43 | (34-8)

This relation between the solar parallax and mass ratio is more

accurate than previous relations based on Equation(34°i)together with

a geophysical development for u = kzMe. For example see the derivation

given by de Sitter® where he finds

5 ___ 8
W+ = 2:2346135 x 107 + 140 (34-9)
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Brouwer3 suspects this latter relation is more liable to have

systemztic errors and I am not one to suspect Brouwer. Howsoever

we have
Mo _ 2.236504 x 10° (34-70
Me + Mm H3

8o that a measurement of H will determine the mass ratio. One method
is to determine the solar parallax by observation of the angular dis-
placement of an object in the solar system with respect to the background
of fixed stars when observed from two stations separated a known distance
on the earth's surface. The distance tc the object is then found
by triangulation. The most accurate determinations are made on minor
planets which come close to the earth and therefore have & large
parallax angle. Mitor Planet No. 433 (EROS) comes within 1/5A (about
28 x 10% km) of earth and has a paraliaxof 50" which is 5.7 times
greater than the solar parallax, Its close approachess to earth during
1930-1931 together with previous photographic data was reduced by Spencer
Jones. 10 He took ten years, worming over 2847 photographic plates taken
with 30 different telescopes st 24 observations in 14 countries. He
arrived at the value H = 8747904 + 0.0015 {mean grror), Using Equation
(10) this corresponds to a mass ratio of 329323 + 170 and A = %5--
149,662,400 kn + 256 km.

A second and more confidence inspiring method is the dynamical

method used by Rabe.® Here one determines the mass >stio directly
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from the perturbations caused by the earth-moon system on the asteroid
Eros. It requires the calculation of a precise orbit of Eros over a

period of several revolutions. The correction to the mass of the earth-
moon used in these calculations is one of a large number of unknowns

which include the other planet masses. The calculations are long and
intricate and ‘the unknowns are evaluated by using least square fit to
the observed motion. Eugene Rabe used Eros and took into account the
perturbations by Mercury, Venus, Earth-Moon, Mars, Jupiter, Saturn and

Neptune. He derived a value of

M

s -
m = 328452 + 67 , (34~")

This corresponds to a solar parallax of 8i179816 + 0.0006 and
A = 149,530,300 + 10,20C km.

This difference between Rebe and Spencer Jones is several times
the combined probable error of each and was the subject of much
discussion.

A third method to determine A directly is available with radar.
Since the solar system is well mapped by anguler measurements, the
determination of one distance leg will suffice to determine A. Hence
a measurement of Earth to Venus distance by means of radar will also
determine A, To calculate A by radar we aust know the exact distence
of the radar site from the center of the 2arth, the diameter of the

planet Venus and a precise knowledge of the speed of light.
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The most recent determination® gives the velocity as
¢ = 2.997925 x 108 m/sec + 3. Some radar determinations of the

astronomical unit are listed below:

Akm)
(for ¢ = 299792.5 km/sec)
149,569,500 + 800 USSR Koletnikcw 196111
149,601,000 + 500 Thomson, et, al. Jodrell Banks 196118
149,597,850 + L0o Pettengill, et. al. Millstone Hill 196215
149,598,595 + 500 Muhleman, et. al. 19621%
149,599,400 JPL (1963) See Marsden (1963)13

This value of A = 149,599,400 km corresponds Lo H = 8!379h13 and

a mass ratio of 328905.8. At this point in time there were three
separate mass ratics, The difference in the dy.~mical and radar
determinations was an important point which received increased attention.
The radar people began a very carzful error analysis of their work
leading to a mucn greater understanding of the problem than would have
developed if these three determinations were more similar, Finally in
1967 Rabe and Mary P, Francis?® recal-ulated a mass ratio which
invalidated Rabe's previous calculations. They obtained the mass
ratio of 328899 + 15. Dlore recent radar determinations substantiated
this figure. For example, Ash, Shapiro and Smith22 (1967) obtained 2
mass ratio of 328900, + 60 and Sjogren, et. al.23 (1966) obtained
328900, + 1. Thus there is no longer any discordance between radar

nd dynamical determinations of the Earth plus Moon to Sun mes§ratio.

Once again Newton's law of gravity has met the test and passed.
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The principal determinations are summarized below:

H Ms
seconds of arc M+ M_ Alkm)
e I
Spencer Jones 8.7904 + .0015 329323 + 170  1k9,662,400
Rabe (1954) 8.79816 + .0006 328452 + 67 149,530,300

Rabe & Francis (1967)  8.79416 + .00013 328899 + 15 149,598,300

Radar (1961-1963) 8.79413 + .000018 328905.8 + 2  1h9,599,k00
Radar (1966-1967) 8.79416 + ,000009 328900 + 1 149,598,388 + S0
M

is ———— = 328900, which corresponds
M +M
e m M

to H = 8.79416 seconds of arc and A = 149,598,388, Using ﬁi = 81,301
m

Thus the most likely value

this mass ratio gives

M

= 332,045 + 1.
e

NASA recommends*

A = 149,549,000 + 700 kw.

A = 0,4908103674 x 10!2 feet
A = 23454 86515 earth radii.
Other parsmeters we need are the eguatorial radius of the earth
and the eight other planetary masses. Some recent velues for the

equatorial radius are listed velow

Presatellite (Herrick, et. al, 1958)° 6378145 Meters + T0

Moon Redar (Yaplee, et. al. 1958)21 6378175 Meters + 35
Kaula (1961) geodetic 6378163 Meters + 21
NASA Adopted (Clarke 196L)“ 6378165 Meters + 25,

The equatorial radius defined here is the mean equatorial radius.
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If the equatorial plane were truly an ellipse in shape this would be
the semi-major axis.

Another parameter is the mean distance between the center of the
earth and the center of the moon, ag-

This has been accurately determined by a long series oi radar

measurements by the Naval Research Laboratory.

aq = 384,460.2 + 1,1 km (Yaplee, et.al.?!).

Another item we need is the moon-to-earth mass ratio. For lunar
trajectories this is a very important guantity.

The earth's axis moves in a cone about an axis perpendicular to
the plane of the ecliptic., This average motion is called the precession
and small harmonic motions superimposed upon it are called nutetions.
These are due to the attraction of the sun and moon on the earth's
equatorial bulge. These precession and nutation factors are both
functions of a moment ratio gé& and the mass of the moon. Hence
observations of the two phenomena provide two equetions from wnich
we may eliminate the moment ratioc to compute the mass of the moon.

A more d..rect method is now employed by utilizing the perturbetions
of the earth's center caused b~ the moon, Since the earth's center
moves in an ellipse about the center of mass of the earth and moon
together, the direction of an external body as =een from the earth
will suffer a monthly perturbation having an ampiitude dependent upon

the mass of the moon. Observations of the sun were employed by Newcomb
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where he found the amplitude of the suma to be about 6 seconds of arc.
For a cleose approach of an asteroid, however, the amplitude can exceed
this magnitude ceveral times,

The first use of an asteroid was by Gill on the Asteroid Victoria.
Hink's study was tased on the 1900-1901 oppositicn of Eros; H. Spencer
Jones' (1942) study was made of the 1930--1931 opposition of Eros. Rabe
used his dynamical equations to compute the mass ratio., Some of the
values so dotermined are listed below:

Newcomb Observation of Sun 81.215

Gill on Asteroid Victoria 1888-1889 81,702 + 0,09k

Hinks on Asteroid Eros *200-1901 81,53 + 0,047
Spencer Jones on 1930-1331 Eros 81.271 + 0,021
Rabe (1950) Eros 81.375 + 0,028
Nautical Almanac and Ephemeris 81.h45 ,

The latter value was arrived at by a committee for standardization
purposes and is only faintly related to the actual value.

Prior to sending satellites to the moon, Rabe's figure of 81,375
was widely accehHted as the most reliable one. However from radio and
radar tracking of Mariner to Venus and from the Ranger Lunar mission,
the following mass ratios were found.

Earth to Moon mass ratio

81.3030 + 0.0050 fhsh, Shapivo, Smith 196722
81.3001 + 0.0013 Anderson 1967}

81.3020 + 0,0017 Sjogren et.al. 1966%3
81.3015 + C.0016 Null, Gordon and Tito 19672%
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The value of 81.301 is currently widely accepted as the most
probable one, Lunar satellities will improve this figure and also
increase our knowledge of the shape of the .aoon which is very much
e triaxiel ellipsoid. Some recent references ek the determination
of the shape of the moon are those of Geudas and Kopal.27

The remaining valuaes of k2Mp for any planet, p, can be obtained
from the relation

M

k2Mp = k2Me —49—
S

=

S
TG
e

—

Thus the planetary ratics are all that at® required.

To determine 2he mess ratios one uses a satellite of the planet.
If the disturbing effects are ignored, Kepler's third law for satellite
motion may be written

M +M

The observed sidereal motion, LR is defined as the coefficient
of t in the linear function of the time that results if the true longitude
derived from the observations is freed from all the periodic terms and
the precession. The constant & bs is obtained by subtracting from the
radius vector the elliptic terms and the teriodie perturvations. Both
D bs and & ps S° obtained contain contributions due to the presence of

disturbing forces. Allowance is made for these effects by modifying

the formula expressing Xepler's third iaw to
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vhere o is an analytic expression for the secular perturbation (see
Reference 2, page 55 Yor further details). o is a very smell quantity
so its square has been neglected in the modified formula,

Thus Kepler's third law with its apprepriate correction factor
is available for evaluating the masses in terms cof the sun's mass.
The only eXception is the mass of the earth-moon since the moon's
mean distarce in astronomical units cannot be obtained from observatioas
of the moon alone. For all other satellities the necessary information
concerning their orbits is derived from measurements of the position
of the satellite relative to the center of the disk of the primary.
For planets with no satellities one relies on a dynamical method such

as that used by Rabe. Unfortunately such calculations are ill-
3

conditioned. 1In particular the use of Eros® orbit is apparently

incapable of yielding reliable masses for any plane” other than the

earth.

A 1ist of some planetary mass ratios are given on the next page.
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Mercury

Venus

Mars

Jupniter

Saturn

Uranus

Neptune

Pluto

Planetary Mass Retios

Brouver 1950

Rabe 195k

Duncomba 1958

Ash, Shapiro and Smith 1967
T.A.U. (1966)

J.P.L. (1969)

Clemence 1943

Rabe 195k

Anderson 1967

Ash, Shaniro and Smith 1967
I.8.U. (1966)

J.P.L. (2969

Clemencse

Rabe 195k

Ash, Shaniro and Smith 1967
Null Gordon Tito 1967
I.A.U. (1566)

J.P.L. (1969)

Clemence 1961
O'Handley 1967
I.A.U. {2966)
J.P.L. (1969)

Hertz 1953

van der Bosch 1927
Clenence 1960
I.A.U. (1966)
J.P.L. {1969)

Hi1l 1898
Harris 1950
I.A.U. (1966)
J.P.L. (1969)

Gaillot 1910
van Biesbroeck 1957
I.A U, (1966)
J.P.L. (1969)

Brouwer 1955

I.A.U. (1966)
J.P.L. (1969)
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6,480,000
6,118,000
5,970,000 + 455,000
6,021,000 + 53,000
6,000,000
5,983,000 + 25,000

409,300 + 1k00
408,651 + 208
408,505 + 6
408,250 + 120
108,000
408,522 + 3

3,088,000 + 300
3,110,800

3,111,000 + 9000
3,098,600 + 600
2,903,500
3,098,700

1+

100

f<

1047.39 + 0.03
1047.387 + ©.008
1047.355

1047.3908 + 0.007h

3497.6L
3496.0
3499.7
3501.6
3499.2 + 0.4

R

bl
¥

22,239 + 89
22,93k + 6
22,869

22,930 + 6

19,09k + 22
18,889 ¥ 62
19,314
19,260 + 100

400,000 + 40,000
360,000
1,812,000 + 40,000
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The IAU system of constants is taken fraom the January 1966

Supplement to the Astronomical Ephemerisgé. The table on the next

pege gives the NASA adopted values as discussed by Clarkeh in 196k,

Mulholland25 has receatly taken a list of the best available measure-

ments, (which includes most of the above list excepting those of the

JAU and Rabe) and recommends a set of ratios which represents the

weighted mean of these data. The values are weighted according to

their own internal standard deviations. This is certainly & logical

approach but these standard deviations represent the internal con-

sistency of the measurement and are only inciderntally related to

necuracy. However, the only other weighting process one can use is

personal judgment.

Some additional planet constants are given below.

They are taXen

from Lockheed Rpt LR17571 (AFCRL-63-705) by Marg P. Franciss.

Equatorial
Planet  Redius (jm) 2 Iy
Mercury 2h2h 11 0 0
Vepus 6100 *+ 18 0 0
Mars W12 £ ) .001916 0 + 0,0001
Jupiter T1h20 * 50 .00755 -.000675
Saturn 60440 * 250 .016§} -.001~; .0005
Uranus 24860 * 200 - - -
Neptune 26500 * 2000  .005 0 % .001
Pluto 4000 * 2000 _ -

409

JPL - 1969

Equatorial Radius

2435,0 * 3.0
6052.0 * 3.0
4.0

i+

3393.4
71372.0
60401.0
23535.0
223240

7016.0
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Teble of Planetary Mass Ratios

Planet NASA 196" Mulhclland 19682° J.p.L. 1669°°
Mercury 6,120,000 6,017,000 5,983,000
Venus 408,539.5 408,504 0§ . 522
Earth-Moon 328,905.8 328,900 328,900.1
Mars 3,083,000 3,098,500 3,098,700
Jupiter 1047.39 1047.3908 1047.3908
Saturn 3500 3499.2 3499.2

Uranus 22,869 22,930 22,930
Neptune 18,889 19,071 19,260

Pluto 400,000 500,000 1,812,000

i

Lih s

Except for Pluto, the order of the differences are a pretty good indicatioen
of the uncertainties. The new value of Pluto was determined vy R.L.Duncombe,
W.J.Klepczynski and P.X.Seidelmann of the Naval Observatory in Auzust 1968.
Reference 21 gives a rather complete list of nhysical constants end
conversion factors. Since 1 July 1959 the following standards apply:

1 foot = 0.3048 meters (exactiy)

1 meter = 3.280839895 feet

1 neutical mile = 1852 meters (exactly)
1 nautical mile = 6076.115486 feet

The previous foot stanasrd is now called the U.S. Survey foot and
18 1200/3937 meters (exactly). One nauticel mile is thus 6076.103333

U.S. Survey feeti,

Lol
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Some

Planet

Mercury

Venus

Ezrth-Moon

Mars

Jupiter

Saturn

Urenus

Neptune

Pluto

>ther constents of interest are given below

(km)
Oidereal Period Uncertainty Estimates
of Rotation®? Orbital Period for Plenetary Position®?
58.67 % 0.034 87.9694 200 - 300
242,64 22k, 7014 300 ~ 500
2356%51 365.2564 150 - 300
24P 37205 6689 1.88089 yr 200 - 400
9"50™30%.003 11.86223 yr 2000
10142 294577 yr 2000
10%g™ 84.018 yr 3000
142 164.78 yr 6000
6.39 218.4 yr 2 x 10°

ko2
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35, THE SHAPE OF THE EARTH

Let's start with the flat earth. How do we know -~ how did the
ancients know - that the earth is round? Three phenomena alert us to
the earth's shape. (l) During eclipses of the moon; the sun, earth
and moon are in a straight line and hence the circular shadow which
creeps cver the moon is the earth's shadow. (2) The sun appears to
climb higher in the sky as one travels further south and new stars
become visible, thus indicating that the edarth's surface is curved.

(3) The way in which ships disappear over the horizon. The Flat Earth
Society, a still accive group whose president has gone arcund the world
lecturing on the flat earth, used to write letters to Life magazine
whenever they printed pictures showing a curved horizon ~ obviously
faked photographs! So it is no wonder the ancients were slow to accept
a spherical earth,

The credit for first proposing the idea that the earth is spherical
is usually given to Pythagoras in sixth century B.C.!l He seems to have
gotten tke idea from his conviction that the sphere was the perfect shape.
The basis for the belief was shakey but none the less the idea was right
and was adopted by later influential Greek philosophers including Plato
and the archvillian Aristotle.

Eratosthenes, in the 3rd century B.C., did more than adopt the idea,
he made the first measurement of the earth's circumference. He noticed

that at noon at midsummer the sun was directly overhead at Syene, or
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Aswan as it is now known, while at Alexandria almost due nocth, it was

%5 of & circle (7.25°) away from the vertical,

ALERANORIA S sun's RAays,

W~

SyENE

So between Alexandria and Sysne the direction of the earth's surface
chaages by about 1/50 of a circle. To turu through a complete circle,
arouna the world,one must tvavel 50 times the distance between Alexandria
and Syene, Eratosthenes did nmot really know shat this distance was, but,
being & resourceful man, he noted that it took 50 days to do the journey
by camel and that camels usually travelled about 100 stadia per day. Hence
the distance between Alexandria and Syene was 5000 stadia, so the circum-
ference of the earth was 250,000 stadia, This correaponds either to 46,000
km or 39,700 km depending on the definition of the stadium. The correct
value is just over 40,000 km so Eratosthenes did very well indeed.
Poseidonius using the star Canopus and the distance from Rhodus to
Alexandria improved the value. He obtained the distance down the Nile
from Rhodus to Alexandria by using the sailing time instead of camel
time. Caliph Abdullah at Mamum used wooden rods to measure the set
distance in 800 A.D. tov arrive at a figure only 3.6% too great. This

method in vefined form, is still one of the best methods of measuring
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the earth's radius. Picard in 1671 measured a long arc in Northern France
and gave us the first accurate value.

Actually the earth {s better approximated by an obiate spheroid, a
sphere which is flattened at the poles and has an elliptic cross section.

The flattening ratio f is definec by

Equatorial Diameter Minus Polar Dianmeter 1
f = : (35-1)
Equatorial Diameter

Tue first indication that the earth might be flattened at the poles
was obtained in 1672 by a French expedition to South America, led by Jean
Richer.!! He noticed that a pendvlum clock which kept good time at Paris
lost 2 1/2 minutes per day at Cayenne. It was suspected that these meas-
urements indicaced the earth was not exactly spherical, but no numerical
values could be obtained because Newton's law of gravitation had not then
been published.

The first numerical estimate of the earth's flattening was made by
Newton from purely theoretical arguments (Principia 16879). Newton imag-
ine one tube of water, or canal as he called it, running from the North
Pole to the eart’ 's center, and another froxz the center to a point on

the equator.

NorTH
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Since water shows no tendency to rur fro.: equator to pole {or
vice versa) over the surface, the pressure exerted by each canal at
the earth's center must be equal. Because of the earth's rotation,
gravity is slightly less in the equatorial canal, which will therefore
be longer. Proceeding this way, Newton estimated the flattening as
5%5, The value is a little high because he made nu allowance for any

increase in density tecward the center of the earth.

RGO
SPHERCAL
EARTH

On spharical earth, water would spill out. Although
no canal exists, the oceans correspcudingly would

flow to the equator. Since they do not - g.e.d.

The interior of the earth is more complicated. The mean density
of the earth is 5.52 but the superficial layer has a density of 2,71,
Beneath this veneer of sedimentary rock i1s a granite layer usually 10
to 20 km thick under continents and thinner under the Antlantic and
Inéian Oceans ~ probably absent under most of the Pacific. Under this
is a denser basalt layer about as thick. These layers form the crust

and are but 17 of the earth's mass. Below the crust at a depth of
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3 30 to 50 km from the surface is a fairly abrupt transition to the mantle

: where the density is from 3.5 to 5.5 and is probably composed of basic

3 silicate rock. The jump in density is called the Mohorovicic discontinuity.
The mantle extends to about 2900 km and accounts for about 70% of the
earth's mass. The central core some 3400 km in diameter is even denser,

10 to 12 gm/cm3 and is believed composed of metallic iron alloyed with

k nickel,

E The pressure here is very great ~ estimated to be 1 1/2 to 3 x 106

atmospheres. This interior is more rigid than steel and has a very high

28
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temperature.
3 The problem of the elliptical shape of the earth was settled by
making long accurate arc measurements at various parts of the giobe.

One of the first precise measurements was made by Picard in Northern

SR R & Sa el g

FPrance in 1671, the same measurement which relaunched Newton on his
gravitational theory., Today there are vast networks of triangulation
nets which connezt surveys. The figure on the nzxt page shows the
spacing and distribution of astro-geodetic geoid data. Some areas
are very well mapped and long arcs have been acecurately measured but
the data is relatively sparse on a world wide basis.

In order to represent the figure of the earth, or more specifically
the shape of its equipotential surface, the geoid, one assumes an
1 ellipsoid of revolution and measures small deviations from this main
figure. The particular ellipsoid which is uged by any one country is
called the reference ellipsoid and unfortunately they do not all use

the same ellipsoid. The folluwing are ellipsoids in current use:

an
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The International Ellipsoid was developed by Hayford in 1910 and
adopted by the International Union of Geodesy and Geophysics., 1In the
1list below the names of the individuals who derived the ellipsoids

and year of development is given,

NAME ge _%: WHERE USZD
Krassowksy 1940 6378245 298.3 Russia
International 1924 6378338 297.0 Europe
Clarke 1880 6378249 293.5 France, Africa
Clarke 1866 6378206 295.0 North America
Begel 1941 6377397 299.15 Japan
Aty 1830 6376542 299 Great Britain
Everest 1830 6377276 300 India
Hough 1956 6378260 297.0 Army Map Service
Kaula 1961 6378163 298.24 NASA

The difference in dimensions are due principally to different arc
lengths used as a reference. These differ at points on the earth because
the shape of the geoid varies. The figure on the next page indicates
how the mass surplus of the mountains and the mass deficiencies of the
ocean cause the geoid to differ from any reference ellipsoid.

Ar equipotential surface is one which is everywhere perpendicular to
a pull or an scceleration: the geoid is that equipotential surface which

most nearly coincides with the mean sea level of the earth.
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In addition there are other complications. When we are near the
mountains, the excess mass deflects the plumb-bodb vertical as compared
to the astronomical vertical, as is expected. However, as we nove away
from the mass, the amount of the mass deflection of the vertical falls
off much faster than an applicetion of the simple inverse~square law of
attraction would indicate. It now appears that the density of mass below
tha mountain is correspondingly less, thereby compensating for tiar: excess
masg of the mountain above the surface. As we move away from the mountain,
the =xcess mass effect vanishes., Similarly there is an increase in density
in the mass below ¢he waters., These must be taken {ato socount in deter-
mining the geoid and the technique is referred to as iscstatic reruntion.
This isostasy theory holds good on the average, but there are exzeptions
(notadly the Island of Cyprus and parts of the ocean near East and West
Indies). Therefore. we see that not only does an ellipsoid of revolution
or any geometrical figure fail to represent the figur: of the geoid, but
ve are not %0 fure where ine geoid 1ls exactly located.

One way to represcnt this potential field of the earth is to consider

it a sphere with “deasity-bumps". Jus* as we decompose data into its

kis
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Fourler Series compunents, we can develop the geoid by representing it
in spherical harmonics of some sort. They must be harmonic functions
because the potential function satisfies La Place’s equation, The poly-
nomials used are called Legendre Polynomials;12 they arise quite

naturally in developing the potential function.

U= kZMe[l _ EJn (;g)n Pn (sin 1) ] (35-2)

r n=2

where k2 is Gaus's constant, Yo, the mass cf the earth so u = kzhe
= 3986032 km3/sec?; a, 1s the earth's equatorial radius = 6378166 km,
the \’n are constants to be determircod, Pn are Legendre Polynomials of
degree n and L is the instantaneous latitude of the satellite. The
J] term is zero if the equatorial plane is chosen to pass through the
earth's center of mass. The explicit form of some of these Legendre

Polynomials are listed as follows:

(3 sin?L - 1)

N fis

P2 =
1 3

p3=-?:-(531nL«~3sinL)

P, = = (35 sin®L - 30 sinL + 3)

; (63 sinSL - 30 s4n3L + 15 sin L)

g

w
]
|
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Pe - 'i'? (231 sinbL - 315 sin®L + 105 sinlL - 8)

etc.

we A PSS

The largest term is the coefficient J2 which results from the earth's
flatterning. The next term, J3, corresponds to a tendency toward a tri-
angular shape (see below) or a pear shape as it is often called because
é if the teundency were stronger the curve would become concave like a pear.
The next term might be calied square-shaped, the fifth harmonic gives

1

rise to five "petals," and so forth -

NozTH
PorE
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4 etc.
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By superimposing enough of these harmonics it is possible to build
up any shape and any gravitational field (with the limitation that they

must be symmetyical about the polar axis).

A ARET
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We hope higher terms can be safely neglected. In regard to the
potential function as given in equation (2), some earlier representa-

tions3 which used only the first three terms used the notation

-3 -2 .o 33
J 5 J2 H 2 I3 D 3 J4
1 Y4
and still others 30 used K =- 5 Jys K, = re and other variations abound.

The Jn notation is now widely accepted.

The vest way to determine these Jn values is by satellite motion.
The equations of motion using the potential of equation (2) may be written
down, expanded and integrated term by term. A process much easier to say
than do. We can eypaud the perturbation toc the central force field in

powers of J, and functions F of the orbital elements as

L «© o«
%) P= J I F (ase,1,0) + 1 1 JoImFam(@sesi,w) + ooo
n=2 n=2 m=2

Since the Jn are of order 1075 for n>2 it has only been necessary to
evaluate the terms in the first series, together with only the J% terms
in the second series.

This orbital theory has been developed by varicus authors includ-

ing King—ﬂele,33 Kozat, 3° Brouwer, 30 Groves, 32 Yevson, 3€ etc., using
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different methods and they all seem to agree., 7The most genevalized ver-
sion is that of Groves32 [1960) and the most complete explicit forms are
those of Merson3® (1960).

Mersons results, with a few negligible terms dropped and with the

addition of J% terms from King-Hele,? are given below: [-fe sinzl'J

— —n 2
ggu_/u_(fg\ 3. _3 f_gesinm(_lS
dt 3/2p)c°312“2 2935 Tein 1 \* f

|

2
_15 , [2e 1 3.2 1 3\ .2
n J"(p) (l 45) (1+2e)+ ( f 4)e cos 2 w

4 .
("'%‘“%{ Mi+se?+g2ef] -3 (1-664 8242 (1+-§—e2)e2 cos Zu

(eorff.u‘nut& on next 9339')
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L1, 33 b oo
32 (1 20 f) fet cos 4w

2
9 g2 () (112 (2 2
-2 (p ) (1-2¢) +o35¢:0,953,9,

—  —ia
.g-”- - .—L(f_e_) (1 - é_f_ +
at - 3/Z\p 3 4)

(35-6)

_5f ., 2 (35 _ 356 _1\( Se3 3ing smw
1 4+e (4 } z\)3..—-—-—e

2
J15 5 (2 W3t 88 g2 3.-1_.)
2 J(,(p 1-3 E+p f +fc052w(8 6!

.3

_ 315 e\ sin 4 sin w f, _ 7£ .21 2

4J5(p) e \l 2 738 f)
(contnweé on next page. )
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_ 35 'fg) _ 33 2057 .2 _ 19877 .3 , 16445 43
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2
+ O(JAé,J§ ,Jéé,J7,J8 cos 2w, Jsg,Jg,Jlo, XX)
+0(3,2, 33, +o)
2 2y
where g = a(l-ez), f = sinZ{. The value of a is found from the nodal

period Ty by the equation

33 2

334 g a
T.. = N—— - .__2.. ..E.‘ 2 -
A Al S (p ] (7 cos?t - 1) + 000
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In these equations the orbital elementz, 4, e and 1 are not taken

as osculating elenents but as certain mean elements. The need for an

2
2

is completely different if, for :xample, osculating elements evaluated

TR

exact definition of the elements only arises in the J. term, whose form

at the ascending wode are used.

Note that some of the terms in (5) and (6) are not strictly "secular,"

since they contain the periodic factors cos w, cos 2w, etc. It is

ToME R Lo S e g N da

desirable to include them in the same formulae because w may change
only a2 small fraction of a ~.cle during the lifetime of a satellite,
3 thus allowing the long-period terms to masquerade successfully as secular
terms,
Since a is constant, the oscillations in e can most easily be

visualized as a cnangz in the perigee Jistance from the earth's center

3
3 r, = a(l-e). From Merson we have
3 157,.2 (a2 1~ L £
. eJ,a J: a
4 3% SO e” [ Ce 6
: i= + ] -
é i, 73,0 cos 1 sin w + 64J2 ( ) §. - sin Zi(l tosZw)
| T4
47 J .
5( ) ( fz) (1-%5):0345!711-0
1 (35-7)
] +0 (J6e2,J%e)

| 222




J.a 15 2a.f a, 1 -
r = r + e gin 1 8in w 4 e-4%” e

(1 - cog 2uw)

& anjovi~
> n

~1
f) e¢in 1 sin w

i

W
LY

o
——
I )
(14
[
P

[

1
N~
mn
+
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(25 ~8)

2
+ O(Jse,J2 ) .

where suffix 0 denotes values when w = 0,

For an orbit with a rapidly rotating major axis, the periodic terams
in equations () to @)yield equations for J and JS' The contributions
from J, can be excluded, since they have a different period and moreover
are small as a result of the factor e. For example equation (8) shows
that the distance of perigee from the earth's center oscillates with

the same period as w and amplitude

%
1

8e ________ 3¢ ( 21 2) ( 5¢£)
3 sin 1 ) J2 ( ) 3 + f 1 - 2 ) j

Thus the observed amplitude of oscillation of each orbital element yields
an equation for 53, Js, see from which the values of the odd coefficients

can be found.
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The strictly secular tems in equations (5) and (6) can be used
to evaluate the even J,. Th2 contributions of the odd Jn to equations
(5} and (6) are small, because of multiplying factors of the form
e sin w, etec., which are of order 0.1. If the odd J, terms are still
appreciable, their influence can be further reduced by choosing a time
interval duving which the mean value of sin w is small. Consequently,
the J; and Jg term ik equation (5} and (6) can often be ignored; and
if not, the imperfectly-known values of J3 and J5 can be substituted
without introducing appreciable errors.

Thus equation (5) with an observed value of %{Land an approximate

2

2 provides in effect one linear relation between the even

value for J

Jn L]
ar
dt

between the J, from which the values Jgs J4s ** Jzp can in principle

If there are r observed values of available, we have r equations
be dzatermined if Jor42s 32r+4' *+ are assumed zero. In practice, the
observed values must be derived from satellites with appreciably different
values of either i or p; otherwise the simultaneous equations will tend
to be 11l-conditioned.

Similar conclusions appiy to equation 6, If however, a total of
r values of %%Eand %%'IBEavailable from suitably chosen satellites, it
should be possible to evaluate JZ’ 34' e er.
To sum up, equations (7) and (8) and the periodic terms in (5) and

(6) serve to determine the odd Jn’ while the secular terms in (5} and (6)

give the even Jn' When more accurate orbits are available in large number

< 24.
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it should be pecssible to evaluate a large number of the J,. We shall
comment on this shortly.

The observed values for use in these equations must, of course,
be purged of any contributions from other sources of perturbatiomns.
G. E. Cook3} has developed an expression for %%;and g% due to an oblate,
rotating atmosphere in which the air density varies exponentially
with height. Kozai3" has given these same effects due to the moon
and sun's attraction., These latter formulae are used to correct the
observed variations in f and w. The other perturbations Aue to rela-
tively, electromagnetic forces, effect of planets and solar radiation
pressure3® are negligible to the order of accuracy so far achieved
(fcho satellites excluded).

To illustrate the range of these variables we reproduce some
tesults of Kozal based on precisely reduced observations of Satellite
1959 Eta (Vanguard III) during 178 days from Jan 1 to June 27 of 1960.

In the upper halves of Figures 2 through 5 the observed values
of four orbital elements are plotted every two days. On Figures 4

and 5 the variations due “. the secular motions have been subtracted

from the observed values by

N, - (10621189 - 3.27398§¢)

w - (13834484 + 4.874325¢)

The lunisolar gravitational perturbations of long period were

computed by Kozai3" and are shown by solid lines in the figures., The
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solar radiation pressure effects based on % = 0,173 (cgs) are too small
tc be plotted except for the longitude of the ascending node () in
Figure 4 vhere it is expressed by a broken line.

After subtracting the air-drag, lunisolar, solar-radiation pressure
perturbations the long periodic terms due to even harmonics in the

potential are calculated using approximate values of the even harmonics.

These latter corrections aere given by

- 0.23 x 10 b cos 2w

Se =

§1 = 0940 x 10 ~3 cos 2w
§w = 0967 x 10 ~2 sin 2w
50 = 0975 x 10 ~3 sin 2u

After subtracting all of tiese perturbations the corrected values
of the orbital elements are plctted in the lower halves of Figures 2
through 5. The corrected variations may be regarded as those due to the
odd-order harmonics in the potential. Note that the observed values of
i and Q are significantly distorted by lunisolar perturbations.

By fitting the corrected observed values by sin w and cos w plus

& gecular term, Kozai derives tihe following set of elements:

ho7
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Epoch Feb 14,0, 1960

=
(]

11.06540 + 1

33.35428 + 6 - (09763 * 9) x 1072 ain o

o8
]

0.189755 + 3 + (0.459 + 5) x 107> sin w

)
]

10691189 + 2 - (3.273988 + 7) t + (0289 + 2) «x 1072 ¢os ©

=]
]

= 1382LL8Y + 10 + (4287k33 + k) t + (091267 + 12) cos w

€
1]

We seem to have six significant figures for the mean element except

for w and e which have 5.

o 2.

Kozai used 2, = 6.378165 x 108 em and k‘Me = 3.986032 x lO2 cm3/sec
¥y ineluding spherical harmonics up to ninth order, the nominal (mean)
7alues of the orbitsl elements can be used to write the equations of

conditions as follows:

+50.77 3

o
"

- 190.57, + 8k.27 - TLUgg = (0.459 ¢ 5) x 107

5 T

- 8690, + 12233 = - (09763 * 9) x 1072

[v s
"

3264, - 1443,

6= - 5!4711.13 + 417127 + 108067, - 390207, = 021267 + 12

> 7
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A= -5937J3 - 11177J5 + 14653J7 - 2993 = (0°89 + 2) x 1072

9

and for the secular motions:

W = 4499.37932 - 1267.4.!4 = 25373 + 2117J8 + 05001901

+ 02000568 = 4787433 + 4

f\*-3020.437J2 + 2268.5J, ~ 95J¢ - 1036J, + 02000221

- 02000396 = ~ 3,273988 + 7

The last two terms on the left hand side of the secular terms are
the J% terms and lunisolar secular perturbations respectively.

In a 1962 report Kozail’* used 40 equations of the amplitudes and
40 equations of the secular motions of 13 satellites to evalvate J,
up to the ninth order.

The two principal investigators in this field has been Kozai
and D, C, King-Hele. Their most recent values shown on the next page
represent an improvement over earlier ones because of the utilization
of accurate Baker-Nunn <amera tracking data.

Xaula believes the dsscgepancies between the two sets can be
blamed either on the use of King-Hele of some lower inclination orbits

of weak determination, Explorzr 11 (i = 28,8°) and Explorer 9 (i = 38.8°),

or on the use by Kozai of perigee motion as well as node notion for all

satellites.
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The chart of values is shown below. King-Helezo notes that if the
potential is to be represeated by fewer even harmoaics, the best number
is three and the recommended values are Jy = 1082.76 x 10-5, Jg ™

- 1.56 x 1070 and J‘ =+ (.39 x 10-6.

Klogea sz /o

ALl Values Times 1079

NASA
Y. Kozai?! King-Hele?? Recommended (1244)

3, 1082.65 + .12 1082.70 + .19 1682.76
1 - 2.53 + .02 - 2.55
3, ~ 1.52 + .04 - 1.40 + .20 - 1.56
JS - 0.21 + .03 - 0.15
3 0.61 + .08 0.37 + 0.2 +0.39
1 - 0.32 % .03 - .35
Jg - 0.24 + .11 0.07 0
3 - 0.10 + .04 0
310 - 0.10 + .12 - .50 0
Jll + 0.28 + 0.04 0
le - 0.28 + .11 0.31 0
31 - 0.18 + .04 0
3, +0.19 + .13 0

What about higher order J, terms; how much error do we have in
the potential function by neglecting them? No one seems tc have answered

this satisfactorily., They must decrease faster than r-lx‘ to insure con-

vergence but there is always the possibility that a larger group, say

430




JSO_J7S’ might be of the same sign and together contribute a significant
error to the geoid. King-Hele13 estimates they vary like lf and that
n
)

the error in igroring terms above Jg is about 0.4 x 10 °. Thus since
neglected values readjust our determination of all values we have the
problem that as each new Jn value is determined all the others have to

be revised. Perhaps some better expansion than Legendre polynomials

or expansion about a triaxial ellipsoid would help us. From a practical
standpoint the uncertainties due to drag (because of density uncertainties)
and other perturbations will limit the necessity for being too accurate

in computing the potential €unction. In addition we shall soon reach

some J  term such that after each major earthquake all higher J, terms

will have to be revised. In deed, higher order J, terms may well be
time dependent.

Now that we have these J2 and J3 values it might be appropriate
to make some remarks about what shape the symmetrical portion of the
earth is in.

The J, term is by far the largest and most important term. It
represents the flattening of the earth and corresponds to a flattening

ratio of With a, = 6378165 meters, this flattening ratio gives

1
298.24°
a polar axis of 6356779 meters giving use to a difference of 21.386 km.

The presatellite difference was thought to be 21.467 km. This difference,
51 meters or 266 feet, seems negligible but it is important tc geodesists

who like measurements accurate to 10 meters or better and more important

iz proves the earth is not in hydrostatic equilibrium. This means that

23
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the earth's interior has great strength of the order of 2 x 10 dynes/cm3

which 1z required to support stresses at the base of the mantle, and
the assumption that it cwn be treated as if it were a fluid, an assump-
tion widely wnde in presatellite days, is simply not true.

the J3 term shows the earth has a slight tendency, amounting to
about 30 meters or 100 feet, towards a pear shape with the "stem” at
the Nerth Pole. Again 100 feet is pretty small but important to geo-
physicists because the earth could not assume this rather odd shape
unless it had considerable internal strength, The pear problem 2lso
poses another question of why is the stem at the north rather than
the south - a question yet to be answered,

The discovery of the pear-sh.aped earth came as a great surprise
to geodesists of the 20th century. But it would have been no surprise
to an eminent navigator of the 15th century - Christopher Columbus - who
in the luct years of his life stated that the earth "was not round In
the way that is usually written, but that it has the shape of a pear
that is very round, except in the place where the stem is, which is
higher - +++”™", How about that.

The fourth and sixth harmonics contribute only a little less than
half the third and so they too make an important contribution tc the
earth's shape, All of these are smell bumps indeed. On an 18 inch
globe of the world the maximum difference would :nly be 1/16" and the

highest mountains about 1/75"., The world is much smoother and rounder

than most bowling balls in the Fairborn bowling alley.
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The figure con the next page shows the geoid relstive to a spheroid
of flattening of 55%"32 using earlier determinations of King-Hele of
Jp = 1082.86 x 1076, J, v - 2.45 x 1075, J;, = = 1.03 x 107 and g =
0.72 x 1070, Jg =-0.05 vt

Now in addition to these gpravity perturbations there are also
longitudinal dependent terms in the earth's potential field. In par-
ticular the equatorial plane of the earth is not a circle hut more
elliptical, This fact was suspected even before satellite data and
some meution of the earth as a triaxial ellipscid was hearé. The table
listed below gives a listing by Jungl! of some gravity measurements with
longitude terms. According to all these presatellite data the long
axis of the equator was close to 0 degrees and 180 degrees lougitude

while the shorc axis is close to + 90 degrees. The dificrence between

the two equatorial semi-axes was between 130 and 350 meters.

LONGITUDE TERMS FGR TRIAXIAL ELLIPSOID!

a; - a

Author Year (Miters? Longitude
Helment 1915 230 17°w
Berroth 1916 200 10°W
Heiskanen 1924 340 18°E
Heiskanen 1928 240 0°
Heiskanen 1938 350 25°W
Jeffreys 1942 160 0°
Jung 1940 370 25°W
Jung 1941 200 10°W
Niskanen 1945 290 4°W
Jung 1948 130 10°W

— a3
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THE ZONAL HARMONICS OF KING-HELE.
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Satellites tend to sample all longitudes impartially as the earth
spins under them, and are therefore not much affected by slight variations
in longitudinal dependent gravity forces. However, these variaticns de
cause small but characteristic perturbations from which the longitude
dependent terms can be determined. Recall J22 affects the 24 bour
satellite and thus offers a technique for its measurement,

The shape of the carth's equator 1s not exactly an ellipse but
a more complex figure built of many individual harmonics in precisely
the same manner as we developed the symmetrical J, terms. The complete

geopotential function can be represented in the form

. 1Y} n n 1

1 a, 2 n 13 o \
u=fg1-7 0 (;—) Pasin 1) + [ 1 5 {35 Eq (sin 1) comm(A-Apm)
r=2 n=2 m=]l J

u = kzne, r, L, A are spherical coordinates of radius, latitude
and east longitude of the field point, a, is equatorial mean radius,
Pn are Legendre polynomials of degree n, P: or as it is sometimes
written Pn,m are associated Legendre functions of the first kind of
degree n and order m.; Jn and Jnm are numerical cous:iants, Anm is the
longitude assoclated with J,. and n;, n, are maximum degrees of the
zonal and tesseral harmonics included in the computation of U. The

associated Legendre functions can be found from -

438




AT YT

Eaana S Uy ot

T,

IR T

P* (sin L) = (1 - sin? L)m/2 - [Pn (sin L)]
n d(sid L)"

n/2 1 gnim

n
(sin2 L ~-1)
2%m! d(sin L)M‘m

= (1 - sin? L)

m/2

m - - 2 m .
Pn {sin L) = (1 - sin“ L) 2"m! Pn+m (sin L)

Wher. these associated Legendre functions are multiplied by
sip m A orcos m A they become tesseral harmonics. The Figure below
indicates a tesseral harmonic where the shaded area represents

tessera® where the function is pocsitive and the unshaded area

represents negative tesseraP. When m = 0, tesseral harmonics

divide the sphere into zones of alternate positive and negative
values - hence are called zonal harmonics. These arise with the
Jn symmetrical terms.

TESSERAL ZONAL

P9,6 (sin L) sin 6A P7’0 (sin L)




R DS

7 S TR TR

i

SECTORIAL

When m = n the tesseral
harmonics divide the sphere
into sectors of alternate
positive and negative values -
hence are called sectorial

harmonics.

cos 7)

Another form of the geopotential has been adopted by the Internatiomal

Astronomical Unionz, unfortunately, and both forms abound in the literature.

n
U= f- 1+ 22 zo(;;) Pn (sin L) (Cnm cos m A + 5, sin m A)
n=2 m=

@nd variations occur with this formuia! Some people use a different
normalization for the associated Legendre polynomials or spherical harmonics

as they are callad.

m /2 1 Rk
Py (sin L) = P_ (sin L) = (1 - sin?L)™ (sin? L - 1)°
201 d(sin L)n+m




We can expand the last term in a series to write

, (1 - sin? L)/ gm 2 oa-nt 2n-2t
Pom (810 L) = n atm | Lo (n - t)!t! (sin L)
2'm! d(sin L) t=0 T

This may be differentiated to give

Q-stn? U2 B (an - 26) ¢ (1) (stn )T

P (sinl) = T Tt
nm oh 20 (n-m=-2t)! (n-1¢) 't!

E This form of the spherical harmonic is used in the term

n
n a
zl Ion (—5) Pm (sin L) cos m (A - xnm)

and in the term

L

bad n

n
a . '
n£2 nZo (;g) Pom (sin L) [Cnm cosmA+S sinm A] .
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tlowever, Kaula and others use the "fully-normalized" spherical

harmonics which are given by [ Jm,a' for m=20 ]

Sm,:. o fer mzo

- (n - m12n + 1) - 8oy s w2 K
F (sin L) ='\[w Y (1 - sin? L) tZO

(-1 20 - 2t)1(sin L® "M - 2t
2" tt (n - £)t(n - m - 26)!

n-m
2

functions. The corresponding potential term in this case is usually

where k is the integer part of

and Gom is the Kronecker delta

written
n
B T Y2 ) T )
U-rl-'rz 2‘;—- an(sinL) Cnmcosmz\-i-snmsinm)\
n=2 m=0
For this case C , = - W ; for the other potential function
n

Cho = I, and in fact

Coo ® = Jn S0 = 0

Cam ® Jnm €08 MmA L
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Snm = Jom sin m Ay,

2 2

Jnm 7 Cnm + Snm
= L _nm
Anm = arc tan Com

{take smallest value)

and

r 3 = = / n-m!
Coame Snm} - {;f;f;;; Chme Sam

So one must beware of geophysicists bearing C and §, which is probably
why one often hears the expression, 'those € 8 geophysicists".

Again we can expand the potential function and integrate term by
term.and identify these new J,. coefficients as we did with the J; coeffi-
cients, The values for the varicus Cpp or Syp or J,, tesseral harmonic
coefficients arc not very accurately known.

Mercer?? gives the following list of the best results from the TRANSIT
Program.23 In makirg these determinations, APL uses King~Heles20 values
for the even zonal harmonics and Newton's'S (no relation) value for the
odd degree zonals. They use a, = 6378166 m and u = kZMe = 3.986075 x 1014
m3/sec2. This list appears on the next page.

The various determinations of these constants by different investi-

gators seem to give rise to a geold which has basically the same general
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phase, i.e., the relative maximum and minimum eccur in the same general

location, hut the magnitudes differ by as much as 30 meters.

The APL

values listed in the table have fewer possible scurces of error but

will most certainly be improved with age as longer arc lengths are

tracked and camera data is integrated with the doppler information.

1=

o

=

TESSERAL COEFFICIENTS

Jnn
0
1.723
1.856
0.4482
0.1643
0.7278
0.1536
.05719
.004781
0.1509
0.05329
0.005843
0.004093
0.0008462
0.06611

0.03746

nm
0

- 13.18
5.31

- 13.33
16.00
-136.68
27.47

- 1,10
36.01

- 81.86
- 2.60
- 3,45
58.25

15.42

157.21

113.15

4.4l

In units of 1076 and degrees east longitude.

Cam
0
1.544
1.848
0.4006
0.1100

- .5295

0.0882

.05307

005747
- .002463
0.0001963
- 06095

- .02588

Snm

——

0
~-0.765
0.172
-0.2011
0.1221
- .4933
0.1257
~ .0033
.00281
- .1493
- .00483
- .001049
- .003269
- .0008231
02561

- .02708
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6 3 0.01166 - 1.75 01161 - .00107

6 4  0.002256 60.74 ~ .001026 - .002010

6 5  0.0003328 - 17.75 .0000071 - .0003327
6 6  0.0000553 - 14.34 .00000356 - .00005140

From TRANSIT Program as reporzed by Mercer.2?

Which model to use for U and how many coefficients to use depends
on the inclination and period of the satellite. As was mentioned earlier
in the notes, resonance can make certain of the Jnm terms become quite
important in predicting that particular satellite's position. By this

means we have the following:

..6 °
J = 0.52 - 10.
13,13 = 0+52 % 10 \3,1p = 1046
. -6 e
334,14 = 0-56 % 10 Mg, 14 = 15
J = 0.08 x 1078 A = 19.6°
15,14 = - 1 15,14 .

[Yionoulis, Dec 1965]3°

Wagner in 196425 said the Syncom satellite showed Jop =
- {1.70 + .05) x 107° Ay = = (19 % 6)° (West Longitude).
In 1965 he corrected for higher order Jap terms and obtained a

value of?6
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Jo, = = (1.9 +0.2) x 107 Aoz = - (2L +7)°

22

This latter determination corresponds to a difference between
major and minor semi-axis of 73 + 8 meters in tie equatorial plane.
Previous (1964) determination led to 65 + 2 meters difference. To
obtain an idea of the accuracy available, several of the more recent
determinations of tesseral coefficients are listed on the next page.
The data 3® from Wagner's article.?6

A better understaiding of the effect of each of the potential
terms can be had by representing the tesseral harmonics on a sphere.
Wagner's pictures are shown on the next two pages., The shaded areas
are positive terms but with continuously varying values, the numbers
listed on the figures are the maximum deviations from the sphere.

To be more realistic we need to take all of these tesseral
harmonics and form a geoid map. Which geoid picture we obtain depends
on which oblate spheroid we select as the reference ellipsoid and,
of course, whose Jn,m coefficients we use. The resultant picture
will show deviations of the equipotential surface, the geoid, from
the selected reference ellipsoid. Several such genld maps were
developed by Kaula?? using an ellipsoid with 1/f = 298.24 and
aeg = 6378165 meters. These geoid maps are shown on the following pages.

The important features are the depression, some 40-70 mecers deep,
south of India and the elevation, some 20 to 60 meters high, near
New Guinea; these are similar to the main features of the simple

picture of an elliptic equator; however other features of this simple
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Geoid Heights in Meters Based on Harmonic Coefficients D

Figurel¥:
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picture have gone by ihe board. The other main features are substantial
elevations centered in France and the South Atlantic, &nd a depression
centered near the South Pole, south of Australia., The pear shape
effect is still retained, because the South Pole is depressed by some
20 meters while the North Pole is elevated by about 15 meters; but
the pear has been slightly twisted, so that the maximum elevations
and depressions occur away from the Poles.
These geoid maps will no doubt keep changing in detail as the
vears pass, but the main features are probably correct,
There are some interesting speculations which have been drawan

by 0'Keefe.2® 1f the interior of the zarth were behaving like a

fluid, its flattening would be near 29%.8 rather than 29%.24; so if

we wish to see how the earth departs from the fluid equilibrium, the
map of its shape should be drawn not relative to the "best" ellipsoid
of flattening 1 but relative to an ellipsoid of flattening 1,

298.24 299.8
When this is done, the depression near India disappears, but an even

stronger elevation than before occurs in the East Indies. This is the
most active volcanic region in the world and since other volcanic regions
also tend to be associated with elevated parts of the new geoid, the
possibility arises that the earth's surface geometry may be linked with
its vulcanology. Thus a study of space seems to be leading us to a

better understanding of the interior of the earth as well.
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APPENDIX I

NUMERICAL INTEGRATION

T

Just %0 complete the story of special perturbation we will briefly

FAPEES

and simpiy inquire into the Tundamentals of numerlcal integration. The
besic idea of integration is one of finding the area under a given curve,
With differential equations this curve is not precisely known end mus% dbe

approximated as we move along in time., The curve is evaluated at a few

L aan il T r

known points and then fitted to a known curve, usually a polynomial.
Let's consider some very simple minded cases and then advance onward

and upward.

el s b

First i(ry to fit the points by & straight line.

) —

Figure £ € £(x) = Ax + B
I-1

fe—h —f
X LI

Ve want to find a curve of the form Ax + B which goes through the

points (o,fi) and (h’fi+l)' Henze
b4 -
1+ i
B = fi 3 A= h .

We then procead 1o integrate to obtain

I-.1
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h h <2
L - f(x)dx-f (ax + Bdx = A -+ 5X
(o] [o} o]

h2 fia - fy (hZ)
= — 5 e ——— — +
I} = Ao+ Bh - > fih

o

I ' - 1
I1=3 (f1+ f1+1) ) fi0, 2 -'*-h—' - %

This is Euler's integration formula. In terms of a differential

equation we are 2stimating fj4; by

af,
fi41 = f3 +h =

t— given at xy.

This can be thought of as the first few terms of a Taylor's series,

i.e.,

- hos b2 20,03 g L,

I.2
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vhere we have neglected the higher order terms, i.e., have truncated the

series, The terms dropped are of order h2 vhich we write as O(he).

{ 2
fia =t * hr1 + o(n®) .

An error is incurred because we truncated the series. The magnitude
of the error depends on h. This error is called the truncation error.
Now try fitting the curve with Ax2 + Bx + C. We now reguire three

points. UYe calculate A, B and C by requiring tha® the funection

2

£(x) = AxX“ + Bx + &

go through the points (-h,f, ,), (0,f,) and (h,fi+l)

i FIGURE I-2
L
xi-g X Xitr




This requires that

JHi 261+ £y B.f_ﬁl__:_f}:l. C e e £
on2 ) 2h ) i
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TR

] The integral is

" 4 i PRI B PP
: L= ) ) 3 ) tied 17 %A
- 'S

1 This is Simpson's 1/3 rule for numerical integration.
To become more accurate we can try higher order polyromials,
Before venturing into this avea we first look at finite differences,

. In developing Simpson's rule and others, one uses such auantities

as
£ - £, £ - f etc.

These are called finite differences. We can make a table of
successive differences from any listing of a function. For example

congider the function

] fx) = x3-3x-23
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The differences vl are obtained by subtracting each value of f
from the one immedfately below it vl = first difference, v2 = cecond

difference, etc.

x £(x) vl v v A
-3 41
+16
-2 -25 -12
+4 +b
-1 -21 ~6 0
-2 +6
0 -23 0 0
-2 +6
+1 -25 +6 0
+4 +6
+2 -21 -12 0
+16 +6
+3 -5 +18 0
+34 +6
+h +2° +264
+58
+5 +87

These successive differences vl are closely related to successive
derivatives of f(x). The differences in general converge and they

converge more rapldly as h decreases,

I.§
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Now consider how we make use of these differences,

f; in a Taylor's series to give

Using operator notation we may write this as

2 3
h h h LI I )
Ei41 = £1 +'l—!" Dfy +'2-r szi +3—!-D3fi +

11 3!

2 3
h h h” 3 . ...1 « ohD
fi+1=fi(1+——u+—2—!-nz+——-o + ) P,

since

?
+* 2 3
-x- —x—— ..x_. x_ e e
eX=ltyrtartat

so that

First expand

1
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So

hD
fie = €78y

likewise

£ ‘1 - e-hbfi .

We can then write the first differences as

et -£ .= [ge-hD
veg =g - £y = [2e0) g

so that symbolically at least, we can write

P = ]-e~PD

T-9




eD = 1.y

In ePD = pp = In(1l - V) --(v+§—+-§—

Since

1n (lix)'ix-gﬁigz_%{‘.igf_
fron which we can write

hD = ¢ + §E-+.%2 + %ﬁ.+ cvees

Now merely by multiplying the expressions out we can form the

successive powers of hD as below.

2 3 4
v \’ \'

T AR S AR AN
hD 3 3 4

+
»
<
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L g8 43 9% 4 .en

2,2 o2 . o3
h“D '\7+V+12 6

}\3D3=V3+"23"V4+2'V5+."

nph = o4 4 293 +%l v 4 ..

So - returning to Taylor's series we can write

f147 = 1 + 00 [f{+%f{’+%h2f{”+ ceel

2 ,
fi41 = 4 + h [f{+%‘lf1’+l‘3&2—f{+---]
£i41 = 5 + b [f{+—;~(v+%v2+~;-v3+%—v"+

5.5

1,02 403,11 4. 5 veny g]
R AR S MR I A
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i o(ub o 9ud 4+ LT 06 o .., /
+ 150 (v + 29° + 6 LA 4 ) fi

1 S 5 6 25 7 /

e — +.__.. +o.. +ooo
tg (VST Y ) £y ]

or -

- 1o .5 o2 ,.303 250 o4 . 95. 19,087 ¢6
fiop = E +h L4374+ 35 72 4393 4 2y +288\75+60,480

+ "o] f{

This is Adam’s recurrence formula with f{ at x; given by the differ-

ential equation.,

This latter formula is called the open type formula and if the nth
differences are used one can show the truncation @rreris O(hPH3),
It is also possible to derive a closed-type formula assuming one

knows f{+1. ‘This results in

I-10
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441 fi+h[* 2v

and again one car determine the order of the neglected terms to te
o(hn+2) .

The predictor-corrector technique makes use of both of thece
formulae. One uses the open serjes formula to compute fj.; and this

together with the differential equation gives

/!
£i41 = Flxgyy,fi47)

and a new set of finite differcnces ka{+1 is formed in order to calculate
with the closed formula thereby getting a second value for fy.;. This
process is repeated with smaller values of h until two values of fi+1
do not differ by more than some preselected error criteria.

Thus the predictor-corrector technique gives an estimate for the
truncation error at cach stage. In addition one can allow an increase
in h 1f the truncation =rror is less than this preassigned tolerance.
This will reduce the total number of integration steps and thereby reduce
the round-off error.

Initially we have position and velocity only at t = 0. It is there-

fore necessary to first use a Runge-Kutta-Gill integration formula to

-0
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generate position @nd velocity at tl, tz, t3, ta, KX tn where n is the
highest diff:rencec in the sdam's formula.

The Runge-Kutta method proceeds &s follows: Given giv- f(x,y) and
let h represent the interval between equally spaced values of x. Then

if the initial values are X,s¥, the first increment in y is found by

the following formulae.

ky = hi(x,, y,)

k
h 1
kz = hf(x, + 3 Yo t -2—-)

k3 = hf(x, + -‘21, Yo * ;—-2-)
k, = hE(x, + h, yo + ky)
by = & (ky + Zkp + 2ky + k;)
and
x} =x, +h Y1 =Y, % by

Succeeding intervals are calculated by the same relationship. Other
Runge-Kutfa formulae exist including a fifth order one. The one above
is fourth order. For a derivation see HILDERRAND, F.B., "Introduction

to Numerical Analysis," McGraw-Hili Book Co., New York, 1956.

I-1




One can also develop un error control for the Runge-Kufta schemes,
Using a Taylor series expansion, Hildebrand shows that for a fourth

order Runge-Kutta methoé one can write

L

51}15f§")(e>h) 0<0<1

Yi(t, h) = yi(t) +
oo =10+ 2 [ @ 0 53] 0 e

where yi(t) is the true value, yi(t, h; is the value computed
with step size h; yi(t<,h/2) is the value computed with step size
h/2. The error term in the second equation is doubled since this
integration involves two steps. If we assume that the fifth decrivatives

have the property that, for sufficiently small h,
) -
f(V, (3h) oo f(V) (0_2.)

then elimination of yi(t) from the above two equations gives

the error as

-1 h
e; = I3 [yi(t, h) - yi(t,g)].

This gives a good estimate of the truncation error and is used
as an error control criteria to reduce or increase the size of the
interval h.

In addition to truncation error, one also has a round-off errcr.
This error increases as h decreases.,

The error incwrred in rounding the result of each computatior

is propagated through all subsequent computation., When integration

IT-10
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is involved the errors generated at each step are propagated to the
end of the integration., An actual round-off error in one integrand
value will sppear in all subsequent single integrals. That is, 1ue
to round-off error in the last calculation, the new interval has the
wrong initial conditions for position and velocity. Some systems
are vxtremely sensitive to initial condition errors and in such
system: any error, due to truncation or round-off, will propagate
rapidly.

Thus besides considering the truncation error av each step it
iz extremely important to know how a single truncation error propagates
as the solution proceeds. This is strictly a function of the par-
ticula> differentisl equation being solved aud unfortunately is
seldom 19 ever investigated,

Consider the simple linear equation

N

i by = 0

Al

with initial conditions of y''' (0) = +2, y'' (0) = =2, y' (0) = +1
and y(0) = 0, It is easily verified that the answer is y = e Csint.
Now if one attempts to obtain a numericzl solution for this
differentisl equation, by any scheme what-so-ever, in less than 10
seconds the numerical solution does not have even one good significant

figure,

I-4
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See table below.,

Y
t y-= e Usint Numerical Difference % Error
0 0 0 0 0
1 0.30956 0.30956 0 0
2 0.12306 0.12306 0 0
L -0,013861 -0,013862 .000001 -
6 -0.00069260 -0.00069146 ~.00000114 -0.2%
8 +0.00033189 +0,00033851 +,00000652 +2.0%
10 ~0.000024699 -0,00012732 +.000102621 +415%

And it gets worse as time gozs by.
MORAL - Never feed a computer & problem whose aanswer you don't know
in advance, It will give you the wrong answer every time.
The propagation of round-off error can sometiaes be estimated.
Since we sometines round-up end sometimes round-down, one carnot
consider the rounding errors to propagate directly., For want of
nothing better one can assume rounding errors are Gaussian distributed
about zero, With this assumption, which is perhaps a little harsh,
onc can show that the mean error in a single integration, due to
round-off, varies as the square root of the number of steps. On
double integration, the mean error goes as the three-halves power
of the number of steps.
REF: D. Brouwer, "On the Accumulation of Errors in Numerical Inte-
gration," Astronomical Journsl, Vol. 46, p. 149, 1937,
Thus for 10,000 integration steps, Y10¥ = 102 or the last two
significant figures are most probably !n error after 10,000 single
integration, The bound is sctually a little high but is often of

the proper order of magniiude,

I-18
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To show these effects, Buker has applied numerical integration
to the motion about the unstable litration point in the earth-moon
restricted three~-body problem, If there were precisely zero error
thne particle should remain at this point., As error nropagaetes, ever
so slightly, the particie will leave like a herd of turtles. Figure
I-3 shows this effect for various error controls, As the integration
interval is decreased, time at libration point is increased until we
reduce to 10”®, Further reduction to 10”7 causes round-off error to
become larger than truncation error. e are caught between the two
types of errors,

REF: "Efficient Precision Orbit Computation Techniques by R. M. L.

Beker, Jr., et, al.,, ARS Reprint No., 869-59. Presented at ARS

Meeting June 8-11, 1959.
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Sterne develops & meinoa adopted from Rademdcher which makes
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use of the adjoint system to estimate the propsgation of truncstion
and round-off error. This technique was applied by Robert Zani in
an AFIT Thesis to problems in celestial mechanics.

Besides these ncrmal integration schemes one can also use

el i

power series expansion methods. A discussion of this technique as

applied to problems in dynamics is given in the NASA report by
Fehlberg. He also gives higher order implicit and explicit Runge-

Kuita formulae.
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(3]

(1]

(5]
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MIMIC

In the course of solving & differential equetion by numerical
methods, it becomes necessery to translate the mathematics into digital
language such as FORTRAN, ALGOL, etc. To be most efficient the student
should learn nne of these languages such as FORTRAN IV. There is,
however, e simple language which is limited in scope but is more than
adequate for most problems in celestial mechanics or for ordinary
differential equaticns in general. Furthermore, it is simple encugn
to be gelf taught in the course of a day. The first of these is called
MID.L3 and an improved version is called MIMIC., Both or chese languages
were developed by F. J. Sansom and H. L. Peterson of the System
Engineering Group here at Wright Field.

MIDAS is a digital computer program that was designed to solve
systems of ordinary differential eguations. It does this by employing
& block-oriented input language, that may be most easily thought of
as a large Tinkertoy, a set of building blocks which the programmer
puts together to conform to the particular system he wishes to simulate.
Each block is capable of performing just one distinct operation, like
integration. summation, multiplication, limiting, ete. Writing a
MIDAS program consists of drawing a block diagram that shows the
interconnection of these bl#cks., The interconnections are then listed,
and together with a few additionel instructions are keypunched and

submitted for solution.

T -
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To illustrate the method of formulating a MIDAS solution, eonsider

the following simple example. Assume that we wish to solve the second-

D ravoe syt

[R5y PET e 1

order differential equation

L []
Mx + Bx + Kx = 0; x(0) = 0, x(0) = 20

for the three cases

"

Case 1 M=10, B=2.5 K=8.6

Case 2 M =10, B= 3.2, K= 8.6
Case 3 M=10, B=25, K=15.0
" [

and that we are interested in observing x, x and x for 0 g t £ 5. A

block diagram that represents this system is shown in Figure I-f.

-~

7=
-h-.-l\ ie,

e M F'm

1 7] ' '
:’,\5\ L N YR 'S N PR I

\ M2

IT
FIN <:::>

STOP

ricure 1-$

Each block in this diagram has been named in a manner indicative
of the operation it is to perform. The first letter indicates the
operation and the succeeding, completely arbitrary, alphenumeric

characters are used to distinguish it from other elements of the same

I-30
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type. Thus I2 sterds for an in*egrator named 2 -- it could equally
wvell nave been named IX.

The operalion of S! is summation; its output is equal to the
sum of its inputs. Thus -(B; +Kr) = M;, which is, of course, the
equation we wish to solve. The rest of the diagram is concerned
with operating on M; to provide the two inputs, ~B; and -iix, necessary
to specify Sl. Hencz2 Mx is divided by M in D1, ; is integrated in
J1 to form ;, etc. The FIN block is a finish condition; computation
cn & case is stopped and the next case started when IT (the independent
variable) exceeds a constant named STOP. As many finish conditions

as required may be amposed.

The listing for this diagram is

s1 M1,M2
D1 S1,M
Il Nl

12 I1

M1 -B,I1
M2 12,-K

FIK IT, STOP
Each line of the listing corresponds to one element in the diazram.
First the name of the element, identifying it by type and number, is
given; then the sourcec of its inputs are entered. Multinle inputs

are separested by commas. This listing is not enough to sclve the

J-%
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problem; additional cards are necessary to call the MIDAS subroutine,

enter data, and control the printing of resulis. Figure 1—5 shows a

complete listing for this program. The constants M and STOP are

$IBFTC CALL
? CALL MIDAS
f‘ =D

$DATA

SOLUTION OF MASS, SPRING, DAMPER SYSTEM

CON M,STGP

PAR -B,-K
Ic 12
i s1 ML ,M2
D1 S1,M
1 Dl
12 ol

M -R,T1
4 M2 12,-K

FIN IT,STOP

HhR TIME,ACC. ,VEL. ,DISP,

CRoiopy S ey e A i et <L

HDR
RO IT,D1,I1,I2
. END
.
; ) i . t r,qQ\
(coentinvea on next P95}

I-3
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"302 "8.6

"2o 5 "150
20.
$EOF

FIGURE I1I-§
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named on a constant card (CON), the parameters -B and -K on a parameter

card (PAR), and the initial condition of integrator 2 on an initial
condition card (IC). Printout of results is controlled by the readout
(RO) statement and, unless otherwise specified, & printcut occurs at
every .1 unit of the independent variable, Variables named in RO
statements will be printed in a fixed 6-column format. Headings for
these columns can be introduced Yy using a header (HDR) statement.

The END card is used to distinguish between MIDAS statements and data.
Comments may be used at will before the END card. Any statement with
a non-blank column 1 is considered to be a comment.

Thiz gimple example uses a very linmited set of the type and
number of elements available in MIDAS. The program is large enough
to solve complex systems of nonlinear diZferential equations of up
to order 100. A complete description of MIDAS is contaired ir Air

Force Technical Documentary Report No. &EG-TDROGY-1.,1

J-33
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MIMIC

The MIMIC program is en cutgrowth of MIDAS. It attempts Lo
eliminate some of the shortcomings of MIDAS and yet remain a simple,
easily learned tool for solving parallel systems.

MIDAS requires that a block diagram, representing the system to
be studied, be drawn. From this diagram a listing is prepared and
the solution obtained. MIMIC obviates the necessity of the block
diagram by allowing the user to name the varisbles in any menner
that he chooses, independent of the operation used to evaluate the
varigble. Further, the arithmetic operators +, -, %, and /, denoting
addition, subtraction, multiplication, and division respectively,
have been added.

The MIMIC coding for the example given atcve is shown in Figure
I-Y. Data is nemed and entered, and cutput is handled as in MIDAS.

CON(M)
PAR(B,K)

anx ~(B*1DX+K/X)} /M

1DX INT(2DX,0.)

X INT(1DX,20.)
FIN(T,S.)
HDR(T,ACC,VEL,DISE)
ouT(T,2DX,1DX,X)
END

FIGURE I-7

T
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The differences are fairly evident. x is named 2DX rather than

Dl, ; is 1DX, ete. More than one operation ca: be performed on one
line. Constants can be identified and assigned a value by using &
literal name, that is 5. is the name of a constant that has a value
of 5.

In general a MIMIC program consists of a series of statements
of the form

RESULT = EXPRESSION

where RESULT is a user supplied name identifying the variable evaluated
by EXPRESSICN. The equality sign is implicit and need not be present.
EXPRESSION is a sequence of variables (RESULTS) and FUNCTIONS separated
hy arithmetic operators, commas, and parentheses. All FUNCTIONS are
represented by three letter mnemonic codes followed by up to six
arguments enclosed in parentheses and separated by commas. The argu-
ments of FUNCTIONS may themselves be EXPRESSIONS.

As an example, consider the following eguation:

x=y + (z +e-at)l/2

It can be programmed as

X =Y + SQR(Z + EXP(-A*T))

where SQR is the square root function and EXP the =xponential function.

The argument of SQR is an EXPRESSION.
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MIMIC provides functions for all the operavions (blocks) in MIDAS,
including functions for addition (ADD), multiplication (MPY), negation
(NEG), and division (DIV). These last four functions are provided so
that block-oriented programs can be written. Additionally, MIMIC
provides logicel functions, hybrid functicns, and the ability to write
subprograms in MIMIC lenguage. Control over the execution of the
program is extended by allowing limited branching. A LOGICAL COLTROL
VARIABLE can be defined that will control the execution of individual
statements. A more dctailed description of MIMIC is given in SESCA

Internal Hemo 65-12.7 ( More readily evailable 33 Rekerence 3).
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Review of the Ceneral Concepts of Dynamics

Source: Douglas Aircraft Report SM~23401 by P. A. Lagerstrom and
E M. E. Graham, "Some General Concepts of Dynamics and Their
Application to the Restricted Three Body Problem," December
1958,

"Classical Mechanics" by Herbert Goldstzin Addison-Wesley,

Reading, Mass., 1959,

It is assumed that the student has had a good course in the funda-~
mentals of dynomics. This appendix, which is drawn directly from the
Douglas report, is intended to be a review of conservation theorems,
Lagrange's equations and an introduction to Hamilton's equations.

Dynamics may be defined as the theory of worion of matter under the

influence of forces. lere we are concerned with the special branch of

dynamics in which one makes the idealizing assumption that matter con-

sists of a fiuite number of rigid bodies; this is opposed to dynamics of
continuous systems (hydrodynamics, theory of elasticity, etc.). A further
idealizing assumption is that the mass of each body is concentrated at a
point. The general problem or the motion of mass points is the following:
censider a system of n mass points. The 1th mass point has mass my, position
;i (radius vector) and is acted on by the force ?1. According to classical

(pre-relativistic) mechanics, the motion of the particles then obeys Newtcn's

LS 0 ey o i

law

R el T

1 = fi i = 1’ 2’ see I (XI~1)
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To make this system of equations complete, one necds physical laws
vhich define the forces. The force gi_will, in general, depend on thz
position and velocities of all the particles. If one considers rigid
bodies of finite extension instead of mass points, one can show that
equation (II-1) is still valid for the center of mass of the bodies.

In addition, one then also needs a set of equations, similar in structure
to equation (1I-1) which govern the rotation of the bodies.

The mathematical formulation of the dviamics of rigid bodies thus
leads to a system of ordinary differential equations. Continuous mechan-
ics on the other hand leads to partial differential equations, such as
the Navier-Stokes equations. In the advanced theory of rigid bodies
(Hamilton-Jacobi theory, see Goldstein P 273 ff) one may associate certain
partial differential equations with a system of the type (II-1). However,
basically, the physical laws are formulated with the aid of ordinary
differential equations. Once the explicit expressions for the ?i are
given, the physical problem is reduced to a well-defined mathematical
problem, Dynamics thus becomes mathematics rather than physics. However,
most force-laws lead to nonlinear expressions for the ;1 and; as a result,
present-day mathematics is inadequate for the solution of many important
problems, In most problems, sclvable or not, it is advisable to rely
heavily on physical and geometrical intuitionm,

If the Ei are gravitational forces only, then the problem of solving
Eq. 1I-]1 becomes a problem in celestial mechanics. Here we are concerned
only with pre-relativistic mechanies; heace, the gravitational forces are

given by Newton's formula. [The special theory of relativity provides a
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correction to Newton's law of motion (IT-1); the zeneral theory of
relatively also replaces Newton's law of gravitation by more accurate
laws.] Then, if the number of mass points is n, the problem of solving
Eq. II-1 is called the n-body problem. For n > 2 this problem has been
solved only partially. Much of the mathematical information about the
n-body problem is contained in the so-called conscrvation laws (integrals
of motion). For n = 2 the conservation laws provide the complete solution.

Conservation laws play an important recle in many problems of dynamics
other than those of celestial mechanics. In this section, their use will
therefore be illustrated with the aid of simple problems. Furthermore,
the conservation laws are .ntimately connected with the use of generalized
coordinates and with Lagrange's and Hamilton's equations of metion. These
concepts will also be discussed in this section it consection with simple
examples.

l. Conservation of Energy -~ Genersalized Coordinates - Illustrated by

Simple Exampies

Example i1 - One-dimensional oscillator:

Here we have one particle of mass m, position X, acted upon by a force
£ which depends only upon the position, £ = f(x). [The simplest case
would be a linear spring-mass system, a harmonic oscillator, for which

f(x) = -kx, k = spring constant.] The equation of motion is

2
@ d—% = £(x) (11-2)
de

This second-order equation can be written as a pair of first-order equations

if we define v = dx/dt = velocity.

r-3
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ax . (11I-3a)

dt

m Y = £(x) (1I-3b)
at

The function f(x) defines a force-field in (one~dimensional) space.
If the particle happens to be at x, then the force acting upon it is the
value of the force-field at x. Since only one particle is involved, the
force-field is given a priori as a function of space; in the n-bady provlem,
on the other hand, the force-field acting on one body would depend on the
position of the other bodies.

We define a function V(x) by
X
V(x) =-°[ £(x) dx (11-4)

V(x) will be called the potential energy, or the force potential, for
reasons to be given later. A potential can always be defined from a
one-dimensional force field; in higher dimensions, it can be defined
only when the force field iIs irrotational.* [Note that for the harmonic
oscillator V(x) = 55?/2.}

The choice of the lower limit in Eq. II-4, equivalent to specifying
a constant of integration, is unimportant; in each problem one picks a
convenient vilue. The essential part of the definition (II-4) is the

differential law

- -(-1—- = f(x) (11-5)

> -+ > >
*The force field f(r) is irrctational if §f + dr = 0 for any closed path,

-4
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If the particle is at x = x, when t = t it is said to have the potential
energy V(x,). The potential energy of a moving particle is then an implicit
function of time, The time rate of change of the potential energy of a

moving particle is then given by the substantial) derivative

dv _ lim  V[x(t + at)] - Vx(t)] ~

dt = At»o It (11-6)
The rules of differential calculus then give

v . dVdx . gy (11-7)

dt  4dx dt

The following calculation shows the importance of the function V(x):

1f both sides of Eq. II-3t are multiplied by v one finds

dv
my S fv (a)

Hence, using Eq. II-7,

N
d_ ey, av _ _
a.t.(z + oo (11-8)
or
T+ V = constant = E {11-9)
wvhere

Ta m;i = kinetic energy

Equation II-9 is a first example of a concervation law. I: states that
the total energy (T + V) is conserved; {.e., unchanged, during the motion
of the particle. (The fact that f depended on x only, and not on time,
was used implicitly above; time dependent force fields and potential

functicns will be considered later,)

J-5
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The total energy is also called an integral of the motion. The
reason for the name is that in de~iving the conservation law (II-9)
we have integrated the equations of motion once. The original second-
order system (II-3a, b) has been replaced by one first-order equation
invoiving one constant of integration. This is seen by rewriting II-9

as

—
.g-’ti = '\/%{E - V(x)]} (11-19)

Since V is not explicitly a functiva of t, Eq. II-10 can be immediately

solved in the sense that t may be found as a function of x,

X

£ 4x +t (11“11)

2 (o]
V& - veor

where t, 1s a second constant ¢’ integrationm.

o

Thus a gewveral solution of the system (II-3a, Y involvise two constants
of integration, E and ty has been obtained, If at time t = ¢, tae

position x = x, and velocity v = Yy, are given, the constants E aad t,

——— ——

are
xO
E= -“12"-%- +V(x),  ty = - dx (11-12)
</ 2 '
ol - V(x)]
o

In principle, Eq. II-11 may, of course, be inverted to give x as a function
of &.
We will carry through the integration for the special case of the

harmonic oscillator for which
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f(x) = -kx, V() = kx2/2

Then
® 1 3
2L d k_ x
t-t_ = dx - k 2E
° 2 2
Z.E k'x 2—E. I-l_(}—.
o mi© - 2 mo 2E

or, with o k/m,

: k
—_— X
arc sin ( \/ °F )
2B -
X = ‘\/ .E_sin w(t to)

If we consider the special initial conditions

-
1
rt
b
Sl

or

X=X Ve Ve =0 for t = o

o’

then

E = kxg/Z, t, = —--;-/m, and

X‘XOCOSO)C,

(b)

(c)

(d)

(11-13)

()

(£)

For the case of anharmonic oscillator, the final results are, of course,

easily obtained direcctly from the second-order equaticn of motion,

However, if the restoring force is non-linear, the method of solution

shown above is very useful,
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Example 2 - Two-dimensional roller coaster:

This example will follow the
same method of solution (but adapted
to two dimensions) as was used in
Example 1, and will introduce the

concepts of constrained motion and

of generalized coordinates. A

heavy particle moves without fric~
tion, but is constrained by tracks Fig., II-1: Particle moving
to follow the surface of a roller on roller coaster
coaster defined by y = G(x). The

forces acting are a uniform gravitational force (in the -y direction)
and the force of constraint, which is normal to the path. The position

and velocity of the particle are given by the vectors E and E:

+
r=xi+yd, vt dt1+dtf (11-14)
The equations of motion are (cf. Eqs. II-3a,b):
-
dr _ >
ac -V (II~15a)
a _ 7 M
B3t = farav * feonsts (11-15b)

.pe 18 unknown. However, without knowirg

>
The force of constrain:, gcﬂn

-
f.onstys> the method of Ex-'mple 1 again leads to a first integral of the

-2

motion (a conservatior-cf-energy theorem).
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First, as in Example 1, we will define a notential V at each
point of space. Note thhat in Example 1, V, as defiaed in Eq. 11-4,
can be interpreted as the negative of the work done by the force on
the particle in moving the particle from O to x. Now in the present
example the force of constraint acts normal to the particle path so
that it does no work; only the gravitational force workc. One then

defines the potential V by

->
~grad V = fgrav
or
-+ + >
4 V.73V .
% 1-53; mgj

Thus, choosing a convenient constant of integration, we may write
V = mgy = mgG(x)

Now zpply the same trick as was used in Example 1; i.e., take the
dot (scalar) nroduct of each side of Eq. II-15b with i, (The vector

equation then becomes a scalar equation.)

d-\; -+ -+ -+ > >
m’d"E" v'fgrav + v+ feonstr * v

&>
or - (—-v . V) =~ -mg] - [dx i "‘l fconstr TV

. ; = ( since ?

Noting that Vev=v?and ?
constr

constr

one gets

d (m?
dt(z ”’3-‘)'0

(1I-16a)

(11-16b)

I1-17)

(a)

(b)

-
is normal to v,

(11-18)
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or T+ Vs=E (X1-19)

with T = :uv2/2 = kinetic energy, V = mgy = potential energy, and E =
constant. Thus again we have a theorem of energy conservation.

We will now solve this problem by reducing it to the same form
as the problem of the non-linear oscillator of Example 1., The conser-

vation law (II-8) of Example 1 can be written
2
2d |fdx dv(x) _
5 [( ] + =3 0 (c)
while the conservation law (II-18) of the present example can be written
7 dt

e 1)+ ()] + - @

In order to transform (d) into an equation formally identical with (c),

we introduce the element of path length ds:
@s)? = (@0 + @p? (11-20)

Then the length s along the curve y = G(x) is

8 ro———y
s = f ds = f Viax)2 + (dy)?
[+]

) 2
d o dG -
T [ VT

Thus the path length s has been defined as a function of x, or implicitly

x has been defined as a function of s, so that all the quantities of (d)

.10
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may be expressed as functions of s. The conservation lav for the roller

coaster then becomes

2
ds davis) _
) * g =0

FRED
where V(s) is the potential energy expressed as a function of s,
V(s) = mgGlx(s)] (1I-22b)

Equation II-Z2 is formally identical with Eq. II-3, Thus there
is an exact mathematical analogy between the two-dimensional constrained
frictionless motion on the rollex coaster and the one-dimensional
undamped motion of an oscillator (linear or non-linear). As an example
of this analogy, we shall find the roller coaster corresponding to
a linear spring. For the linear spring, V(x) = kxz_/z. Hence, for
the corresponding roller coaster y as a functlon of s should be given

by
mgy = ks2/2 (a)

To find y as a function of x, we rewrite (a) as

mgy = 5 ‘J 1 +(dx) dx) (b)

Taking the square root and differentiating, one finds the differential

equation,
2
*\/.2_8. dy . \/ dy}”
y dx l +(dx) (e

I-1u

(11-223)



where aw=Df (d)
4k

or ax . - 2.9_:_1 (e)
dy y

This formula has an indeterminacy in the sign of the square root. To
remove this indeterminacy, we will use a parametric representation,

An angle ¢ is introduced by

~tan %, 2a-y (f)

y
Then & ~tan k] (z)
dy an 2 2

and the shape of the roller ccaster can be defined parametrically by

y = 22 cos? %- (h)
¢
X = J {-tan -g) (-23 cos % sin % d¢) (1)
or 2= a(¢ - 7 - sin ¢) (I1-23a)
y = a(l + cos ¢) (11-23b)

Equation II-23 is the parametric representation of the cycloid showm
in Fig. II-2. A wheel of radius a rolls without slipping on the under-
side of the dashed line y = 2a. A point P on this wheel then describes
the cycloid given by Eq. I1I-23 if P is chosen as shown in the figure.

The parameter % is the turning angle normalized so that ¢ = 0 for x = -na.

-12
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Note that the period of a “inear oseillator is amplitude~independent.

It then follows that the period of a particle moving on a roller coaster

Fig. 1I-2: Cycloid

shaped like a cycloid is independent of ampiitude (except that the ampli-
tude, of course, is limited by the geometry of the cycloid). Since the
period of the harmonic oscillator is T = 2r ‘VFE7E; it follows from (d)
that the period T of a particle moving on the cycleid described by Eq.

I1I-23 or Fig. II-2 is

This amplitude indepcndence was discovered by Christian Huygens (pub-~
lished in 1673) in connection with a watch-making project.

Note that in the original formulation (II~15) of che roller coaster
problem, two spatial coordinates were used. However, becauvse of the
constraint there i{s cnly one degree of freedom and only one coordinate
should be necessary. It was actually found that the length-narameter
8 was a convenient coordinate. This is an example of a "generalized"

coordinate. The Lagrangian and Hamiltonian formulations of the basic

IT-13
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equations of motion are especlially suitable for handlirg problems in

which generslized coordinates are used. This will be described under

subheadings 2. to 5. of this section.

Example 3 - Rigid pendulum in plane:

Consider the rigid pendulum as g f
4
shown in Fig. II-3. A point of mass
m is suspended by a weightless string, 1-
The extension of the string due to
Aense
tension is neglected. In the case -L

of planar motion, the mass point is

restricted to motion on a circle of
radius %, This is then actually a

Fig. 1I-3: Pendulum
special case of motion on a roller

coaster. Thus, the conservation law (II-19) applies:

T+V=E (11-19)

or
2
m [ds
3 (3] +ow -

In the notation of Fig. II-3, one finds: path length s = 20, velocity
v = 246/dt, y = (1 - cos 6). Then, in terms of the generalized

coordinate* &, Eq., II-19 becomes

T et bW el th e S § Ml SRA € 4 e e e e mmea a asewsen ¢ mw = e m Am e b mes e s s = —————— -

*Note that a generalized coordinate need not hsve the dimension of length,

. 14




22 ‘dO\ 4 wgl (1 - cos 8) = E (11-24)

For 0 small, 1 -~ cos € = 62/2 and Eq. II-24 describes amharmonic
oscillation.

Equaticn II-24 can, of course, be derived directly from Newton's
equations in the same manner as was used to derive the conservation laws
(I11-9) and (II-19) of Examples 1 and 2. Newton's equation, with the

acceleration in polar coordinates given by Eq. I-10, is

-+ -+ 2d02+
=~m ——
fgrav * feonstr E'( } * mz 7 (a)

The radial component of (a) is useful only if one wishes to know the tension

in the string., The tangential component is

d2
-mg sin 6 = mf =—— (11-25)
at?

Multiplying both sides by 2d6/dt,

.2
40 _m,2d 'do (b

~mgl sin 8 d 2 TS dt

2
d [m,2[d¢ - -
dt[ 5 L (dt) + mg? (1 - cos 9)] 0 (c)

Equation (c) is obviously equivalent to Eq. II-24,

2. Examples of Lagranee's Formulation of the Equations of Motion

Lagrange's equations of motion are a mathematical reformulation of
Newton's basic physical law (II-1). These equations are especially con-
venient for the case of constrained motion and for many other cases in
which generalized coordinates are used. They lead in a natural way to

Hamilton's equations (under subheading 4). Lagrange's equatfons will be

- 15
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introdiced with the aid of some simple examples. The conditions
under which the equations are valid will be discussed later, but
a general derivation of the equations will not be given. (See,

e.g., Goldsteio p. 14 ff.)

The Lagrangian L Is defined to be
L=T-V (11-26)

Note that L is the kinetic energy minus the potential energy. Lagrange's

equation of motion with one degree of freedom is

L(?_I:)
dc \ax] =

where L is considered a function of x and x (x = dx/dt) so that JL/3x

%I
I
o

(71-27)

is obtained holding x fixed, and vice versa.

It will be shown, for examples 1 and 3 of Subsection 1, that
Lagrange's equations are equivalent to Newton's equations of motion.
The Lagrange equations will also be written for more complicated
examples, but without showing their equivalence with Newtcn's equations.

Example 1 - One dimensional oscillator - Lagrangian formulation:

2
Lagrangiaa: L =m §~ - V(x) (11-28)

Then, 3L/9x = mx, 9L/3x = - 3V/dx.

! at Od— 3 +2—v_g -
Lagrange's equation: it (mx) x 0 (11-29)

- 16
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2
or m x| f(x) =0

dt?
Thus, here, Lagrange's equation is equivalent ¢o Newton's equation of

motion (II-3).

Example 3 ~ Rigid pendulum in plane - Lagrangian formulation:

This is again a problem with one degree cf freedom. The Lagrouglian
is a function of the generalized ccordinate 8 and its time derivate
o

2 .
mi_ 62 ~ mgl (1 - cos 6) (I11-30)

Lagrangiant: L =T~V = 2

Then 3L/2& = mi?9, 3L/36 = -mgt sin 6.
' - ‘?L - 3L, -
Lagrange's equation: rrll Y3 28 0 (II-31)

or & (mi?8) + mgt sin 6 = 0

Lagrange's equation is again equivalent to the corresponding Newton's
cauation (II-25).
k &k %

In each of the two previous examples, the moticn was allowed only
one degree of freedom, and the system was conservative. Knowing T and
VY, it would have been sufficient to write (T + V) = constant to describe
the motion. Thus, Lagrange's equations in no way simplified the problems.
However, 1f there is more than one degree of freedom, then more than one

equation is needed to determine the motion. One could, of course, add

Q. 17
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the necessary number of Newton's s2quations. However, this may not
be convenient if they involve the uvnknown forces of constraint. On
the other hand, if one chooses suitable non-cartesian coordinates
so that the constraints don't appear, then the acceleration compo-
nents may not be easy to write, In the following examples, it appears
simpler to use the Lagrangian formulation of the equations of motion.
Example 4 ~ Arbitrary motion in space (described in spherical
coordinates) by Lagrangian formulation:
The cartesian coordinates
(x, y, 2z) are related to the
spherical coordinates (r, ¢, 9)
of Fig. II-4 by the transformation
x =1 sin ¢ cos 6

y=rsin ¢ sin 8 (11-32)

2= 7r o5 ¢

Fig. 1I-4

(The angles ¢ and 8 correspond to the co-latitude and longitude on the
earth's surface.) For motion under no constraints, the generalized
coordinates are r, ¢, 6 so that the Lagrangian L is a function of six
variables, r, ¢, 6, T, é, é, and three Lagrange equations are required
to describe the motion.

The kinetic energy is
r2[(e)? 4(ar)” ya w2
2 {lae) Tlael Tlae) |72
- %[,2 + 12 § + 12 sin? ¢ 62]

T -18

(a)
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[T as a function of r, é, 0 (given above) can be found by taking time

derivatives of the coordinate transformation (II-32). However, it is

found more easily by noting that W = (ds/dt:)2 where the length element

ds has the components, in the r, ¢, 8 directions, of dr, rd¢, r sin ¢ do.]

We assume that the forces are derivable from a time-independent

v,

->
f=~grad V

or in comnponents

. av __lav - 13

r ors ¢ r 3¢° 6 r sin ¢ 36
The partial derivatives of the Lagrangian (L = T-V) are then
. . *2 2 2
3L/3r = mr, 3L/3r = mr¢” + mr sin” ¢ 8% + f,

aL/a$ = mr2$, JL/3¢ = mr2 sin ¢ cos ¢ 62 + rf¢

2

aL/aé = mr’ sin? é é, oL/36 = r sin ¢ fe

Then the Lagrange equations are

d J3L} 3L _ ld 3 - r42-r sin? ¢ 82| - £ = 0
dc(%‘:‘:’ ’ar"“{dcr v -t sin® ¢ r

d L] L ]
9_(__3_1;) AL _ '&‘E(r2¢)-r2 sin¢cos¢62]_ £ =0
e \9¢) ~ 3¢ ° OF Y J’¢

d .
o (r2 sin? ¢ 8)
r sin ¢

[

d_[3L J
dt(?é-)_a mr sin ¢ —rsin¢fe=0

<D

a-19

potential

(b)

(c)

(d)

(I1-33a)

(I1-33b)

(1I-33c)
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The three terms in brackets must be the three components of the
accelerations, since these equations should be equivalent to Newton's
equations of mction. These acceleration components could be computad
by the method used to compute the acceleration in polar coordinates
which depends upon computing the changes in the base vectors: a;r/as,
etc., However, the method used above requires only that one knows how
to express the length element ds in the r, ¢, 8 coordinates. Thus,
in this example, the Lagrangian formulation provides a shortcut to

finding the accelerations.

Example 3 - Rigid pendulum in plane ~ special case of Example
4 with ¢ = u/f2:

The generalized coordinates are now r, 6 which are really polar
coordinates in the plane z = 0. The motion is described by Egs.
1I-33a, ¢ of Example 4 with ¢ = n/2, The terms in brackets are the
acceleration components, and it can be checked that they agree with
the acceleration derived by using base vector derivatives.

Example 5 ~ Spherical pendulum (rigid pendulum in space) by

Lagrangian formulation:

This is a special case of Example 4 in which the constraint r =
constant is introduced. There are, then, only two degrees of freedom,
and the generalized coordinates are ¢, 6. The motion is described by
Eqs. II-33b, c of Example 4 (with r constant). The force of constraint,

1f desired, can be found from Eq. IX-33a (with r constant).

* * *

Ti- 20




As can be seen in the above examples, the Lagrangian formulation

of the equations of motion was useful when the motion was expressed in

non-cartesian coordinates and when the motion was constrained. The use

of a Lagrange equation for the one-dimensional oscillator problem may,

AT AT

of course, seem unnecessarily artificial; hcwever, for the spherical
pendulum, e.g., it was a considerable simplification to write the

equations of motion in Lagrange's form.

f 3. General Discussion of Lagrange's Equations - Further Examples

In Examples 1 and 3 we wrote the Lagrange equations of motion, and
then checked that they were aquivalent to Newton's equations; but in
E-amples 4 and 5 we accepted Lagrange's equations without such a check.

We shall now give the general form of Lagrange's equations and discuss

e 2T e Ul I

conditions for their validity.

First we defire a holonomic constraint: If there are n particles,
the first with cartesian coordinates xl, xz, x3, the second with coordi-
nates x,, X5y Xg» and etc., then the particles move under holonomic
3 constraints if the conditions of constraint may be expressed by m

equations

£y (xps Xp» X33 X4y X5, Xg3 "°" X3p_g, X3po1s X3y 8) % O (11-34)
where j = 1, 2, *** m; m<3n

Thus, a holonomic constraint can be expressed as a definite equation
involving only the coordinates of the particles and perhaps time. (For

example, the constraint on the motion of a rigid spherical pendulum is

- 21
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2
holonomic, and can be expressed as x12 + x22 + X3 - 22 = 0, For

a planar pendulum, there is the additional holonomic constraint,
X = 0.) A non-holonomic constraint might depend on the velocities
of the particles, or be expressible only as an inequality. An
example of a non-holonomic constraint is a sphere rolling without
slipping on a flat surface. (Goldstein, p. 12 ff.)

If a system of n particles is moving under m holonomic constraints,
then only 3n-m coordinates are required to describe the motion; i.e.,
the system has £ = 3n-m degrees of freedom. Then, with the aid of
the m aquations of the type (II-34), & generalized coordinates

ql, 9,5 > + - q, may be introduced by means of the tIansformation

2
equations.

X T Xy (ql’ Ggr *7° Gp» t) (11--35)

where k = 1, 2, *°* 3 n

The existence of this set of transformation equations (II-35) is a
condition for the validity of the Lagrange equations.

Before stating the consequences of the existence of the transfor-
mation equations (II-35), we digress to discuss generalized coordinates
and generalized forces. The concept of generalized coordinates as intro-
duced by Eq. II-35 seems very abstruse. Actually the generalized coordinates
may be any independent set of coordinates which are adequate to describe
the motion. They are distinguished from the cartesian coordinates in
that they are not connected by any constraints. (If there were no con-

straints, the cartesian coordinates would be a perfectly good set of

1-22
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generalized coordinates. However, even In the case of no constraints,
the symmetry properties of a problem may make it advisable to introduce
non-cartesian coordinates, say, e.g., spherical coordinates.) They also
have the characteristic that they need not have the dimensions of length.
We have alraady met generalized coordinates in some of the examples of
Subsection 2: motion on the roller coaster (Example 2) was described
in terms of s, the length along the track; the motion of the plane
pendulum (Example 3) in terms of 6; and the motion of the spherical
pendulum (Example 5) in terms of the co~iatitude and longitude, ¢ and
6.

To each generalized coordinate qj there corresponds a generalized
force component Qj which will now be defined. First consider the
work 60 thac would be dome by the actual forces if they were to dis-
place the particles by infinitesimal amounts dx. where the éxk satisfy
the constraints (Ii-34) but are otherwise arbitrary. Actually each
ka is a possible displac .ment of one cartesian component of one particle.
(These 6xk are called "virtual displacements" and are to be distinguished
from actual displacements which occur in time. That is, a virtual dis-
placement provides a comparison between two positions X and x, + ka
at the same time.) The work 6W (called "virtual work™) is then

3n
W=1Z f, § (11-36)
k=1 k %%

The force fk is one cartesian component of the total force acting upon
one particle. It may include a force of constraint (which, in general,
is unknown, a priori), but the constraining force need not be !ncluded:

by definition, a constraining force on any particle acts in a direction
1-23




in which the particle is not free to move in a virtual displacement.*
Thus a constraining force does no work in a virtual displacement.**
The virtual work (II~36), with the aid of Eq. II-35, can be written

in terms of generalized coordinates:

3 2
=1 L | K qu] (2)
k=1 | j=1 3y

or, regrouping thz terms,

£ 3n 8xk
W=1L 8q,I f — (b)
j=1 k=1 aqj

Since 6W is independenc of the constraining forces, one can now define

a generalized force Qj which is independent of the constraining forces:

3n ax.
Q =1L f —K (1I-37)
- ?
I k=1 gy

The virtual work is then

L
W = ;:ule qu (11-38)

(Note that Qj need not have the dimensions of a force, but that Qj 6qj

always has the dimensions of work.)

*Note that, by this definition, sliding friction forces, e.g., would not
qualify as constraining forces since they may 4o work in a virtual dis-
placement. However, the derivation of Eq. 1140 jis perfectly valid for
the case with friction if the friction is included in the fk'

**I1f the equation of constraint (II-34) contains time explicitly, then

the force of constraint might do work in an actual displacement although
it does no work in a virtual displacement.
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To illustrate the concept of a generalized force as defined by Eq.
II-37, we return to two c¢f the exampies discussed previously,

Example 3 -~ Rigid pendulum in plane -~ generalized force:

Let f, and fy be the cartesian components of the total force acting
on the pendulum. The genaralized coordinate is the angle 6 and the

transformation equations are (see Fig., II-3)
x = £ sin 8, y =% (1 - cos 0) (a)

The actual forces are gravity and the constraint (tension in string):

- -+ +

5>
= - mgj, cos 9)f (b)

+
= (foonser Sin 91 + (fconstr

fgrav fconstr

Then the generalized force Qq, as defined by Eq. II-37, is

- ¢ 9x dy
W=ty o

= (-f sin 6) (L cos 8) + (£ cos 8 - mg) (L sin 6)

constr constr

or Qg = - mgt sin 6 (11-38)

Note that the constraining force drops cut of the equatior and Qe can
be identified as the moment of force, or the torque, on the pendulum
(2 - tangential force of Eq. I1-25).
Example 2 - Two~dimensional roller coaster - generalized force:
The generalized coordinate for this case is the path length s
(see Fig. II-1). The cartesian components of the actual forces --

gravity and the constraint ~- are

- - dy - ax
fx fconstr ds’ fy fconstr ds mg (a)
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Then the generalized force Q, is by definition (II1-37)

Qs:f .d_x-{-f -dl

X ds Y ds
- dy\ dx dx _ dy
('fconstr al et (fcmmr as "‘g) ds
or Qg = -mg % (11-39)

Again, the unknown force of constraint has dropped out. For this

example, Qs can be identified as the tangential component of the

actual force.

We now retum to the general case of a system of n particles

with & degrees of freedom. We describe the system by £ generalized

coordinates qj. Corresponding to these generalized coordinates are

% generalized forces Qj (which do not involve the unknown forces of

constraint). The next step is to find £ differential equations relating

the Qj to the qj. These equations of motion Q¥ € derived in
Goldstein . We will here merely state: 1if

the transformation equations (II-35) exist, then Newton's 3n equations

of motion may be replaced by the following set of £ equationms.
d far ) _far . - i
S e

where T i{s the kinetic energy of the system and Qj is defined by Eq.

11-37 ¢
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Forces dependent only ppopmqggygipgﬁgg and time, and derivable

from a potential function:

in Eq. II-40, the generalized fcrces ?j were obtalned from actual
forces fk which had not been restricted in any way. Now let us restrict
the actual forces (not including forces due to constraints which by
definition act normal to any virtual displacements) to those which are
expressible as the gradient of a potential V where V depends only on
the positions of the particles and perhaps on time. (At this point,
we are thus excluding such forces as sliding friction which would depend
on the velocities.) That is, we assume the f, are given by equations

of the form (II-41):

£ (X)s %ys 00 Xgg, £) = -g-‘-’x: (Xyy Xy, +o+ X, t) (1I-41)

Equation II-41 can be written in terms of generalized forces and coordi-

nates by multiplying both sides by axk/aqj and summing over k:

L I L B
ERX — = ] e —
Qj k.lfk 3Qj k=1 9% 3qj (2)
or
Qj = - %g; (ql’ qZ’ *0r Qp, t) (11-42)

We illustrate Eq. II-42 with the plane pendulum and roller coaster
(Examples 3 and 2). For both cases the po’ atial function V = mgy. For
the plane pendulum, y = 2 (1 - cos 8) where 6 is the generalized coordinate.

Then Qe as defined by Eq. II-42 is
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Q, = - gg-[mgl (1 ~ cos 6)] = -mg? sin © (11-38)

For the roller coaster, the generalized coordinate is s; and Qq, as

defined by Eq. 11-42, is

= -4 = -mg 9Y (I1-39)
Qg m (mgy) s

These obviously agree with the results obtained from definition (II-37).
If the generalized forces are of the form (II-42), then the equa-

tions of motion (II-40) can be written in terms of T and V. Since V

is velocity-independent, Eq. I1~40 can be written,

d 3

S S
&l v) (b)

Introducing the Lagrangian L = T-V one obtains Lagrange's equations:

d [3L 9L
— ] - = II-43
dt ‘aqj) qu ( )

where L = L(ql, q2‘ > qz, él’ ¢t ﬁz» t).

Example 6 - Cne-dimensional oscillator with time~dependent force:

In the discussion above we considered the case for which the Lagrangian
may depend or time. A simple case of this will now be discussed in detail.
We consider the one-dimensional oscillator (Example 1) but make now the
assumption that the force field f depends on time t as well as on space

X. As in Eqs. II-% we define a potential
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Qe il

Vix, t) = - Ix f(x, t)dx {(11-4423)
0

or

- .-g_v- ™ f(x’ t) (II-U&b)
X

Let the particle have pcsitions x(t) and x(t + At) at two infini-
tesimally close instants. The difference in the value of V for the

particle at these two instants is

AV = V[x(t + At), t + At] - V[x(t), t]

= §g~Ax + & At (2)
3x ot

Hence the substantial derivative of V is

AV _ W dx, Ve gy U (b)
dt Ix dt ot ot

Multiplying the equation of motion

m.d-!uf (C)

by v one finds

45
.-.._d_é_- -fy = 0) (d)
orY
d W .
dt (T+ V) 3¢ {1I-45a)
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Hence the total energy is not conserved; its time-rate of change is av/at,

Lagrange's equations of motion are, however, still valid. Defining

2
L-T-v-l“—;—'~~V(x,c)-L(x,v,t) (e)
one finds
(a2,
dt \dv ax
d Vv dv
Py — — - BO 3
3t (mv) + - ™ e f (¢}

Note that Eq. II-45a may be written
d
a (T+V) =~ g—lt-‘ (I1-45b)

Example 7 - Bead sliding on rotating wire - time-dependent constraint -
time dependent force
We assume that a rigid wire rotates with constant angular velocity
w and thot a bead slides on this wire without friction. As generalized
coordinate we use r, the distance from the origin. The equations con-
necting the cartesian coordinates x, y, and the generalized coordinate

r are, for a suitable choice of the time origin
X = r cos wt, y = r sin ot (1I-46)

These equations are 2 special case of Fqs, II-35, Note that in the present
case x and y depend on the generalized coordinate a:d on time. It 1is
cssumed that (x, y) is an inertial system so that only real forces need

be considered, The frictional force is neglected.
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First we assumc that there are no forces except the force of

constraint. Then

21
T=0 [52+ (rw)]

and hence

. mi, a mru)2

or ar

Since L

2
m (d f - rmz) =0

T, Lagranpe's equations state that

at*

Eq. II-49 states that the radial acceleration is zero which is
Newton's law of motion for the case of zero radial force.

Secondly, we make the assumption that the force of gravity acts

on the bead. Then Eq. II-47b is replaced by
V = mgy = mgr sin wt
Hence the generalized force Qr is

=N
Qr ot mg sin wt

and Lagrange's equation states that

2
m (g—g-- rwz) + mg sin wt = 0
dt

0-31
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(LI-47b)

(I1-48)

(I1-49)

(I1-50)

(I1-51)

(11-52)




This is again Newton's law of motion. The generalized force Q. Is

actually the radial component of the force of gravity.

: Generalization to include velocity-dependent forces:

In the previous derivation of Lagrange's equation (II-43), it

AT ATy

was assumed that the force-field was derivable from a potential

3 V(ql, .+ + Gy, t) with the generalized force given by

e oty

= -
Q = o (11-42)

-

Thus velocity~dependent forces such as an electvo-magnetic Lorentz
force were excluded. It is, however, obvious from the derivation

that if one replaces Eq. II-42 by the more general equation

d |9V v
= o 11~
3 de aq) 3q (11-53)
‘ 3 i
4 then Lagrange's equations are still valid. In Eq. II-53, it is

assumed that V may depend on q;, . . . q, &l’ . e éz, and t.
If ¥ does not depend on the velocities di then Eq. IX-53 reduces
to Eq. II-42.

We have thus obtained a mathematically trivial extensicn of
the validity of Lagrange's equations. However, it so happens that
this extensioh has physical significance. This can be seen from

the discussion of the following example.

Example 8 - Charged particle in a given electro-magnetic field -

: velocity-dependent force: (Goldstein, pp. 19-21)

} - 32




B s o

alL A B S s L e

s
Let the given electro-magnetic field be characterlzed by E, the
>

electric field strength, and B, tiic magnetic induction. From Maxwell's

-+ >
equations for a vacuum, one may show that E and B may be derived from

-
a scalar potential ¢ and a vector potential A by

> 1 24
E = ~grad ¢ - Ty ¢ = speed of light

(=>4

> >
B = curl A

If a particle of charge g is moving in this field, the force exerted

by the field on the particle is

- -+ >
f = fel + fmagn

where
> -+
fel ] gE = electrostatic force
-+ > -+
fmagn = % (v x B) = Lorentz force

Ve velocity of the particle
If one puts

1+ =
V=g (¢ -cA-W)

-

one may show that f actually is given by Eq. II-53, {l.e.,
W4 [V )3V epe,
e 5 (5] B et

4, Hamilton's Equations of Motion ~ Examples
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{11-54a)

(1I-54b)

(I1-5

W
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At

(II-55b)

(1I-55¢)

(11-56)

(11-57




Hamilton's equations of motion have some features in common with

Lagrange's equations. They are mathematical reformulations of Newton's

lav of motion which are convenient to use when constraints are present
or when, for one reason or another, one introduces coordinates other
than the original cartesian coordinates of the individual mass points.

They have a certain advantage over Lagrange's equations when one is

deriving ind discussing conservation laws. As stated above, in classical

dynzmics, the use of Hamilton's equations is a matter of mathematical
technique; no new physical principles are introduced. As a digression,
it may be pointed out, however, that in the traasition from classical
dynamics to quantum mechanics, one uses the Hamiltonian formulation of
the former as a starting point

Hamilton's equations are easily derived from Lagrange's equations.
Before carrying out this derivation we shall, however, i1llustrate their
use with the aid of several examples.

Example 1 - One~dimensional oscillator - Hamiltonian formulftion:

The one-dimensional oscillator was discussed in Example:(].p.3 The

Lagrangian was

»

2
L= Q%— - V(x)

We now define

Generalized momentum = Px = %%
X

Hamiltonian = H=Pp x-1L

1~ 34
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The Lagrangian is a function of x and X. One may use Eq. II-58 to
express x as a function of x and Py Hence H may be considered as

a function of x and px. We nov claim that the equations of motion

are

dx _ A x _ _ o
de ~ 3p dt ax (11-60)

These are Hamjilton's equations. Furthermore, we claim that Egs. II-60

imply that the Hamiltonian is a constant of motion

Lil:} =0 or H = constant (I1-61)

The above statements will now be verified. From Eqs. I1-28 and

11-58, one finds
Py = mX (a)

Thus Py is the ordinary momentum; for the present example the adjective

"generalized" is superfluous. Furthemore, from Eqs. II-59, II-28 and

(a),
. mxl
H= Py X - 5 + Vv (b)
or
p2
Ha=2—;<l-+VmT+V (c)

In the present example H is thus the total energy. Equations II-60 are

then
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dx bx (d)

dt m

d

_P..’S.,,,.@!s:f (e)
dt Ix

These are indeed Eqs. II-3a, b written in a slightly different notation.
Since H is equal to T + V we know alrecady (Eq. II-9) that it is a
constant of the motion. lowever, it is of importance to derive this
formally from Eqs. II-60 without reference to their physical mecaning.
The derivative in Eq. II-61 is the substantial time-derivative. Its
meaning is familiar to aerodynamicists; it will, however, be restated
here, If a particle moves, then at each instant of time it has a
definite position x and a definite momentum Py Hence, for a given
motion, x and p, are functions of time. Since H is completely determined
by x and Py only, it may thus be considered as depending on time only
for a given motion, The increase in H from time = t to time = t + At

for a given motion is then, to first order in At

8H = H[x(t + at), p,(t + At)] - H[x(t), p, ()]

JH ;| dH dx ot dpx
= — AX — = 2L =2 —_—
™ + apx Py 3% dt At + 3Px It At (f)

Hence

o dx oM Px
dt  9x dt  3py dt ()

Inserting into this equation the values of dx/dt and dpx/dt as given

by Hamilton's equations (I1I-60), one derives Eq. II-61.
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Hamilton's equations have an obvious hydrodynamical analogy,
Consider a fluid particle in the {(x, p)-plane. Its velocity wempo-
nents are then dx/dt and dp/dt. Equations II-60 then state ttat
these velocities may be derived from a "stream function" H. The
statement dii/dt = 0 means in this interpretation that the value of

the stream function is constant along a strcamline.

Example 3 - Rigid pendulum in a plane - Hamiltonian formulation:

The Lagrangian for this problem was found to be

2:2
L= mzze -mgl (1 - cos 6)

As before we define

Generalized momentum = pe = %%

Hamiltonian = H =p, 6-1
and claim validity for Hamilton's equations,

de _an ¥y

a " %, dt 28

Furthermore, we claim that H is a2 constant of the motion.

The gereralized momentum is in the present case

We see that the term '"generalized" is necessary in the present example.

The actual momentum is m28, Hence, p, 1s the moment of momentum about

the point of suspension, i.e., the angular momentum. (Cf. this with
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(11-62)

(11-63)

(11-64)
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the statement that the generalized force corresponding to the coordinate

8 is. the moment of the force, i.e., the torque.) The Hamiltonian is

252
H= m226 + mg? (1 - cos 6)
P
= 5+ mgl (1 - cos 8) = T+V (b)
2nb

Hamjlton's equations of motion are then

ds _ Ps (
—— W a—— C)
T -mgl sin § (d)

The first equation defines Py in terms of the angular velocity 8 = (do/dt).

The second equation is then identical with the previously derived equation

n ﬁﬁ-"g—:l = -mg sin 0 (11-25)

which states that the tangential acceleration is matched by the tangential
component of the gravitational force. Finally, we observe that Eqs. II-60
are formally identical with Eqs. 1I-64, the symbols x and Py in the fommer
corresponding to the svmbols 8 and P, in the latter. One then proves

di/dt = 0 exactly as before.

Example 6 - One-dimensional oscillator with time-dependent force -
Hamiltonian formulation:
Hamilton's equations for the oscillator were given above (Example

1) under the assumption that the force depends on x only. We now assume
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that f depends on t as well as on x. It is easily checked that Hamilton's
cquations (IT-60) are sci1'l valid. Furthermore Il = T + V., However, the
conservation law (II-61) is no longer valid. Since now L = L(x, %, t),

it follows that H = H(x, Py s t). From differential calculus, it then

follows that

dp
g _ A dx il x . oH (2)

dt ~ 3x dt © dpy dt ot

Note that 3H/3t is computed by keeping x and px fixed and varying time;
the substantial derivative dH/dt is computed by following the particle,
i.e., by letting the variation of x and Py be determined by the motion
of the particle. These derivatives are thus conceptually different.
However, Hamilton's equations (II-60) show that their value is the

same, 1.,e.,

di/dt = 3H/3t (II-65)
From the definition of H (II-59) it follows that

3H/3t = - 3L/3t (11-66)
Hence

d 3L _ 3V

TR CRAR I (11-67)

This equation was derived previously as Eq. II-45.

Example 8 - Charged particle in a given electro-magnetic field ~

Hamiltonian formulation:
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We shall use rectangular coordinates X1» Xy, Xge The componcats
of the velocity of the particle are Vis Vo» Vg and those of the vector
-5
potential A are Al’ AZ’ A3. The Lagrangian is (cf. Eq. II-56)

2 + o
I mv
LzT-V=2% -—2-L—-q¢>+%A-v (I1-68y

1=]

Here ¢ and Ai may depend on space and time.

As in the previous examples we define the generalized momenta P

by

. oL 3
) ; 1I-
Py a%g mvg + A (11-69)

Thus, although ordinary rectang-lar coordinates are used, t (e generalized
momenta are not identical with the ordinary momenta mv;. This is due to
the fact that the potential V is velocity dependent. (The definiticn of
momentum given by Eq. II-69 is of great importance in quantum mechanics:

see Bohm, Quantum Mechanics, p. 356.

The Hamiltonian H is defined by

3
H=1I p,x.-1L, X; =V (11-70)
{=1171 i i
One finds
2
my -> ->
:z g. - g .
H I (mvi + p A{) vy i 5 + q¢ p A v
—
=L ——+qo=T+qd
i [
=—1—-):(F —S-A)2+<L¢ (a)
2mi i i

=t
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Thus, in this case, Il {s not equal to T + V; only the part q¢ of V
enters i{n H. The significance of this can be seen from studying the
conservation of . We claim without proof (see general derivation

below) that the following Hzailton's equations are valid.

dx ' dp
i Q! i oH
- - T, —a - — (11-71)
dt api dt axi
From differertial calculus one finds
g pam 3 poon dpL o on (b)
dt  { 3xy dt i api dt at
Hamilton's equations and the definition of H then give
di _ 3H aL, 3V
LU LSRN 1 AL -72
dt 3t at  at (11-72)
-»
Thus, 1{f ¢ and A are independent of time, then the quantity H= T + §¢
{s conserved.
The conservation of T + g ° ¢ may also be seen as follows. (Cf.
derivation of conservation laws II-9, II-19.) Newton's equation of
motion is
d.\; L d +> -~
m -d—t- = f= fe,] + fmagn (11-75)
-
from the definition (IX1-55¢) of f it is seen that this force is

magn

-
perpendicular to v and hence dogs no work on the particle, laking the

-

Y oA wina X A D D Lol ele an nen Of o A
UUL PLUUULL UL LY «a™rJd Wilil vV VLI LL1RUD
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vVem it = fel R

or

2
m dve

2 dt

(=%

<5
=~ {grad ¢) - Vv
3irce, for 93¢fot = 0,

dx >
.di = .a_é_ —-.-i; = .
dt = ax; dt (grad ¢) v

one finally derives

or
H=T+ $¢ = constant
This equation is the same as Eq. II-72 when 3H/3t = 0.

S. Hamilton's Equations - General Discussion

We shall now give a general proof of Hamiiton's equations, starting
from Lagrange's equations. The meaning of the Hamiltonian H and the
question of its invariance will also be discussed.

We make only the following assumptions: (1) the position of the
system is uniquely determined by & generalized coordinates S PEEEREEN P
(2) there exists a function L (qP « .+ Qg dl’ o s e &2, t)y, called
the Lagrangian, such that the equations of motion can be written in

Lagrange's form
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d_ 'il_-_) S PR L =1, 2, oo & (I1-43)
0 ’ ’ ’ ¢~
dt (aqi aqi

We then define the generalized (or ccnonical) momentum corresponding

to the coordinate q by

p, = KAV 1=1,2, «++ 2 (11-745

We also define the Hamiltonian by

2
H=2I pq -1L (i1-75)
1=1 i 1

In principle, Eqs. II-~74 may be solved to give éi as a function of
Qys ++ Qs Ps vt Py and t. Hence H may be regarded as a function
of the coordinates Qys ¢ Qg of their corresponding momenta Pys "*° Py

and of time t:

H=H (ql’ cce qz’ pl’ “e e pz’ t) (11-76)
Thus, by differential calculus, one writes

3H 3H 3H
ag M g 4+ Bogp + A
a =i 2, day *+ 1 ) doy + o3¢

dt (a)

On the other hand, Eq. II-75 gives

di = i Py dqi + i Qy dpi

- 3L 45, -1 3L - 3L
{ 3(.11 dqi i ';—q-; in 3t dt (b)
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From Eq. 1I-74, it follows that the first and the third terms of the
right-hand side of {b) cancel. Furthermore, Lagrange's equations

(II-43) may be written

SPi 3L
—1 _ 9L _ (c)

dt aqi

(Note that in taking partial derivatives L is regarded as a function

of the independent variables (qi), (éi) and t whereas H is a function

of (qi), (pi) and t. Thus in forming %%—, the (qj) are kapr fixed for
i

all j different from i, furthermore, t and all dj are kept fixed.) Hence

{(b) reduces to

- o - . _ _B_L .
dH ? q, dp, f Py dqy - 3¢ 4t (<)

Now Eq. II-76 gives the independent variables on which H depends. Each

of these may be varied withou® varying the cthers. Hence, a comparison

of (a) and (d) gives Hamilton's cquations oy motion

f§$.= aH_ ffi ) . I (11-77)
dt Spi’ dt 3g,

and the additional equation

3 oH oL
' at ot (11-78;

It may be seen that all the Hamiltonian equations for special examples
discussed in subsection 4 are special cases of Eqs. II-77. Further-
more, Eqs., 1I1-66, IL-72 are speclal cases of Eq. II-78.

As in subsection 4 one finds
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+ I + (e)
dt  { 9q, dt { ep dt at
Hamilton's equations of motion and Eq. II-78 then give

ano_ sl aL -

dt ot at (11-79)
In particular: 1f L is not a function of time then H is not a function
of time either, and Eq. II-79 states that E is invariant, i.e., an
integral of the motion. Eq. II-61 is a special case of Eq. II-79.

Eq. II-75 gives a formal definition of H. To study the physical
meaning of H we consider the Lagrangian L = T - V. Here T stands
for the kinetic energy. Example 8 (charged particle ia an electreo~
magnetic field) shows that it is not always justifiable to call V
the potential energy. In particular, this example showed that H
is not equal to T + V, One should rather consider V as an integral
of the forces, i.e., the forces may be derived from V by the differ-
ential law (II-53).

Consider now the special case for which the forces are velocity
independent., Then V is a function of qys *** 4y and t only, and the
generalized forces are given by the simple law

v

Q = -2- (11-42)

3 99
By assumption
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which implies

oL T
== (g)
9 g

1y %Y

Assume, furthermore, that the constrzints are independent of time.

It then follows from Eq. II-35 that

d 2 9% dq
i = I —5 '—i- (h)
dt 1‘1 —qi Qo

Since, in cartesian coordinates, the kinetic energy is

)
gn i‘&(ff.k_\ (1)

Tak-l 2 ‘dt

it follows from (h) that its expression in generalized coordinates is
of the form

[ A dq, dq
Tet 1 1

=1 §.1 %3 d at (X1-80)

where the aij depend on the coordinates qqs =" Qg only. In other words,
T is a homogeneous function of degree two in the éi' (The example of the
8liding bead shows that this statement is not true, in general, for time-
dependent constraints.) Then, by Euler's theorem for homogeirous functions
(which may be verified directly from Eq. 1I-80) and by (g), it follows

that

. aT )
.E Py 1 ;t:. '571-1“ 9 2T (3

Hence, under the above assumptions,

H=2T «L=T+V (1I1-81)
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Thus, when the forces are derivable from V, by the simple law (II-42)
and when the constraints are time-independent, it is justifiable to
call V the potential energy. The Hamiltonian '{ is then the total
energy, T + V., This remark applies to Examples 1, 3, and 6 in sub-

section 4, Furthermore, we note that if in addition L, and hence

H, is independent of time then the total energy is conserved, i.e.,

is an integral of the motion (cf. Examples 1 and 3).
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