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## TO MY PARENTS

## FOREWORD

This book presents a unified treatment of normative theories for the evaluation of individuals' preferences in a variety of types of decision situations. The material was comp:'nd and ieveloped as part of RAC's Adyanced Research Department work program in decision and value theory. Many of the results in the book were developed as a result of basic research investigations under the RAC Institutional Research Program in addition to ONR and ARO support.

NICHOLAS M. SMITH
Head, Advanced Research Department

## PREFACE

The underlying motive for this book is the widespread activity of human decisiva making. Its bavio motif is that decisions depend, at least in part, on preferences. Its subject matter is preference structures and numerical representations of preference structures.

Although utility theory has well-recognized roots that extend into the eighteenth and nineteenth centuries, much of its significant growth has occurred in the last two or three decades. This growth, whose major contributions have come out of economics, statistics, mathematics, psychology, and the management sciences, has been greatly stimulated by the use of axiomatic theory. This is evident, for example, in the works of Frank P. Ramsey (1931), John von Neumann and Oskar Morgenstern (1947), Leonard J. Savage (1954), John S. Chipman (1960), and Gerard Debreu (1959, 1960), all of which use the axiomatic approach. In this approach the investigator puts forth a set of axioms or conditions for preferences. It might be said that these conditions characterize a preference structure. Some of them may be viewed as criteria of consistency and coherence for the preferences of a decision maker; others may be viewed as structural and/or simplifying assumptions. In any event, the investigator then seeks to uncover a numerical modcl that preserves certain characteristics inherent in the assumed preference structure. Further investigation might indicate how such a model can be used to help decision makers examine and perhaps resolve decision problems. This can include methods of estimating the terms (utilities, probabilities) that appear in the model.

During 1963 through 1969, while this book progressed through its own growth and distillation stages, I have been increasingly concerned by the needs for a unifying upper-level text and a research-reference work on utility theory. It is my hope that the book will satisfy these needs for at least the next several years.

The book was written to be self-contained. My experience indicates that many people interested in utility theory are not especially well trained in mathematics. For this reason and to prevent any misunderstanding, I have
included virtually all required background mathematics. This materin is introduced when and where it is needed. Those unfamiliar with it will of course find much of it difficult going, but at least I hope they will be spared the trouble of searching elsewhere for it.

Also by way of self-containment, proofs are provided for all but a very few theorems. Browsers will want to skip the proofs, but they are aveilable when desired. In most cases, source credit is given for more involved proofs. In some cases have erpanded others' proofs to make them more accessible to some readers. This is most noticeable with reapect to Debints adtaivity theory in Chapter 5 and Savage's expected-utility theory in Chapter 14.

Set theory is the cornerstone mathematics of the text. With no sigaificint exception, all utility theories examined in the book are based on the theory of binary relations. The main binary relation is the preference relation "is preferred to." Algebra, group theory, topology, probability theory, and the theory of mathematical expectation arise at various places.

The exercises are an integral part of the book. Those with boldface numbers cover important material not presented elsewhere in the chapters. Other exercises offer practice on the basic mathematics and on the utility theory and related materials discussed in the chapters. Answers to selected exercises follow Chapter 14. A preview of the book's contents is given in the first chapter.

Finally, you should know about two other books that present a significant amount of material on measurement theory (of which utility theory may be considered a part) that is not found in this book. The first of these is John Pfanzagl's Theory of Meacurement (John Wiley \& Sons, Inc., New York, 1968). The second is being prepared by David H. Krantz, R. Duncan Luce, Patrick Suppes, and Amos Tversky.

McLean, Virginia
Peter C. Fishburn
June 1969
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# UTILITY THEORY <br> FOR <br> DECISION MAKING 

## Chapter 1

## INTRODUCTION AND PREVIEW

Decision making serves as the foundation on which utility theory rests. For the purposes of this book we envision a decision maker who must select one alternative (act, course of action, strategy) from a recognized set of decision alternatives. Our study will focus on individuals' preferences in such decision situations. For a connection between decision and preference we shall assume that preferences, to a greater or lesser extent, govern decisions and that, generally speaking, a decision maker would rather implement a more preferred alternative than one that is less preferred.

In the axiomatic systems examined in this book, an individual's preference relation on a set of alternatives enters as a primitive or basic notion. This means that we shall not attempt to define preference in terms of other concepts. We shall, however, suggest that, by self-interrogation, an individual can identify at least some of his preferences.

As we proceed through various types of decision situations it will become apparent that, under specified assumptions, preferences between decision alternatives might be characterized in terms of several factors relating to the alternatives. In cases where alternatives can be viewed as aggregates of several attributes or factors, holistic preferences might be represented as aggregates of preferences on the several factors. In other cases, as in decision under uncertainty, holistic preferences may be represented in terms of utilities for consequences and probabilities for consequences or for "states of the world." These special ways of representing preferences do not of course explain the meaning of the term although they may help in understanding how holistic preferences can be described in terms of other factors.

### 1.1 GENERAL ORGANIZATION

The three main parts of the text comprise two main divisions of our subject as follows:

Part I. Individual decision under certainty.
Parts II and III. Individual decision under uncertainty.

Part I, titled "Utilities without Probabilities," covers situations where uncertainty is not explicitly formulated. I use the phrase "decision under certainty" as au abbreviation for something like "decision making in which uncertainty, whatever form it might take, is suppressed and not given explicit recognition."

Parts II and III explicitly recognize the form of uncertainty that is characterized by the question: If $I$ implement decision alternative $f$, then what will happen? Parts II and III differ in their formulations of an uncertain situation, although under appropriate interpretation the two formulations are equivalent. In Part II, titled "Expected-Utility Theory," the uncertainty is expressed in terms of the probability that consequence $x$ will result if act $f$ is implemented. In Part III, "States of the World," uncertainty is expressed in terms of probabilities for contingencies whose occurrence cannot be influenced by the specific act that is implemented but which determine the consequence that results under each available act. The Part II formulation is the one used in Fishburn (1964). The Part III formulation is the one adopted in the version of statistical decision theory sponsored by Savage (1954) and Raiffa and Schlaifer (1961).

In the actual presentations of Parts II and III there is another noticeable difference. In Part III, especially Chapters 13 and 14, the state probabilities as well as the utilities are derived from the preference axioms. In Part II probabilities of acts for consequences are, so to speak, taken as given and enter into the axioms. This is partly rectified in Section 13.4, which presents an axiomatization for the Part II formulation in which the consequence probabilities are derived from the axioms. An alternative axiomatization of the Part II model that also does not use consequence probabilities in the axioms has been developed recently by Duncan Luce and David Krantz. Since this awaits publication as I am completing this book, its important contributions do not appear here.

### 1.2 PART I: UTILITIES WITHOUT PROBABILITIES

A natural first topic for a study on utility theory is the elementary properties of a preference relation on a set of decision alternatives. The next two chapters go into this in some detail. Their main concern is what might be called the fundamental theorem of utility. This has to do with axioms for preferences which guarantee, in a formal mathematical sense, the ability to assign a number (utility) to each alternative so that, for any two alternatives, one is preferred to the other if and only if the utility of the first is greater than the utility of the second.

These two chapters differ primarily in the size assumed for the set of alternatives. Chapter 2 assumes that this set is finite or denurnerably infinite;

Chapter 3 covers cases where the alternative set is so large that it is uncountable (neither finite nor denumerable). After dealing with the fundamental theorem, Chapter 2 discusses ordering properties on preferences that are not strong enough to yield the fundamental theorem. Here we shall not assume that indifference ("no preference") is transitive. Along with the fundamental theorem as such, Chapter 3 gives sufficient conditions for order-preserving utilities when the alternative set is a subset of finite-dimensional Euclidean space, and then goes on to consider continuous utility functions.

## Additive Utilities

Chapters 4,5 , and 7 deal with cases where each alternative can be viewed as a multiple-factor or multiple-attribute entity. In more mathematical terms, each alternative is an $n$-tuple of elements, one element from each of a set of $n$ factors. Unlike the other chapters in this trio, Chapter 7 deals explicitly with the case where the $n$ factors are essentially similar. A prototype example for Chapter 7 is the case where $n$ denotes a number of time periods and an alternative specifies income in each period. Time-oriented notions of persistent preferences, impatience, stationarity, and marginal consistency are examined in Chapter 7, as well as a persistent preference difference concept that draws on material in Chapter 6.

Chapters 4 and 5 deal with preference conditions on a set of multiple-factor alternatives that not only yield order-preserving utilities as in Chapters 2 and 3 but also enable the utility of each alternative to be written as the sum of utility numbers assigned to each of the $n$ components of the alternative. In simpler language, these chapters deal with conditions that imply that the utility of a whole can be expressed as the sum of utilities of its parts. In Chapter 4 the alternative set is taken to be finite; in Chapter 5 the number of alternatives is infinite.

## Strength of Preference

Chapter 6 is the only chapter in the book that deals primarily with utility concepts involving strength of preference or preference intensity. It is concerned with comparisons between pairs of alternatives and raises the question: Is your difference in preference (degree of preference) between these two alternatives less than, equal to, or greater than your difference in preference between those two alternatives? Chapter 6 is concerned with utility functions that preserve such preference-difference comparisons.

### 1.3 PARTS II AND III: UTILITIES WITH PROBABILITIES

As noted above, Parts II and III differ in their formulations of decision under uncertainty. Both parts are concerned with simple preference comparisons
between alternatives whose consequences are uncertain, and with preference conditions that not only yield order-preserving utilities for the alternatives but also enable the utility of an alternative to be written as a mathematical expectation involving consequence utilities and consequence probabilities.

In this book, probability is interpreted in a subjective or personal way. Roughly speaking, a probability is a numerical expression of the confidence that a particular person has in the truth of a particular proposition, such as the proposition "if I implement $f$ then consequence $x$ will result," or the proposition "this coir will land 'heads' on the next flip." Such probabilities are required to obey well-defined rules of coherence and consistency. In those cases where probabilities are derived from preference axioms, the primitive notion for probability is preference. Early in Chapter 14 we shall see how probability can be axiomatized in terms of a relation "is less probable than" on a set of propositions or events. Later in Chapter 14 we shall see how "is less probable than" can be defined in terms of "is preferred to." My own viewpoint on probability is heavily influenced by de Finetti (1937) and Savage (1954). Kyburg and Smokler (1964) is recommended for further introductory reading in subjective probability. Chapter 5 of Fishburn (1964) discusses other interpretations of the meaning of probability.

## Part II

The first three chapters of Part II derive the expected-utility representation for alternatives with uncertain consequences. In these chapters the consequence probabilities are taken as "givens" so that the alternatives in the preference axioms are probability distributions or measures on a set of consequences. Chapter 8 concentrates on simple probability measures, where each alternative has probability one (certainty) of resulting in a consequence from some finite subset of consequences. Chapter 9 considers simple measures also but, unlike Chapter 8, it does not assume that indifference is transitive. Chapter 10 admits more general probability measures on the consequences.

Uncertainty is combined with multiple-factor consequences in Chapter 11. This chapter identifies conditions that enable the expected utility of an uncertain alternative with $n$-tuple consequences to be expressed as the sum of expected utilities for each of the $n$ factors. Section 11.4, like Chapter 7, examines the case where the $n$ factors are essentially similar.

## Part III

The three chapters in Part III deal with the basic states of the world decision formulation. Chapter 12 introduces this formulation, demonstrates its equivalence to the Part II formulation, and considers some axioms that do not yield the complete expected-utility subjective-probability representation.

Chapter 13, whose material refiects some investigations carried out by Herman Rubin and Herman Chernoff in the late 1940's and early 1950's, presents axioms that yield the complete expected-utility subjective-probability model in the states formulation. Probabilities are used in the axioms of this chapter, but they are extraneous measurement probabilities and not the state probabilities. The latter are derived from the axioms.
Chapter 14 presents Savage's (1954) expected-utility theory. His axioms are free of the extraneous measurement probability device but impose some restrictions on the set of states and the state probabilities that are not imposed
by the axioms of Chapter 13 .

## PART

## I

## UTILITIES WITHOUT PROBABILITIES

With few exceptions, most of the significant developments in individual utility theory for preference structures that do not explicitly incorporate uncertainty or probability have occurred since the beginning of the twentieth century. Economists and mathematical economists are largely, though not exclusively, responsible for these developments. The basic theory (Chapters 2 and 3 ) deals with the existence of utility functions on a set of alternatives that preserves the ordering of the alternatives based on an individual's preference relation, and with special properties-such as continuity-of utility functions. A secondary basic development (Chapter 6) centers on a strength-of-preference concept that concerns comparisons of preference differences.

Although the assumption of additive uitities for multiple-factor situations (Chapters 4 and 5) was widely used by economists in the mid-nineteenth century, it was discarded by many toward ike end of the century. In more recent years, principally since 1959, axiomatic theories for additivity have been developed. These theories show what must be assumed about preferences so that the order-preserving utility functions can be written as combinations of utility functions for the several factors.

## Chapter 2

## PREFERENCE ORDERS AND UTLITY FUNCTIONS FOR COUNTABLE SETS

Throughout the book we shall let $X$ denote a set whose elements are to be evaluated in terms of preference in a particular decision situation. Depending on the context, the elements in $X$ might be called alternatives, consequences, commodity bundles, cash flows, systems, allocations, inventory policies, strategies, and so forth. This chapter is primarily but not exclusively concerned with cases where $X$ is a countable set, which means that $X$ is finite or denumerable. A set is denumerable if and only if its elements can be placed in one-to-one correspondence with the elements in the set $\{1,2,3, \ldots\}$ of positive integers. The set $\{\ldots,-2,-1,0,1,2, \ldots\}$ of all integers and the set of rational numbers (expressible as ratios of integers) are denumerable.

Throughout the book we shall take strict preference $<$ as the basic binary relation on $X$ or on a set based on $X$, and indifference $\sim$ will be defined as the absence of strict preference. One could also begin with a preferenceindifference relation $\leqslant$ (read $x \leqslant y$ as $x$ is not preferred to $y$ ), but I have come to prefer $<$ for several techrical reasons plus the fact that we tend to think in terms of preference rather than preference-indifference.

The first main result of this chapter is that, when $X$ is countable, numbers $u(x), u(y), \ldots$ can be assigned to the elements $x, y, \ldots$ in $X$ in such a way that

$$
x<y \Leftrightarrow u(x)<u(y)
$$

holds if $<$ on $X$ is a weak order (Definition 2.1). The $\Leftrightarrow$ means "if and only if" and its companion $\Rightarrow$ means "implies." A second main result says that there is a real-valued function $u$ on $X$ such that

$$
x<y \Rightarrow u(x)<u(y)
$$

when $<$ on $X$ is a strict partial order (Definition 2.2), provided that $X$ is countable. Several other utility-representation theorems are presented later in the chapter.

### 2.1 BINARY RELATIONS

The entire book is based on binary relations. A binary relation on a set $Y$ is a set of ordered pairs $(x, y)$ with $x \in Y$ and $y \in Y$. The $x \in Y$ means that $x$ is an element in $Y$; we often abbreviate $x \in Y, y \in Y$ by writing $x, y \in Y$.

The universal binary relation on $Y$ is the set $\{(x, y): x, y \in Y\}$ of all ordered pairs from $Y$. In general $\{x: S\}$ is the set of all elements $x$ that satisfy the conditions specified by $S$. If $R$ is a binary relation on $Y$ then it is a subset of the universal binary relation. In general, $A \subseteq B(A$ is a subset of $B$ ) means that every element in $A$ is in $B$ also.

We often write $x R y$ to mean that $(x, y) \in R$. Similarly, not $x R y$ (it is false that $x$ stands in the relation $R$ to $y$ ) means that $(x, y) \notin R$. In general $a \notin A$ means that $a$ is not an element in $A$. If $R$ is a binary relation on $Y$ then for each $(x, y)$ in the universal relation either $x R y$ or not $x R y$, and not both.

Because we are dealing with ordered pairs, $(x, y)$ is not the same as $(y, x)$ unless $x=y$. Hence, if $R$ is a binary relation on $Y$ and if $x, y \in Y$, then exactly one of the following four cases holds:

1. $(x R y, y R x)$,
2. ( $x R y$, not $y R x$ ),
3. ( $\operatorname{not} x R y, y R x)$,
4. (not $x R y$, not $y R x)$.

Let $Y$ be the set of all living people. Let $R_{1}$ mean "is shorter than," so that $x R_{1} y$ means that $x$ is shorter than $y$. Case (1) is impossible. Case (2) holds when $x$ is shorter than $y$. Case (4) holds when $x$ and $y$ are of equal height. $R_{1}$ is an example of a weak order.

Next, let $R_{2}$ be "is the brother of" (by having at least one parent in common). Here cases (2) and (3) are impossible. $R_{2}$ is not transitive since if $x R_{2} y$ and $y R_{2} z$ it does not necessarily follow that $x R_{2} z$. (Why?)

## Some Relation Properties

The binary relations we use will be assumed to have certain properties. A list of some of these follows. A binary relation $R$ on a set $Y$ is
pl. reflexive if $x R x$ for every $x \in Y$,
p2. irreflexive if not $x R x$ for every $x \in Y$,
p3. symmetric if $x R y \Rightarrow y R x$, for every $x, y \in Y$,
p4. asymmetric if $x R y \Rightarrow$ not $y R x$, for every $x, y \in Y$,
p5. antisymmetric if $(x R y, y R x) \Rightarrow x=y$, for every $x, y \in Y$,
p6. transitive if $(x R y, y R z) \Rightarrow x R z$, for every $x, y, z \in Y$,
$p$. negatively transitive if (not $x R y$, not $y R z$ ) $\Rightarrow$ not $x R z$, for every $x, y, z \in Y$,
p8. connected or complete if $x R y$ or $y R x$ (possibly both) for every $x, y \in Y$, p9. weakly connected if $x \neq y \Rightarrow(x R y$ or $y R x)$ throughout $Y$.

Several other properties are introduced in Section 2.4.
An asymmetric binary relation is irreflexive. An irreflexive and transitive binary relation is asymmetric: if ( $x R y, y R x$ ) then $p 6$ gives $x R x$, which violates $p 2$. It is also useful to note that $R$ is negatively transitive if and only if, for all $x, y, z \in Y$,

$$
\begin{equation*}
x R y \Rightarrow(x R z \text { or } z R y) \tag{2.1}
\end{equation*}
$$

To prove this suppose first that, in violation of (2.1), ( $x R y$, nct $x R z$, not $\left.z R_{y}\right)$. Then, if the $p 7$ condition holds, we get not $x R y$, which contradicts $x R y$. Hence the $p 7$ condition implies (2.1). On the other hand, suppose the $p 7$ condition fails with (not $x R y$, not $y R z, x R z$ ). Then (2.1) must be false. Hence (2.1) implies the $p 7$ condition.

The relation $R_{1}$ (shorter than) is irreflexive, asymmetric, transitive, and negatively transitive. If no two people are of equal height, $R_{1}$ is weakly connected. $R_{\mathbf{2}}$ (brother of ) is symmetric.

### 2.2 PREFERENCE AS A WEAK ORDER

Binary relations that have or are assumed to have certain properties are often given special names. In this section we shall be most concerned with three types of binary relations, namely weak orders, strict orders, and equivalences.

Definition 2.1. A binary relation $R$ on a set $Y$ is
a. a weak order $\Leftrightarrow R$ on $Y$ is asymmetric and negatively transitive;
b. a strict order $\Leftrightarrow R$ on $Y$ is a weakly connected weak order;
$c$. an equivalence $\Leftrightarrow R$ on $Y$ is reflexive, symmetric, and transitive.
The relation $<$ on the real numbers is a weak order and also a strict order since $x<y$ or $y<x$ whenever $x \neq y ;=$ on the real numbers is an equivalence, since $x=x, x=y \Rightarrow y=x$, and $(x=y, y=z) \Rightarrow x=z$.

An equivalence on a set defines a natural partition of the set into a class of disjoint, nonempty subsets, such that two elements of the original set are in the same class if and only if they are equivalent. These classes are called equivalence classes. Let

$$
R(x)=\{y: y \in Y \text { and } y R x\} .
$$

If $R$ is an equivalence then $R(x)$ is the equivalence class generated by $x$. In this
case you can readily show that $R(x)=R(y)$ if and only if $x R y$. Thus, any two equivalence classes are either identical or disjoint (have no element in common). When $R$ on $Y$ is an equivalence, we shall denote the set of equivalence classes of $Y$ under $R$ as $Y / R$.

## Preference as Weak Order

Taking preference $<$ as basic (read $x<y$ as $x$ is less preferred than $y$, or $y$ is preferred to $x$ ) we shall define indifference $\sim$ as the absence of strict preference:

$$
\begin{equation*}
x \sim y \Leftrightarrow(\operatorname{not} x<y, \operatorname{not} y<x) . \tag{2.2}
\end{equation*}
$$

Indifference might arise in several ways. First, an individual might truly feel that, in a preference sense, there is no real difference between $x$ and $y$. He would just as soon have $x$ as $y$ and vice versa. Secondly, indifference could arise when the individual is uncertain as to his preference between $x$ and $y$. He might find the comparison difficult and may decline to commit himself to a strict preference judgment while not being sure that he regards $x$ and $y$ as equally desirable (or undesirable). Thirdly, $x \sim y$ might arise in a case where the individuai considers $x$ and $y$ incomparable (in some sense) on a preference basis.

Asymmetry is an "obvious" condition for preference. It can be viewed as a criterion of consistency. If you prefer $x$ to $y$, you should not simultaneously prefer $y$ to $x$.

Transitivity is implied by asymmetry and negative transitivity, and it seems like a reasonable criterion of coherence for an individual's preferences. If you prefer $x$ to $y$ and prefer $y$ to $z$, common sense suggests that you should prefer $x$ to $z$.

However, the full force of weak order is open to criticism since it imparts a rather uncanny power of preferential judgment to the individual, as can be seen from (2.1). To see how (2.1) might fail, suppose that in a funding situation you feel that $\$ 1000$ is about the best allocation. Your preference decreases as you move away from $\$ 1000$ in either direction. Although you prefer $\$ 955$ to $\$ 950$, it may also be true that you have no sure preference between $\$ 950$ and $\$ 1080$ or between $\$ 955$ and $\$ 1080$. Then ( $\$ 950<\$ 955$, $\$ 950 \sim \$ 1080, \$ 955 \sim \$ 1080$ ) in violation of (2.1).

In this example, indifference is not transitive. Armstrong (1950, p. 122) speaks of intransitive indifference as arising from "the imperfect powers of discrimination of the human mind whereby inequalities become recognizable only when of sufficient magnitude." Later sections of this chapter take account of such limited discriminatory powers by not requiring $\sim$ to be transitive.

Our first theorem notes several consequences of weak order, including the
transitivity of indifference. For this theorem and for later work we shall define preference-indifference $\leqslant$ as the union of $<$ and $\sim$ :

$$
\begin{equation*}
x \leqslant y \Leftrightarrow x<y \quad \text { or } \quad x \sim y . \tag{2.3}
\end{equation*}
$$

THEOREM 2.1. Suppose $<$ on $X$ is a weak order, being asymmetric ard negatively transitive. Then
a. exactly one of $x<y, y<x, x \sim y$ holds for each $x, y \in X$;
b. $<$ is transitive;
c. $\sim$ is an equivalence (reflexive, symmetric, transitive);
d. $(x<y, y \sim z) \Rightarrow x<z$, and $(x \sim y, y<z) \Rightarrow x<z$;
e. $\leqslant$ is transitive and connected;
f. with $<$ on $X \mid \sim($ the set of equivalence classes of $X$ under $\sim)$ defined by

$$
\begin{equation*}
a<^{\prime} b \Leftrightarrow x<y \text { for some } x \in a \text { and } y \in b \tag{2.4}
\end{equation*}
$$

$<^{\prime}$ on $X / \sim$ is a strict order.
Proof. Part (a) follows from asymmetry and (2.2). For (b), suppose $x<y$ and $y<z$. Then, by (2.1), $(x<z$ or $z<y)$ and ( $y<x$ or $x<z$ ). Since $z<y$ and $y<x$ are false by asymmetry, $x<z$. Thus $<$ is transitive. Suppose $x \sim y, y \sim z$, and not $x \sim z$, in violation of the transitivity of $\sim$. Then, by (a), either $x<z$ or $z<x$, so that by (2.1) one of $x<y, y<z$, $z<y$, and $y<x$ must hold, which contradicts $x \sim y, y \sim z$, and (a). Hence $\sim$ is transitive. Suppose as in (d) that $x<y$ and $y \sim z$. Then, by (a) and (2.1), $x<z$. The second half of $(d)$ is similarly proved. For (e) the transitivity of $\leqslant$ follows immediately from (b), (c), and (d). For the completeness of $\leqslant$ suppose to the contrary that (not $x \leqslant y$, not $y \leqslant x$ ). Then, by (2.3), (not $x<y$, not $x \sim y$, not $y<x$ ), which violates (a).

Finally, we examine the properties of a strict order for $<^{\prime}$ on $X / \sim$ :

1. asymmetry. If $a<^{\prime} b$ and $b<^{\prime} a$ then $x<y$ and $y^{\prime}<x^{\prime}$ for some $x, x^{\prime} \in a$ and $y, y^{\prime} \in b$, with $x \sim x^{\prime}$ and $y \sim y^{\prime}$. By (d), $x^{\prime}<y$. Again, by (d), $x^{\prime}<y^{\prime}$, which contradicts $y^{\prime}<x^{\prime}$.
2. negative transitivity. Suppose $a<^{\prime} b$ with $x \in a, y \in b$, and $x<y$. For any $c \in X / \sim$ and any $z \in c$, (2.1) implies that $x<z$ (in which case $a<\prime c$ ) or that $z<y$ (in which case $c<^{\prime} b$ ).
3. weak connectedness. Suppose $a, b \in X \mid \sim$ and $a \neq b$. Then $a$ and $b$ are disjoint so that if $x \in a$ and $y \in b$ then not $x \sim y$. Hence, by (a) either $x<y$ or $y<x$, so that either $a<^{\prime} b$ or $b<^{\prime} a$.

## An Order-Preserving Utility Function

THEOREM 2.2. If $<$ on $X$ is a weak order and $X / \sim$ is countable then there is a real-valued function $u$ on $X$ such that

$$
\begin{equation*}
x<y \Leftrightarrow u(x)<u(y), \quad \text { for all } x, y \in X . \tag{2.5}
\end{equation*}
$$

The utility function $u$ in (2.5) is said to be order-preserving since the numbers $u(x), u(y), \ldots$ as ordered by $<$ faithfully reflect the order of $x, y, \ldots$ under $<$. Clearly, if (2.5) holds, then

$$
x<y \Leftrightarrow v(x)<v(y), \quad \text { for all } x, y \in X
$$

for a real-valued function $v$ on $X$ if and only if $[v(x)<v(y) \Leftrightarrow u(x)<u(y)]$ holds throughout $X$. In the next section we shall consider the case where $\Leftrightarrow$ in (2.5) must be replaced by $\Rightarrow$. In later chapters we shall meet utility functions with properties beyond that of order preservation.

Under the conditions of Theorem 2.2, (2.5) implies that, for all $x, y \in X$, $x \sim y \Leftrightarrow u(x)=u(y)$, and $x \leqslant y \Leftrightarrow u(x) \leq u(y)$, where $\sim$ and $\leqslant$ are defined by (2.2) and (2.3) respectively.

The following proof of the theorem is similar to proofs given by Birkhoff (1948, p. 31) and Suppes and Zinnes (1963, pp. 26-28). As we shall see in Chapter 3, the conclusion of the theorem can be false when $X / \sim$ is uncountable (neither finite nor denumerable).

Proof of Theorem 2.2. Assuming the hypotheses of the theorem we shall assume also that $X / \sim$ is denumerable. The $X / \sim$ finite proof is similar and is left to the reader. Let the elements in $X / \sim$ be enumerated as $a_{1}, a_{2}, a_{3}, \ldots$ and let the rational numbers be enumerated as $r_{1}, r_{2}, r_{3}, \ldots$ No particular $<^{\prime}$ ordering (see (2.4)) or $<$ ordering is implied by these enumerations. We define a real-valued function $u$ on $X / \sim$ as follows, recalling that $<^{\prime}$ as in (2.4) is a strict order on $X / \sim$.

Set $u\left(a_{1}\right)=0$. For $a_{m}$ it follows from the properties for $<^{\prime}$ and induction that exactly one of the following holds:

1. $a_{i}<^{\prime} a_{m}$ for all $i<m$ : if so, set $u\left(a_{m}\right)=m$,
2. $a_{m}<{ }^{\prime} a_{i}$ for all $i<m$ : if so, set $u\left(a_{m}\right)=-m$,
3. $a_{i}<' a_{m}<^{\prime} a_{j}$ for some $i, j<m$ and not ( $a_{i}<{ }^{\prime} a_{h}<^{\prime} a_{j}$ ),
for every positive integer $h$ that is less than $m$ and differs from $i$ and $j$ : if so, set $u\left(a_{m}\right)$ equal to the first $r_{k}$ in the enumeration $r_{1}, r_{3}, r_{3}, \ldots$ for which $u\left(a_{i}\right)<r_{k}<u\left(a_{j}\right)$. Such an $r_{k}$ exists since there is a rational number between any two different numbers.

By construction, $u\left(a_{m}\right) \neq u\left(a_{i}\right)$ for all $i<m$, and $a_{i}<^{\prime} a_{j} \Leftrightarrow u\left(a_{i}\right)<u\left(a_{j}\right)$ for all $i, j \leq m$. This holds for every positive integer $m$. Hence it holds on all
of $X / \sim$. Finally, define $u$ on $X$ by

$$
u(x)=u(a) \quad \text { whenever } \quad x \in a .
$$

Equation (2.5) then follows provided that, when $a<^{\prime} b, x<y$ for every $x \in a$ and $y \in b$, which follows directly from (2.4) and Theorem $2.1(d)$.

As you will easily note, if (2.5) holds, then $<$ on $X$ must be a weak order. Hence if $<$ on $X$ is not a weak order then (2.5) is impossible regardless of the size of $X$.

### 2.3 PREFERENCE AS A STRICT PARTIAL ORDER

Throughout the rest of this chapter we shall look at cases where indifference is not assumed to be transitive. This section considers the case where $<$ is a strict partial order.

Definition 2.2. A binary relation $R$ on a set $Y$ is a strict partial order if and only if it is irreflexive and transitive.

Since this allows ( $x \sim y, y \sim z, x<z$ ) when $<$ on $X$ is a strict partial order, $\sim$ is not necessarily transitive and therefore may not be an equivalence. However, a new relation $\approx$, defined as

$$
\begin{equation*}
x \approx y \Leftrightarrow(x \sim z \Leftrightarrow y \sim z, \text { for all } z \in X) \tag{2.6}
\end{equation*}
$$

does turn out to be transitive when $<$ is a strict partial order. $x \approx y$ holds if, whenever $x$ is indifferent to a $z \in X, y$ also is indifferent to $z$, and vice versa. For comparison with Theorem 2.1 we have the following.

THEOREM 2.3. Suppose $<$ on $X$ is a strict partial order, being irreflexive and transitive. Then
a. exactly one of $x<y, y<x, x \approx y,(x \sim y$, not $x \approx y)$ holds for each $x, y \in X$;
b. $\approx$ is an equivalence;
c. $x \approx y \Leftrightarrow(x<z \Leftrightarrow y<z$ and $z<x \Leftrightarrow z<y$, for all $z \in X)$;
d. $(x<y, y \approx z) \Rightarrow x<z$, and $(x \approx y, y<z) \Rightarrow x<z$;
e. with $<*$ on $X / \approx$ (the set of equivalence classes of $X$ under $\approx$ ) defined by

$$
\begin{equation*}
a<* b \Leftrightarrow x<y \text { for some } x \in a \text { and } y \in b, \tag{2.7}
\end{equation*}
$$

$<*$ on $X / \approx$ is a strict partial order.
Proof. (a) follows from asymmetry (implied by irreflexivity and transitivity) and the fact that $x \approx y$ can hold only if $x \sim y$. For ( $b$ ), the reflexivity
and symmetry of $\approx$ follow directly from (2.6) and the reflexivity and symmetry of $\sim$. Suppose $x \approx y$ and $y \approx z$. Then, by (2.6), if $x \sim t$ then $y \sim t$ and, again by (2.6), if $y \sim t$ then $z \sim t$. Hence $x \sim t \Rightarrow z \sim t$. Conversely $z \sim t \Rightarrow x \sim t$, so that $x \approx z$ as desired for transitivity.

For part (c) suppose first that $x \approx y$. If $x<z$ then either $y<z$ or $y \sim z$, for if $z<y$ then $x<y$ by transitivity of $<$. But if $y \sim z$ then $x \sim z$ by (2.6), which contradicts $x<z$. Hence $x<z \Rightarrow y<z$. Similarly $y<z \Rightarrow x<z$. A similar proof shows that $z<x \Leftrightarrow z<y$. (This also establishes (d).) On the other hand, assume that the right part of (c) holds. Then, if $x \sim t$, it cannot be true that either $y<t$ or $t<y$ so that $y \sim t$ by (2.1) and the asymmetry of $<$. Conversely $y \sim t \Rightarrow x \sim t$. Hence $x \approx y$.

For (e), we cannot have $a<{ }^{*} a$ when $a \in X \mid \approx$, for then $x<y$ for some $x$ and $y$ for which $x \approx y$, which is false by (a). For transitivity suppose ( $a<{ }^{*} b, b<^{*} c$ ). Then $\left(x<y, y \approx y^{\prime}, y^{\prime}<z\right.$ ) for some $x \in a, y, y^{\prime} \in b$, and $z \in c . x<z$ then follows from (d) so that $a<{ }^{*} c$.

## Zorn's Lemma and Sxpilrajn's Extension Theorem

Before we can establish a utility-representation theorem for the case where $<$ is a strict partial order and $X \mid \approx$ is countable, we need to prove the following theorem, due to Szpilrajn (1930).

THEOREM 2.4. If $<^{*}$ is a strict partial order on a set $Y$ then there is a strict order $<^{0}$ on $Y$ that includes $<^{*}$, so that

$$
\begin{equation*}
x<^{*} y \Rightarrow x<^{0} y, \quad \text { for all } x, y \in Y \tag{2.8}
\end{equation*}
$$

The utility theorem given later as Theorem 2.5 is very easily proved from Theorem 2.4 and the proof of Theorem 2.2.

To establish Szpilrajn's theorem, which holds regardless of the size of $Y$, we shall need an axiom of set theory that goes by the name of Zorn's Lemma.

ZORN'S LEMMA. Suppose $P$ on $Y$ is a strict partial order and, for any subset $Z$ of $Y$ on which $P$ is a strict order, there is $a y \in Y$ such that $z P y$ or $z=y$ for all $z \in Z$. Then there is $a y^{*} \in Y$ such that $y^{*} P x$ for no $x \in Y$.

Consider the real numbers in their natural order under $<$. Since $<$ itself on the numbers is a strict order but there is no number $y$ such that $x<y$ or $x=y$ for every number $x$, the "lemma" does not imply that the real numbers have a maximal element under <, as of course they do not.

Zorn's Lemma, used today by most mathematicians, is an assumption. Kelley (1955, pp. 31-36) presents other axioms that are equivalent to Zorn's

Lemma. One of these is the Axiom of Choice: if 8 is a set of nonempty sets then there is a function $f$ on $\delta$ such that $f(S) \in S$ for each $S \in \mathcal{S}$.

Proof of Theorem 2.4. If $<*$ is a strict order, there is nothing to prove. Suppose then that $<^{*}$ is a strict partint order and that $x, y$ in $Y$ are such that $x \neq y$, (not $x<^{*} y$, not $y<^{*} x$ ). Define $<^{1}$ on $Y$ thus:
$a<^{1} b \Leftrightarrow a<{ }^{*} b$ or else $\left[\left(a<{ }^{*} x\right.\right.$ or $\left.a=x\right),(y<* b$ or $\left.y=b)\right]$.
Clearly, $a<^{*} b \Rightarrow a<^{1} b$, and $x<^{1} y$. We prove first that $<^{1}$ is a strict partial order.
A. $<^{1}$ is irreflexive. To the contrary suppose $a<^{1} a$. Then, if either ( $a<^{*} x, y<^{*} a$ ) or $\left(a<^{*} x, y=a\right)$ or $\left(a=x, y<^{*} a\right)$, we get $y<^{*} x$, which is false. Also, $a<^{*} a$ and ( $a=x, y=a$ ) are false by assumption. Hence $a<^{*} a$ is false.
B. $<^{1}$ is transitive. Assume ( $a<^{1} b, b<^{1} c$ ). If $\left(a<{ }^{*} b, b<{ }^{*} c\right.$ ) then $a<{ }^{*} c$ so that $a<^{1} c$. If $\left(a<{ }^{*} b,\left(b<^{*} x\right.\right.$ or $\left.b=x\right)$ and $\left(y<{ }^{*} c\right.$ or $\left.y=c\right)$ ) then $a<^{*} x$ so that $a<^{1} c$ by (2.9). If ( $\left(a<^{*} x\right.$ or $\left.a=x\right)$ and $\left(y<^{*} b\right.$ or $y=b), b<^{*} c$ ) then $y<^{*} c$ and hence $a<^{1} c$. Finally, if neither $a<{ }^{*} b$ nor $b<^{*} c$ then, by (2.9), $\left(y<^{*} b\right.$ or $\left.y=b\right)$ from $a<^{1} b$ and $(b<* x$ or $b=x)$ from $b<^{1} c$, which are incompatible since they give $y<^{*} x$ or $y=x$, which are false. Hence this final case cannot arise.

We now use Zorn's Lemma. With $A \subseteq B \Leftrightarrow A$ is a subset of $B$, we define $A \subset B \Leftrightarrow(A \subseteq B$, not $B \subseteq A)$. Let $\mathbb{R}$ be the set of all strict partial orders on $Y$ that include $<^{*}$, so that $R \in \mathcal{R} \Leftrightarrow(R \ln Y$ is a strict partial order and $<^{*} \subseteq R$ ). In Zorn's Lemma as stated above, $\subset$ takes the part of $P$ and $\mathcal{R}$ takes the part of $Y$.

Clearly, $\subset$ on $\mathcal{R}$ is a strict partial order. Let $S$ be a subset of $R$ on which $C$ is a strict order. (We omit the trivial case where $S=\varnothing$.) Let $S$ be the set of all $(x, y)$ that are in at least one $R \in S$ : that is, $(x, y) \in S$ or $x S y$ if and only if $(x, y) \in R$ or $x R y$ for some $R \in S$. Clearly, $R \subseteq S$ for every $R \in S$. To apply Zorn's Lemma we need to show that $S \in \mathscr{R}$, or that $S$ on $Y$ is a strict partial order:
A. $S$ is irreflexive. $(x, x) \notin S$ since $(x, x) \notin R$ for every $R \in \mathcal{R}$.
B. $S$ is transitive. If $(x, y) \in S$ and $(y, z) \in S$ then $(x, y) \in S_{1}$ and $(y, z) \in S_{2}$ for some $S_{1}$ and $S_{2}$ in $S$. For definiteness suppose $S_{1} \subseteq S_{2}$. Then $(x, y) \in S_{2}$ and hence $(x, z) \in S_{2}$ by transitivity, so that $(x, z) \in S$ by the definition of $S$.

It follows from Zorn's Lemma that there is a $<^{0} \in \mathfrak{R}$ such that $<^{0} \subset R$ for no $R \in \mathfrak{R}$. Because $<^{0}$ is in $R$, it is a strict partial order. To show that it is a strict order, it remains to note that $<^{0}$ on $Y$ is weakly connected, for when this is true $<^{0}$ must be a strict order. (You can easily show that a
weakly connected strict partial order satisfies (2.1), or negative transitivity, and is thus a strict order by Definition 2.1.) Suppose then that contrary to weak connectedness there are $x, y \in Y$ with $x \neq y$ and (not $x<^{0} y$, not $y<{ }^{0} x$. Then, by the first part of this proof, there is a strict partial order $<^{1}$ on $Y$ such that $a<^{0} b \Rightarrow a<^{1} b$, and $x<^{1} y$. But then $<^{0} \subset<^{1}$ which contradicts $<^{0} \in R$ for no $R \in \Re$. Hence $<^{\circ}$ is weakly connected.

## Another Utility Theorem

With $\approx$ defined by (2.6), the following theorem says that when $<$ is irreflexive and transitive and $X \mid \approx$ is countable, numbers can be assigned to the elements of $\bar{X}$ so as to faithfully preserve both $<$ and $\approx$. However, because $\sim$ can be intransitive, we cannot guarantee that $u(x)=u(y)$ when $x \sim y$ and not $x \approx y$. We might have any one of $u(x)=u(y), u(x)<u(y)$, and $u(y)<u(x)$ when $(x \sim y$, not $x \approx y$ ).

THEOREM 2.5. If $<$ on $X$ is a strict partial order and $X \mid \approx$ is countable then there is a real-valued function $u$ on $X$ such that, for all $x, y \in X$,

$$
\begin{align*}
& x<y \Rightarrow u(x)<u(y)  \tag{2.10}\\
& x \approx y \Rightarrow u(x)=u(y) \tag{2.11}
\end{align*}
$$

Proof. By Theorem 2.3(e), <* on $X / \approx$ as defined in (2.7) is a strict partial order. By Theorem 2.4, there is a strict order $<^{\circ}$ on $X / \approx$ that includes $<^{*}$. With $X \mid \approx$ countable, the proof of Theorem 2.2 guarantees a real-valued function $u$ on $X / \approx$ such that $a<{ }^{0} b \Leftrightarrow u(a)<u(b)$, for all $a, b \in X \mid \approx$. With $a \in X / \approx$, set $u(x)=u(a)$ whenever $x \in a$. Then, if $x \approx y, u(x)=u(y)$, so that (2.11) holds. And if $x<y$ with $x \in a$ and $y \in b$ then $a<* b$ by (2.7) and Theorem 2.3(d): hence $a<{ }^{0} b$ so that $u(a)<u(b)$ and $u(x)<u(y)$.

### 2.4 ORDERED INDIFFERENCE INTERVALS

There are other interesting assumptions for preferences that add things to strict partial order, but still retain the possibility of intransitive indifference. Two such conditions were introduced into preference theory by Luce (1956). They are stated here in the form given by Scott and Suppes (1958, p. 117).
p10. $(x<y, z<w) \Rightarrow(x<w$ or $z<y)$, for all $x, y, z, w \in X$.
pll. $(x<y, y<z) \Rightarrow(x<w$ or $w<z)$, for all $x, y, z, w \in X$.
It is easily seen that if $<$ is irreflexive and either $p 10$ or $p 11$ holds then $<$ is transitive. When $<$ is a strict partial order, the only instances of $p 10$ and $p 11$ that are not already implied by irreflexivity and transitivity are those illustrated in Figure 2.1. For $p 10$, we have the case shown on the left of the figure


Figure 2.1 Cases not covered by irreflexivity and transitivity.
where $x<y, z<w, x \sim z$, and $y \sim w$, with $x \neq z$ and $y \neq w$. In a sort of cross-connectedness, p 10 says that at least one of the dashed lines must be strict preference: we can't have both $x \sim w$ and $y \sim z$. For pll we get the picture on the right of the figure where $x<y<z$ and $w \sim y$ with $w \neq y$. Here pll says that at least one of the dashed $w$-lines must represent strict preference: $w$ can't be indifferent to each of $x, y$, and $z$.

Conditions p10 and p 11 may seem reasonable if the elements of $X$ are naturally ordered and preference is either nondecreasing or nonincreasing as one proceeds along the natural order. For example, if you prefer your coffee black it seems fair to assume that your preference will not increase as $x$, the number of grains of sugar in your coffee, increases. You might well be indifferent between $x=0$ and $x=1$, between $x=1$ and $x=2, \ldots$, but of course will prefer $x=0$ to $x=1000$. Although $\sim$ is not transitive here, p10 and pll would probably hold along with irreflexivity.

However, if there are several factors that influence preference or if there is only one basic factor along which preference increases up to a point and decreases thereafter, < may fail to satisfy the cases of $p 10$ and $p 11$ shown in Figure 2.1. To continue with coffee and sugar, suppose you like about 1000 grains of sugar in your coffee. The left part of Figure 2.2 shows a case where it might be true that $x<y, z<w, x \sim w$, and $y \sim z$, in violation of $p 10$. The right part of the figure suggests that $p 11$ may fail with $x<y<z$ and


Figure 2.2 "Failures" of $\rho 10$ and $\rho 11$ for single-peaked preferences.
$w \sim x, w \sim y, w \sim z$. We could expect both $p 10$ and $p 11$ to hold on a fixed side of your peak or ideal (Coombs, 1964) but there seems to be little reason to suppose that they hold for the cases illustrated. "he funding situation in Section 2.2 gives another peaked situation where $p$ and $p 11$ might not hold.

Definition 2.3. A binary relation is an interval order if it is irreflexive and satisfies $p 10$, and a semiorder if it is irreflexive and satisfies $p 10$ and $p 11$.

The term "semiorder" was introduced by Luce (1956) and is now standard terminology. The way I use "interval order" is not standard, but seems reasonable in view of Theorem 2.7.

## Interval Orders

In the rest of the chapter, $\approx$ is defined by (2.6). For interyal orders ( $p 2, p 10$ ) we shall use the following:

$$
\begin{array}{ll}
x<{ }^{1} y \Leftrightarrow(x \sim z, z<y) & \text { for some } z \in X \\
x<^{2} y \Leftrightarrow(x<z, z \sim y) & \text { for some } z \in X . \tag{2.13}
\end{array}
$$

THEOREM 2.6. If $<$ on $X$ is an interval order then each of $<^{1}$ and $<^{2}$ is a weak order, and $x \approx y \Leftrightarrow\left(x={ }^{1} y, x==^{2} y\right)$, where $x==^{j} y \Leftrightarrow\left(\right.$ not $x<^{j} y$, not $y<x$ ).

Proof. The final assertion follows from (2.6). To prove asymmetry for $<^{1}$ suppose to the contrary that ( $x<^{1} y, y<^{1} x$ ). Then ( $x \sim z, z<y$ ) and ( $y \sim w, w<x$ ) for some $z, w \in X$, which contradict $p 10$. To establish negative transitivity suppose to the contrary that (not $x<^{1} y$, not $y<^{1} z, x<^{1} z$ ). By $x<^{1} z,(x \sim t, t<z)$ for some $t \in X$. From $x \sim t$ and not $x<^{1} y$, (2.12) implies not $t<y$. From $t<z$ and not $y<^{1} z$, (2.12) yields nct $t \sim y$. Hence $y<t$. But then, by transitivity, $y<z$ which implies $y<^{1} z$, contradicting not $y<^{1} u$. Hence $<^{1}$ is negatively transitive. The proof for $<^{2}$ is similar and is left to the reader.

THEOREM 2.7. If $<$ on $X$ is an interval order and $X / \approx$ is countable then there are real-valued functions $u$ and $\sigma$ on $X$ with $\sigma(x)>0$ for all $x \in X$ such that

$$
\begin{equation*}
x<y \Leftrightarrow u(x)+\sigma(a)<u(y), \quad \text { for all } x, y \in X . \tag{2.14}
\end{equation*}
$$

Note also that if (2.14) holds then pl0 must hold.
Theorem 2.7 is like the weak order Theorem 2.2 with the addition of a "vagueness" function $\sigma$ which allows for intransitive indifference. The indifference interval for $x$ is $I(x)=[u(x), u(x)+\sigma(x)]$. By (2.14), $I(x)$ is
wholly to the left of $I(y)$ if and only if $x<y$. If two intervals intersect then their elements are indifferent. As seen by the failure ( $x<y<z, w \sim x$, $w \sim y, w \sim z$ ) of $p 11$, one indifference interval may lie entirely within another interval: in the case at hand, $I(y)$ must be shorter than $I(w)$.

Proof of Theorem 2.7. Let $<$ on $X$ be an interval order. Using the Axiom of Choice let $Y$ consist of one element from each equivalence class in $X / \approx$. For each $x \in Y$ let $x^{*}$ denote an artificial element that corresponds to $x$, with $Y^{*}$ the set of artificial elements. Define $<^{3}$ on $Y \cup Y^{*}$ (the set of elements in $Y$ or $Y^{*}$ ) as follows:

$$
\begin{array}{r}
x<^{3} y \Longleftrightarrow x<^{1} y \\
x^{*}<^{3} y^{*} \Leftrightarrow x<^{2} y \\
x^{*}<^{3} y \Longleftrightarrow x<y \\
x<^{3} y^{*} \Leftrightarrow x \leqslant y \tag{2.18}
\end{array}
$$

where $\leqslant=<U \sim$ as in (2.3). We prove that $<^{3}$ on $Y \cup Y^{*}$ is a weak order.

Asymmetry. We want $a<^{3} b \Rightarrow$ not $b<^{3} a$. If $(a, b)=\left(x, b^{\prime}\right)$ or $(a, b)=$ $\left(x^{*}, y^{*}\right)$ then asymmetry follows from Theorcm 2.6 and (2.15) or (2.16). Suppose $(a, b)=\left(x^{*}, y\right)$ and $\left(a<^{3} b, b<^{3} a\right)$. Then $(x<y, y \leqslant x)$ by (2.17) and (2.18), which is impossible.

Negative Transitivity. We shall suppose that (not $a<^{3} b$, not $b<^{3} c$, $a<{ }^{3} c$ ) and obtain a contradiction. The cases for $(a, b, c)=(x, y, z)$ and $(a, b, c)=\left(x^{*}, y^{*}, z^{*}\right)$ are covered by Theorem 2.6. The others follow.

1. ( $x, y, z^{*}$ ). Then not $x<^{1} y, z<y, x \leqslant z$. If $x \sim z$ then $x<{ }^{1} y$, which contradicts not $x<{ }^{1} y$. If $x<z$ then $x<y$, which implies $x<{ }^{1} y$, a contradiction.
2. $\left(x, y^{*}, z\right)$. Then $y<x, z \leqslant y, x<^{1} z$. From the last of these, $(x \sim t$, $t<z$ ), which along with ( $y<x, z \leqslant y$ ) contradicts $p 10$.
3. $\left(x^{*}, y, z\right)$. Then $y \leqslant x$, not $y<^{1} z, x<z$. Similar to Case 1 .
4. ( $x, y^{*}, z^{*}$ ). Then $y<x$, not $y<{ }^{2} z, x \leqslant z$. If $x \sim z$ then $y<^{2} z$, and if $x<z$ then $y<z$ and hence $y<^{2} z$, contradicting not $y<^{2} z$.
5. $\left(x^{*}, y, z^{*}\right)$. Then $y \leqslant x, z<y, x<^{2} z$. From the last of chese, $(x<t$, $t \sim z$ ), which along with ( $y \leqslant x, z<y$ ) contradicts $p 10$.
6. $\left(x^{*}, y^{*}, z\right)$. Then not $x<^{2} y, z \leqslant y, x<z$. Similar to Case 4.

Assume that $X / \approx$ is countable. Then $Y \cup Y^{*}$ is countable and by Theorem 2.2 there is a real-valued function $f$ on $Y \cup Y^{*}$ such that, for all $b, c \in Y \cup Y^{*}$,

$$
b<^{3} c \Leftrightarrow f(b)<f(c)
$$

For $x \in Y$ let $u(x)=f(x)$ and $\pi(x)=f\left(x^{*}\right)-f(x)$. Then, using (2.17), $x<y \Leftrightarrow u(x)+\sigma(x)<u(y)$, for all $x, y \in Y$. Since $x<^{3} x^{*}$ by (2.18), $\sigma>0$. Let $u(x)=u(y)$ and $\sigma(x)=\sigma(y)$ whenever $x \approx y$ and $y \in Y$. Then (2.14) follows from Theorem 2.6 and Theorem 2.3(d).

## Semiorders

On adding $p 11$ to $p^{2}$ and $p 10$ we obtain the following extension of Theorem 2.6.

THEOREM 2.8. Suppose $<$ on $X$ is a semiorder and, with $<^{1}$ and $<^{3}$ defined by (2.12) and (2.13), $<^{0}$ on $X$ is defined by

$$
\begin{equation*}
x<^{0} y \Leftrightarrow x<^{1} y \text { or } x<^{2} y, \quad \text { for all } x, y \in X \tag{2.19}
\end{equation*}
$$

Then $<^{0}$ on $X$ is a weak order.
Proof. Asymmetry. $\left(x<^{1} y, y<^{1} x\right)$ and $\left(x<^{2} y, y<^{2} x\right)$ are prohibited by Theorem 2.6. Suppose ( $x<^{1} y, y<^{2} x$ ). Then ( $x \sim z, z<y$ ) and ( $y<w$, $w \sim x$ ) for some $z, w^{\prime} \in X$, which violates $p 11$.

Negative Transitivity. By (2.19), not $x<^{0} y \Rightarrow\left(\operatorname{not} x<^{1} y\right.$, not $\left.x<^{2} y\right)$ and not $y<^{0} z \Rightarrow$ (not $y<^{1} z$, not $y<^{2} z$ ). Therefore, by the negative transitivity of $<^{1}$ and $<^{2}$, (not $x<^{1} z$, not $x<^{2} z$ ), so that not $x<^{0} z$ by (2.19).

When $X / \approx$ is finite and $<$ is a semiorder, it is possible to make $\sigma$ in (2.14) constant on $X$. A constructive proof of this is given in Scott and Suppes (1958) or in Suppes and Zinnes (1963). An alternative proof, similar to that given by Scott (1964), uses the Theorem of The Alternative which will ie introduced in Chapter 4. Exercise 4.18 gives an outline of the alternative proof of the following theorem.

THEOREM 2.9. Suppose $<$ on $X$ is a semiorder and $X / \approx$ is finite. Then there is a real-valued function $u$ on $X$ such that

$$
\begin{equation*}
x<y \Leftrightarrow u(x)+1<u(y), \quad \text { for all } x, y \in X . \tag{2.20}
\end{equation*}
$$

With an appropriate change in $u$, any positive number could be used in (2.20) in place of 1 .

### 2.5 SUMMARY

A binary relation on a set is a weak order if it is asymmetric and negatively transitive. Defining indifference $\sim$ as the absence of strict preference, $\sim$ on $X$ is an equivalence (reflexive, symmetric, transitive) when $<$ on $X$ is a weak
order. If the set $X / \sim$ of equivalence classes of $X$ under $\sim$ is countable when $<$ is a weak order then utilities $u(x), u(y), \ldots$ can be assigned to the elements in $X$ so that $x<y \Leftrightarrow u(x)<u(y)$. This gives $x \sim y \Leftrightarrow u(x)=u(y)$ also.

The preference relation is a strict partial order when it is irreflexive and transitive. In this case indifference may be intransitive but $\approx$, defined by $x \approx y \Leftrightarrow(x \sim z \Leftrightarrow y \sim z$, for all $z \in X)$, is an equivalence. When $<$ on $X$ is a strict partial order and $X / \approx$ is countable, utilities can be assigned so that $u(x)<u(y)$ if $x<y$, and $u(x)=u(y)$ if $x \approx y$.

Interval orders and semiorders lie between strict partial orders and weak orders. When $<$ on $X$ is an interval order or a semiorder and $X / \approx$ is countable, we get $x<y \Leftrightarrow I(x)$ is wholly to the left of $I(y)$, where $I$ is a function that assigns an interval of real numbers to each $x \in X$. If $<$ is a semiorder and $X \mid \approx$ is finite then all indifference intervals can be made to have the same length.

## INDEX TO EXERCISES
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## Exercises

1. Prove that the following sets are denumerable: (a) $\{2,4,6, \ldots\}$, the set of all positive, even integers; (b) $\{\ldots,-2,-1,0,1,2, \ldots\} ;(c)$ the set of all positive rational numbers (Hint: place these in a two-dimensional array with $1 / 1,1 / 2$, $1 / 3, \ldots$ in the first row, $2 / 1,2 / 2,2 / 3, \ldots$ in the second row, and so forth); (d) the set of all rational numbers.
2. With $Y$ the set of all living people, identify the meaning of cases (1) through (4) in Section 2.1 and state which of properties $p 1$ through $p^{9}$ hold for the binary relation identified as:
a. "is a blood-line descendant of,"
b. "is married to" (assuming monogamy throughout society),
c. "is married to" (admitting polygamy),
d. "is as old as,"
e. "has fathered or mothered the same number of children as."
3. Suppose $\leqslant$ on $X$ is transitive and connected, and $<$ and $\sim$ are defined as follows : $x<y \Leftrightarrow$ not $y \leqslant x ; x \sim y \Leftrightarrow(x \leqslant y, y \leqslant x)$. Prove that $<$ is a weak order and that $\sim$ is an equivalence.
4. $\leqslant$ on $X$ is a quasi order if it is reflexive and transitive. Prove that if $\leqslant$ on $X$ is a quasi order and $<, \sim$ arf: defined as in Exercise 3 then
a. $\sim$ on $X$ is an equivalence
b. $<$ on $X$ is a strict partia! order
c. $(x \sim y, y<z) \Rightarrow x<z,(x<y, y \sim z) \Rightarrow x<z$.
5. If $<$ on $X$ is a binary relation, the transitive closure $<^{t}$ of $<$ is defined as follows:
$x<{ }^{t} y \Leftrightarrow x<y$ or there are $x_{1}, x_{2}, \ldots, x_{m} \in X$ such that

$$
x<x_{1}, x_{1}<x_{2}, \ldots, x_{m-1}<x_{m}, x_{m}<y .
$$

Prove that if $<^{t}$ is asymmetric then $<^{t}$ is a strict partial order.
6. (Continuation.) Suppose $X$ is countable. Use Theorem 2.5 to prove that there is a real-valued function $u$ on $X$ that saisfies (2.10) if and only if the transitive closure of $<$ is asymmetric.
7. (Continuation.) Give an example of a $<$ on $X$ whose transitive closure is asymmetric and with $u$ satisfying (2.10) and $\approx$ defined by (2.6) it is not possible for $u$ to satisfy (2.11) also.
8. Using (2.2) and (2.6) prove that $\approx$ is an equivalence when $<$ on $X$ is asymmetric.
9. A partition of a set $Y$ is a set of nonempty subsets of $Y$ such that each $x \in Y$ is in exactly one element of the partition, Prove that any partition of $Y$ is a set of equivalence classes under some equivalence relation on $Y$.
10. Prove that $(p 2, p 10) \Rightarrow p 6$ (transitivity) and that $(p 2, p 11) \Rightarrow p 6$.
11. (From Fred Roberts.) ( $X, \sim$ ) is an interval graph $\Leftrightarrow$ a real interval $I(x)$ can be assigned to each $x \in X$ so that, for all $x, y \in X, x \sim y$ if and only if $I(x)$ and $I(y)$ intersect. Prove that if $X$ is countable then $<$ on $X$ is an interval order if and only if $\prec$ is transitive and $(X, \sim)$ is an interval graph.
12. (Continuation.) Roberts (1969). Suppose $X$ is finite. Prove that $<$ on $X$ is a semiorder if and only if $(X, \sim)$ is an interval graph and ( $x \sim w, y \sim w, z \sim w$, not $x \sim y$, not $y \sim z$, not $x \sim z$ ) is false whenever $x, y, z$, and $w$ are in $X$.
13. Show that if (2.20) holds when $<$ is $\bar{a}$ semiorder and $X$ is finite, then for any $\alpha>0$ there is a real-valued function $v_{\alpha}$ on $X$ such that, for all $x, y \in X, x \prec$ $y \Leftrightarrow v_{\alpha}(x)+\alpha<v_{\alpha}(y)$.
14. Arrow (1959). Let $F$ (the choice function) be a function that, for every nonempty subset $Y$ of $X$, assigns a nonempty subset of $Y$ to $Y$, so that $F(Y) \subseteq Y$ and $F(Y) \neq \varnothing$ for every $Y \subseteq X$ such that $Y \neq \varnothing$. Consider the following conditions on $F$.

TRANSITIVITY. $y \in F(\{x, y\}), z \in F(\{y, z\}) \Rightarrow z \in F(\{x, z\})$.
EXTENSION, $F(Y)=\{x: x \in Y$ and $x \in F(\{x, y\})$ for every $y \in Y\}$, provided that the set $\{x: \cdots\}$ is not empty.

TE. If $x, y \in Y, x, y \in Y^{*}, x \in F(Y)$, and $y \notin F(Y)$ then $y \notin F\left(Y^{*}\right)$.
Interpret each of these conditions in your own words when $F(Y)$ is the individual's
set of most preferred elements in $Y$, that is his choice set. Then suppose that $X$ is finite and prove that Transitivity and Extension hold if and only if TE holds. In doing this it may help to note that, with $x \leqslant y \Leftrightarrow y \in F(\{x, y\}), \leqslant$ is transitive and connected when Transitivity holds, and that, when the first two conative hold then $F(Y)=\{x: x \in Y$ and $y \leqslant x$ for all $y \in Y\}$.
15. Show that $\left\{\left(x_{1}, x_{2}\right): x_{1}\right.$ and $x_{2}$ are positive integers $\}$ is denumerable.
16. (Continuation.) The Cartesian product of sets $X_{1}$ and $X_{2}$ is $X_{1} \times X_{2}=$ $\left\{\left(x_{1}, x_{n}\right): x_{1} \in X_{1}\right.$ and $\left.x_{2} \in X_{2}\right\}$. Use the preceding results to show that $X_{1} \times X_{2}$ is denumerable if both $X_{1}$ and $X_{2}$ are denumerable.
17. (Continuation.) With $X=X_{1} \times X_{2}$ let $X_{1}=\{1,2, \ldots\}$ and let $X_{2}$ be the set of all rational numbers between 0 and 1 inclusive. Define $<$ on $X$ by $\left(x_{1}, x_{2}\right)<$ $\left(y_{1}, y_{2}\right) \Leftrightarrow x_{1}<y_{1}$ or ( $x_{1}=y_{1}, x_{2}<y_{2}$ ). (This weak order is a lexicographic order since it orders the pairs of numbers like two-letter words would be ordered in a dictionary.) Write out an explicit formula for $u$ on $X_{1} \times X_{2}$ that satisfies (2.5).
18. (Continuation.) Let $<$ be defined as in the preceding exercise, except that $X_{1}$ is the rationals between 0 and 1 inclusive and $X_{2}=\{1,2, \ldots\}$, the positive integers. Theorem 2.2 says that there is a real-valued $u$ on $X=X_{1} \times X_{2}$ that satisfies (2.5). Can you write out an explicit formula for $u$ on $X_{1} \times X_{2}$ that satisfies (2.5)? If not, explain why not.
19. Prove Theorem 2.2 when $X / \sim$ is finite.
20. Let $A \subseteq B$ mean that $A$ is a subset of $B$ and $A=B$ if and only if $A \subseteq B$ and $B \subseteq A . A \cup B$ is the set of all elements in $A$ or in $B$, and $A \cap B$ is the set of all elements in both $A$ and $B$. Let $\varnothing$ denote the empty set (set with no elements). With $Y$ a set, let $\Delta=\{(x, x): x \in Y\}$; if $R$ is a binary relation on $Y$ let $R^{\prime}=$ $\{(y, x):(x, y) \in R\} ;$ if $K$ and $S$ are binary relations on $Y$, let $R S=\{(x, z): x R y$ and $y S z$ for some $y \in Y\}$. Express $p 1$ through $p 11$ of the chapter in terms of these definitions. For example, $p l$ can be written as $\Delta \subseteq R$.
21. (Continuation.) Verify that when the given sets are binary relations on a set $Y$, then
a. $\Delta^{\prime}=\Delta ; \varnothing^{\prime}=\varnothing[\varnothing$ is the empty binary relation $]$
b. $(A \cup B)^{\prime}=A^{\prime} \cup B^{\prime} ;(A \cap B)^{\prime}=A^{\prime} \cap B^{\prime}$
c. $(A B) C=A(B C)$
d. $A \varnothing=\varnothing A=\varnothing$
e. $A \Delta=\Delta A=A$
$f . A \subseteq B$ and $C \subseteq D$ imply $A C \subseteq B D$.
(See Chipman (1960) for additional material of this kind.)

## Chapter 3

## UTILITY THEORY FOR UNCOUNTABLE SETS

This chapter extends the theory of preference-preserving utility functions to include uncountable sets. A new condition of order denseness is used for this purpose. After proving basic theorems for weak orders and strict partial orders we shall consider preferences on subsets of $n$-dimensional Euclidean space. The chapter concludes with a discussion of continuous utility functions.

An uncountable set is a set that is not countable: it is neither finite nor denumerable. The following examples introduce some other new terms.

1. The set of all real numbers is uncountable. This set, denoted by Re or $E^{1}$, is one-dimensional Euclidean space. The intervals of numbers $[a, b]=$ $\{x: a \leq x \leq b\}, \quad[a, b)=\{x: a \leq x<b\}, \quad(a, b]=\{x: a<x \leq b\}, \quad$ and $(a, b)=\{x: a<x<b\}$ are uncountable when $a<b$. [a,b] is a closed interval: ( $a, b$ ) is an open interval. $(a, b)$ is also used to denote an ordered pair of elements. The context should clarify the usage.
2. The set $\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{i} \in \operatorname{Re}\right.$ for $\left.i=1, \ldots, n\right\}$, denoted as $\operatorname{Re}^{n}$ or $E^{n}$ and called $n$-dimensional Euclidean space, is uncountable. $E^{2}$ is the real plane. In the vector $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, the $i$ th component is $x_{i}$.
3. The set $\left\{\left(x_{1}, x_{2}, \ldots\right): x_{i} \in\{0,1\}\right.$ for $\left.i=1,2, \ldots\right\}$ is uncountable. Although $\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{i} \in\{0,1\}\right.$ for $\left.i=1,2, \ldots, n\right\}$ is finite for each $n$, the given denumerable-dimensional set is uncountable (and not denumerable). On the other hand, $\left\{\left(x_{1}, x_{2}\right): x_{i} \in\{1,2, \ldots\}\right.$ for $\left.i=1,2\right\}$ is denamerable.

### 3.1 THE DENSENESS AXIOM AND WEAK ORDERS

We shall now extend Theorem 2.2 to cover the case where $X / \sim$ may not be countable. To do this we shall introduce an assumption concerning the concept of order denseness.

Definition 3.1. Let $R$ be a binary relation on a set $Y$. Then $Z \subseteq Y$ is R-order dense in $Y$ if and only if, whenever $x R y$ and $x$ and $y$ are in $Y$ but not $Z$, there is a $z \in Z$ such that $(x R z, z R y)$.

Since there is a rational number between any two distinct real numbers, the countable set of rational numbers is <-order dense in Re. For the following theorem, $<^{\prime}$ on $X / \sim$ is defined by (2.4).

THEOREM 3.1. There is a real-valued function 4 on $X$ such that

$$
\begin{equation*}
x<y \Longleftrightarrow u(x)<u(y), \quad \text { for all } x, y \in X, \tag{3.1}
\end{equation*}
$$

if and oniy if $<$ on $X$ is a weak order and there is a countable subset of $X / \sim$ that is <'-order dense in $X / \sim$.

Unfortunately, the countable order denseness condition does not have a simple, intuitive interpretation. To see how this condition can fail, suppose $X=\mathrm{Re}^{2}$ with $<$ the lexicographic order

$$
\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow x_{1}<y_{1} \quad \text { or } \quad\left(x_{1}=y_{1}, x_{2}<y_{2}\right)
$$

Then $X / \sim=\{\{x\}: x \in X\}$, so that $\{x\}<'\{y\} \Leftrightarrow x<y$. With $x_{1}$ fixed it takes a denumerable subset of Re to obtain an $<$-order dense subset on $\left\{x_{1}\right\} \times \operatorname{Re}$, But there is an uncountable number of such $x_{1}$ and it follows that no countable subset of $\mathrm{Re}^{\mathbf{2}}$ is <-order dense in $\mathrm{Re}^{2}$.

For another example let $X=[-1,1]$. The absolute value of $x$, written $|x|$, is defined by $|x|=x$ if $x \geq 0,|x|=-x$ if $x<0$. Define $<$ on $X$ by

$$
x<y \Leftrightarrow|x|<|y| \quad \text { or } \quad(|x|=|y|, x<y)
$$

Suppose $Y$ is $<$-order dense in $[-1,1]$. With $x \in(0,1],-x<x$ and there is no $y$ with $|y| \neq|x|$ such that $-x<y<x$. Hence either $-x$ or $x$ must be in $Y$ for each $x \in(0,1]$. Thus, every <-order dense subset $Y$ of $[-1,1]$ contains a subset that is in one-to-one correspondence with ( 0,1 , which is uncountable.

## Proof of Theorem 3.1

Before proving the theorem, several additional notions will be defined. If $A$ and $B$ are sets, the union $A \cup B$ of $A$ and $B$ is the set of all elements in $A$ or $B$. The relative difference $A-B$ is the set of all elements in $A$ but not $B$.

Let $A$ be a set of numbers all of which are less than some number not in $A$. Then the least upper bound or supremum of $A$ is the smallest number that is as large as every number in $A$ :
$\sup A=$ smallest $y$ such that $x \leq y$ for all $x \in A$.
If all numbers in $A$ exceed some number not in $A$ then the greatest lower
bound or infimum of $A$ is the largest number that is as small as every number in $A$ :

$$
\inf A=\text { largest } y \text { such that } y \leq x \text { for all } x \in A \text {. }
$$

For example, $\sup \{1,2,3\}=3, \inf \{1,2,3\}=1, \sup (0,1)=1$ and inf $(0,1)=0$. In the last two cases sup and inf are not in $A$.

Proof of Necessity. Let (3.1) hold. Then $<$ on $X$ must be a weak order, and $<^{\prime}$ on $X / \sim$ is a strict order, with $a<^{\prime} b \nrightarrow u(a)<u(b)$, where $u(a)=$ $u(x)$ whenever $x \in a$. Let $\mathcal{C}$ be the denumerable set of closed intervals in $\operatorname{Re}$ with distinct, rational endpoints. For each $I \in \mathcal{C}$ that contains some $u(a)$ for $a \in X / \sim$, select one such $a$. Let $A$ be the subset of $X / \sim$ thus selected. $A$ is countable. Next, let

$$
K=\left\{(b, c): b, c \in X \mid \sim-A, b<^{\prime} c, b<^{\prime} a<^{\prime} c \text { for no } a \in A\right\} .
$$

If ( $b, c$ ) $\in K$, then $b<' a<' c$ for no $a \in X / \sim$, for otherwise there would be a $d \in A$ with $b<^{\prime} d<^{\prime} c$ since for every point in the open interval $(u(b), u(c))$ there is an $I \in \mathcal{C}$ that includes the point with $I \subset(u(b), u(c))$. Hence no two open intervals $(u(b), u(c))$ for $(b, c) \in K$ overlap, so that $K$ must be countable. Therefore,

$$
B=\{b: b \in X / \sim, \text { there is a } c \in X / \sim \text { such that }(b, c) \in K \text { or }(c, b) \in K\}
$$

is countable and hence $A \cup B$ is countable. Moreover, if $b, c \in X \mid \sim-$ $A \cup B$ and $b<^{\prime} c$, then there is an $a \in A \cup B$ such that $b<^{\prime} a<^{\prime} c$. Thus the countable order denseness condition is necessary for (3.1).

Proof of Sufficiency. We assume that $<$ on $X$ is a weak order and will work with the strict order $<^{\prime}$ on $X / \sim$. We shall assume that $A$ includes the least and/or most preferred ( $<^{\prime}$ ) elements in $X / \sim$, if such exist, and that $A$ is countable and is $<^{\prime}$-order dense in $X / \sim$. Let
$B=\left\{b: b \in X \mid \sim-A\right.$, either $\left\{a: a \in A, b<^{\prime} a\right\}$ has a least preferred element $a_{b}$ or $\left\{c: c \in A, c<^{\prime} b\right\}$ has a most preferred element $\left.c_{b}\right\}$.

With $b \in X \mid \sim-A,\left\{a: a \in A, b<^{\prime} a\right\}$ and $\left\{c: c \in A, c \ll^{\prime} b\right\}$ are two disjoint subsets of $A$ whose union equals $A$. It follows that a given $a \in A$ can be an $a_{b}$ for at most one $b \in X / \sim-A$, and that a given $c \in A$ can be a $c_{b}$ for at most one $b \in X / \sim-A$. Hence $B$ is countable and therefore

$$
C=A \cup B
$$

is countable. Moreover,

1. There is no least preferred $a \in\left\{a: a \in C, b<{ }^{\prime} a\right\}$ for any $b \in X / \sim-C$
2. There is no most preferred $c \in\left\{c: c \in C, c<^{\prime} b\right\}$ for any $b \in X / \sim-C$.

For proof, suppose (1) is false and $a_{b}$ is the least preferred element in $\left\{a: a \in C, b<{ }^{\prime} a\right\}$ for some $b \in X \mid \sim-C$. Then $a_{b}$ cannot be in $A$, for otherwise $b \in B$. But then $c<^{\prime} b<^{\prime} a_{b}<^{\prime} a$ for all $c \in\left\{c: c \in A, c<^{\prime} b\right\}$ and all $a \in\left\{a: a \in A, b<^{\prime} a\right\}$ and there is no element in $A$ between $b$ and $a_{b}$, in violation of the order denseness assumption. Hence (1) is true and, by a symmetric proof, (2) is true.

By the proof of Theorem 2.2 there is a real-valued function $u$ on $C$ such that $a<{ }^{\prime} c \Leftrightarrow u(a)<u(c)$, for all $a, c \in C$. For each $b \in X / \sim-C$ let

$$
\begin{aligned}
& u^{b}=\{u(a): a \in C, b<a\} \\
& u_{3}=\{u(c): c \in C, c<b\}
\end{aligned}
$$

and set

$$
\begin{equation*}
u(b)=\frac{1}{( }\left(\sup u_{0}+\inf u^{b}\right), \tag{3.2}
\end{equation*}
$$

where, since $u(c)<u(a)$ for all $c \in u_{b}$ and $a \in u^{b}, \sup u_{b} \leq \inf u^{b}$. From (2) and (1) above it follows that for each $b \in X / \sim-C$,

$$
\begin{array}{ll}
u(c)<\sup u_{b}, & \text { for all } u(c) \in u_{b} \\
\inf u^{b}<u(a), & \text { for all } u(a) \in u^{b} .
\end{array}
$$

Hence $u(c)<u(b)<u(a)$ for all $c \in\left\{c: c \in C, c<^{\prime} b\right\}$ and all $a \in\{a: a \in C$, $\left.b<^{\prime} a\right\}$. Hence $u(b) \neq u(a)$ when $b \in X \mid \sim-C$ and $a \in C$, and the extension of $u$ by (3.2) preserves the ordering of the $b \in X / \sim-C$ and the $a \in C$.

Suppose then that $b, c \in X / \sim-C$. If $b<^{\prime} c$ then $b<^{\prime} a<' c$ for some $a \in C$ so that $u(b)<u(a)$ and $u(a)<u(c)$ and hence $u(b)<u(c)$. Conversely, if $u(b)<u(c)$, there is, by definition of supremum and (1), a $u(a) \in u^{b}$ such that $u(b)<u(a)<u(c)$, which yields $b<^{\prime} a$ and $a<{ }^{\prime} c$ and therefore $b<{ }^{\prime} c$ by transitivity. Hence, for all $a, b \in X / \sim, a<^{\prime} b \Leftrightarrow u(a)<u(b)$. Defining $u(x)=u(a)$ when $x \in a$, (3.1) follows.

The above proof is patterned after outlines in Birkhoff (1948, p. 32) and Luce and Suppes (1965, pp. 263-264). Our proof is similar also to Debreu's proof of his Lemma II (1954, pp. 161-162).

### 3.2 PREFERENCE AS A STRICT PARTIAL ORDER

We shall now consider an appropriate generalization of Theorem 2.5 for strict partial orders. Throughout this section $<*$ on $X / \approx$ is defined as in (2.7) with $\approx$ as in (2.6).

THEOREM 3.2. Suppose $<$ on $X$ is a strict partial order and there is a countable subset of $X \mid \approx$ that is $<^{*}$-order dense in $X_{i}^{\prime} \approx$. Then there is a
real-valued function $u$ on $X$ such that

$$
\begin{array}{ll}
x<y \Rightarrow u(x)<u(y), & \text { for all } x, y \in X, \\
x \approx y \Rightarrow u(x)=u(y), & \text { for all } x, y \in X . \tag{3.4}
\end{array}
$$

In this case the denseness condition is not necessary for (3.3) and (3.4). Suppose for example that $X=\operatorname{Re}$ and define

$$
x<y \Leftrightarrow x<y \text { and } y=x+n \quad \text { for some positive integer } n .
$$

Then $u(x)=x$ satisfies (3.3) and (3.4), and $X \mid \approx=\{\{x\}: x \in X\}$. If $Z \subseteq X$ is countable then there is an $x$ such that neither $x$ nor $x+1$ is in $Z$. But with $x<x+1$, there is no $z \in Z$ such that $x<z<x+1$. It follows that there is no countable subset of $X / \approx$ that is $<^{*}$-order dense in $X \mid \approx$.

Our proof of Theorem 3.2 is based on an ingenious proof of a somewhat more general theorem given by Richter (1966).

Proof of Theorem 3.2. Let the hypotheses of the theorem hold. By Theorem 2.3, <* on $X / \approx$ is a strict partial order. Let $A$ be a countable subset of $X \mid \approx$ that is $<^{*}$-order dense in $X \mid \approx$. By Theorem 2.4 there is a strict order $<^{0}$ on $X / \approx$ that includes $<^{*}: a<{ }^{*} b \Rightarrow a<^{0} b$. Define a binary relation $E$ on $X / \approx$ as follows:
$a E b \Leftrightarrow a=b \quad$ or $\quad\left(a, b \notin A\right.$ and $a<{ }^{0} c<{ }^{0} b$ or $b<{ }^{0} c<{ }^{0} a$ for no $\left.c \in A\right)$.
Then $E$ is obviously reflexive and symmetric and is in fact an equivalence on $X / \approx$. For transitivity suppose ( $a E b, b E c$ ) with $a \neq b \neq c \neq a$ (to avoid the trivial cases). If ( $a<{ }^{0} b, b<{ }^{0} c$ ) or ( $a<{ }^{0} b, c<^{0} b$ ) or ( $b<{ }^{0} a, b<{ }^{0} c$ ) or ( $b<^{0} a, c<{ }^{0} b$ ), which are the only four possibilities, then there is no $d \in A$ such that $a<{ }^{0} d<{ }^{0} c$ or $c<{ }^{0} d<{ }^{0} a$. Hence $a E c$.

Let $r, s$, and $t$ be equivalence classes in the set of such classes in $X / \approx$ under $E$. That is, $r \in(X / \approx) / E$. Define $<^{1}$ on these classes as follows:

$$
r<^{1} s \Leftrightarrow r \neq s \text { and } a<^{0} b \quad \text { for some (and thus for all) } a \in r, b \in s
$$

Sinc: $<^{0}$ on $X / \approx$ is a strict order and $E$ on $X / \approx$ is an equivalence, $<^{1}$ on $X \mid \approx / E$ is a strict order. Moreover, $B=\{r: r \in X \mid \approx / E$ and $a \in r$ for some $a \in A\}$ is $<^{1}$-order dense in $X|\approx| E$. For suppose $r, s$ are not in $B$ and $r<^{1} s$. Then, with $a \in r$ and $b \in s, a<{ }^{0} b$ and $a, b \notin A$. Since not $a E b$ there must be a $c \in A$ such that $a<^{0} c<^{0} b$. With $c \in t$ it follows that $t \in B$ and $r<^{1} t<^{1} s$.

It then follows from the proof of Theorem 3.1 that there is a real-valued function $f$ on $X / \approx / E$ such that

$$
\begin{equation*}
r<1 s \Leftrightarrow f(r)<f(s), \quad \text { for all } r, s \in X|\approx| E . \tag{3.5}
\end{equation*}
$$

Suppose that, with $a \in r$ and $b \in s, a<* b$. Then $a<^{0} b$. Therefore either
$r=s$ or $r<^{1} s$. If either $a$ or $b$ is in $A$ then $r \neq s$ since $a \neq b$ and hence not $a E b$. If $a, b \notin A$ and $r=s$ then $a<{ }^{0} c<{ }^{0} b$ for no $c \in A$, which is false since $A$ is $<^{*}$-order dense in $X \mid \approx$ and hence if $a<{ }^{*} b$ and $a, b \notin A$ then $a<*$ $c<^{*} b$ (and thus $a<^{0} c<^{0} b$ ) for some $c \in A$. Therefore $a<{ }^{*} b \Rightarrow r<^{1} s$. Defining $u(a)=f(r)$ when $a \in r$ it follows from (3.5) that if $a<* b$ then $u(a)<u(b)$. Defining $u(x)=u(a)$ when $x \in a$ and observing that if $x<y$ and ( $x \in a, y \in b$ ) then $a<* b$, it follows that $x<y \Rightarrow u(x)<u(y)$. It is clear also that $u(i)=u(y)$ when $x, y \in a$.

### 3.3 PREFERENCES ON Ren

Preferences in many decision situations are influenced by multiple factors. Hence a large part of our study will focus on sets whose elements are $n$-tuples. When the components of the $n$-tuples are real numbers, the $n$-tuples are called vectors.

This section looks at the special case where $X$ equals $\mathrm{Re}^{n}$ or is a rectangular subset of $\mathrm{Re}^{n}$, by which is meant the Cartesian product of $n$ real intervals, including perhaps infinite intervals such as ( $a, \infty$ ), the set of all numbers greater than $a$, and $(-\infty, \infty)=\operatorname{Re}$.

When $\left(x_{1}, \ldots, x_{n}\right)$ and $\left(y_{1}, \ldots, y_{n}\right)$ are vectors in $\operatorname{Re}^{n}$ and $\alpha, \beta$ are scalars (real numbers), we define multiplication by scalars and vector addition by

$$
\begin{align*}
& \alpha x+\beta y=\left(\alpha x_{1}, \ldots, \alpha x_{n}\right)+\left(\beta y_{1}, \ldots, \beta y_{n}\right) \\
&=\left(\alpha x_{1}+\beta y_{1}, \ldots, \alpha x_{n}+\beta y_{n}\right) . \tag{3.6}
\end{align*}
$$

After illustrating a utility function for increasing preferences in two dimensions we shall consider some formal theory for such cases.

## Example

We consider preferences of the president of a company on a set of twodimensional vectors ( $x_{1}, x_{2}$ ) where $x_{1}$ denotes net profir for the coming year and $x_{2}$ denotes the company's market share for the coming year. $X_{1}=$ [ $-\$ 5$ million, $\$ 5$ million] and $X_{2}=[10 \%, 30 \%$ ]. A utility surface that might reflect the president's preferences is shown in Figure 3.1. If $<$ on $X_{1} \times X_{2}$ is a weak order and (3.1) holds then all $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$ with equal utility constitute an element in $X / \sim$. These equivalence classes are variously called indifference curves, trade-off curves, indifference loci, isoutility contours, and so forth. The family of indifference curves in the plane constitutes an indiffererce map. Two curves of the indifference map are illustrated in the figure.

If indifference were not transitive in this example then the preceding interpretation for an element in $X / \sim$ does not apply.


Figure 3.1 Unidimensional utilities on 1 two-dimensional space.

## Increasing Preferences with Weak Orders

Let $X_{i}, i=1,2, \ldots, n$ be nonempty sets. Their Cartesian product is $X_{1} \times X_{2} \times \cdots \times X_{n}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{i} \in X_{i}\right.$ for $\left.i=1,2, \ldots, n\right\}$. In this subsection we assume that each $X_{i}$ is an interval of real numbers, so that $X=X_{1} \times \cdots \times X_{n}$ is a rectangular subset of $\mathrm{Re}^{n}$. Elements in $X_{i}$ could be amounts of money allocated to activity $i$ or earned in year $i$, or they could be amounts of commodity $i$ purchased during a fixed time period, and so forth.

Witi $\approx=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$, we define $x<y \Leftrightarrow x \neq y$ and $x_{i} \leq y_{i}$ for $i=1, \ldots, n$.

THEOREM 3.3. Suppose that $X$ is a rectangular subset of $\mathrm{Re}^{n}$ and that the follon, ig hold throughout $X$ :

1. $<$ on $X$ is a weak order,
2. $<y \Rightarrow x<y$,
3. $(x<y, y<z) \Rightarrow x x+(1-\alpha) z<y$ and $y<\beta x+(1-\beta) z$ for some $\alpha, \beta \in(0,1)$.
Then there is a real-valued function $u$ on $X$ that satisfies (3.1).
The second condition (monotonicity, nonsaturation, nonsatiety, duminarce, ctc.) states that preference increases with any increase in quantity. Condition 3 is an Archimedean condition that will be used to establish a countable order dense subset. For the third condition to hold it may be necessary in some cases to have $\alpha$ very near to 1 and $\beta$ very near to zero.

In proving the theorem we shall first prove the following lemma.

LEMMA 3.1. The hypotheses of Theorem 3.3 imply that if $x, y, z \in X$ and $x<y<z$, then $y \sim \alpha x+(1-\alpha) z$ for exactly one $\alpha \in(0,1)$.

Proof. If $y \sim \alpha x+(1-\alpha) z$ for no $\alpha \in(0,1)$, it follows from the hypotheses that there is a $\beta \in(0,1)$ such that either

$$
\begin{array}{ll}
y<\alpha x+(1-\alpha) z & \text { for all } \alpha \leq \beta \\
\alpha x+(1-\alpha) z<y & \text { for all } \alpha>\beta \tag{3.8}
\end{array}
$$

or

$$
\begin{array}{ll}
y<\alpha x+(1-\alpha) z & \text { for all } \alpha<\beta \\
\alpha x+(1-\alpha) z<y & \text { for all } \alpha \geq \beta \tag{3.10}
\end{array}
$$

We consider the latter case. By (3.10) and the hypotheses, $\beta x+(1-\beta) z<$ $y<z$. Hence, by condition 3 of Theorem 3.3, there is an $\alpha \in(0,1)$ such that $\alpha[\beta x+(1-\beta) z]+(1-\alpha) z<y$, or $\alpha \beta x+(1-\alpha \beta) z<y$. But since $\alpha \beta<\beta$, (3.9) says that $y<\alpha \beta x+(1-\alpha \beta) z$, a contradiction. Hence (3.9) and (3.10) can't hold. A similar proof shows that (3.7) and (3.8) can't hold. Hence $y \sim \alpha x+(1-\alpha) z$ for some $\alpha \in(0,1)$. If $y \sim \alpha_{1} x+\left(1-\alpha_{1}\right) z$ and $y \sim \alpha_{2} x+\left(1-\alpha_{2}\right) z$ then $\alpha_{1} x+\left(1-\alpha_{1}\right) z \sim \alpha_{2} x+\left(1-\alpha_{2}\right) z$ by the transitivity of $\sim$, which can only be true if $\alpha_{1}=\alpha_{2}$ : for if $\alpha_{1}<\alpha_{2}$ then $\alpha_{2} x+$ $\left(1-\alpha_{2}\right) z<\alpha_{1} x+\left(1-\alpha_{1}\right) z$ since $x<z$.

Proof of Theorem 3.3. In view of Theorem 3.1 we need to show that $X / \sim$ contains a countable subset that is $<'$-order dense in $X / \sim$.

Let $Y_{i}$ be the set of all rational numbers plus any finite end point at any closed end of $X_{i}$ (if such exist). Let $Z_{i}=X_{i} \cap Y_{i}, Z_{i}$ is countable. Let $W_{i}=\left\{\alpha x_{i}+(1-\alpha) y_{i}: \alpha\right.$ is a rational number in $[0,1]$ and $\left.x_{i}, y_{i} \in Z_{i}\right\} . W_{i}$ is a countable set. Let $W=W_{1} \times W_{2} \times \cdots \times W_{n} . W$ is countable. Let $A$ consist of all elements in $X / \sim$ that contain one or more elements in $W . A$ is countable since any $x \in W$ is in exactly one $a \in X / \sim$. Suppose $a, b \in X / \sim-A$ with $a<{ }^{\prime} b$. We need to show that there is a $c \in A$ such that $a<^{\prime} c<^{\prime} b$. To do this it will suffice to show that when $x, y \in X-W$ and $x<y$ then there is a $z \in W$ such that $x<z<y$. We consider two cases as follows.

Case 1: $x<y$. Then there are $z^{1}, z^{2} \in Z_{1} \times \cdots \times Z_{n}$ such that $z^{1}<x$ and $y<z^{2}$. Lemma 3.1, weak order, and condition 2 of the theorem imply that there are $\alpha, \beta$ with $0<\alpha<\beta<1$ such that $x \sim \beta z^{1}+(1-\beta) z^{2}$, $y \sim \alpha z^{1}+(1-\alpha) z^{2}$. Let $\gamma$ be any rational number in the interval $(\alpha, \beta)$. Then, by weak order and conditior $2, x<\gamma z^{1}+(1-\gamma) z^{2}<y$. Since $z^{1}, z^{2} \in Z_{1} \times \cdots \times Z_{n}$ and $\gamma$ is rational, $\gamma z^{1}+(1-\gamma) z^{2} \in W$.

Case 2: $x<y$ is false (with $x, y \in X-W$ and $x<y$ ). Let $v_{i}=$ $\inf \left\{x_{i}, y_{i}\right\}$ and $w_{i}=\sup \left\{x_{i}, y_{i}\right\}$. Then $v<x<w$ and $v<y<w$. It follows that there are $\alpha, \beta$ with $0<\alpha<\beta<1$ such that $x \sim \beta v+(1-\beta) w$ and
$y \sim \alpha v+(1-\alpha) w$. Since $\beta v+(1-\beta) w<\alpha v+(1-\alpha) w$, it follows from the Case 1 proof that there is a $z \in W$ such that $\beta v+(1-\beta) w<z<$ $\alpha v+(1-\alpha) w$. Hence $x<z<y$.

If preference decreases rather than increases as $x_{i} \in X_{i}$ increases, Theorem 3.3 can still be used after a change of variable from $x_{i}$ to $y_{i}=-x_{i}$.

## Nondecreasing Preferences with Strict Partial Order

We conclude this section with a theorem that uses generally weaker conditions than those of the preceding theorem. We shall use the non-negative orthant $\left\{\left(x_{1}, \ldots, x_{n}\right): x_{i} \geq 0\right.$ for $\left.i=1, \ldots, n\right\}$ of $\operatorname{Re}^{n}$. This is often used by mathematical economists in investigations of consumer preference or consumer choice. In this context the vectors are called commodity bundles.

$$
x \ll y \text { means that } x_{i}<y_{i} \text { for } i=1, \ldots, n .
$$

THEOREM 3.4. Suppose that $X$ is the non-negative orthant of $\mathrm{Re}^{n}$ and that the following hold throughout $X$;

1. < on $X$ is a strict partial order,
2. $[(x \ll y, y<z)$ or $(x<y, y \ll z)] \Rightarrow x<z$,
3. $x<y \Rightarrow z<y$ for some $z$ such that $x \ll z$.

Then there is a real-valued function $u$ on $X$ that satisfies (3.3).
The notion of nondecreasing preferences comes from condition 2. Irreflexivity and condition 2 say that $x \ll y \Rightarrow$ not $y<x$ : an increase in every commodity does not decrease preference. Condition 3 says that if $y$ is preferred to $x$ then increases (perhaps very slight) can be made in all components of $x$, and $y$ will still be preferred to the augmented $x$.

Proof of Theorem 3.4. Let the hypotheses hold. Define $x<^{1} y \Leftrightarrow x<y$ or $x \ll y$. Conditions 1 and 2 imply that $<^{1}$ is a strict partial order. From $<^{1}$ we can define $\sim^{1}$ and $\approx^{1}$ in the ranner of (2.2) and (2.6). By Theorem 2.3, $\approx^{1}$ on $X$ is an equivalence and $<^{1 *}$ on $X / \approx^{1}$, defined in the manner of (2.7), is a strict partial order. To show that there is a countable subset of $X / \approx^{1}$ that is $<^{1 *}$-order dense in $X / \approx \approx^{1}$, it suffices to show that the set of rational vectors in $X$ (all components rational) is $<^{1}$-order dense in $X$. Suppose then that $x$ and $y$ are not rational and $x<^{1} y$. If $x \ll y$ then $x \ll$ $z \ll y$ for some rational $z$, and hence $x<^{1} z<^{1} y$. If $x<y$ then, by condition $3, z<y$ for some $z$ such that $x \ll z$. Then $x \ll t \ll z$ for some rational $t$. By condition $2, t<y$. Hence $x<^{1} t<^{1} y$. Thercfore, by Theorem 3.2, there is a real-valued function $u$ on $X$ such that $x<^{1} y \Rightarrow u(x)<u(y)$. Then $x<y \Rightarrow$ $u(x)<u(y)$ since $x<y \Rightarrow x<^{1} y$.

### 3.4 CONTINUOUS UTILITIES

Continuity formalizes the intuitive notion that if two elements in $X$ are not very different then their utilities should be close together. The difference between $x$ and $y$ can be thought of either in terms of their relative proximity under $<$ or in terms of a structure for $X$ that is related to $<$ in some way.

Part of the interest in continuity stems from the fact that, when continuity holds, the utility function will attain a maximum value on a suitably restricted subset of $X$. Suppose for example that $X$ is the non-negative orthant of $\mathrm{Re}^{n}$ and that an individual can spend his income $m \geq 0$ on the $n$ commodities whose unit prices are $p_{1}>0, p_{2}>0, \ldots, p_{n}>0$. His choice is restricted to $(p, m)=\left\{x: x \in X\right.$ and $\left.\sum_{i=1}^{n} p_{i} x_{i} \leq m\right\}$. If $<$ satisfies the conditions of Theorem 3.3 then there is a $u$ that satisfies (3.1) and is continuous, and there is an $x^{*} \in(p, m)$ that satisfies $\sum p_{i} x_{i}^{*}=m$ and $\sup \{u(x): x \in(p, m)\}=u\left(x^{*}\right)$. Or suppose that $<$ satisfies the conditions of Theorem 3.4. Then there is a $u$ that satisfies (3.3) and is upper semicontinuous and there is an $x^{*} \in(p, m)$ such that $\sup \{u(x): x \in(p, m)\}=u\left(x^{*}\right)$. (See, for example, Thielman (1953, p. 102).)

## Definitions for Continuity

To consider a general definition of continuity we require the following notions. The union ( $U$ ) of a set of subsets of $X$ is the set of elements that appear in at least one of the subsets. The intersection ( $\cap$ ) of a set of subsets of $X$ is the set of elements that appear in every one of the subsets.

Definition 3.2. A topology $\mathcal{C}$ for a set $X$ is a set of subsets of $X$ such that

1. The empty set $\varnothing$ (which is always a subset of $X$ ) is in $\mathcal{G}$,
2. $X \in \mathcal{Z}$,
3. The union of arbitrarily many sets in $\mathfrak{G}$ is in $\mathfrak{G}$,
4. The intersection of any finite number of sets in $\mathfrak{G}$ is in $\mathfrak{G}$.

If $\mathcal{G}$ is a topology for $X$, the pair $(X, \mathfrak{G})$ is a topological space. By definition, the subsets of $X$ in $\mathfrak{C}$ are called open sets.

The usual topology $\mathbf{q}_{1}$ for Re is the set of open intervals along with their arbitrary unions and finite intersections. The relative usual topology for $X \subseteq \operatorname{Re}$ is $\{A \cap X: A \in \mathcal{U}\}$. When $X=[0,2]$, the closed interval $[0,2]$ is an open set in the relative usual topology, but it is the only nonempty closed interval in $X$ that is an open set in the relative usual topology.

Definition 3.3. If $(X, \mathscr{C})$ is a topological space then a real-valued function $u$ on $X$ is continuous in the topology $\mathcal{G}$ if and only if $A \in U \Rightarrow\{x: x \in X$, $\boldsymbol{u}(x) \in \mathcal{A}\} \in \boldsymbol{\mathcal { C }}$.

Suppose $X=[0,2]$ and $\mathscr{C}=\{A \cap[0,2]: A \in \mathscr{U}\}$. Then the function $u(x)=x$ for all $x \in X$ is continuous in $\mathcal{G}$, but the two-part function $f(x)=x$ for $x \in[0,1]$ and $f(x)=x+1$ for $x \in(1,2]$ is not continuous because of its gap or jump at $x=1$. For example, $(1 / 2,3 / 2) \in U$ but $\{x: x \in[0,2], f(x) \in$ $(1 / 2,3 / 2)\}=(1 / 2,1)$ is not in $\mathcal{G}$.

## Necessary and Sufficient Conditions for Continuity

Assume that $u$ on $X$ satisfies (3.1) and is continuous in the topology $\mathscr{C}$. For any $y \in X$ the sets $\{b: b<u(y)\}$ and $\{a: u(y)<a\}$ are open sets in $\mathcal{U}$ : hence $\{x: x \in X, x<y\}$ and $\{x: x \in X, y<x\}$ must be open sets in $\mathscr{C}$ for every $y \in X$. Again, if $u$ is continuous in the topology $\mathcal{G}$ and if $x<y$, so that $u(x)<u(y)$, then there are open sets $A_{x}, A_{y} \in \mathcal{U}$ such that $u(x) \in A_{x}$ and $a<u(y)$ for every $a \in A_{x}$, and $u(y) \in A_{y}$ and $u(x)<b$ for every $b \in A_{y}$ : hence there is an open set $\left\{z: u(z) \in A_{x}\right\}$ containing $x$ such that $z<y$ for every $z$ in this set and there is an open set $\left\{w: u(w) \in A_{y}\right\}$ containing $y$ such that $x<w$ for every $w$ in this set.

The foregoing paragraph sets forth two necessary conditions for continuity. Each condition is also sufficient for continuity.

THEOREM 3.5. If $(X, 7)$ is a topological space and there is a real-valued function on $X$ satisfying (3.1), then there is a real-valued function on $X$ satisfying (3.1) and continuous in the topology 6 if and only if

1. $\{x: x \in X, x<y\} \in \mathcal{C}$ and $\{x: x \in X, y<x\} \in \mathcal{C}$ for every $y \in X$, or
2. If $x, y \in X$ and $x<y$, then there are sets $T_{x}, T_{y} \in \mathcal{C}$ such that $x \in T_{x}$, $y \in T_{y}, x^{\prime}<y$ for every $x^{\prime} \in T_{x}$ and $x<y^{\prime}$ for every $y^{\prime} \in T_{y}$.

Proof. The sufficiency of conditions 1 and 2 for continuity can be established by showing that 2 implies 1 and that 1 implies that some $u$ satisfying (3.1) is continuous in $\mathfrak{G}$.

Let $y$ be any element in $X$. We show that condition 2 implies that $\{x: x \in X$, $x<y\} \in \mathcal{G}$; a symmetric proof suffices for the other part of condition 1. If $x<y$ for no $x \in X$ then $\{x: x \in X, x<y\}=\varnothing$, which is in 6 . If $x<y$, then by condition 2 there is a set $T_{x} \in \mathfrak{G}$ containing $x$ such that $x^{\prime}<y$ for all $x^{\prime} \in T_{x}$. The union of all such $T_{x}$ is $\{x: x \in X, x<y\}$, which is in $\mathcal{C}$ by part 3 of Definition 3.2.

To show that condition 1 implies that some $u$ satisfying (3.1) is continuous in $\mathcal{G}$, we follow Debreu (1964). L.et $u$ on $X$ satisfy (3.1), with $u(X)=$ $\{u(x): x \in X\}$. A gap of $u(X)$ is a nonempty interval $I$ in Re such that no point in $u(X)$ is in $I$ and, with $a \in I, I=\{b: u(x)<b<u(y)$ for all $u(x) \in$ $\{u(x): x \in X, u(x)<a\}$ and all $u(y) \in\{u(y): y \in X, a<u(y)\}\}$. Debreu's basic theorem (p. 285) asserts that, with $u$ on $X$ satisfying (3.1), there is a function
$v$ on $X$ that satisfies (3.1) such that all gaps of $v(X)$ are open intervals in $\mathcal{U}$. Debreu's proof of this (pp. 285-289) will not be repeated here.

Let $v$ on $X$ satisfy (3.1) with all gaps of $v(X)$ open. With $a \in \operatorname{Re}$, let $(-\infty, a) \in \mathcal{U}$ be the open interval of all numbers less than $a$. If $a \in v(X)$ with $a=v(y)$, then $\{x: v(x) \in(-\infty, a)\}=\{x: x<y\}$ which by condition 1 is in $\mathcal{G}$. If $a \notin v(X)$ and $a$ is in a gap of $v(X)$, this gap has the form ( $a_{1}, a_{2}$ ) with $a \in\left(a_{1}, a_{2}\right)$ and $a_{1}, a_{2} \in v(X)$ : then, $\{x: v(x) \in(-\infty, a)\}=\{x: x<z\}$ where $a_{2}=v(z)$, and again by condition 1 this set is in $\mathcal{G}$. Finally, if $a \notin v(X)$ and it is in no gap of $v(X)$, then either

1. $a \leq \inf v(X)$ so that $\{x: v(x) \in(-\infty, a)\}=\varnothing$, in $\mathcal{G}$, or
2. $\sup v(X) \leq a$ so that $\{x: v(x) \in(-\infty, a)\}=X$, in $\mathcal{G}$, or
3. $a=\sup \{v(x): x \in X, v(x)<a\}$ so that $\{x: v(x) \in(-\infty, a)\}$, the union of all sets of the form $\{x: x<y, v(y)<a\}$, is in $\mathcal{G}$ since each set in the union is in $\mathfrak{G}$. Thus $\{x: v(x) \in(-\infty, a)\} \in \mathcal{G}$ for every $a \in \operatorname{Re}$, and, by a symmetric proof, $\{x: v(x) \in(b, \infty)\} \in \mathcal{G}$ for every $b \in \operatorname{Re}$. Since any bounded open interval $(a, b) \in \mathcal{U}$ is the intersection of $(a, \infty) \in \mathcal{U}$ and $(-\infty, b) \in \mathcal{U}$, $\{x: v(x) \in(a, b)\}$ is the intersection of two sets in $\mathcal{G}$ and hence is in $\mathscr{G}$. Since any $A \in U$ is formed by arbitiary unions and finite intersections of open intervals in Re , the corresponding set $\{x: v(x) \in A\}$ can be formed in a similar way from sets in $\mathfrak{G}$ and hence is in $\mathcal{C}$.

Contributions to continuity in the context considered in this subsection have been made also by Eilenberg (1941), Newman and Read (1961), and Rader (1963). Condition 2 of Theorem 3.3 is identical to Condition B, p. 160, in Newman and Read. Debreu (1964) includes most of the important results in this area.

## Continuity of Increasing Utilities on $\mathbf{R e}^{\boldsymbol{n}}$

For $\operatorname{Re}^{n}$ we shall let $U^{n}$ be the set of all open rectangles along with their arbitrary unions and finite intersections. With $X$ a rectangular subset of $\mathrm{Re}^{n}$ this subsection examines the continuity of $u$ on $X$ with respect to the relative topology $\left\{A \cap X: A \in U^{n}\right\}$. The following theorem is slightly different than very similar theorems on continuity discussed by Wold (1943), Wold and Jureen (1953), Yokoyama (1956), Debreu (1959), and Newman and Read (1961). The proof is similar to Yokoyama's.

THEOREM 3.6. The hypotheses of Theorem 3.3 imply that there is a realvalued function on $X$ that satisfies (3.1) and is continuous in the topology $\left\{A \cap X: A \in Q^{n}\right\}$.

Proof. Considering Theorems 3.3 and 3.5 we need only show that condition 2 of Theorem 3.5 holds under the stated hypotheses when
$\boldsymbol{G}=\left\{A \cap X: A \in \mathcal{U}^{n}\right\}$. With $\mathcal{G}=\left\{A \cap X: A \in \mathcal{U}^{n}\right\}$ and $x<y$ we show that there is a $T_{y} \in \mathcal{C}$ such that $y \in T_{y}$ and $x<z$ for every $z \in T_{y}$. The proof concerning $T_{x}$ is symmetric to this proof and is left to the reader.

With $x<y$, let $v_{i}=\inf \left\{x_{i}, y_{i}\right\}$ and if $v_{i}$ is greater than some element in $X_{i}$ let $v_{i}^{\prime}$ be any element in $X_{i}$ less than $v_{i}$ : otherwise let $v_{i}^{\prime}=v_{i}$. Then $v^{\prime} \leq v$, $v \leq x, v<y$. If $v^{\prime}=x$, then $x<z$ for all $z \neq x, z \in X$, and any $T_{y}$ containing $y$ but not $x$ suffices. Henceforth we assume that $v^{\prime}<x$, so that $v^{\prime}<x<y$, implying by condition 3 of Theorem 3.3 that for some $\alpha \in(0,1), x<\alpha v^{\prime}+$ $(1-\alpha) y$. Now $\alpha v_{i}^{\prime}+(1-\alpha) y_{i} \leq y_{i}$ for all $i$ and strict inequality holds for some $i$. Let $\epsilon>0$ be smaller than the smallest $y_{i}-\left[\alpha v_{i}^{\prime}+(1-\alpha) y_{i}\right]$ for which the difference is positive. Then $\alpha v_{i}^{\prime}+(1-\alpha) y_{i}<y_{i}-\epsilon$ for all $i$ for which $y_{i}-\left[\alpha v_{i}^{\prime}+(1-\alpha) y_{i}\right]>0$. If $v_{i}^{\prime}=y_{i}$, then any $z_{i}$ less than $y_{i}$ is not in $X_{i}$. Let $T_{v}^{\prime}=\left(y_{1}-\epsilon, y_{1}+\epsilon\right) \times\left(y_{2}-\epsilon, y_{2}+\epsilon\right) \times \cdots \times\left(y_{n}-\epsilon\right.$, $y_{n}+\epsilon$ ) and let $T_{y}=T_{y}^{\prime} \cap X$. Then $T_{y} \in \mathcal{C}$ and for every $z \in T_{v}, \alpha v^{\prime}+$ $(1-\alpha) y<z$, so that $x<z$ for every $z \in T_{y}$.

## Upper Semicontinuity with Strict Partial Order

Definition 3.4. If $(X, \mathcal{T})$ is a topological space then a real-valued function $u$ on $X$ is upper semicontinuous in the topology $\mathcal{G}$ if and only if

$$
\begin{equation*}
\{x: x \in X, u(x)<c\} \in \mathscr{C} \quad \text { for each real number } c \tag{3.11}
\end{equation*}
$$

Lower semicontinuity is defined by (3.11) after $<$ is changed to $>$. Given a bounded, real-valued function $f$ on $X$ let $u$ on $X$ be defined by

$$
\begin{equation*}
u(x)=\inf \{\sup \{f(y): y \in T\}: x \in T, T \in \mathscr{C}\} . \tag{3.12}
\end{equation*}
$$

For a given real number $c$ suppose $u(x)<c$ for no $x$. Then $\{x: x \in X$, $u(x)<c\}=\varnothing$, which is in $\mathfrak{G}$. Suppose $u(x)<c$ for some $x \in X$. Then there is a $T_{x} \in \mathcal{G}$ such that $x \in T_{x}$ and sup $\left\{f(y): y \in T_{x}\right\}<c$. It follows from (3.12) that $u(y)<c$ for every $y \in T_{x}$. Hence, for each $x$ such that $u(x)<c$ there is a $T_{x} \in \mathscr{G}$ such that $x \in T_{x}$ and $u(y)<c$ for every $y \in T_{x}$. The union of all such $T_{x}$ will equal $\{x: x \in X, u(x)<c\}$, and this union is in 6 by Definition 3.2(3). Hence $u$ is upper semicontinuous in $\mathcal{G}$. We shall use this observation in proving the following theorem.

THEOREM 3.7. The hypotheses of Theorem 3.4 imply that there is a realvalued function on $X$ that satisfies (3.3) and is upper semicontinuous in the topology $\left\{A \cap X: A \in \mathcal{U}^{n}\right\}$.

Proof. As in the proof of Theorem 3.4 let $<^{1}$ on the non-negative orthant of $\mathrm{Re}^{n}$ be defined as the union of $<$ and $\ll$. From that proof there is a realvalued function $f$ on $X$ that satisfies $x<^{1} y \rightarrow f(x)<f(y)$. By a simple monotonic transformation if necessary, we can suppose that $f$ is bounded.

Then, with $u$ defined as in (3.12), $u$ is upper semicontinuous in the relative topology $\mathcal{G}=\left\{A \cap X: A \in \mathfrak{Q} \mathcal{L}^{n}\right\}$.

It remains to show that $x<y \Rightarrow u(x)<u(y)$. Suppose $x<y$. Then, by condition 3 of Theorem 3.4, $z<y$ for some $z \in X$ for which $x \ll z$. There is then an open rectangle $T_{x} \in \mathcal{G}$ that contains $x$ and has all elements $\ll z$, so that $f(t)<f(z)$ for all $t \in T_{a}$, so that $u(x) \leq f(z)$. Along with $f(z)<f(y)$ from $z<y$, and $f(y) \leq u(y)$ by the definition of $u$, this gives $u(x)<u(y)$ as desired.

I am indebted to Hurwicz and Richter (1970) for the approach used in this proof.

### 3.5 SUMMARY

When $X$ is uncountable and $<$ on $X$ is a weak order, preferences can be faithfully represented by a real-valued function if and only if there is a countable subset $Y$ of $X$ such that whenever $x<y$ there is a $z \in Y$ such that ( $x<z$ or $x \sim z$ ) and ( $z \sim y$ or $z<y$ ). Lexicographic preference orders give examples where this denseness condition fails. With $<$ assumed only to be a strict partial order, we have given a sufficient but not necessary countable order denseness condition for real-valued utilities.

When $X$ is a rectangular subset of $n$-dimensional Euclidean space and preference increases (or does not decrease) with increases along any dimension, conditions that make better intuitive sense than plain order denseness lead to real-valued utilities.

If (3.1) holds for $u$ on $X$ then there is a continuous (in a specified topology 6) utility function on $X$ if and only if $x<y$ implies that there are two subsets of $X$ in $\mathfrak{G}$ one of which contains $x$ and has every element less preferred than $y$ and the other of which contains $y$ and has every element preferred to $x$. The conditions on $<$ used in the weak order and strict partial order theorems for utilities on regions of $\mathrm{Re}^{n}$ also imply the existence of continuous (weak order) and upper semicontinuous (strict partial order) utility functions.
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## Exercises

1. Prove that $\operatorname{Re}$ is uncountable by supposing that $\left\{0 . x_{1} x_{2} x_{3} \cdots: x_{i} \in\{1,2\}\right.$ for $i=1,2,3, \ldots\} \subseteq \operatorname{Re}$ is countable and showing that this supposition is false. Note also that $\left\{\left(x_{1}, x_{2}, \ldots\right): x_{i} \in\{0,1\}\right.$ for all $\left.i\right\}$ is uncountable.
2. Let $a$ and $b$ be numbers with $a<b$. Show that there is a rational number in the open interval ( $a, b$ ). Use the fact (or axiom) that there is a positive integer $n$ such that $1<n(b-a)$. Let $m$ be the smallest integer greater than $a$ and show that $m / n \in(a, b)$.
3. For the second example following Theorem 3.1 where $X=\{-1,1]$, show that preferences can be represented by two-dimensional vectors ( $u_{1}(x), u_{2}(x)$ ) in $\mathbf{R e}^{2}$ under a lexicographic order.
4. Prove statement (2) preceding (3.2) in the proof of Theorem 3.1.
5. Describe in your words the effect of $E$ in the proof of Theorem 3.2.
6. Use (3.6) to evaluate: a. $(1,1,2,3)+(0,-1,-10,6) ; b .6(1,2,3,4)$; c. $3(0,0,1,-1)-(-1,2,-1,0) ;$ d. $\alpha(2,4,-6,-8)+(1-\alpha)(5,-1,3,1)$.
7. The scalar product of real vectors $x=\left(x_{1}, \ldots, x_{n}\right)$ and $y=\left(y_{1}, \ldots, y_{n}\right)$ is $x \cdot y=x_{1} y_{1}+\cdots+x_{n} y_{n}=\sum_{i=1}^{n} x_{i} y_{i}$. Evaluate $a .(1,2,3,4,5) \cdot(6,7,8,9,10) ;$ b. $(3(0,1,2)+4(-2,1,3)) \cdot(-5(1,0,-1))$.
8. Use an indifference map in $\mathrm{Re}^{2}$ to argue that the hypotheses of Theorem 3.3 do not imply the following: if $x<y$ and $0 \leq \alpha<\beta \leq 1$ then $\beta x+(1-\beta) y<$ $\alpha x+(1-\alpha) y$.
9. Show that (3.7) and (3.8) cannot hold under the stated hypotheses.
10. Show that Lemma 3.1 remains valid when " $x<y<z$ " is replaced by " $x<y<z$ and $x<z$."
11. Prove that the conclusion of Theorem 3.4 remains valid when condition 1 of its hypotheses is replaced by "the transitive closure of $\prec$ on $X$ is asymmetric." (See Exercise 2.5.)
12. The discrete topology for any set $X$ is the set of all subsets of $X$. Is every realvalued function of $X$ continuous in the discrete topology? Why? What does this say about continuity when $X$ is finite?
13. Show that any bounded closed interval $[a, b]$ in $\operatorname{Re}$ with $a<b$ is not in U .
14. Let $<$ on $X=[0,2]$ be defined by: $x<y$ if $(x<y$ and $x, y \in[0,1]$ ) or if ( $y<x$ and $x, y \in[1,2]$ ); $x \sim(2-2 x / 3)$ when $x \in[0,1 / 2)$ and $x \sim(5 / 3-2 x / 3)$ when $x \in[1 / 2,1]$. Show that there is a $u$ on $X$ that satisfies (3.1) and that no such $u$ can be continuous in the relative usual topology.
15. For the proof of Theorem 3.5 show that $\{x: v(x) \in(b, \infty)\} \in \mathcal{B}$ for every $b \in R e$.
16. A topological space $(X, \zeta)$ is connected if $X$ cannot be partitioned into two nonempty subsets both of which are in $\mathfrak{G}$. Prove that if $(X, \mathcal{G})$ is connected, if $u$
on $X$ is continuous in $\boldsymbol{\mathcal { G }}$, and if $u(x)<u(y)$ for $x, y \in X$, then for each $c \in(u(x), u(y))$ there is a $z \in X$ such that $u(z)=c$.
17. Show that any rectangular subset of $\mathbf{R e}^{\boldsymbol{n}}$ is connected.
18. Let $X$ be a rectangular subset of $\operatorname{Re}^{n}$. With $x, y \in X$, the line segment $L=$ $\{\alpha x+(1-\alpha) y: \alpha \in[0,1]\}$ between $x$ and $y$ has the relative topology $\mathcal{G}^{\prime}=\{A \cap$ $L: A \in \cup, n\}$. (a) Given the result of the preceding exercise show that ( $L, \mathrm{G}^{\prime}$ ) is connected. (b) Suppose $u$ on $X$ is continuous in $\left\{A \cap Y: A \in \mathcal{U}^{n}\right\}$, and let $u^{\prime}(z)=$ $u(z)$ when $z \in L$. Argue that $u^{\prime}$ on $L$ is continuous in $\mathcal{E}^{\prime}$.
19. In the proof of Theorem 3.4 show that if $x<y$, then there is a $T_{x} \in Z=$ $\left\{A \cap X: A \in{ }^{*} U^{n}\right\}$ such that $x \in T_{x}$ and $z<y$ for every $z \in T_{x}$.
20. Let $f$ be a bounded, real-valued function on $X$ and let $v$ on $X$ be defined by $v(x)=\sup \{\inf \{f(y): y \in T\}: \bar{x} \in T, T \in \mathcal{C}\}$. Show that $v$ is lower semicontinuous in the topology T .
21. Wold (1943). Condition $W$ : if $x<y$ and $y<z$ then $\alpha x+(1-\alpha) z \sim y$ for some $\alpha \in(0,1)$. Show that the conclusions of Theorems 3.3 and 3.6 remain valid when condition $W$ replaces condition 3 of Theorem 3.3. Also show by indifference curves in $\mathrm{Re}^{2}$ that $\alpha$ need not be unique. (See Exercise 8.)
22. Use the results of Exercises 16 and 18 to show that if $X$ is a rectangular subset in $\operatorname{Re}^{n}$, if $u$ on $X$ is continuous in $\left\{A \cap X: A \in u^{n}\right\}$, and if conditions 1 and 2 of Theorem 3.3 hold, then condition 3 and condition $W$ (Exercise 21) must hold also.
23. $X \subseteq \mathrm{Re}^{n}$ is convex $\Leftrightarrow \alpha x+(1-\alpha) y \in X$ whenever $x, y \in X$ and $\alpha \in(0,1)$. Show that " $X$ is convex" and " $\left(X,\left\{A \cap X: A \in \mathcal{U}^{n}\right\}\right)$ is not connected" cannot both be true. Assuming that $X$ is convex, use this result along with that of Exercise 16 to conclude that if there is a real-valued function $u$ on $X$ that satisfies (3.1) and is continuous in $\left\{A \cap X: A \in \mathcal{U}^{n}\right\}$ then condition 3 of Theorem 3.3 and condition $W$ must be true. Thus, regardless of whether condition 2 of Theorem 3.3 holds, condition 3 must hold when $X$ is a convex subset of $\mathrm{Re}^{n}$ in order that there be a $u$ ©n $X$ that satisfies (3.1) and is continuous. But note also from Exercise 14 that there can be a $u$ on $X$ satisfying (3.1) when condition 3 fails and $X$ is convex.

## Chapter 4

## ADDTTVE UTETTRES WITH FINITE SETS

Except for Chapter 6, the remaining chapters of Part I examine special kinds of preferences and utilities that might arise in multiple-factor situations. Chapter 3 has already considered some basic theory for $n$-dimensional Euclidean spaces. This chapter and the next deal with additive utility representations for preference orders on sets of $n$-tuples. Section 4.3 considers lexicographic utility.

Throughout this chapter we shall usually assume that $X$ is a nonempty subset of the Cartesian product

$$
\prod_{i=1}^{n} X_{i}=X_{1} \times X_{2} \times \cdots \times X_{n}
$$

of $n$ other finite sets. Thus, each alternative in $X$ is an $n$-tuple $x=\left(x_{1}, \ldots, x_{n}\right)$. Each $X_{i}$ is a factor or attribute set. For convenience we assume that each $x_{i} \in X_{i}$ is the $i$ th component of some $x \in X$.

The subscript $i$ could refer to $n$ different attributes or performance characteristics of competing attenatives, it could refer to a time factor ( $n$ periods), and so forth. We shall identify conditions for $<$ on $X$ that lead to additive utility representations such as the one for weak orders: $x<y \Leftrightarrow u_{1}\left(x_{1}\right)+\cdots$ $+u_{n}\left(x_{n}\right)<u_{1}\left(y_{1}\right)+\cdots+u_{n}\left(y_{n}\right)$.

It should be emphasized that $<$ is applied to pairs of complete $n$-tuples, or whole alternatives. In multiple-factor situations it often seems natural to think in terms of a rreference order for each factor and then to wonder how these ought to be combined or synthesized into an overall preference order. However, this approach presupposes a certain kind of independence among the factors, namely that the order for a given factor is independent of the particular levels of the other factors. This can of course be false. For example, suppose that (chicken for dinner tonight, chicken for dinner tomorrow night) $<$ (steak tonight, steak tomorrow night) $<$ (chicken tonight, stcak
tomorrow night < (steak vonght, chicken tomorrow might). In this cats, preference for tonight clearly depends on what is assumed about tomorrow night. Under the hypothesis of chicken tomorrow, steak is preferred tonight. Under the hypothesis of steak tomorrow, chicken is preferred tonight.

For situations where the independence conditions seem reasonable and additive utilities apply, Fishburn (1967) summarizes a number of ways to estimate factor utilities so as to satisfy the additive representation.

### 4.1 PREFERENCE INDEPENDENCE AMONG FACTORS

Consider a two dimensional case where $X=X_{1} \times X_{2},<$ is a weak order and, for each $x_{1}, y_{1} \in X_{1}$ and $x_{2}, y_{2} \in X_{2}$,

$$
\begin{align*}
& \left(x_{1}, x_{2}\right)<\left(y_{1}, x_{2}\right) \Rightarrow\left(x_{1}, y_{2}\right)<\left(y_{1}, y_{2}\right)  \tag{4.1}\\
& \left(x_{1}, x_{2}\right)<\left(x_{1}, y_{2}\right) \Rightarrow\left(y_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) . \tag{4.2}
\end{align*}
$$

The first of these says that, if we define $x_{1}<_{1} y_{1} \Leftrightarrow\left(x_{1}, x_{2}\right)<\left(y_{1}, x_{2}\right)$ for some $x_{2} \in X_{2}$, then $<_{1}$ is a weak order on $X_{1}$ that is independent of the particular element used from $X_{2}$. Similarly, the second says that, when the first factor is fixed, there will be a weak order $<_{2}$ on $X_{2}$ derived in the natural way from $<$ that does not depend on the element used from $X_{1}$. In the simplest possible way this suggests that $X_{1}$ and $X_{2}$ are indeperdent in a preference sense.

As demonstrated by Scott and Suppes (1958), even in the two unmensional case considered above it may be necessary to go beyond (4.1) and (4.2) to obtain an additive-utility representation of the form $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow$ $u_{1}\left(x_{1}\right)+u_{2}\left(x_{3}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. Clearly, (4.1) and (4.2) are necessary for the existence of such a representation, but they are not sufficient. Suppose for example that $<$ on $X=\{1,2,3\} \times\{1,3,5\}$ is a weak order with

$$
\begin{equation*}
\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow x_{1} x_{2}+\left(x_{1}\right)^{x_{2}}<y_{1} y_{2}+\left(y_{1}\right)^{y_{2}} . \tag{4,3}
\end{equation*}
$$

 is strictly incumsiug in $x_{2}$ for any fixed $x_{1}$, (4.1) and (4.2) hold. However, additive utilities do not exist. To the contrary, suppose that there are realvalued functions $u_{1}$ on $X_{1}=\{1,2,3\}$ and $u_{2}$ on $X_{2}=\{1,3,5\}$ such that $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. Then, since $(2,1) \sim$ $(1,3)$ and $(1,5) \sim(3,1)$ by $(4,3)$,

$$
\begin{aligned}
& u_{1}(2)+u_{2}(1)=u_{1}(1)+:_{2}(3) \\
& u_{1}(1)+u_{2}(5)=u_{1}(3)+u_{2}(1)
\end{aligned}
$$

By adding these equalities and canceiling identical terms we get

$$
u_{1}(2)+u_{2}(5)=u_{1}(3)+u_{2}(3)
$$

which, acording to the presumed existence of an additive representation, yidus $(2,5) \sim(3,3)$. But, by $(4.3), u(2,5)=42$ and $u(3,3)=36$, so that $(3,3)<(2,5)$. Hence there is no additive representation for this case.

## Addifive Utilities

In generalizing independence conditions like (4.1) and (4.2) we shall use a sequence of equivalence relations $E_{m}$ on $X^{m}(m=2,3, \ldots)$ where $X^{m}$ is the $m$-fold Cartesian product of $X$ with itself.

Defnition 4.1. $\left(x^{7}, \ldots, x^{m}\right) \boldsymbol{E}_{m}\left(y^{1}, \ldots, y^{m}\right)$ if and only if $m>1, x^{j}$, $y^{j} \in X$ for $j=1, \ldots, m$, and with $X \subseteq \prod_{i=1}^{n} X_{i}$ it is true for each $i$ that $x_{i}^{1}, \ldots, x_{i}^{m}$ is a permutation (reordering) of $y_{i}^{1}, \ldots, y_{i}^{m}$.

Thus, for (4.1), $\left(\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right)\right) E_{3}\left(\left(y_{1}, x_{2}\right),\left(x_{1}, y_{2}\right)\right)$, and in the example refuting additivity for $(4.3),((2,1),(1,5),(3,3)) E_{3}((1,3),(3,1),(2,5))$. With $n=3$ and $\left(x_{1}, x_{2}, x_{3}\right)=$ (net profit, market share, dividend per share of stock), the following arrays reveal that $\left(x^{1}, \ldots, x^{4}\right) E_{4}\left(y^{1}, \ldots, y^{4}\right)$.

|  | Profit | share | dividend |
| :--- | ---: | ---: | ---: |
| $x^{1}$ | $\$ 1 m$ | $20 \%$ | $30 \phi$ |
| $x^{2}$ | $\$ 0 m$ | $10 \%$ | 504 |
| $x^{3}$ | $\$ 2 m$ | $30 \%$ | $45 \phi$ |
| $x^{4}$ | $-\$ 1 m$ | $15 \%$ | 104 |


|  | profit | share | dividend |
| :--- | ---: | ---: | ---: |
| $y^{1}$ | $\$ 2 m$ | $20 \%$ | $50 \phi$ |
| $y^{2}$ | $-\$ 1 m$ | $10 \%$ | $45 \phi$ |
| $y^{3}$ | $\$ 1 m$ | $15 \%$ | $10 \phi$ |
| $y^{4}$ | $\$ 0 m$ | $30 \%$ | $30 \phi$ |

For the purpose of further discussion we shall first present three additive utility theorems. For comparative convenience they are presented together in Theorem 4.1. There is a theorem $A$, a theorem $B$, and a theorem $C$, with "hypotheses" and "conclusions" noted accordingly.

THEOREM 4.1. Suppose $X \subseteq \prod_{i=1}^{n} X_{i}$ is finite. Then
A. $\left[\left(x^{1}, \ldots, x^{m}\right) E_{m}\left(y^{1}, \ldots, y^{m}\right), x^{j}<y^{j}\right.$ or $x^{j}=y^{j}$ for $j=1, \ldots$, $m-1] \Rightarrow$ not $x^{m}<y^{m}$;
B. $\left[\left(x^{1}, \ldots, x^{m}\right) E_{n}\left(y^{1}, \ldots, y^{m}\right), x^{j}<y^{j}\right.$ or $x^{j} \approx y^{j}$ for $j=1, \ldots$, $m-1] \Rightarrow$ not $x^{m}<y^{m}$;
C. $\left[\left(x^{1}, \ldots, x^{m}\right) E_{m}\left(y^{1}, \ldots, y^{m}\right), x^{j}<y^{j}\right.$ or $x^{j} \sim y^{j}$ for $j=1, \ldots$, $m-1] \Leftrightarrow n o t x^{m}<y^{m}$;
for all $x^{1}, \ldots, x^{m}, y^{1}, \ldots, y^{m} \in X$ and $m=2,3, \ldots$, if and only if there are real-valucd functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively such that, for all $x, y \in X$,

$$
\begin{aligned}
& A^{*} . x<y \Rightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right) ; \\
& B^{*} . x<y \Rightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right), x \approx y \Rightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)=\sum_{i=1}^{n} u_{i}\left(y_{i}\right) ; \\
& C^{*} ., x<y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right) .
\end{aligned}
$$

Indificrence ( $\sim$ ) and $\approx$ aredefned as $x \sim y \Leftrightarrow(n o t x<y$, not $y<x)$ and $x \approx y \Leftrightarrow(z \sim x \Leftrightarrow z \sim y$, for all $z \in X)$, as in Chapters 2 and 3 .

Unlike (4.1) and (4.2), the conclusions of $A, B$, and $C$ are stated in the negative. It is easily seen that $A$ is necessary for $A^{*}$, that $B$ is necessary for $B^{*}$, and that $C$ is necessary for $C^{*}$. For example, suppose that $A^{*}$ holds and that the hypotheses of $A$ hold with $\left(x^{1}, \ldots, x^{m}\right) E_{n}\left(y^{1}, \ldots, y^{m}\right)$ and $x^{j}<y^{j}$ or $x^{j}=y^{j}$ for each $/<m$. Then, by $A^{*}, \sum_{j=1}^{m-1} \sum_{i=1}^{n} u_{i}\left(x_{i}^{j}\right) \leq \sum_{x=1}^{r-1} \sum_{i m i}^{n} u_{i}\left(y_{i}^{i}\right)$. But, by $E_{m}$, $\sum_{j=1}^{m} \sum_{i=1}^{n} u_{i}\left(x_{i}^{j}\right)=\sum_{j=1}^{m} \sum_{i=1}^{n} u_{i}\left(y_{i}^{n}\right)$. Therefore $\sum_{i=1}^{n} u_{i}\left(y_{i}^{m}\right) \leq$ $\sum_{i m 1}^{n} u_{i}\left(x_{i}^{m}\right)$, which by $A^{*}$ implies not $n^{m}<y^{m}$, which is the conclusion of $A$.

We shall consider the sufficiency of $A$ for $A^{*}, B$ for $B^{*}$, and $C$ for $C^{*}$ in the next section. These sufficiency proofs will be based on a theorem from linear algebra called the Theorem of The Alternative, which will be proved in the next section.

## Further Remarks on Independence Conditions

Each of conditions $A, B$, and $C$ in Theorem 4.1 is actually a denumerable bundle of conditions, one for each equivalence $E_{m}, m=2,3, \ldots$ If we let $A_{m}, B_{m}$, and $C_{m}$ denote the part of condition $A, B$, and $C$ that applies to $E_{m}$, then $A_{m+1} \Rightarrow A_{m}, B_{m+1} \Rightarrow B_{m}$, and $C_{m+1} \Rightarrow C_{m}$ for all $m \geq 2$. However, as suggested by Scott and Suppes (1958), there is no one finite value of $m$ for which $A_{m} \Rightarrow A^{*}$ or $B_{m} \Rightarrow B^{*}$ or $C_{m} \Rightarrow C^{*}$ for all finite sets $X$. We now consider some of the other aspects of $A, B$, and $C$.

Our main purpose in including $x^{3}=y^{j}$ in the hypotheses of $A$ was to get $A_{m+1} \Rightarrow A_{m}$, but the equality part of the hypothesis of $A$ is unnecessary. Although $A$ does not imply that $<$ is a strict partial order since it does not imply transitivity, it does say that if $x^{1}<x^{2}, x^{2}<x^{3}, \ldots, x^{m-1}<x^{m}$ then not $x^{m}<x^{1}$. This follows from the fact that $\left(x^{1}, x^{2}, \ldots, x^{m}\right) E_{m}\left(x^{2}, \ldots\right.$, $x^{m}, x^{1}$ ). Hence when $A$ holds, the transitive closure of $<$ (Exercise 2.5) is a strict partial order.

Like $A, B$ does not imply that $<$ is a strict untial civer. For cxample, suppose $X=\{x, y, z, t\}$ and $<=\{x<y, y<z, x<t\}$ with $\sim$ elsewhere. Then $\approx$ holds for no distinct pair of elements in $X$ so that $B$ reduces, in effect, to $A$. Since $A$ is consistent with $<$ as given and $<$ is not transitive, $B$ does not imply that $<$ is a strict partial order.

On the other hand, $B$ does imply that $\approx$ is an equivalence since it implies asymmetry on considering $(x, y) E_{\mathrm{2}}(y, x)$, and asymmetry of $<$ implies that $\approx$ is an equivalence (Exercise 2.3). $B$ implies also, as in the conclusions of Theorem 2.3, that ( $x<y, y \approx z$ ) $\Rightarrow x<z$ and that $(x \approx y, y<z) \Rightarrow x<z$. For example, since $(x, y, z) E_{3}(y, z, x), x<y$ and $y \approx z$ imply not $z<x$ by $B$. Hence either $x<z$ or $x \sim z$. If $x \sim z$ then $x \sim y$ by the definition for $y \approx z$. But $x<y$. Hence $x<z$.

Cof course implies that $<$ is a weah order. Suppose not $a<y$ nad not $y<z$. Then $y<x$ or $y$ \& $x$, and $z<y$ or $z \sim y$, so that, since $(y, z, x) E_{x}$ $(x, y, z), C$ implies not $x<z$. Hence, $C$ implies that $<$ is negatively transitive. Asymmetry follows from $(x, y) E_{2}(y, x)$.

## Remarks on Additive Utilities

It should be noted that if additive utilities exist in the sense of $A^{*}, B^{*}$, or $C^{*}$, then it does not follow that any utility function $u$ on $X$ that preserves the preference order can be written in an additive form. For example suppose in connection with $C^{*}$ that $x<y \leftrightarrows u(x)<u(y)$. Then it may be impossible to write $u$ in an additive form when $C^{*}$ holds. What $C^{*}$ says is that, among all functions $u$ that satisfy $x<y \Leftrightarrow u(x)<u(y)$, there is at least one that can be written in the additive form as $u(x)=u_{1}\left(x_{1}\right)+\cdots+u_{n}\left(x_{n}\right)$.

It cannot be emphasized too strongly that additive utitites might not exist in some situations where their use seems attractive for ease in analysis. Possibly the best way to test condition $A$, or $B$, or $C$, is to try deliberately to find $n$-tuples in $X$ that violate the condition. An inability to construct a violation would lend support to the credibility of the condition. Another obvious way of testing for additivity is to obtain a set of preference statements, convert these inio additive utility inequalities and equalities (for $C$ when $\sim$ arises) and test this system for the existence of a solution. If no solution exists then a violation of the appropriate condition has been uncovered.

### 4.2 THEOREM OF THE ALTERNATIVE

To prove the sufficiency of the conditions $A, B$, and $C$ of Theorem 4.1, we shall use the following theorem, which is discussed by Tucker (1956, p. 10), Goldman (1956), and Aumann (1964, p. 225), and which has been used by Tversiky (1964), Scott (1964), and Adams (1965) to prove theorems like Theorem 4.1. $\mathrm{Re}^{N}$ is $N$-dimensional Euclidean space and $c \cdot x^{k}=\sum_{j=1}^{N} c_{j} x_{j}^{k}$.

THEOREM 4.2 (THEOREM OF THE ALTERNATIVE). If $x^{1}, \ldots$, $x^{H A} \in \mathrm{Re}^{N}$ and $\mathrm{i} \leq K \leq m$, inen either there is a $c \in \mathrm{Re}^{N}$ such that

$$
\begin{align*}
& c \cdot x^{k}>0 \text { for } k=1, \ldots, K  \tag{4.4}\\
& c \cdot x^{k}=0 \text { for } k=K+1, \ldots, M \tag{4.5}
\end{align*}
$$

or there are non-negative numbers $r_{1}, \ldots, r_{K}$ not all of which equal zero and numbers $r_{K+1}, \ldots, r_{M}$ such that

$$
\begin{equation*}
\sum_{k=1}^{M} r_{k} x_{j}^{k}=0 \text { for } j=1, \ldots, N \tag{4.6}
\end{equation*}
$$

Proof. Let $S=\left\{x^{2}, \ldots, x^{R}\right\}$ and $T=\left\{x^{R+x}, \ldots, x^{B}\right\}$. Let $S$ be the convex closure of $S$ so that

$$
S=\left\{x: x=\sum_{i=1}^{m} \lambda_{i} a^{i} \text { with } \sum \lambda_{i}=1, m>0, \text { and } \lambda_{i} \geq 0 \text { and } a^{i} \in S \text { for all } i\right\},
$$

and let $T^{\prime}$ be the vector space generated by $T$ so that

$$
T^{\prime}=\left\{x: x=\sum_{i=1}^{m} \sigma_{i} b^{i} \text { with } m>0 \text { and } a_{i} \in \text { Re and } b^{i} \in T \text { for all }\right\} \cup 0
$$

where 0 is the origin of $\mathrm{Re}^{N}$. When $K=M, T=\varnothing$ and $T^{\prime}=0$.
The two alternatives depend on whether $S$ and $T^{*}$ have a common element. If $S \cap T^{*} \neq \varnothing$ then (4.6) holds as is seen from $\sum \hat{\lambda}_{i} a^{i}=0$ or $\sum \lambda_{i} a^{i}-$ $\sum \sigma_{i} b^{i}=0$ with the obvious definitions of the $r_{k}$ in terms of the $\lambda_{i}(k \leq K)$ and $\sigma_{i}(k>K)$.

On the other hand, (4.4)-(4.5) hold when $S \cap T^{\prime}=\varnothing$. Since both $S$ and $T$ are finite sets (and this is critical to the conclusion), it can be shown that there are vectors $s \in S$ and $t \in T^{\prime}$ such that $(x-y)^{2} \geq(s-t)^{2}>0$ when $x \in S$ and $y \in T^{\prime}$. The $x^{2}=x \cdot x$ (not to be confused with $x^{2} \in S$ ). Let $x \in S$. Then, with $0 \leq \lambda \leq 1,(1-\lambda) s+\lambda x \in S$. Since $t \in T^{\prime},(1-\lambda) t \in T^{\prime}$. Hence $[(1-\lambda) s+\lambda x-(1-\lambda) t]^{2} \geq(s-t)^{2}$, which reduces to $2 \lambda(s-t) \cdot$ $(x-(s-t))+\lambda^{2}((s-t)-x)^{2} \geq 0$. Take $\lambda>0$, divide by $\lambda$, and let $\dot{2}$ approach 0 : this leaves $(s-t) \cdot(x-(s-t)) \geq 0$, or $(s-t) \cdot x \geq$ $(s-t)^{2}>0$, or $(s-t) \cdot x>0$. Let $c=s-t$. Thus $c \cdot x>0$ for all $x \in \bar{S}$, so that (4.4) holds.

To verify (4.5) when $K<M$ and $S \cap T^{\prime}=\varnothing$, take $y \in T^{\prime}$. Then $\sigma y+$ $t \in T^{\prime}$ so that $(\sigma y+t-s)^{2} \geq(s-t)^{2}$, or $\sigma^{2} y^{2} \geq 2 \sigma y \cdot(s-t)=2 \sigma c \cdot y$. First, take $\sigma>0$, divide by $\sigma$ and let $\sigma$ approach 0 . Since $y^{2} \geq 0$ this leaves $0 \geq c \cdot y$. Second, take $\sigma<0$ and divide by $\sigma$ giving $\sigma y^{2} \leq 2 c \cdot y$. Letting $\sigma$ approach 0 from below gives $0 \leq c \cdot y$. Hence $c \cdot y=0$.

In the following I shall detail only the proof that $B \Rightarrow B^{*}$ in Theorem 4.:. The proof that $C \Rightarrow C^{*}$ is entirely similar since $C^{*}$ is equivalent to $x<y \Rightarrow$ $\sum u_{i}\left(x_{i}\right)<\sum u_{i}\left(y_{i}\right)$ and $x \sim y \Rightarrow \sum u_{i}\left(x_{i}\right)=\sum u_{i}\left(y_{i}\right)$, which is like $B^{*}$ with $\approx$ replaced by $\sim$. The proof that $A \Rightarrow A^{*}$, as given by Adams (1965), involves only (4.4) from Theorem 4.2 and not (4.5) since there are no equality implications in $A^{*}$.

Sufficiency Proof of Theorem 4.1B. Let $B$ hold. For the application of Theorem 4.2 we let $N$ equal the size of $X_{1}$ plus the size of $X_{2} \cdots$ plus the size of $X_{n}$ and let $c=\left(u_{1}\left(x_{11}\right), u_{1}\left(x_{12}\right), \ldots, u_{n}\left(x_{n}\right)\right)$ with $N$ components. Let $\kappa$ be the size of $<$ (the number of $x<y$ statements) and let $M-K$ be half the size of $\approx-=$, containing exactly one of $x \approx y$ and $y \approx x$ for each such
$x, y$ pair for which $x \neq y$. The $\mathcal{A}<$ stabemens in the condusion $B *$ and the $M-K=$ statements uaniate into the equivalent system

$$
\begin{align*}
& c \cdot a^{k}>0 \text { for } k=1, \ldots, k\left(x^{k}<y^{k}\right)  \tag{4.7}\\
& c \cdot a^{k}=0 \text { for } k=K+1, \ldots M\left(x^{k} \approx y^{k}\right) \tag{4.8}
\end{align*}
$$

where each $a_{i}^{k} \in\{-1,0,1\}$ and $\sum_{j=1}^{Y} a_{j}^{k}=0$ for each $k$. $B^{*}$ holds if and only if (4.7) and (4.8) have a $c$ solution.

Suppose there is no such $c$ solution. Then, by Theorem 4.2, there are $r_{k} \geq 0$ for $k=1, \ldots, k$ with $r_{k}>0$ for some $k \leq K$, and $r_{K+1} \ldots, r_{M}$ such that

$$
\begin{equation*}
\sum_{k=1}^{M} r_{k} a_{j}^{k}=0 \quad \text { for } \quad j==1, \ldots, N \tag{4.9}
\end{equation*}
$$

Because each $a_{j}^{k}$ is rational there is a set of rational and hence integer $r_{k}$ that satisfy (4.9). If some of these integer $r_{k}$ for $k>K$ are negative they can be made positive by replacing $a^{k}$ with $-a^{k}$ in (4.8) and (4.9) and replacing $r_{k}$ by $-r_{k}$ in (4.9), which does not essentially change (4.8) or (4.9) and is legitimate from the standpoint of (4.8) since $\approx$ is symmetric. Then, with
 ${ }^{\prime 2} y^{2 \prime} \mathrm{~s}, \ldots, r_{M} y^{M}$ s) with $x^{k}<y^{k}$ for $k=1, \ldots, K$ and $x^{k} \approx y^{k}$ for $k=$ $K+1, \ldots, M$. Since some $r_{k}>0$ for $k \leq K$ it follows thai $B$ does not hold, for if $\sum r_{k}=1$ then irreflexivity of $<$ (implied by $B$ ) is violated and if $\sum r_{k}>1$ then $B$ is violated as it stands. Since $B$ is in fact assumed to hold it must be false that there is no $c$ solution for (4.7) and (4.8).

### 4.3 LEXICOGRAPHIC UTILITIES

The purpose of this section is to note an affinity between additive utilities and lexicographic utilities. For the latter case we define $<^{L}$ for real vectors $a=\left(a_{1}, \ldots, a_{n}\right)$ and $b=\left(b_{1}, \ldots, b_{n}\right)$ :
$a<{ }^{L} b \Leftrightarrow a \neq b$ and $b_{k}<a_{k} \Rightarrow a_{j}<b_{j}$
for some $j<k, \quad k=2, \ldots, n$.
Thus $a<^{L} b \Leftrightarrow a_{1}<b_{1}$ or $\left[a_{1}=b_{1}, a_{2}<b_{2}\right]$ or $\cdots$ or $\left[a_{1}=b_{1}, \ldots\right.$, $a_{n-1}=b_{n-1}, a_{n}<b_{n}$.

In comparison with Theorem 4.1A we shall consider the existence of realvalued functions $u_{1}, \ldots, u_{n}$ on $X_{i}, \ldots, X_{n}$ such that

$$
\begin{equation*}
x<y \Rightarrow\left(u_{1}\left(x_{1}\right), \ldots, u_{n}\left(x_{n}\right)\right)<^{L}\left(u_{1}\left(y_{1}\right), \ldots, u_{n}\left(y_{n}\right)\right) \tag{4.11}
\end{equation*}
$$

The comparison for Theorem 4.1C is

$$
\begin{equation*}
x<y \Leftrightarrow\left(u_{1}\left(x_{1}\right), \ldots, u_{n}\left(x_{n}\right)\right)<{ }^{L}\left(u_{1}\left(y_{1}\right), \ldots, u_{n}\left(y_{n}\right)\right) \tag{4.12}
\end{equation*}
$$

In both wases the order of the is very symhant in a preferace sense, (4.i1) or (4 12) says apposimately that $X_{1}$ dominates $\lambda_{2}$. $X_{2}$ dominates $X_{2}$. and so forth.

The main poin to be mads about (4.11) and (4.12) is that co:dition $A$ of Theorem 4.1 is necessary for (4.11), and condition $c$ is necessary for (4.12). For example, suppose (4.11) holds along with the hypotheses of condition $A$ : $\left(x^{2}, \ldots, x^{m}\right) E_{i n}\left(y^{2}, \ldots, y^{m}\right)$ and $x^{y}<y^{i}$ or $x^{j}=y^{j}$ for $j=1, \ldots, m-1$. Then $u_{1}\left(x_{1}^{i}\right) \leq u_{1}\left(y_{1}^{i}\right)$ for all $)<n$, and since $\sum_{1}^{n} u_{1}\left(x_{1}^{i}\right)=\sum_{1}^{m} u_{1}\left(y_{1}^{j}\right)$ by $E_{n 2}$, $u_{1}\left(y_{1}^{m}\right) \leq u_{1}\left(x_{1}^{m}\right)$. If $u_{1}\left(x_{i}^{j}\right)<u_{1}\left(y_{1}^{j}\right)$ for some $j<m$ then $u_{1}\left(y_{1}^{m}\right)<u_{1}\left(x_{1}^{m}\right)$ so that $\left(u_{1}\left(y_{1}^{m}\right), \ldots, u_{n}\left(y_{n}^{3 n}\right)\right)<{ }^{L}\left(u_{1}\left(x_{1}^{n}\right), \ldots, u_{n}\left(x_{n}^{m}\right)\right)$. If $u_{1}\left(x_{1}^{7}\right)=u_{1}\left(y_{1}^{4}\right)$ for all $j<m$ then $u_{1}\left(y_{1}^{m}\right)=u_{1}\left(x_{1}^{m}\right)$, in which case we repeat the analysis just given, using $u_{\mathrm{a}}$ instead of $u_{1}$. Continuing this we conclude that either ( $u_{1}\left(y_{1}^{m}\right), \ldots$, $\left.u_{n}\left(y_{n}^{m}\right)\right)<{ }^{L}\left(u_{1}\left(x_{1}^{m}\right), \ldots, u_{n}\left(x_{n}^{m}\right)\right)$ or else that the two utility vectors are equal. It then follows from (4.11) that not $x^{m}<y^{m}$, which is the conclusion of condition $A$.

Thus, if $X$ is finite and lexicographic utilities exist in the sense of (4.11) then additive utilities exist in the sense of $A^{*}$ in Theorem 4.1. A similar assertion holds for (4.12) and $C^{*}$. Clearly, the converses of these assertions are not genere : $y$ valid.

What is required for (4.12) in addition to condition C? Clearly, something like the following is needed.

Condition L. If $x<y$ when $x_{i}=y_{i}$ for all i except $i=k$, then $x^{*}<y^{*}$ when ( $x_{i}^{*}=x_{i}, y_{i}^{*}=y_{i}$ ) for all $i \leq k$, provided $x, y, x^{*}, y^{*} \in X$.

Interestingly enough, when this lexicographic dominance condition is used and $X=\Pi X_{i}$, it is no longer necessary to use all of condition $C$. The following uses only the $m=2$ part of $C$. We can also remove the strict finiteness assumption for $X$.

THEOREM 4.3. Suppose $X$ is countable and $X=\prod_{i=1}^{n} X_{i}$. Then (4.12) holds for all $x, y \in X$ if and only if

1. < is negaticeiy transitive,
2. $\left[(x, z) E_{2}(y, w), x<y\right.$ or $\left.x \sim y\right] \Rightarrow$ not $z<w$,
3. condition $L$ holds.

Sufficiency Proof. Under the given conditions define $x_{i}<_{i} y_{i} \Leftrightarrow z<w$ for some $z, w \in X$ such that $z_{j}=w_{j}$ for all $j \neq i$ and $\left(z_{i}=x_{i}, w_{i}=y_{i}\right)$. Then $<_{i}$ on $X_{i}$ is a weak order: asymmetry follows from condition 2 and negative transitivity follows from condition 1 and $X=\mathrm{\Gamma i} X_{i}$. Then, by Theorem 2.2, there is, for each $i$, a real-valued function $u_{i}$ on $X_{i}$ such that $x_{i}<_{i} y_{i} \Leftrightarrow$ $u_{i}\left(x_{i}\right)<u_{i}\left(y_{i}\right)$.

Suppose that $\left(u_{1}\left(x_{1}\right), \ldots, u_{n}\left(x_{n}\right)\right)<{ }^{L}\left(u_{1}\left(y_{1}\right), \ldots, u_{n}\left(y_{n}\right)\right)$ and let $t$ be the smallest $i$ for which $u_{i}\left(x_{i}\right)<u_{i}\left(y_{i}\right)$, with $u_{i}\left(x_{i}\right)=u_{i}\left(y_{i}\right)$ for all $i<t$. We wish
to show that $x<y$. To do this we first note that, if $1<t$, (not $x_{1}<_{1} y_{1}$, not $\left.y_{1}<_{1} x_{1}\right) \Rightarrow\left(x_{1}, x_{2}, \ldots, x_{n}\right) \sim\left(y_{1}, x_{2}, \ldots, x_{n}\right)$. Similarly, if $2<t, u_{2}\left(x_{2}\right)=$ $u_{2}\left(y_{2}\right) \Rightarrow\left(y_{1}, x_{2}, \ldots, x_{n}\right) \sim\left(y_{1}, y_{2}, x_{3}, \ldots, x_{n}\right)$. Continuing this and using the transitivity of $\sim$ (from weak order), we get $\left(x_{1}, \ldots, x_{n}\right) \sim\left(y_{1}, \ldots\right.$, $y_{i-1}, x_{t}, \ldots, x_{n}$ ). Now $x_{t}<_{t} y_{t}$. Therefore $\left(y_{1}, \ldots, y_{t-1}, x_{t}, \ldots, x_{n}\right)<$ $\left(y_{1}, \ldots, y_{t-1}, y_{t}, x_{t+1}, \ldots, x_{n}\right)$ by the definition of $<_{t}$ and condition 2. Hence, by condition $L,\left(y_{1}, \ldots, y_{t-1}, x_{t}, \ldots, x_{n}\right)<\left(y_{1}, \ldots, y_{t-1}, y_{t}\right.$, $y_{t+1}, \ldots, y_{n}$. Thus, by Theorem 2.1, $x<y$.

On the other hand suppose that not $\left(u_{1}\left(x_{1}\right), \ldots, u_{n}\left(x_{n}\right)\right)<^{L}\left(u_{1}\left(y_{1}\right), \ldots\right.$, $u_{n}\left(y_{n}\right)$ ). Then either $\left(u_{1}\left(y_{1}\right), \ldots, u_{n}\left(y_{n}\right)\right)<^{2}\left(u_{1}\left(x_{1}\right), \ldots, u_{n}\left(x_{n}\right)\right)$, in which case $y<x$ and hence not $x<y$, or else the two utility vectors are equal, in which case the $\sim$ analysis of the preceding paragraph leads to $x \sim y$ and hence not $x<y$.

### 4.4 SUMMARY

When $X$ is a finite subset of the Cartesian product of $n$ other sets, additive utilities for several cases considered exist if and only if appropriate independence conditions hold. The finiteness of $X$ is crucial for these cases in the absence of additional conditions. However, in a weak order case with $X=\Pi X_{i}$, the finiteness condition can be replaced by a countability condition in a simple axiomatization for lexicographic utility according to a definite dominance order for the $n$ factors. With $X$ finite, lexicographic utilities imply the existence of additive utilities, but the converse is not generally true.

It cannot be emphasized too strongly that additive utilities might not exist in some situations where their use seems attractive for ease in analysis.

## INDEX TO EXERCISES
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## Exercises

1. Suppose $X=\prod_{i=1}^{10} X_{i}$ and each $X_{i}$ has 10 elements. Then $X$ has 10 billion elements but there are only $100 x_{i}$. Discuss the potential attractiveness of additive
whities from the sandrom of she and the number of untry shige that red to be esimated.
2. Let $X=\{a, b\} \times\{c, d\}$. How many prefence weak wers can be dehied on $K$ ? List hose for which additive uthaes exist as in Theorem $41 C^{*}$.
3. Vin $X=X_{1} \times X_{2}, X_{i}=\left\{1,2_{1}, \ldots, M\right)$ with $M$ iarge, and $x \leq y \Leftrightarrow$ $u\left(x_{2}, x_{2}\right)<a\left(y_{1}, y_{2}\right)$, for which of the following cases do there caisk $u_{1}$ and $u_{2}$ se
 $x_{1}^{2}+x_{2} x_{2} ;(c) u\left(x_{1}, x_{0}\right)=x_{1}+x_{2}+x_{1} x_{2} ;(d) u\left(x_{1}, x_{2}\right)=\operatorname{sip}\left\{x_{1}, x_{2}\right\} ;(e) u\left(x_{1}\right.$, $\left.x_{2}\right)=\left|x_{1}-x_{2}\right|$ (absolute value); (f) $u\left(x_{1}, x_{n}\right\}:=1 /\left(x_{1} x_{3}\right) ;$ (g) $u\left(x_{1}, x_{2}\right)=x_{1} \mid$ $\left(x_{1}+x_{2}\right)$. For each that admits additive utilities, tell why this is so.
4. Let $X=X_{1} \times X_{2}$, with $X_{1}$ mad $X_{2}$ suis of positive mtegers and suppose that $u\left(x_{1}, x_{2}\right)=x_{1} x_{2}+\left(x_{1} x_{2}\right)^{5}$ and $x<3 \Leftrightarrow u\left(x_{1}, x_{2}\right)<u\left(y_{1}, y_{2}\right)$. Show that additive utilities exist in the sense of theorem $4, C^{*}$.
5. The accompanying utility matrix gives $u(a, p)$ for $(a, p) \in X=\left\{a_{1}, \ldots, a_{4}\right\} \times$ $\left\{p_{1}, \ldots, p_{4}\right\}$. Assume that $(a, p)<\left(a^{\prime}, p^{\prime}\right) \Leftrightarrow u(a, p)<u\left(a^{\prime}, p^{\prime}\right)$,

|  | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ |
| :--- | ---: | ---: | ---: | ---: |
| $a_{1}$ | 0 | 4 | 8 | 9 |
| $a_{2}$ | 5 | 9 | 12 | 14 |
| $a_{3}$ | 8 | 11 | 13 | 15 |
| $a_{4}$ | 10 | 15 | 16 | 17 |

and show that condition $C_{4}$ ( $C$ with $m=4$ ) of Theorem 4.1 fails. Does condition $C_{3}$ hold?
6. Lat $X=\{(1,1),(2,2), \ldots,(m, m),(1,2),(2,3), \ldots,(m-1, m),(m, 1)\}$ Let $u(j, k)=0$ for all $(j, k) \in X$ except for ( $m, 1$ ) where $u(m, 1)>0$, and take $x<y \Leftrightarrow u(x)<u(y)$. Show that condition $C_{m}$ of Theorem 4.1 fails but that condition $C_{m-1}$ holds.
7. Show that condition $C$ of Theorem 4.1 implies that if $\left(x^{1}, \ldots, x^{m}\right) E_{m}\left(y^{1}, \ldots\right.$, $y^{m}$ ) and $x^{j}<y^{j}$ for all $j<m$ then $y^{m}<x^{m}$.
8. (Continuation.) Tversky (1964) uses an axiom he calls the cancellation law, which in our terms reads: if $\left(x^{1}, \ldots, x^{m}\right) E_{m}\left(y^{1}, \ldots, y^{m}\right)$, if $x^{j} \prec y^{j}$ or $x^{j} \sim y^{i}$ for all $j<m$, and if $x^{j}<y^{j}$ for some $j<m$, then $y^{m}<x^{m}$. With $\sim$ defined by (2.2) as usual, show that Tversky's condition is implied by $C$ and that $C$ is implied by Tversky's condition plus the assumption that $<$ is irreflexive.
9. Prove that $E_{m}$ on $x^{\prime m}$ is an equivalence.
10. Show that $B^{*} \Rightarrow B$ and that $C^{*} \Rightarrow C$.
11. Prove that $B$ implies that $x<z$ when $x \approx y$ and $y<z$.
12. Does $A$ of Theorem 4.1 imply that $\approx$ is an equivalence? Why?
13. Write out the sufficiency proof for Theorem 4.1A.
14. Write out the sufficiency proof for Theorem 4.1C.
15. With $<^{1}$ defined by (2.12) for interval orders, let condition $D$ be: $\left[\left\{x^{1}, \ldots\right.\right.$, $\left.x^{m}\right) E_{m}\left(y^{1}, \ldots, y^{m}\right), x^{5}<^{1} y^{j}$ for $j=1, \ldots, m-11 \Rightarrow$ not $x^{m}<y^{2} y^{m}$. Suppose $X \subseteq \prod X_{i}$ is finite. Prove that $<$ on $X$ is an interval order and condition $D$ holds if and only if there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively and a nonnegative real-valued function $\sigma$ on $X$ such that, for all $x, y \in X$,

$$
x<y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)+\sigma(x)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right)
$$

Use the Theorem of The Alternative in your sufficiency proof.
16. Let condition $E$ be: $\left[\left(x^{1}, \ldots, x^{2 m}\right) E_{m}\left(y^{1}, \ldots, y^{2 m}\right), x^{j} \sim y^{j}\right.$ for $j=1, \ldots$, $m$ and $x^{j}<y^{4}$ for $\left.j=m+1, \ldots, 2 m-1\right] \Rightarrow$ not $x^{2 m}<y^{2 m}$. Show that if $E$ holds and not $x<x$ for some $x \in X$, then $<$ on $X$ is irreflexive and asymmetric, $<$ is transitive, and $<$ satisfies p10 and p11 of Section 2.4 and hence is a semiorder. (Do not use the Theorem of The Alternative here.) Note the necessity of using not $x<x$ for some $x \in X$, for without this we could have $X=\{x\}$ and $x<x$ with condition $E$ holding.
17. (Continuation.) Suppose $X \subseteq \prod X_{i}$ is finite. Prove that $<$ on $X$ is irreflexive and condition $E$ holds (for $m=1,2, \ldots$ ) if and only if there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively such that, for all $x, y \in X$,

$$
x<y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)+1<\sum_{i=1}^{n} u_{i}\left(y_{i}\right) .
$$

18. Scott (1964): Proof of Theorem 2.9. With $X / \approx$ finite select one element from each $\approx$ class and call the resu ting set $Y$. Henceforth, work with Y. Each $x<y$ statement translates into $u(y)-u(x)-1>0$ by (2.20), and each $x \sim y$ statement translates into $u(x)+1-u(y)>0$ and $u(y)+1-u(x)>0$. [ $\geq 0$ might be used in the latter two, but $>0$ will work also.] Let $N$ equal the size of $Y$ plus 1 , with $c=(u(x), \ldots, u(t), 1)$ being $N$-dimensional.
a. Use Theorem 4.2 to show that if there is no $c$ solution to the stated inequalities then there are sequences $x_{1}, \ldots, x_{T}, z_{1}, \ldots, z_{T}$, and $y_{1}, \ldots, y_{T}, w_{1}, \ldots, w_{T}$ such that each is a permutation of the other and $x_{k}<y_{k}, z_{k} \sim w_{k}$ for $k=$ $1, \ldots, T$.
b. Show that $T=1$ is impossible under the semiorder axioms.
c. Consider $T>1$. Form a cycle through the two sequences by starting with some $x_{k} . y_{k}$ is the second element in the cycle. Find $y_{k}$ in the first sequence. Then the third element in the cycle is the element in the second sequence under $y_{k}$ in the first. Continue this until you reach $x_{k}$ in the second sequence. Show that if any such cycle stays wholly in the $x_{k}, y_{k}$ pairs then transitivity of $<$ is violated.
d. Hence, with $T>1$, a cycle beginnir. with $x_{k}$ must pass through $z_{k}, w_{k}$ pairs. Suppose some $y_{j}=x_{k}$. Then use $p 11$ of Section 2.4 to show that you can reduce, bv deletion and rearrangement, the two $T$ sequences to $T-1$ sequerces (one of which is a permutation of the other, with $T-1<$ and $T-1 \sim$ statements
between the two). Suppose no $y_{j}=z_{k}$. Use $p$ to of Section 2.4 to show that the two $T$ sequences can be reduced to corresponding $T-1$ sequences.
e. Conclude the proof of Theorem 2.9.
19. Verify that $<^{L}$ on a set of $n$ dimensional real vectors is a strict order. (See Definition 2.1b.)
20. When Theorem $4.1 C^{*}$ holds with $X$ finite, discuss the uature of transformations on the $u_{i}$ under which $C^{*}$ will remain valid. Do the same for lexicographic utilities when (4.12) holds.

## Chapter 5

## ADDITIVE UTILITIES WITH INFINITE SETS

This chapter presents two well-structured theories for additive utilities on infinite sets. The earlier theory, due to Debreu (1960), is presented in Section 5.4. It is based on topological notions that are defined in Section 5.3. The other theory, due to Luce and Tukey (1964) and Luce (1966), is given in Section 5.2. As Krantz (1964) has noted, proofs in the latter theory can be based on the theory of ordered groups. Section 5.1 presents some of this theory.

Throughout this chapter, $X$ is a complete Cartesian product, $X=\prod_{i=1}^{n} X_{i}$, and $<$ is assumed to be a weak order. Partly as a result of these assumptions along with a rather "tight" structure for $<$ on $X$, we shall not require all of condition $C$. of Theorem 4.1. When $n=2, C_{3}$ (condition $C$ with $m=3$ ) will suffice, and when $n \geq 3, C_{2}$ as in Theorem 4.3 will do. The assumptions of the theories imply the existence of additive utilities that are unique up to similar positive linear transformations. By this we mean that if real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ satisfy $x<y \Leftrightarrow \sum_{i} u_{i}\left(x_{i}\right)<\sum_{i} u_{i}\left(y_{i}\right)$, for all $x, y \in X$, then real-valued functirns $v_{1}, \ldots, v_{n}$ on $X_{1}, \ldots, X_{n}$ satisfy $x<y \Leftrightarrow \sum_{i} v_{i}\left(x_{i}\right)<\sum_{i} v_{i}\left(y_{i}\right)$, for all $x, y \in X$, if and only if there are numbers $a, b_{1}, \ldots, b_{n}$ with $a>0$ such that

$$
\begin{equation*}
v_{i}\left(x_{i}\right)=a u_{i}\left(x_{i}\right)+b_{i} \quad \text { for all } x_{i} \in X_{i} ; i=1, \ldots, n \tag{5.1}
\end{equation*}
$$

### 5.1 STRICTLY ORDERED GROUPS

A group is a set $Y$ and a function that maps each $(x, y) \in Y \times Y$ into an element $x+y$ in $Y$ such that for every $x, y, z \in Y$ and some fixed element $e \in Y$,

GI. $(x+y)+z=x+(y+z) \quad$ (associativity)
G2. $x+e=e+x=x$
(identity)
G3. there is $-x \in Y$ such that $x+(-x)=-x+x=e$.
(additive inverse)
$e$ is the group identity and $-x$ is the inverse of $x$. A group ( $Y,+$ ) is commutative if the following holds throughout $Y$ :

G4. $x+y=y+x$.
( $\mathrm{Re},+$ ) with + natural addition and $e=0$ is a commutative group. So is $(\{0,1\},+)$ with $-0=0,-1=1,0+0=1+1=0,0+1=1+0=1$ and $e=0$.

When $m$ is a positive integer, $m x=x+x+\cdots+x$ ( $m$ times). When $m$ is a negative integer, $m x=-x-x-\cdots-x$ ( $-m$ times). $0 x=e$. If $(Y,+)$ is a group and $m$ and $n$ are integers, it is not hard to show that $m x+n x=(m+n) x$.

Definition 5.1. A strictly ordered group $(Y,+,<)$ is a group $(Y,+)$ and a strict order $<$ on $Y$ such that, for all $x, y, z \in Y$,

$$
\begin{equation*}
x<y \Rightarrow x+z<y+z \text { and } z+x<z+y . \tag{5.2}
\end{equation*}
$$

A strictly ordered group is Archimedean if and only if for all $x, y \in Y$, ( $e<x, e<y$ ) $\Rightarrow y<m x$ for some positive integer $m$.

Let $Y=\{(j, k): j$ and $k$ are integers $\}$, let + be natural addition, and let $<=<^{L}$, so that $(j, k)<\left(j^{\prime}, k^{\prime}\right) \Leftrightarrow j<j^{\prime}$ or ( $\left.j=j^{\prime}, k<k^{\prime}\right)$. Then $(Y,+,<)$ is a strictly ordered group, but it is not Archimedean since $(0,0)<(1,0)$ and $(0,0)<(0,1)$ and $m(0,1)=(0, m)<(1,0)$ for every positive integer $m$. However, additive utilities exist for this case (Exercises $1 c, 2$ ). On the other hand if $Y=\{(r, s): r$ and $s$ are rational numbers $\}$ then again $\left(Y,+,<^{L}\right)$ is a non-Archimedean strictly ordered group but additive utilities do not exist for this case (Exercise $1 b$ ).

The following theorem, due to Hölder (1901), is used in the next section. The proof given is similar to Fuchs' proof (1963, pp. 45-46).

THEOREM 5.1. Suppose that $(Y,+,<)$ is a strictly ordered group. Then $(Y,+,\langle )$ is Archimedean if and only if there is a real-valued function $f$ on $Y$ such that, for all $x, y \in Y$,

$$
\begin{gather*}
x<y \Leftrightarrow f(x)<f(y)  \tag{5.3}\\
f(x+y)=f(x)+f(y) . \tag{5.4}
\end{gather*}
$$

Moreover, if (5.3) and (5.4) hold and if a real-valued function $g$ on $Y$ also preserves order [as in (5.3)] and is additive [as in (5.4)] then there is a real number $c>0$ such that

$$
\begin{equation*}
g(x)=c f(x) \quad \text { for all } x \in Y \tag{5.5}
\end{equation*}
$$

and $c$ is unique if $e<x$ for some $x \in Y$.

Procf. The fact that (5.3) and (5.4) imply the Archimedean property follows from $f(e)=0$, using G2. To show the converse we assume that the Archimedean property holds and consider two exhaustive cases.

Case 1: set $Y$ has a smallest "positive" element $x$ so that $e<x$ and $e<y<x$ for no $y \in Y$. By the Archimedean property and $e<x<2 x<\cdots$, $0<y$ implies that $m x \leqq y<(m+1) x$ for some positive integer $m$, where $z \leqq y \Leftrightarrow z<y$ or $z=y$. Therefore $e \leqq y-m x<x$ by (5.2), G3, G2, and $(m+1) x=m x+x$. But then, by hypothesis for this case, $e=y-m x$, and thus $y=m x$ by (5.2), G3, and G2. Likewise, if $y<e$ then $y=m x$ for some negative integer $m$. Let $f(y)=m$ when $y=m x$. If ( $y=m_{1} x, z=m_{\mathrm{x}} x$ ) then $y<z \Leftrightarrow m_{2}<m_{2}$, so that (5.3) holds, and $f(y+z)=f\left(m_{1} x+m_{2} x\right)=$ $f\left(\left(m_{1}+m_{2}\right) x\right)=m_{1}+m_{2}$, verifying (5.4).

Case 2: if $e<x$ then $e<y<x$ for some $y \in Y$. For this case we first establish $G 4$ (commutativity). Suppose $e<y<x$. Then either $2 y \leqq x$ or $x<2 y$. In the latter case $x-y<y$ by (5.2) and $2 y-y=y$, so that $(x-y)+(x-y)<(x-y)+y$ by (5.2) and hence $2(x-y)<x$ by G1, $G 3$, and G2. Moreover, $e<x-y$ by (5.2) and G3, and $y-x<x$ since $y-x<e$ and $e<x$. It follows that if $e<x$ then there is a $z \in Y$ such that $e<z<x$ and $2 z \leqq x$. Now suppose that $Y$ is not commutative: for definiteness assume that $e<a, e<b$, and $a+b \neq b+a$ with $b+a<a+b$. Then let $x=(a+b)-(b+a)$ so that $e<x$ by (5.2) and $G j$, and let $z$ be such that $e>z<x$ and $2 z \leqq x$ as just established. By the Archimedean property ( $m z \leqq a<(m+1) z, n z \leqq b<(n+1) z$ ) for non-negative integers $m$ and $n$. Hence $a+b<(m+1) z+b<(m+1) z+(n+1) z=(m+$ $n+2) z$ and $(n+m) z=n z+m z \leqq b+m z \leqq b+a$, or $-(b+a) \leqq$ $-(n+m) z$, so that $x=(a+b)-(b+a)<(m+n+2) z-(n+m) z=$ $2 z$, or $x<2 z$ thus contradicting $2 z \leqq x$. Hence $G 4$ holds.

For Case $2 f$ is defined as follows, assuming $e<x$ for some $x \in Y$ to avoid the trivial situation. Fix $a$ with $e<a$ and $\operatorname{set} f(a)=1$. For $x \in Y$ let

$$
\begin{aligned}
& L_{x}=\{m / n: m a \leqq n x, m \& n \text { integers with } n>0\} \\
& U_{x}=\{m / n: n x<m a, m \& n \text { integers with } n>0\} .
\end{aligned}
$$

$\left\{L_{x}, U_{x}\right\}$ is a partition of the rational numbers with $m / n<r / s$ whenever $m / n \in L_{x}$ and $r / s \in U_{x}$, as is easily seen. (For example, if $e<x$ then $m a \leqq$ $n x \Rightarrow s m a \leqq s n x$ and $s x<r a \Rightarrow n s x<n r a$ so that $s m a<n r a$, or $s m<n r$ (since $n r>0$ ), or $m / n<r / s$.) It follows that there is a unique real number $f(x)$ such that

$$
f(x)=\sup L_{x}=\inf U_{x}
$$

To prove that $f(x+y)=f(x)+f(y)$ suppose first that $m / n \in L_{x}$ and $r / s \in L_{y}$. Then $m a \leqq n x$ and $r a \leqq s y$. Hence $s m a \leqq s n x$ and $n r a \leqq n s y$ so that $(m s+n r) a \leqq n s(x+y)$, where $n s x+n s y=n s(x+y)$ on using $G 4$
repeatedly to get $n s x+n s y=x+y+x+y+\cdots+x+y$. Therefore $(m s+n r) / n s=(m / n)+(r / s)$ is in $L_{x+y}$. Similarly, if $m / n \in U_{x}$ and $r / s \in U_{x}$ then $m / n+r / s$ is in $U_{x+r}$. It follows that

$$
\sup L_{x}+\sup L_{y} \leq \sup L_{x+y}=f(x+y)=\inf U_{x+y} \leq \inf U_{x}+\inf U_{y}
$$

and hence that $f(x+y)=\sup L_{x}+\sup L_{y}=f(x)+f(y)$. This proves (5.4).

To establish (5.3) suppose $e<x$. Then $a<m x$ for some positive $m$ and hence $1 / m \in L_{x}$ so that $f(x)>0$. Similarly if $x<e$ then $f(-x)>0$, and $f(e)=0$ by $G 2$ and (5.4). Hence $e<x \Leftrightarrow 0<f(x)$, which is easily seen to imply (5.3).

The final part of the theorem, namely (5.5), is proved as follows. If $Y=\{e\}$ then $f(e)=g(e)=0$ and every $c$ satisfies (5.5). Next, suppose that $e<x$ for some $x \in Y$. If Case 1 above holds then, with $e<x$ and $e<y<x$ for no $y \in Y, f(z)=m f(x)$ and $g(z)=m g(x)$ when $z=m x$ so that $g(z)=$ $[g(x) / f(x)] j(z)$ for all $z \in Y$. On the other hand suppose Case 2 holds with $e<a$. Then, by (5.3) and (5.4), $m f(a) \leq n f(x), m g(a) \leq n g(x), s f(x) \leq r f(a)$ and $\operatorname{sg}(x) \leq \operatorname{rg}(a)$ for all $m / n \in L_{x}$ and $r / s \in U_{x}$, from which it follows that $f(x) / f(a)=g(x) / g(a)$, or $g(x)=[g(a) / f(a)] f(x)$ for all $x \in Y$.

### 5.2 ALGEBRAIC THEORY FOR $\boldsymbol{n}$ FACTORS

The additive-measurement theory developed by Luce and Tukey (1964) and Luce (1966) is based on the idea that a difference in two levels of one factor can be offiset by a compensating difference in the levels of any other factor. For example, given $x_{1}^{0} \in X_{1}$ and $x_{2}^{0}, x_{2}^{1} \in X_{2}$, the compensation or "solvability" assumption says that ( $x_{1}^{0}, x_{2}^{1}$ ) $\sim\left(x_{1}^{1}, x_{2}^{0}\right)$ for some $x_{1}^{1} \in X_{1}$. If $X=$ $X_{1} \times X_{2}$ then $\left(x_{1}^{1}, x_{2}^{1}\right) \in X$ and again by solvability $\left(x_{1}^{1}, x_{2}^{1}\right) \sim\left(x_{1}^{2}, x_{2}^{0}\right)$ for some $x_{1}^{2} \in X_{1}$. Under the cited conditions this gives rise to the picture in Figure 5.1 where the broken curves represent indifference sets. Suppose


Figure $5.1 \quad x=X_{1} \times X_{2}$.
additive utilities exist for this two-factor case and that, for points on $e$, such as $\left(x_{1}^{0}, x_{2}^{0}\right), u_{1}\left(x_{1}^{0}\right)+u_{2}\left(x_{2}^{0}\right)=0$, and for points on $a$, such as ( $x_{1}^{1}, x_{2}^{0}$ ), $u_{1}\left(x_{1}^{1}\right)+u_{2}\left(x_{2}^{0}\right)=1$, with $\left(x_{1}^{0}, x_{2}^{0}\right)<\left(x_{1}^{1}, x_{2}^{0}\right)$. Then, as is easily verified, the value of $u_{1}+u_{2}$ for the first curve to the right of $a$ must be 2 , for the next curve $u_{1}+u_{2}=3$, and so forth. Thus, if $x<y \Leftrightarrow u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)<u_{1}\left(y_{1}\right)+$ $u_{8}\left(y_{2}\right)$, then, for any $y \in X$ there must be a positive integer $k$ such that $y<\left(x_{1}^{k}, x_{2}^{0}\right)$. Hence, under unrestricted solvability, we have a necessary Archimedean axiom for the two-factor case. It is $P 3$ in Theorem 5.2.

## Two Factors

In the following Theorem Pl ( $\mathrm{C}_{3}$ of Theorem 4.1) and P3 are necessary conditions for weak-order additivity when $X=X_{1} \times X_{2}$, but unrestricted solvability ( $P 2$ ) is not. Except in the trivial case when $X / \sim=\{X\}, P 2$ requires both $u_{1}$ and $u_{2}$ to be unbounded above and below. Luce (1966) shows how to weaken $P 2$ to avoid the unboundedness implication: see also Krantz (1967, pp. 25-27).

THEOREM 5.2. Suppose $X=X_{1} \times X_{2}$ and the following three conditions hold throughout $X$ :

Pl. $\left[\left(x^{1}, x^{2}, x^{3}\right) E_{3}\left(y^{1}, y^{2}, y^{3}\right), x^{j}<y^{j}\right.$ or $x^{j} \sim y^{j}$ for $\left.j<3\right] \Rightarrow$ not $x^{3}<y^{3}$.
P2. $\left(x_{1}, y_{1} \in X_{1} ; x_{2} \in X_{2}\right) \Rightarrow\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{2}\right)$ for some $y_{2} \in X_{2}$, and ( $x_{1} \in$ $\left.X_{1} ; x_{2}, y_{2} \in X_{2}\right) \Rightarrow\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{2}\right)$ for some $y_{1} \in X_{1}$.
P3. $\left[\left(x_{1}^{0}, x_{2}^{0}\right)<\left(x_{1}^{0}, x_{2}^{1}\right),\left(x_{1}^{k-1}, x_{2}^{1}\right) \sim\left(x_{1}^{k}, x_{2}^{0}\right)\right.$ for $\left.k=1,2, \ldots ; y \in X\right] \Rightarrow$ $y<\left(x_{1}^{k}, x_{2}^{0}\right)$ for some $k \in\{1,2, \ldots\}$.
Then there are real-valued functions $u_{1}$ on $X_{1}$ and $u_{2}$ on $X_{2}$ such that

$$
\begin{equation*}
x<y \Leftrightarrow u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right), \quad \text { for all } x, y \in X, \tag{5.6}
\end{equation*}
$$

and $u_{1}$ and $u_{2}$ satisfying (5.6) are unique up to similar positive linear transformations.

Proof. Pl implies that $<$ is a weak order (asymmetric, negatively transitive) so that $\sim$ is an equivalence. Let $X / \sim$ be the set of equivalence classes of $X$ under $\sim$ and fix $\left(x_{1}^{0}, x_{2}^{0}\right) \in X$. By $P 2$, each element in $X / \sim$ contains elements in $X$ of the form $\left(x_{1}, x_{2}^{0}\right),\left(x_{1}^{0}, x_{2}\right)$. Define + on $X / \sim$ as follows:
with $a, b \in X / \sim, a+b$ is the element in $X / \sim$ that contains $\left(x_{1}, x_{i}\right)$

$$
\begin{equation*}
\text { when }\left(x_{1}, x_{2}^{0}\right) \in a \text { and }\left(x_{1}^{0}, x_{2}\right) \in b . \tag{5.7}
\end{equation*}
$$

With $a<^{\prime} b \Leftrightarrow x<y$ for some $x \in a$ and $y \in b$, we first verify that $(X / \sim$, ,$+<^{\prime}$ ) is a strictly ordered commutative group. We then show that it is Archimedean and use Theorem 5.1.

1.     + is well defined. By PI, $\left(x_{1}, x_{2}^{0}\right),\left(y_{1}, x_{2}^{0}\right) \in a$ and $\left(x_{1}^{0}, x_{2}\right),\left(x_{1}^{0}, y_{2}\right) \in b$ imply that $\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{2}\right)$.
2. Commutativity, G4. By P1, $\left(x_{1}, x_{2}^{0}\right),\left(x_{1}^{0}, y_{2}\right) \in a$ and $\left(x_{1}^{0}, x_{2}\right),\left(y_{1}, x_{2}^{0}\right) \in$ $b \Rightarrow\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{2}\right)$, and hence by $(5.7), a+b=b+a$.
3. Associativity, $G 1$. By $G 4,(a+b)+c=a+(b+c) \Leftrightarrow c+(a+b)=$ $a+(c+b)$. Let $\left(x_{1}, x_{2}^{0}\right) \in a,\left(x_{1}^{0}, x_{2}\right) \in b,\left(y_{1}, x_{2}^{0}\right) \in c,\left(x_{1}^{0}, y_{2}\right) \in a+b$, and $\left(x_{1}^{0}, z_{2}\right) \in c+b$. Hence $\left(x_{1}^{0}, y_{2}\right) \sim\left(x_{1}, x_{2}\right)$ and $\left(y_{1}, x_{2}\right) \sim\left(x_{1}^{0}, z_{2}\right)$. Hence, by P1, $\left(y_{1}, y_{2}\right) \sim\left(x_{1}, z_{2}\right)$, which yields $c+(a+b)=a+(c+b)$.
4. Identity, G2. Let $e$ contain ( $x_{1}^{0}, x_{2}^{0}$ ). By $G 4, e+a=a+e$. With $\left(x_{1}, x_{2}^{0}\right) \in a,(5.7)$ implies $\left(x_{1}, x_{2}^{0}\right) \in a+e$. Hence $a=a+e$.
5. Additive Inverse, G3. Define $-a$ as that clement in $X / \sim$ that contains $\left(x_{1}^{0}, x_{2}\right)$ when $\left(x_{1}, x_{2}^{0}\right) \in a$ and $\left(x_{1}, x_{2}\right) \in e$. Then, by (5.7), $-a+a=e$.
6. $<^{\prime}$ on $X / \sim$ is a strict order by Theorem 2.1. Suppose $a<^{\prime} b$. With $\left(x_{1}, x_{9}^{0}\right) \in a,\left(y_{2}, x_{2}^{0}\right) \in b$, and $\left(x_{1}^{0}, x_{2}\right) \in C$, let $z_{1}$, by P2, satisfy $\left(z_{1}, x_{2}\right) \sim\left(y_{1}, x_{2}^{0}\right)$. With $\left(x_{1}, x_{2}^{0}\right)<\left(y_{1}, x_{2}^{0}\right)$ also, Theorem 2.1 yields $\left(x_{1}, x_{2}^{0}\right)<\left(z_{1}, x_{2}\right)$, which along with $\left(z_{1}, x_{2}\right) \sim\left(y_{1}, x_{2}^{0}\right)$ under $P 1$ yields not $\left(y_{1}, x_{2}\right)<\left(x_{1}, x_{2}\right)$ and in fact $\left(x_{1}, x_{2}\right)<\left(y_{1}, x_{2}\right)$ since $\left(x_{1}, x_{2}\right) \sim\left(y_{1}, x_{2}\right)$ gives a violation of $P 1$. Hence $a+c<b+c$, so that (5.2) holds.

To prove that ( $X_{i}^{\prime} \sim,+,<^{\prime}$ ) is Archimedean, suppose ( $e<a, e<b$ ). With $\left(x_{1}^{0}, x_{2}^{1}\right) \in a$, let the sequence in $P 3$ be constructed as described in connection with Figure 5.1. Since ( $x_{1}^{0}, x_{2}^{1}$ ) $\in a$ and $\left(x_{1}^{1}, x_{2}^{0}\right) \in a$, (5.7) says that $\left(x_{1}^{1}, x_{2}^{1}\right) \in 2 a$. Then, since $\left(x_{1}^{2}, x_{2}^{0}\right) \sim\left(x_{1}^{1}, x_{2}^{1}\right),\left(x_{1}^{2}, x_{2}^{0}\right) \in 2 a$. Using (5.7) to continue this we see that $\left(x_{1}^{k}, x_{2}^{0}\right) \in k a, k=1,2, \ldots$. With $y \in b, P 3$ says that $y<\left(x_{1}^{k}, x_{2}^{0}\right)$ for some $k$, which gives $b<^{\prime} k a$ for some positive integer $k$. Hence ( $X / \sim,+,<^{\prime}$ ) is Archimedean.

Thus, by Theorem 5.1, there is a real-valued function $f$ on $X / \sim$ such that $f(a+b)=f(a)+f(b)$ and $a<^{\prime} b \Leftrightarrow f(a)<f(b)$. Defining $u_{1}\left(x_{1}\right)=f(a)$ when $\left(x_{1}, x_{2}^{0}\right) \in a$, and $u_{2}\left(x_{2}\right)=f(b)$ when $\left(x_{1}^{0}, x_{2}\right) \in b$, (5.6) follows easily.

Suppose $v_{1}$ on $X_{1}$ and $v_{2}$ on $X_{2}$ also satisfy (5.6). Defining $g$ on $X / \sim$ by $g(a)=\left[v_{1}\left(x_{1}\right)-v_{1}\left(x_{1}^{0}\right)\right]+\left[v_{2}\left(x_{2}\right)-v_{2}\left(x_{2}^{0}\right)\right]$ when $\left(x_{1}, x_{2}\right) \in a$, it follows that, taking $\left(x_{1}, x_{2}^{0}\right) \in a$ and $\left(x_{1}^{0}, x_{2}\right) \in b$ so that $\left(x_{1}, x_{2}\right) \in a+b, g(a)+g(b)=$ $\left[v_{1}\left(x_{1}\right)-v_{1}\left(x_{1}^{0}\right)\right]+0+0+\left[v_{2}\left(x_{2}\right)-v_{2}\left(x_{2}^{0}\right)\right]=g(a+b)$. Moreover, from this and (5.6), $g(a)<g(b) \Leftrightarrow a<^{\prime} b$. Hence, by Theorem 5.1, $g=c f$ for some positive number $c$. It follows that, taking $\left(x_{1}, x_{2}^{0}\right), v_{1}\left(x_{1}\right)-v_{1}\left(x_{1}^{0}\right)=$ $c u_{1}\left(x_{1}\right)$, or $v_{1}\left(u_{1}\right)=c u_{1}\left(x_{1}\right)+v_{1}\left(x_{1}^{0}\right)$ for all $x_{1} \in X_{1}$. Similarly, $v_{2}\left(x_{2}\right)=$ $c u_{2}\left(x_{2}\right)+v_{2}\left(x_{2}^{0}\right)$ for all $x_{2} \in X_{2}$.

## Three or More Factors

We now consider a version of Luce's theory (1966) for more than two factors. As pointed out to me by David Krantz (correspondence), the independence condition $C_{3}$ can be replaced by $C_{2}$ in this case. This necessitates of course the explicit assumption that $<$ is a weak order (or negatively
transitive) since weak order does not follow from $C_{2}$, or $P I^{*}$ as we call it below.

THEOREM 5.3. Suppose $X=\prod_{i=1}^{n} X_{i}, n \geq 3,<$ on $X$ is a weak order, and the following hold throughout $X$ :
$P]^{*} .\left[(x, z) E_{2}(y, w), x<y\right.$ or $\left.x \sim y\right] \Rightarrow$ not $z<w$.
P2*. $\left[i \in\{1, \ldots, n\}, x \in X\right.$ and $y_{j} \in X_{j}$ for all $\left.j \neq i\right] \Rightarrow x \sim\left(y_{1}, \ldots, y_{i-1}\right.$, $\left.z_{i}, y_{i+1}, \ldots, y_{n}\right)$ for some $z_{i} \in X_{i}$.

P3*. $\left[\left(x_{1}^{0}, x_{2}^{0}, \ldots, x_{n}^{0}\right)<\left(x_{1}^{0}, x_{2}^{1}, \ldots, x_{n}^{1}\right),\left(x_{1}^{k-1}, x_{2}^{1}, \ldots, x_{n}^{1}\right) \sim\left(x_{1}^{k}, x_{2}^{0}, \ldots\right.\right.$, $x_{n}^{0}$ ) for $\left.k=1,2, \ldots ; y \in X\right] \Rightarrow y<\left(x_{1}^{k}, x_{2}^{0}, \ldots, x_{n}^{0}\right)$ for some $k \in\{1,2, \ldots\}$.
Then there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively such that

$$
\begin{equation*}
x<y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right), \quad \text { for all } x, y \in X, \tag{5.8}
\end{equation*}
$$

and $u_{1}, \ldots, u_{n}$ satisfying (5.8) are unique up to similar positive linear transformations.

Proof. Our major task will be to show that $C_{3}$ or $P 1$ for $n \geq 3$ follows from the stated hypotheses. We delay this until later, assuming for the moment that $C_{3}$ or $P 1$ holds. Fix ( $x_{1}^{0}, \ldots, x_{n}^{0}$ ). By $P 2^{*}$ any $a \in X / \sim$ contains elements of the form ( $x_{i}$ for $i \in I, x_{i}^{0}$ for $i \notin I$ ) for any nonempty proper subset $I \subset\{1, \ldots, n\}$. Define + on $X / \sim$ as follows:
$a+b$ is the element in $X / \sim$ that contains $\left(x_{1}, \ldots, x_{n}\right)$ when, for any nonempty $I \subset\{1, \ldots, n\},\left(x_{i}\right.$ for $i \in I, x_{i}^{0}$ for $\left.i \notin I\right) \in a$ and ( $x_{i}^{0}$ for $i \in I, x_{i}$ for $\left.i \notin I\right) \in b$.

To show that + is well defined suppose ( $x_{i}$ for $i \in I, x_{i}^{0}$ for $i \notin I$ ) $\in a$, $\left(x_{i}^{0}\right.$ for $i \in I, x_{i}$ for $\left.i \notin I\right) \in b$, ( $y_{i}$ for $i \in I^{*}, x_{i}^{0}$ for $\left.i \notin I^{*}\right) \in a$, and ( $x_{i}^{0}$ for $i \in I^{*}, y_{i}$ for $\left.i \notin I^{*}\right) \in b$, when $I$ and $I^{*}$ are any two nonempty proper subsets of $\{1, \ldots, n\}$. We need to prove that $\left(x_{1}, \ldots, x_{n}\right) \sim\left(y_{1}, \ldots, y_{n}\right)$, and this is easily seen to follow from $P 1$.

By analogy with the preceding proof (let $X_{2}$ there represent $X_{2} \times \cdots \times X_{n}$ here) it follows from $P 1$ and the hypotheses of Theorem 5.3 that ( $X / \sim,+$ $<^{\prime}$ ) is an Archimedean simply ordered (commutative) group. With $f$ as in (5.3) and (5.4) and $\left(x_{1}^{0}, \ldots, x_{n}^{0}\right) \in e$, define $u_{i}\left(x_{i}\right)=f(a)$ when ( $x_{1}^{0}, \ldots, x_{i-1}^{0}$, $\left.x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{0}\right) \in a$, and define $u(x)=f(a)$ when $x \in a$. Then $u(x)<u(y) \Leftrightarrow$ $f(a)<f(b)$ so that $x<y \Leftrightarrow u(x)<u(y)$. Moreover, with $(x)^{\sim}$ the element in $X / \sim$ that contains $x$, it follows from successive uses of our definition for + that $\left(x_{2}, \ldots, x_{n}\right)^{\sim}=\left(x_{1}, x_{i}^{0}, \ldots, x_{n}^{0}\right)^{\sim}+\left(x_{1}^{0}, x_{2}, \ldots, x_{n}\right)^{\sim}=\left(x_{1}, x_{2}^{0}, \ldots\right.$, $\left.x_{n}^{0}\right)^{\sim}+\left[\left(x_{1}^{0}, x_{2}, x_{3}^{0}, \ldots, x_{n}^{0}\right)^{\sim}+\left(x_{1}^{0}, x_{2}^{0}, x_{3}, \ldots, x_{n}\right)^{\sim}\right]=\cdots=\left(x_{1}, x_{2}^{0}, \ldots\right.$, $\left.x_{n}^{0}\right)^{\sim}+\left(x_{1}^{0}, x_{2}, x_{3}^{0}, \ldots, x_{n}^{0}\right)^{-}+\cdots+\left(x_{1}^{0}, \ldots, x_{n-1}^{0}, x_{n}\right)^{\sim}$, from which we
obtain $u(x)=u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)+\cdots+u_{n}\left(x_{n}\right)$. The proof of uniqueness follows from Theorem 5.1 as in the preceding proof.

Proof of P1. Let $X=\prod_{i=1}^{n} X_{i}, n \geq 3$, and assume that $P 1^{*}$ and $P 2^{*}$ hold and that $<$ is a weak order. To verify PI we begin with the following general form: show that $\left(x_{1}, x_{2}, \ldots, x_{6}\right) \leqslant\left(y_{1}, y_{2}, y_{3}, y_{4}, x_{5}, x_{6}\right)$ when

$$
\begin{align*}
& \left(x_{1}, x_{2}, z_{3}, z_{4}, z_{5}, z_{6}\right) \leqslant\left(y_{1}, z_{2}, y_{3}, z_{4}, t_{5}, z_{8}\right)  \tag{5.9}\\
& \left(z_{1}, z_{2}, x_{3}, x_{4}, t_{5}, t_{6}\right) \leqslant\left(z_{1}, y_{3}, z_{3}, y_{4}, z_{6}, t_{6}\right) . \tag{5.10}
\end{align*}
$$

This includes all possible placements of $x_{i}$, $y_{i}$, etc. in the two given statements. It should be understood that some dimensions may be collected into a singie $i$ in (5.9) and (5.10) and that one or more of the $i$ patterns in (5.9) or (5.10) may be absent in a specific case.

Suppose first that the first dimension ( $i=1$ ) in (5.9) and (5.10) is actually present. Using $P 2^{*}$ let $s_{1}$ satisfy (omitting parentheses and commas) $s_{1} z_{2} z_{3} z_{4} t_{5} z_{8} \sim x_{1} x_{9} z_{9} z_{4} z_{8} z_{6}$. Then, by $P 1^{*}, x_{1} x_{2} x_{9} x_{4} z_{5} z_{8} \sim s_{1} z_{2} x_{3} x_{4} t_{5} z_{6}$. Also, since $s_{1} z_{2} z_{8} z_{4} t_{5} z_{6} \leqslant y_{1} z_{2} y_{3} z_{4} t_{5} z_{8}$ by (5.9), P1* implies $s_{1} y_{2} z_{3} y_{4} z_{5} z_{8} \leqslant y_{1} y_{2} y_{3} y_{4} z_{5} z_{6}$. Also, by (5.10) and P1*, $s_{1} z_{2} x_{3} x_{4} t_{5} z_{6} \leqslant s_{1} y_{2} z_{3} y_{4} z_{5} z_{8}$. Hence, by transitivity, $x_{1} x_{8} x_{8} x_{4} z_{6} z_{8} \leqslant y_{1} y_{2} y_{3} y_{4} z_{6} z_{8}$, so that by P1* $x_{1} x_{2} x_{3} x_{4} x_{5} x_{6} \leqslant y_{1} y_{2} y_{2} y_{4} x_{5} x_{8}$.

The key to this proof was that the same element $\left(z_{1}\right)$ appeared in the first position on each side of (5.10). A similar proof holds if either the fourth dimension is present ( $z_{4}$ on both sides of (5.9)) or the sixth dimension ( $z_{6}$ ) is present. Assume henceforth that none of these three dimensions is actually present. Renumbering subscripts, (5.9) and (5.10) then reduce to

$$
\begin{align*}
& \left(x_{1}, z_{2}, z_{3}\right) \leqslant\left(z_{1}, y_{2}, t_{3}\right)  \tag{5.11}\\
& \left(z_{1}, x_{2}, t_{3}\right) \leqslant\left(y_{1}, z_{2}, z_{3}\right) . \tag{5.12}
\end{align*}
$$

We are to show that $x_{1} x_{2} x_{3} \leqslant y_{1} y_{2} x_{3}$. Assuming that the third dimension is present let $s_{3}$ satisfy $x_{1} z_{2} z_{3} \sim z_{1} z_{2} s_{3}$. Then, by (5.11) and $P 1^{*}, y_{1} z_{2} s_{3} \leqslant y_{1} y_{2} t_{3}$. Also, $x_{1} z_{2} z_{3} \sim z_{1} z_{2} s_{3}$ and (5.12) satisfy the condition in the preceding proof and can conform to $E_{3}$ so that, by $P 1$ for this case $x_{1} x_{2} t_{3} \leqslant y_{1} z_{4} s_{3}$. Then, by transitivity, $x_{1} x_{2} t_{3} \leqslant y_{1} y_{2} t_{3}$ so that $x_{1} x_{2} x_{3} \leqslant y_{1} y_{2} x_{3}$ by $P 1^{*}$.

Finally, suppose that the third dimension in the preceding paragraph (fifth dimension originally) is not present. This leaves us with only two patterns. But $n \geq 3$. Therefore, we have a case like

$$
\begin{align*}
& \left(x_{1}, z_{2}, z_{3}\right) \leqslant\left(z_{1}, y_{2}, y_{3}\right)  \tag{5.13}\\
& \left(z_{1}, x_{2}, x_{3}\right) \leqslant\left(y_{1}, z_{2}, z_{3}\right) \tag{5.14}
\end{align*}
$$

from which we are to show that $x_{1} x_{9} x_{3} \leqslant y_{1} y_{2} y_{3}$. Let $s_{3}$ satisfy $x_{1} z_{2} z_{2} \sim z_{1} z_{2} s_{3}$. By (5.13) and $P 1^{*}, y_{1} z_{2} s_{3} \leqslant y_{1} y_{2} y_{3}$. Also, $x_{1} z_{2} z_{3} \sim z_{1} z_{3} s_{3}$ and (5.14) satisfy
the previous pattern for which $P 1$ holds ( $z_{2}$ on both sides of the $\sim \sim$ statement), so that by $P 1$ for this case, $x_{1} x_{2} x_{2} \leqslant y_{1} z_{2} s_{3}$. Then, by transitivity, $x_{1} x_{2} x_{3} \leqslant$ $y_{2} y_{2} y_{3}$.

### 5.3 TOPOLOGICAL PRELIMINARIES

To obtain a sound understanding of Debreu's (1960) additivity theory a review of some theory of topology is in order. Familiarity with Section 3.4 is assumed.

A topological space ( $X, \mathcal{G}$ ) is connected if and only if $X$ cannot be partitioned into two nonempty open sets (in $\mathcal{C}$ ). The closure $\bar{A}$ of $A \subseteq X$ is the set of all $y \in X$ for which every open set that contains $y$ has a nonempty intersection with $A$ :

$$
\begin{equation*}
\bar{A}=\{y: y \in X \quad \text { and } \quad(y \in B, B \in \mathcal{C}) \Rightarrow A \cap B \neq \varnothing\} \tag{5.15}
\end{equation*}
$$

$(X, \mathfrak{G})$ is separable if and only if $X$ includes a countable subset whose closure is $X$. $(\mathrm{Re}, \mathcal{T})$ is separable (as well as connected) since Re is the closure of the set of all rational numbers.

The following is Debreu's Proposition 4 (1964, p. 291).
LEMMA 5.1. Suppose $<$ on $X$ is a weak order, $(X, \mathfrak{G})$ is a connected and separable topological space, and $\{x: x \in X, x<y\} \in \mathscr{G}$ and $\{x: x \in X, y<x\} \in$ $\mathfrak{G}$ for every $y \in X$. Then there is a real-valued function $u$ on $X$ that is continuous in the topology $G$ and satisfies

$$
\begin{equation*}
x<y \Leftrightarrow u(x)<u(y), \quad \text { for all } x, y \in X . \tag{5.16}
\end{equation*}
$$

Proof. By separability, $X$ includes a countable subset $A$ with $\bar{A}=X$. If $x<z$ then $\{y: y<z\}$ and $\{y: x<y\}$ are nonempty intersecting (by connecteoness) open sets with intersection $\{y: x<y<z\} \in \mathcal{G}$. Then, by $\bar{A}=X$ and (5.15), $\{y: x<y<z\} \cap A \neq \varnothing$. Hence $A$ is <-order dense in $X$. Theorems 3.1 and 3.5 complete the proof.

Leitma 5.1 is used in the next section. Lemma 5.2, based on the following definition, is used later in this section. Given a topological space ( $X, \mathfrak{G}$ ), $Y \subseteq X$ is connected if and only if ( $Y \cap A \neq \varnothing, Y \cap B \neq \varnothing, Y \subseteq A \cup B$, $Y \cap A \cap B=\varnothing$ ) is false for every $A, B \in \mathcal{G}$.

LEMMA 5.2. If $A \subseteq X$ is connected for each $A \in \mathcal{A}$ and if $A \cap A^{*} \neq \varnothing$ when $A, A^{*} \in \mathcal{A}$ then $\cup_{\mathcal{A}} A$ is connected.

Proof. Suppose $Y=U_{A} A$ is not connected. Then ( $Y \cap B \neq \varnothing$, $Y \cap C \neq \varnothing, Y \subseteq B \cup C, Y \cap B \cap C=\varnothing)$ for some $B, C \in \mathcal{G}$. Let
$A, A^{*} \in A$ satisfy $\left(A \cap B \neq \varnothing, A^{*} \cap C \neq \varnothing\right)$. Using $B$ and $C$ it follows that $A \cup A^{*}$ is not connected and that, since each of $A$ and $A^{*}$ is connected by hypothesis, it must be true that $\left(A \cap C=\varnothing, A^{*} \cap B=\varnothing\right)$. But then $\left(A \subseteq B, A^{*} \subseteq C\right)$, since $A, A^{*} \subseteq Y \subseteq B \cup C$ and hence $\varnothing=A \cap C \cap$ $A^{*} \cap B=(A \cap B) \cap\left(A^{*} \cap, C\right)=A \cap A^{*}$, which contradicts our second hypothesis.

## Product Topologies

If $X=\prod_{i=1}^{n} X_{i}$ and $\left(X_{i}, \mathfrak{F}_{i}\right)$ is a topological space for each $i$ let
$\Pi \mathcal{T}_{i}=\left\{A: A \subseteq X\right.$ and if $\left(x_{1}, \ldots, x_{i}\right) \in A$ then there are $A_{i} \in \mathcal{T}_{i}$ for

$$
\begin{equation*}
\text { which } \left.x_{i} \in A_{i}(i=1, \ldots, n) \text { and } \prod_{i=1}^{n} A_{i} \subseteq A\right\} \tag{5.17}
\end{equation*}
$$

$\Pi \mathscr{G}_{i}$ is the product topology for $X=\Pi X_{i}$. The product space $\Pi\left(X_{i}, \mathfrak{G}_{i}\right)$ is the topological space ( $\left.\Pi X_{i}, \Pi \mathscr{G}_{i}\right)$.

To verify that $\prod \mathcal{B}_{i}$ is indeed a topology (Definition 3.2), we note first that $\varnothing \in \prod \mathscr{C}_{i}$ and $X \in \prod \mathfrak{G}_{i}$. Let $B$ be a union of sets in $\Pi \mathscr{C}_{i}$ with $B \neq \varnothing$ and $x \in B$. Then $x \in A$ for some $A$ in the union and in $\Pi \mathscr{G}_{i}$ from which it follows that $B \in \prod \mathcal{T}_{i}$. Finally, suppose $A^{1}, \ldots, A^{m} \in \Pi \mathscr{T}_{i}$ and $\cap A^{j} \neq \varnothing$. With $x \in \cap A^{j}$, there is for each $i$ and $j$ an $A_{i}^{i} \in \mathcal{G}_{i}$ such that $x_{i} \in A_{i}^{j}$ and $\Pi_{i} A_{i}^{j} \subseteq A^{j}$. Since $x_{i} \in \cap_{j} \mathcal{A}_{i}^{j} \in \mathcal{G}_{i}$ for each $i$ and $\Pi_{i}\left(\cap_{;} A_{i}^{j}\right)=$ $\cap_{i}\left(\prod_{i} A_{i}^{j} \subseteq \bigcap_{i} A^{i}\right.$, it follows from (5.17) that $\cap A^{j} \in \Pi \mathscr{E}_{i}$.

Exercise 13 gives an equivalent definition of a product topology.
LEMMA 5.3. If $\left(X_{i}, \mathcal{G}_{i}\right)$ is a connected (separable) topological space for each $i \in\{1, \ldots, n\}$ then $\left(\Pi X_{i}, \prod T_{i}\right)$ is connected (separable).
Proof. Separability. Let $\left(X_{i}, G_{i}\right)$ be separable for each $i$, with $A_{i} \subseteq X_{i}$ countable and $\bar{A}_{i}=X_{i}$. Given $x \in X=\prod X_{i}$ suppose $x \in B \in \prod \mathcal{G}_{i}$. Then by (5.17) there are $B_{i} \in \mathcal{G}_{i}$ such that $x_{i} \in B_{i}$ and $\prod B_{i} \subseteq B$. Since $\left(X_{i}, \mathcal{G}_{i}\right)$ is separable, $B_{i} \cap A_{i} \neq \varnothing$. Therefore $\left(\prod B_{i}\right) \cap\left(\prod A_{i}\right) \neq \varnothing$ so that $B \cap\left(\prod A_{i}\right) \neq \varnothing$. It follows that $x$ is in the closure of $\prod A_{i}$.

Connectedness. Using the definition of a connected subset it is not hard to show that $\left\{x_{1}\right\} \times \cdots \times\left\{x_{i-1}\right\} \times X_{i} \times\left\{x_{i+1}\right\} \times \cdots \times\left\{x_{n}\right\}$ is a connected subset of $X=\prod X_{i}$ when $\left(X_{i}, \mathscr{G}_{i}\right)$ is connected. Let each $\left(X_{i}, \mathscr{G}_{i}\right)$ be connected so that $X_{1} \times\left\{x_{2}\right\} \times \cdots \times\left\{x_{n}\right\} \cup\left\{y_{1}\right\} \times X_{2} \times\left\{x_{3}\right\} \times \cdots \times\left\{x_{n}\right\}$ is connected by Lemma 5.2 since ( $y_{1}, x_{2}, \ldots, x_{n}$ ) is in both parts of the union. Since ( $x_{1}, x_{2}, \ldots, x_{n}$ ) is in every such union as $y_{1}$ varies over $X_{1}$ it follows by Lemma 5.2 that $X_{1} \times X_{2} \times\left\{x_{3}\right\} \times \cdots \times\left\{x_{n}\right\}$ is connected. Hence $X_{1} \times X_{2} \times\left\{x_{3}\right\} \times \cdots \times\left\{x_{n}\right\} \cup\left\{y_{1}\right\} \times\left\{y_{2}\right\} \times X_{3} \times\left\{x_{4}\right\} \times \cdots \times\left\{x_{n}\right\}$ is connected, so that $X_{1} \times X_{2} \times X_{3} \times\left\{x_{4}\right\} \times \cdots \times\left\{x_{n}\right\}$ is connected. By induction, $X_{1} \times X_{2} \times \cdots \times X_{n}$ is connected.

## Continuity

The appropriate generalization of continuity over that given in Section 3.4 is included in the following definition.

Definition 5.2. Let $(X, \mathcal{R}),(Y, \mathbb{S})$, and $(Z, \mathfrak{G})$ be topological spaces. If $f$ is a function on $X$ into $Y$ then $f$ is $\mathfrak{R}-\mathcal{S}$ continuous if and only if $S \in \mathcal{\delta} \Rightarrow$ $\{x: x \in X, f(x) \in S\} \in \mathscr{R}$. If $g$ is a function on $X \times Y$ into $Z$ then
i. $g$ is continuous in $X$ if and only if $(y \in Y, T \in \mathcal{G}) \Rightarrow\{x: x \in X, g(x, y) \in$ $T\} \in \Omega ;$
2. $g$ is continuous in $Y$ if and only if $(x \in X, T \in \mathcal{C}) \Rightarrow\{y: y \in Y, g(x, y) \in$ $T\} \in S$.

The foilowing lemma is used in the next section.
LEMMA 5.4. If $(X, \mathfrak{R}),(Y, \mathcal{S})$, and $(Z, \mathfrak{G})$ are topological spaces and $f$ on $X \times Y$ into $Z$ is $\Omega \times S-\mathcal{G}$ continuous then $f$ is continuous in $X$ and in $Y$.

Proof. Let $f$ be $\mathfrak{R} \times S-G$ continuous, and let $b \in Y, T \in \mathcal{G}$. We shall show that $\{x: x \in X, f(x, b) \in T\} \in \mathfrak{R}$. For all $x \in X$ let $g(x)=x, h(x)=b$ and $k(x)=(g(x), h(x))$. As is easily verified, $g$ on $X$ into $X$ is $\Re-\mathscr{R}$ continuous and $h$ on $X$ into $Y$ is $\mathfrak{R}-\S$ continuous. To show that $k$ on $X$ into $X \times Y$ is $\mathfrak{K}-\Omega \times S$ continuous let $A \neq \varnothing, A \in \mathfrak{R} \times \mathcal{S}$. By Exercise 13, $A$ has the form

$$
A=\bigcup_{w \in \mathbb{F}} B(w) \times C(w)
$$

with $B(w) \in \mathcal{R}$ and $C(w) \in S$ for all $w \in W$. Letting a super -1 denote the inverse $\left[k^{-1}(A)=\{x: k(x) \in A\}\right]$, it follows that

$$
\begin{aligned}
k^{-1}(A) & =k^{-1}(U[B(w) \times C(w)]) \\
& =\bigcup k^{-1}[B(w) \times C(w)] \\
& =\bigcup k^{-1}([B(w) \times Y] \cap[X \times C(w)]) \\
& =\bigcup\left(k^{-1}[B(w) \times Y] \cap k^{-1}[X \times C(w)]\right) \\
& =U\left(g^{-1}[B(w)] \cap h^{-1}[C(w)]\right) \in \mathcal{R}
\end{aligned}
$$

since $g^{-1}[B(w)] \in\left\{\right.$ and $h^{-1}[C(w)] \in \Omega$ for every $w$.
Let $r(x)=f(k(x))=f(x, b)$. Let $T \in \mathcal{G}$. Since $f^{-}(T) \in K \times \mathcal{B}$, and $k^{-1}\left(f^{-1}(T)\right) \in:\left\{\right.$ by the preceding demonstration, $r^{-1}(T)=k^{-1}\left(f^{-1}(T)\right)$ is in R. That is, $\left\{x: x \in X, j^{\prime}(x, b) \in T\right\} \in \mathbb{R}$, as desired.

Suppose $\left(X_{i}, \mathcal{G}_{i}\right)$ is a topological space for each $i$ and $u$ is a real-valued function on $X=\prod_{i=1}^{n} X_{i}$ that is $\prod_{\mathcal{G}_{i}}-\mathscr{U}$ continuous (continuous in the
topology $\Pi \mathfrak{G}_{i}$ ). Then, as a coollary of Lemma $5.4, u$ is continuous in $\prod_{i \in I} \mathcal{G}_{i}$ for every nonempty $I \subseteq\{1,2, \ldots, n\}$. That is, for each $U \in \mathcal{U}$ and fixed $x_{i}^{0}$ for $i \notin I,\left\{x_{i}: x \in \Pi X_{i}, x_{i}=x_{i}^{0}\right.$ for all $\left.i \notin I, u(x) \in U\right\} \in \prod_{i \in l} G_{i}$.

### 5.4 TOPOLOGICAL THEORY FOR $n$ FACTORS

Debreu's (1960) topologically oriented theory for additive utility with two factors is essentially as follows.

THEOREM 5.4. Suppose $X=X_{1} \times X_{2}$ and the following three conditions hold throughout $X$ :

Q1. [ $\left(x^{1}, x^{2}, x^{8}\right) E_{3}\left(y^{1}, y^{2}, y^{3}\right), x^{3}<y^{i}$ or $x^{j} \sim y^{i}$ for $\left.j<3\right] \Rightarrow$ not $x^{3}<y^{3}$. Q2. $\left(X_{i}, \mathfrak{G}_{i}\right)$ is a connected and separable topological space for $i=1,2$.
Q3. $\{x: x \in X, x<y\} \in \mathcal{G}_{1} \times \mathcal{G}_{3}$ and $\{x: x \in X, y<x\} \in \boldsymbol{G}_{1} \times \mathbf{G}_{\mathbf{2}}$.
Then there are real-valued functions $u_{1}$ on $X_{1}$ and $u_{2}$ on $X_{2}$ that satisfy (5.6) and, if $\left(x_{1}, x_{2}\right)<\left(x_{1}, y_{2}\right)$ and $\left(y_{1}, z_{2}\right)<\left(z_{1}, z_{2}\right)$ for some quartet of elements in $X$, then $u_{1}$ and $u_{2}$ satisfying (5.6) are continuous in $\mathcal{G}_{1}$ and $\mathcal{G}_{2}$ respectively and are unique up to similar positive linear transformations.

The obvious difference between this and Theorem 5.2 is in the $Q 2$ and $Q 3$ conditions $(Q 1=P 1)$. Debreu ties the space together with topological conditions, whereas Luce and Tukey use solvability. The need for the quartet condition in Theorem 5.4 stems from the fact that under $Q 1, Q 2$, and $Q 3$ it is possible to have, say, $u_{1}$ constant on $X_{1}$ and $u_{2}$ nonconstant on $X_{2}$, in which case additive utilities are not unique up to similar positive linear transformations and $u_{2}$ need not be continuous. With no loss in generality we assume in what follows that $\left(x_{1}, x_{2}\right)<\left(x_{1}, y_{2}\right)$ and $\left(y_{1}, z_{2}\right)<\left(z_{1}, z_{2}\right)$ for some quartet of elements in $X$.

The most obvious application of Theorem 5.4 arises when $X_{1}$ and $X_{2}$ are intervals in Re. In fact, Part I of the two-part proof of the theorem assumes that $X_{1} \times X_{2}$ is a rectangular subset of $\mathrm{Re}^{2}$. Part II then shows how the general case can be transformed into the plane. Because Part I, which involves ideas of Thomsen (1927) and Blaschke (1928) for what Debreu calls the Thomsen-Blaschke theorem. goes through many steps and is rather long, I shall not detail every step.

Proof. Part I. Throughout we assume that the hypotheses of the theorem hold, that $X_{1}$ and $X_{2}$ are nondegenerate intervals of real numbers, that $\boldsymbol{C}_{1}$ and $\mathcal{G}_{3}$ are the relative usual topologies on $X_{1}$ and $X_{2}$, and that

$$
\begin{equation*}
x<y \Rightarrow x<y \tag{5.18}
\end{equation*}
$$

as in Theorem 3.3, condition 2.
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1. By Lemmas 5.3 and 5.1 there is a real-valued function $v$ on $X$ that is continuous in $\mathfrak{G}_{1} \times \mathfrak{G}_{2}$ and satisfies $x<y \Leftrightarrow v(x)<v(y)$. Then, by Exercises 3.22 and 3.10 ,

$$
\begin{equation*}
(x<y, y<z, x<z) \Rightarrow y \sim: x+(1-\alpha) z \quad \text { for a unique } \alpha \in(0,1) \tag{5.19}
\end{equation*}
$$

2. Let $[a, b] \times[c, d]$ be a rectangular subset of $X_{1} \times X_{2}$ for which ( $b, c) \sim(a, d)$. (Figure 5.2.) From (5.18) and (5.19) it follows that there is a real-valued function $f$ on $[a, b]$ onto $[c, d]$ that is one-to-one with

$$
\left(x_{1}, f\left(x_{1}\right)\right) \sim(b, c) \quad \text { for every } x_{1} \in[a, b]
$$

Since $f$ strictly decreases as $x_{1}$ increases, it and its inverse $f^{-1}$ are continuous.
3. O $\because r$ immediate goal is to show that additive utilities satisfying

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right) \tag{5.20}
\end{equation*}
$$

exist on $[a, b] \times[c, d]$ with $u$ a monotonic transformation of $v$ in step 1 . First, set $u_{1}(a)=u_{2}(c)=0$ and $u_{1}(b)=u_{2}(d)=1$. Then $u(a, c)=0$, $u\left(x_{1}, x_{2}\right)=1$ for all $\left(x_{1}, x_{2}\right) \in f$, and $u(b, d)=2$. As shown in Figure 5.2 there is a $z_{1} \in(a, b)$ such that $\left(z_{1}, c\right) \sim\left(a, f\left(z_{1}\right)\right)$. To prove this note first that since $v$ is continuous it is continuous in $X_{1}$ and $X_{2}$ by Lemma 5.4. Then, by Exercise 3.16, $\left\{v\left(x_{1}, c\right): x_{1} \in[a, b]\right\}$ is an interval in Re. Likewise, $\{v(a$, $\left.\left.f\left(x_{1}\right)\right): x_{1} \in[a, b]\right\}=\left\{v\left(a, x_{2}\right): x_{2} \in[c, d]\right\}$ is an interval. Since $v\left(x_{1}, c\right)$ increases in $x_{1}$ and $v\left(a, f\left(x_{1}\right)\right)$ decreases in $x_{1}$, there is a unique $z_{1} \in(a, b)$ for which $v\left(z_{1}, c\right)=v\left(a, f\left(z_{1}\right)\right)$, so that $\left(z_{1}, c\right) \sim\left(a, f\left(z_{1}\right)\right)$.

Let $g$ be the continuous indifference curve through ( $z_{1}, c$ ). To satisfy (5.20) we must have $u_{1}\left(z_{1}\right)=u_{2}\left(f\left(z_{1}\right)\right)=\frac{1}{2}$ and $u\left(x_{1}, x_{2}\right)=\frac{1}{2}$ for every $\left(x_{1}, x_{2}\right) \in g$.
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$Q 1$ implies that $e \sim e^{\prime}$ as shown in Figure 5.2, with $u\left(x_{1}, x_{2}\right)=\frac{3}{2}$ for every $\left(x_{1}, x_{2}\right) \in g^{\prime}$.

For reasons like those given above there is a point $\left(x_{1}, f\left(y_{1}\right)\right)=P^{\prime \prime}$ in $g$ for which $\left(x_{1}, c\right) \sim\left(a, f_{1}\left(y_{1}\right)\right)$. As shown in Figure 5.3, the constructions from $P^{\prime \prime}$ define two new curves $h$ and $k$. As is easily seen from $Q 1, Q \sim Q^{\prime}, Q \sim S^{\prime}$, and $Q^{\prime} \sim S$ so that $Q, Q^{\prime}, S$, and $S^{\prime}$ do indeed lie on the same indifference curve $(k)$. For (5.20) we must set $u_{1}\left(x_{1}\right)=u_{2}\left(f\left(y_{1}\right)\right)=\frac{1}{4}$ and $u_{1}\left(y_{1}\right)=$ $u_{2}\left(f\left(x_{1}\right)\right)=\frac{3}{4}$ with $u=\frac{1}{4}$ for $h$ and $u=\frac{3}{4}$ for $k$. Similar constructions (from $g^{\prime}$ in Figure 5.2) hold above $f$ on Figure 5.3.
4. The process of generating indifference curves in $[a, b] \times[c, d]$ is repeated ad infinitum and yields a continuous indifference curve for each value of $u$ in $\left\{m / 2^{n}: 1 \leq m \leq 2^{n}, n=1,2, \ldots\right\} \cup\left\{1+m / 2^{n}: 0 \leq m \leq\right.$ $\left.2^{n}-1, n=1,2, \ldots\right\}$. If $\left(x_{1}, x_{2}\right)$ and ( $y_{1}, y_{2}$ ) are on these curves then $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow u\left(x_{1}, x_{2}\right)<u\left(y_{1}, y_{2}\right)$.

In addition, we have a set $A$ of $x_{1}$ points in $[a, b]$ whose set of $u_{1}$ values is $\left\{m / 2^{n}: 0 \leq m \leq 2^{n}, n=1,2, \ldots\right\}$ and a set $B$ of $x_{2}$ points in $[c, d]$ whose set of $u_{2}$ values is $\left\{m / 2^{n}: 0 \leq m \leq 2^{n}, n=1,2, \ldots\right\}$ with $u\left(x_{1}, x_{2}\right)=$ $u_{1}\left(x_{1}\right)+u_{2}\left(x_{1}\right)$ whenever $\left(x_{1}, x_{2}\right) \in A \times B$.
5. $\bar{A}=[a, b]$ and $\bar{B}=[c, d]$. (We leave this closure proof to the reader.) It follows that

$$
\begin{equation*}
\sup \left\{u_{1}\left(y_{1}\right): y_{1} \leq x_{1}, y_{1} \in A\right\}=\inf \left\{u_{1}\left(\gamma_{1}\right): x_{1} \leq z_{1}, z_{1} \in A\right\} \tag{5.21}
\end{equation*}
$$

for each $x_{1} \in[a, b]$. Extending $u_{1}$ on $A$ to $u_{1}$ on $[a, b]$ by defining $u_{1}\left(x_{1}\right)$ as the common value in (5.21), it follows easily that $u_{1}\left(x_{1}\right)<u_{1}\left(y_{1}\right) \Leftrightarrow x_{1}<y_{1}$ and that $z_{1}$ on $[a, b]$ is continuous. It is clear also that once $u_{1}(a)$ and $u_{1}(b)$ are
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specified, the rest of $u_{1}$ on $[a, b]$ is uniquely determined and $u_{1}$ on $[a, b]$ must be continuous.

Similar remarks hold for $u_{2}$ on $[c, d]$, and, if $u_{1}$ and $u_{2}$ satisfy (5.20), they are unique up to similar positive linear transformations.

To verify additivity on $[a, b] \times[c, d]$ suppose first that $\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{z}\right)$, both points being in $[a, b] \times[c, d]$. Since additivity holds on $A \times B$, we have from (5.21) and its companion for $B$ that $u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)=u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. On the other hand suppose that $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right)$. Then, as is easily seen there must be a point $\left(z_{1}, z_{2}\right) \sim\left(x_{1}, x_{2}\right)$ for which $\left(z_{1}, z_{2}\right)<\left(y_{1}, y_{2}\right)$ so that $u_{1}\left(z_{1}\right)+u_{2}\left(z_{2}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$ and hence $u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$.
6. We now show that $u_{1}$ and $u_{2}$ can be extended in one and only one way to all of $X_{1}$ and $X_{2}$ to satisfy additivity. Beginning with $[a, b] \times[c, d]$ we first extend the horizontal lines through ( $a, c$ ) and ( $b, c$ ) and through ( $a, d$ ) and ( $b, d$ ), and likewise for the two vertical lines. The indifference curves through ( $a, c$ ), ( $b, c$ ), and ( $b, d$ ) are extended also. The procedure described in connection with Figure 5.1 is then used to generate additional indifference curves that must have $u$ values of $2,3,4, \ldots$, and $-1,-2, \ldots$, this process continuing indefinitely or until the border(s) of $X$ (if any) are reached. This provides us with a grid pattern on $X_{1} \times X_{2}$ of rectangles similar to [ $\left.a, b\right] \times$ $[c, d]$, except that some of these will be truncated if $X$ is bounded. Using $Q 1$ it is easy to verify that (except at the boundary) the lower right corner of any rectangle is indifferent to its upper left corner.
7. We need to show that these rectangles (including truncated ones at the boundaries, if any) actually cover $X_{1} \times X_{2}$. For this it will suffice to show that every $x_{1}>b$ lies beneath an indifference curve generated in the manner of Figure 5.1. To the contrary suppose, as in Figure 5.4, that $y_{1} \in X_{1}$ does not satisfy this condition. Let $z_{1}=\sup \left\{x_{1}^{j}: j=0,1, \ldots\right\}$ as shown on the figure. The continuity of $v$ then implies that $v\left(z_{1}, c\right)=\sup \left\{v\left(x_{1}^{j}, c\right): j=\right.$ $0,1, \ldots\}$ and $v\left(z_{1}, d\right)=\sup \left\{v\left(x_{1}^{j}, d\right): j=0,1, \ldots\right\}$ so that $v\left(z_{1}, c\right)=v\left(z_{1}, d\right)$ and hence $\left(z_{1}, c\right) \sim\left(z_{1}, d\right)$, which contradicts (5.18).
8. For additivity it is clear that $u_{1}\left(x_{1}^{\prime}\right)=j$ for each such point on the $x_{1}$ axis of Figure 5.4. Suppose $w_{1} \in X_{1}$ : for definiteness we assume $w_{1}>b$ as shown on Figure 5.4. By the construction shown for $w_{1}$, additivity requires $u_{1}\left(w_{2}\right)+u_{2}\left(w_{2}\right)=3$. But $u_{2}\left(w_{2}\right)$ is aiready known since $w_{2} \in[c, d]$. Hence $u_{1}\left(w_{1}\right)$ :s uniquely determined. Similar remarks hold if $w_{1}<a$, and, by symmetry, for points in $X_{2}$ not in [ $c, d$ ]. Thus, given additive $u_{1}$ and $u_{2}$ on $[a, b]$ and $[c, d], u_{1}$ and $u_{2}$ are uniquely determined on all of $X_{1}$ and $X_{2}$ when additivity is required, and they are continuous.
9. It remains to show that (5.6) holds throughout $X_{1} \times X_{9}$. For this it will suffice to show that $\left(x_{1}, x_{2}\right) \sim\left(y_{1}, y_{2}\right) \Rightarrow u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)=u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$ because then all points on the same indifference curve will have a common $u_{1}+u_{2}$ value and, by construction, one such curve is to the left of another if and only if the former has a smaller $u_{1}+u_{2}$ value.

We begin this with the rectangle in the grid of step 6 that is to the immediate right of $[a, b] \times[c, d]$. Suppose first that $x \sim y$ and these points are beneath the $u=2$ curve as shown on Figure 5.5. By the constructions shown in the figure, and using $Q 1,\left(P \sim P^{\prime}, z \sim x\right) \Rightarrow Q \sim Q^{\prime}$ and $\left(P \sim P^{\prime \prime}, z \sim y\right) \Rightarrow$ $R \sim R^{\prime}$. Then, from additivity on $[a, b] \times[c, d]$ and the definition of $u_{1}$ extended, it is easily shown that $u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)=u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. On the other hand, if $x$ and $y$ lie above the $u=2$ curve we have the situation shown in Figure 5.6. Then, by construction and $Q 1,\left(x \sim y, P \sim P^{\prime}\right) \Rightarrow Q \sim Q^{\prime}$. By the Figure 5.5 analysis additivity holds for $Q$ and $Q^{\prime}$, and it readily follows that $u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)=u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. By analogy, additivity holds in each of the four rectangles that have a boundary in common with $[a, b] \times[c, d]$. By induction, additivity holds for every rectangle (complete or truncated) to the right or left of $[a, b] \times[c, d]$ and above or below $[a, b] \times[c, d]$.

The next step is to show that additivity holds throughout $\left(X_{1} \times[c, d]\right) \cup$ ( $[a, b] \times X_{2}$ ). There are no unusual difficulties in this and we omit the proof. It can then be shown that additivity holds in each of the four rectangles that
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have one corner in common with $[a, b] \times[c, d]$ and then that additivity holds on all of $\left(X_{1} \times[c, d]\right) \cup\left([a, b] \times X_{2}\right) \cup$ (four corner rectangles). The systematic introduction of new rectangles completes the proof.

Proof, Part 11. We now see how the general situation for Theorem 5.4 can be transformed into the structure assumed in Part I of the proof. The hypotheses of the theorem are assumed to hold.

1. By Lemmas 5.3 and 5.1 there is a real-valued function $w$ on $X_{1} \times X_{2}$ that is continuous in $\boldsymbol{G}_{1} \times \mathfrak{G}_{2}$ and satisfies

$$
\begin{equation*}
x<y \Leftrightarrow w(x)<w(y), \quad \text { for all } x, y \in X . \tag{5.22}
\end{equation*}
$$

With $(a, b) \in X_{1} \times X_{2}$ fixed let $w_{1}\left(x_{1}\right)=w\left(x_{1}, b\right)$ and $w_{2}\left(x_{2}\right)=w\left(a, x_{2}\right)$ for all $x_{1} \in X_{2}, x_{2} \in X_{2}$. By Lemma 5.4 and Exercise 3.16, $w_{i}$ is continuous in $\boldsymbol{6}_{i}$ and $W_{i}=\left\{w_{i}\left(x_{i}\right) ; x_{i} \in X_{i}\right\}$ is a nondegenerate interval in Re. Let $\mathbb{R}_{i}$ be the relative usual topology on $W_{i}$. Each $\left(W_{i}, \mathcal{R}_{i}\right)$ is a connected and separable topological space.
2. Let $v$ on $W_{1} \times W_{2}$ be defined by $v\left(w_{1}\left(x_{1}\right), w_{2}\left(x_{3}\right)\right)=w\left(x_{1}, x_{2}\right)$. From step 1 it follows that $v$ is well defined and increases in both components. Defining $<^{*}$ on $W_{1} \times W_{2}$ by

$$
\begin{equation*}
(c, d)<^{*}(e, f) \Leftrightarrow v(c, d)<v(e, f) \tag{5.23}
\end{equation*}
$$

it follows from (5.22) that

$$
\begin{equation*}
\left(w_{1}\left(x_{1}\right), w_{2}\left(x_{2}\right)\right)<^{*}\left(w_{2}\left(y_{1}\right), w_{2}\left(y_{2}\right)\right) \leftrightarrow\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) . \tag{5.24}
\end{equation*}
$$

Hence $<^{*}$ is a weak order and it satisfies $(c, d)<(e, f) \Rightarrow(c, d)<*(e, f)$, similar to (5.18). It remains to show that $Q 1$ and $Q 3$ hold for $<*$ on $W_{1} \times W_{\mathbf{2}}$.
3. For $Q 1$ suppose for $W_{1} \times W_{2}$ that $\left(c^{1}, c^{2}, c^{3}\right) E_{3}\left(d^{2}, d^{2}, d^{2}\right)$ and ( $c^{1} \leqslant{ }^{*} d^{1}, c^{2} \leqslant d^{2}$ ). We need to obtain $d^{3} \leqslant{ }^{*} c^{3}$. Let ( $x_{1}^{4}, x_{2}^{3}$ ) for $j=1,2,3$ satisfy $\left(c_{1}^{j}, c_{2}^{j}\right)=\left(w_{1}\left(x_{1}^{j}\right), w_{2}\left(x_{i}^{j}\right)\right)$. Define $y_{i}^{1}, y_{i}^{2}, y_{i}^{3}$ equal to $x_{i}^{1}, x_{i}^{2}, x_{i}^{3}$ according to the permutations (for $i=1$ then $i=2$ ) that establish $\left(c^{1}, c^{2}, c^{2}\right) E_{3}$ ( $d^{2}, d^{2}, d^{3}$ ). Then ( $\left.x^{1}, x^{2}, x^{3}\right) E_{3}\left(y^{1}, y^{2}, y^{3}\right)$ and by (5.24) and $Q 1$ for $<$ on $X_{1} \times X_{2}, y^{3} \leqslant x^{3}$. Hence, again by (5.24), $d^{8} \leqslant c^{3}$.
4. To establish $Q 3$ for $<^{*}$ we note first that $v$ is continuous in $W_{1}$ and in $W_{2}$. For the $W_{1}$ proof let $W_{1}\left(x_{2}\right)=\left\{w\left(x_{1}, x_{2}\right): x_{1} \in X_{1}\right\}$ for each $x_{2} \in X_{2}$, so that $W_{1}\left(x_{2}\right)$ is an interval for each $x_{2}$. By Definition 5.2 we are to show that $\left\{c: c \in W_{1}, v(c, d) \in A\right\} \in \mathscr{R}_{1}$ when $d \in W_{2}$ and $A \in \mathcal{U}$. Let $x_{2} \in X_{2}$ satisfy $w_{1}\left(x_{1}\right)=d$. Then $\left\{c: c \in W_{1}, v(c, d) \in A\right\}=\left\{w_{1}\left(x_{1}\right): x_{1} \in X_{1}, w_{1}\left(x_{1}, x_{2}\right) \in A\right\}=$ $\left\{w\left(x_{1}, b\right): x_{1} \in X_{1}, w\left(x_{1}, x_{2}\right) \in A \cap W_{1}\left(x_{2}\right)\right\}$. Since $w\left(x_{1}, x_{2}\right)<w\left(x_{1}^{\prime}, x_{2}\right) \Leftrightarrow$ $w\left(x_{1}, b\right)<w\left(x_{1}^{\prime}, b\right)$, it follows from the continuity of $w$ that if $A \cap W_{1}\left(x_{2}\right)$ is an open interval in $W_{1}\left(x_{2}\right)$ then $\left\{w_{1}\left(x_{1}, b\right): x_{1} \in X_{1}, w\left(x_{1}, x_{2}\right) \in A \cap W_{1}\left(x_{3}\right)\right\}$ is an open interval in $W_{1}$ and hence that $\left\{c: c \in W_{1}, v(c, d) \in A\right\} \in \mathcal{R}_{1}$. Thus, if $A \in \mathscr{U}$, then in general $\left\{c: c \in W_{1}, v(c, d) \in A\right\} \in \mathfrak{R}_{1}$. (See Exercise 19.) Hence $v$ is continuous in $W_{1}$. The proof for $W_{g}$ is similar.

Now suppose $(c, d)<*(e, f)$. Then $v(c, d)<v(e, f)$ by (5.23). Since $v$ increases and is continuous in each component, it is easily seen that there are intervals $R_{1}(c), R_{1}(e) \in \mathcal{R}_{1}$ and $R_{2}(d), R_{2}(f) \in \mathfrak{R}_{2}$ such that $(c, d) \in R_{1}(c) \times$ $R_{2}(d), \quad(e, f) \in R_{1}(e) \times R_{2}(f), t<^{*}(e, f)$ for all $t \in R_{1}(c) \times R_{2}(d)$ and $(c, d)<* t$ for all $t \in R_{1}(e) \times R_{2}(f)$. This is condition 2 of Theorem 3.5 in the $<^{*}$ context. It then follows from that theorem that $\left\{r: r \in W_{1} \times W_{2}\right.$, $r<* t\} \in \mathcal{R}_{1} \times \mathcal{R}_{2}$ and $\left\{r: r \in W_{1} \times W_{2}, t<{ }^{*} r\right\} \in \mathcal{R}_{1} \times \mathscr{R}_{2}$ for each $t \in W_{1} \times W_{2}$, which is $Q 3$ for $<^{*}$.

Thus, all the hypotheses of Part I hold for $<^{*}$ on $W_{1} \times W_{2}$, so that there are real-valued continuous functions $v_{1}$ on $W_{1}$ and $v_{2}$ on $W_{2}$ that satisfy $(c, d)<*(e, f) \Leftrightarrow v_{1}(c)+v_{2}(d)<v_{1}(e)+v_{2}(f)$ and are unique up to similar positive linear transformations when $v_{1}+v_{2}$ additivity holds. Defining $u_{i}\left(x_{i}\right)=v_{i}\left(w_{i}\left(x_{i}\right)\right)$ we then get $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \Leftrightarrow u_{1}\left(x_{1}\right)+$ $u_{2}\left(x_{2}\right)<u_{1}\left(y_{1}\right)+u_{2}\left(y_{2}\right)$. Because $w_{i}$ on $X_{i}$ is continuous and $v_{i}$ on $W_{i}$ is continuous, $u_{i}$ on $X_{i}$ is continuous (Exercise 16).

## Three or More Factors

Provided that at least three factors actively influence preferences, or are essential to use Debreu's term, Debreu's additivity theory with $n \geq 3$ requires only the $m=2$ part of condition $C$ in Theorem 4.1. For ready comparison with Theorems 5.4 and 5.3 we state his theorem as follows.

THEOREM 5.5. Suppose $X=\prod_{i=1}^{n} X_{i}, n \geq 3$, < on $X$ is a weak order, $x<y$ for some $x, y \in X$ that differ only in the ith components $(i=1, \ldots, n)$, and the following hold throughout $X$ :

Q1*. $\left[(x, z) E_{2}(y, w), x<y\right.$ or $\left.x \sim y\right] \Rightarrow$ not $z<n$,
$Q 2^{*} .\left(X_{i}, \hat{O}_{i}\right)$ is a connected and separable topological space for $i=$ $1, \ldots, n$.

Q $^{3 *} .\{x: x \in X, x<y\} \in \prod_{i=1}^{n} \mathcal{B}_{i}$ and $\{x: x \in X, y<x\} \in \prod_{i=1}^{n} \mathcal{G}_{i}$.
Then there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively that satisfy $(5.8)$, and $u_{1}, \ldots, u_{n}$ satisfying $(5.8)$ are continuous in $T_{1}, \ldots$. $\mathrm{E}_{n}$ respectively and are unique up to similar positive linear transformations.

Proof, Part I. As for the preceding theorem we consider first the case where each $X_{i}$ is a nondegenerate real interval, $\mathcal{F}_{i}$ is the relative usual topology for $X_{i}$, and (S.18) holds ( $x<y \Rightarrow x<y$ ) along with the other hypotheses of Theorem 5.5 .

1. For the same reasons given in Step 1, Part I of the preceding proof, and by Lemma 5.4 , there is a continuous (in $\Pi G_{i}$ ) $<$ - preserving real-valued function $v$ on $X$ that is continuous also in any combination of factors. Moreover, (5.19) holds.
2. Following Debreu (pp. 22-24) we consider first an additive representation for $X_{1} \times X_{2}$ With $a_{i} \in X_{i}$ on the interior of $X_{i}$ for $i>2$, let

$$
H=X_{1} \times X_{2} \times\left\{a_{3}\right\} \times \cdots \times\left\{a_{n}\right\}
$$

and let $<^{\circ}$ on $X_{1} \times X_{2}$ be the weak order induced by the restriction of $<$ on $H$. By $Q 1^{*},<^{0}$ is independent of the particular $a_{3}, \ldots, a_{n}$ values used. Moreover, the conditions in the first paragraph of the preceding Part I proof apply to $<{ }^{0}$ on $X_{1} \times X_{2}: Q_{3}$ follows easily from Theorem 3.5 , but $Q 1$ (the $C_{3}$ condition) is more difficult to verify.
3. Because of continuity and $x<y \Rightarrow x<y$, the former Part I proof used only the indifference part of $Q 1$ in the two forms shown in Figure 5.7. Form I was used to establish additivity on $[a, b] \times[c, d]$ : Form II was used in extending additivity to all of $X_{1} \times X_{2}$. In either case the $\sim$ part of $Q 1$ says
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Figure 5.7


Figure 5.8
that $\left(P \sim P^{\prime}, Q \sim Q^{\prime}\right) \Rightarrow R \sim R^{\prime}$ and $\left(Q \sim Q^{\prime}, R \sim R^{\prime}\right) \Rightarrow P \sim P^{\prime}$. To show that these hold on $H$ we show first that they hold for sufficiently small rectangles in $H$.
4. Let $x_{1}<z_{1}$ and $x_{2}<z_{2}$ with the differences $z_{1}-x_{1}$ and $z_{2}-x_{2}$ suffciently small so that there will be a point $W^{\prime}=\left(x_{1}, x_{2}, b_{3}, \ldots, b_{n}\right) \in X$ that is indifferent to $W=\left(z_{1}, z_{2}, a_{3}, \ldots, a_{n}\right) \in H$. This is shown on Figure 5.8 and follows from continuity and the fact that the $a_{i}$ were chosen on the interiors of the $X_{i}$. Let $y_{i}, t_{i} \in X_{i}$ for $i=1,2$ be such that $x_{i}<y_{i}<t_{i}<z_{i}$ and such that $Q \sim Q^{\prime}$ and $P \sim P^{\prime}$. Because $W \sim W^{\prime}$ there is a $Q^{*}=$ $\left(x_{1}, x_{2}, c_{3}, \ldots, c_{n}\right)$ in the indifference set (hypersurface) containing $Q$ and $Q^{\prime}$. Let $T, T^{\prime}, R$, and $R^{\prime}$ be positioned as indicated. Then, by $Q 1^{*}$, $\left[\left(Q^{*}, R\right) E_{2}\left(Q^{\prime}, T\right), Q^{*} \sim Q^{\prime}\right] \Rightarrow R \sim T,\left[\left(Q^{*}, R^{\prime}\right) E_{2}\left(Q, T^{\prime}\right), Q^{*} \sim Q\right] \Rightarrow$ $R^{\prime} \sim T^{\prime}$, and $\left[\left(P, T^{\prime}\right) E_{2}\left(P^{\prime}, T\right), P \sim P^{\prime}\right] \Rightarrow T \sim T^{\prime}$, so that $R \sim R^{\prime}$ by transitivity. By a similar analysis (take $R \sim R^{\prime}$, then position $P, P^{\prime}$ ), we have $\left(Q \sim Q^{\prime}, R \sim R^{\prime}\right) \Rightarrow P \sim P^{\prime}$.
5. Suppose $P \sim P^{\prime}$ and $Q \sim Q^{\prime}$ as in Form I, Figure 5.7. By repeating the procedure used for positioning the new point $P^{\prime \prime}$ in Figure 5.3 we obtain a succession of such points and their associated indifference curves that proceed toward the lower left corner of the rectangle that has $P$ and $P^{\prime}$ (Figure 5.7) as two corner points. Using the construction procedure of Figure 5.3 at each step, the rectangle is divided into many small rectangles. After some sufficiently large number of steps, the $W \sim W^{\prime}$ condition of step 5 above will apply to each $2 \times 2$ block of four small rectangles, and hence $Q 1$ holds in these cases. Beginning in the lower left corner and using the $Q 1$ condition on the $2 \times 2$ blocks, one can show that, for each small rectangle, the lower right corner is indifferent to the upper left corner. Using transitivity, this leads to $R \sim R^{\prime}$. Similarly, if $R \sim R^{\prime}$ and $Q \sim Q^{\prime}$, we find (by working into the middle from the lower left and upper right corners) that $P \sim P^{\prime}$. It then follows from the former Part I proof that additive utilities hold in the rectangle with corners $P$ and $P^{\prime}$ in Form II of Figure 5.7 and from this it follows that $Q 1$ holds for Form II. Thus $Q 1$ holds in general for $H$.
6. We know that additive utilities exist for $H$. Proceeding by induction assume that for each ifrom 1 to $k-1(\geq 2)$ there is a continuous, increasing real-valued function $u_{i}$ on $X_{i}$ such that the indifference hypersurfaces in $\prod_{i=1}^{k-1} X_{i}$ (i.e., $\prod_{i=1}^{k-1} X_{i} \times \prod_{i=k}^{n}\left\{a_{i}\right\}$ ) are represented by $\sum_{i=1}^{k-1} u_{i}\left(x_{i}\right)=$ constant. Following Debreu (p. 24) we extend additivity to $\prod_{i=1}^{k} X_{i}$.

It follows from $Q 1^{*}$ and step 1 that $\sum_{i=1}^{k-1} u_{i}\left(x_{i}\right)=\sum_{i=1}^{k=1} u_{i}\left(y_{i}\right) \Leftrightarrow v\left(x_{1}, \ldots\right.$, $\left.x_{k-1}, x_{k}, a_{k+1}, \ldots, a_{n}\right)=v\left(y_{1}, \ldots, y_{k-1}, x_{k}, a_{k+1}, \ldots, a_{n}\right)$. Hence, we can define a real-valued function $f$ on $\left\{\sum_{i=1}^{k-1} u_{i}\left(x_{i}\right): x_{i} \in X_{i}\right.$ for $i=1, \ldots$, $k-1\} \times X_{k}$ by
$f\left(\alpha, x_{k}\right)=v\left(x_{1}, \ldots, x_{k}, a_{k+1}, \ldots, a_{n}\right)$ when $\sum_{1}^{k-1} u_{i}\left(x_{i}\right)=\alpha \quad$ for some $x_{i}$.
The $f$ increases in each component and is continuous since $v$ is continuous. Let $\Omega=\left\{v\left(x_{1}, \ldots, x_{k}, a_{k+1}, \ldots, a_{n}\right): x_{i} \in X_{i}\right.$ for $\left.i=1, \ldots, k\right\}$, a real interval. With $\omega \in \Omega$, the set of all $\left(\alpha, x_{k}\right)$ pairs that satisfy

$$
\begin{equation*}
f\left(\alpha, x_{k}\right)=\omega \tag{5.25}
\end{equation*}
$$

represents an indifference hypersurface in $\prod_{i=1}^{k} X_{i}$. Clearly, given $\left(x_{k}, \omega\right) \in$ $X_{k} \times \Omega$, if (5.25) holds for some $\alpha=\sum_{1}^{k-1} u_{i}\left(x_{i}\right)$, this $\alpha$ is unique; we shall call it $g\left(x_{k}, \omega\right)$. It follows that the $\omega$ indifference hypersurface represented by (5.25) can be thought of also as the set of all $\left(x_{1}, \ldots, x_{k}\right)$ for which

$$
\begin{equation*}
\sum_{i=1}^{k-1} u_{i}\left(x_{i}\right)=g\left(x_{k}, w\right) . \tag{5.26}
\end{equation*}
$$

Let $G$, a subset of $X_{k} \times \Omega$, be the domain of definition of $g$. With $\mathcal{C}_{\Omega}$ the relative usual topology for $\Omega$, the applicable topology for $G$ is $\boldsymbol{\mathcal { G }}_{\boldsymbol{G}}=$ $\left\{G \cap A: A \in \mathcal{G}_{k} \times \mathcal{G}_{\Omega}\right\} \cdot \boldsymbol{g}$ is continuous in $\mathcal{C}_{G}$. (See Exercise 22.)
7. Let $\left(a_{k}, \omega^{0}\right)$ be in the interior of $G$, and take $\left(u_{1}\left(a_{1}\right), \ldots, u_{k-1}\left(a_{k-1}\right)\right)$ from the interior of $\left\{\left(u_{1}\left(x_{1}\right), \ldots, u_{k-1}\left(x_{k-1}\right)\right): \sum_{1}^{k-1} u_{i}\left(x_{i}\right)=g\left(a_{k}, \omega^{0}\right)\right\}$ :

$$
\begin{equation*}
\sum_{1}^{k-2} u_{i}\left(a_{i}\right)+u_{k-1}\left(a_{k-1}\right)=g\left(a_{k}, \omega^{0}\right) \tag{5.27}
\end{equation*}
$$

Next, let $\left(x_{k}, \omega\right) \in G$ be near enough to ( $\alpha_{k}, \omega^{0}$ ) so that the operations used with (5.28) and (5.29) are possible. Select $\left(c_{1}, \ldots, c_{k-1}\right) \in \prod_{1}^{k-1} X_{i}$ for which

$$
\begin{align*}
& \sum_{1}^{k-2} u_{i}\left(a_{i}\right)+u_{k-1}\left(c_{k-1}\right)=g\left(x_{k}, \omega^{6}\right)  \tag{5.28}\\
& \sum_{i}^{k-2} u_{i}\left(c_{i}\right)+u_{k-1}\left(a_{k-1}\right)=g\left(a_{k}, \omega\right) . \tag{5.29}
\end{align*}
$$

By (5.27) and (5.28), $\left(a_{1}, \ldots, a_{k-2}, a_{k-1}, a_{k}\right) \sim\left(a_{1}, \ldots, a_{k-2}, c_{k-1}, x_{k}\right)$ since both are on the $\omega^{0}$ indifference hypersurface. Then, by $Q 1^{*},\left(c_{1}, \ldots, c_{k-2}\right.$, $\left.a_{k-1}, a_{k}\right) \sim\left(c_{1}, \ldots, c_{k-8}, c_{k-1}, x_{k}\right)$. Since the first of these is on the $\omega$ indifference hypersurface by (5.29), so is the latter:

$$
\begin{equation*}
\sum_{1}^{k-2} u_{i}\left(c_{i}\right)+u_{k-1}\left(c_{k-1}\right)=g\left(x_{k}, \omega\right) . \tag{5.30}
\end{equation*}
$$

Subtracting (5.27) from (5.28) and (5.29) from (5.30) we get

$$
\begin{equation*}
g\left(x_{k}, \omega\right)=g\left(a_{k}, \omega\right)+g\left(x_{k}, \omega^{0}\right)-g\left(a_{k}, \omega^{0}\right) \tag{5.31}
\end{equation*}
$$

8. Let $V$ be a rectangle in $G$ whose sides are parallel to the axes (of $X_{k}$ and $\Omega$ ) and which contains ( $a_{k}, \omega^{0}$ ) and permits the operations used on (5.28) and (5.29) for each ( $\left.x_{k}, \omega\right) \in V$. By (5.31) and Lemma 5.4, $g$ on $V$ can be written as the sum of increasing continuous functions of $\omega$ and $x_{k}$, say

$$
\begin{equation*}
g\left(x_{k}, \omega\right)=h(\omega)-u_{k}\left(x_{k}\right) \tag{5.32}
\end{equation*}
$$

This analysis applies to each $\left(a_{k}, \omega^{0}\right)$ in the interior of $G$ : eazh such $\left(a_{k}, \omega^{0}\right)$ will have an associated $V$ rectangle in $G$ within which $g$ can be decomposed as in (5.32). Suppose $V \cap V^{\prime} \neq \varnothing$ with

$$
\begin{array}{ll}
g\left(x_{k}, \omega\right)=h(\omega)-u_{k}\left(x_{k}\right) & \text { for }\left(x_{k}, \omega\right) \in V \\
g\left(x_{k}, \omega\right)=h^{\prime}(\omega)-u_{k}^{\prime}\left(x_{k}\right) & \text { for }\left(x_{k}, \omega\right) \in V^{\prime} . \tag{5.34}
\end{array}
$$

Fix $\left(b, \omega^{0}\right) \in V \cap V^{\prime}$ and transform $h^{\prime}$ and $u_{k}^{\prime}$ by adding constants so that

$$
\begin{equation*}
h^{\prime}\left(\omega^{0}\right)=h\left(\omega^{0}\right) \quad \text { and } \quad u_{k}^{\prime}(b)=u_{k}(b) \tag{5.35}
\end{equation*}
$$

Suppose $\left(x_{k}, \omega\right) \in V \cap V^{\prime}$. Then, by the parallel sides condition, $(b, \omega)$ and ( $x_{k}, \omega^{0}$ ) are in $V \cap V^{\prime}$. Hence, using (5.33) and (5.34),

$$
\begin{aligned}
& u_{k}\left(x_{k}\right)=-g\left(x_{k}, \omega^{0}\right)+h\left(\omega^{0}\right) \\
& u_{k}^{\prime}\left(x_{k}\right)=-g\left(x_{k}, \omega^{0}\right)+h^{\prime}\left(\omega^{0}\right)
\end{aligned}
$$

so that $u_{k}\left(x_{k}\right)=u_{k}^{\prime}\left(x_{k}\right)$ on using (5.35). Similarly, $h(\omega)=h^{\prime}(\omega)$. Thus, under the alignment of (5.35), $\left(h, u_{k}\right)=\left(h^{\prime}, u_{k}^{\prime}\right)$ on $V \cap V^{\prime}$. It follows that $h$ and $u_{k}$ can be defined so as to satisfy (5.32) throughout the interior of $G$. Continuity then insures that (5.32) holds on all of $G$.
9. Substitution of (5.32) into (5.26) yields $\sum_{i=1}^{k} u_{i}\left(x_{i}\right)=h(\omega)$ as a representation of the $\omega$ indifference hypersurface in $\prod_{i=1}^{k} X_{i}$. By induction, each indifference hypersurface in $\prod_{i=1}^{n} X_{i}$ can be represented by $\sum_{i=1}^{n} u_{i}\left(x_{i}\right)=$ constant, with each $u_{i}$ continuous and increasing in $x_{i}$.

Proof, Part II. The proof that the general situation of Theorem 5.5 can be transformed into the structure of Part I in this proof is similar to the Part II proof of Theorem 5.4.

### 5.5 SUMMARY

Although a very general theory of additivity has been developed by Tversky (1967), it becomes somewhat complex and difficult to interpret in an easy, way when infinite sets are involved. The reader interested in a very general theory should consult this paper.

When rather strong structural conditions, such as weak order, $X=$ $\prod_{i=1}^{n} X_{i}$, solvability, and so forth are assumed to hold, less general but more easily interpreted additivity theories result. One of these, developed by Luce and Tukey (1964) and Luce (1966), is algebraic in nature and involves the assumption that differences in the levels of some factors can be offset (in the preference sense) by compensating differences in the levels of other factors. As shown by Luce (1966) it is possible to weaken this unrestricted solvability condition and still obtain results similar to those in Section 5.2. The theory that results from restricted solvability is very similar to the topological additivity theory of Debreu (1960) as reviewed in Section 5.4. In all the theories noted in this paragraph, the independence condition $C_{3}$ of Theorem 4.1 is sufficient for additivity, but $C_{2}(m=2)$ can be used when there are more than two factors because $C_{3}$ then follows from $C_{2}$ and the other conditions. In these well-structured theories additive utilities are unique up to similar positive linear transformations, and in Debreu's theory each $u_{i}$ on $X_{i}$ is continuous in the topology associated with $\left(<, X_{i}\right)$.

## INDEX TO EXERCISES
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## Exercises

1. For each of the following cases $X=X_{1} \times X_{2}$ and $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right) \leftrightarrow$ $\left(x_{1}, x_{2}\right)<L\left(y_{1}, y_{2}\right) \Leftrightarrow x_{1}<y_{1}$ or ( $x_{1}=y_{1}, x_{2}<y_{2}$ ). Verify the assertions made.
a. $X_{1}=\{0,1\}, X_{8}=\{r: r$ is a rational number $\}$. Additive utilities exist.
b. $X_{1}=\{r: r$ is a rational number $\}, X_{2}=\{0,1\}$. Additive utilities don't exist.
c. $X_{1}=X_{2}=\{j: j$ is an integer $\}$. Additive utilities exist.
2. (Continuation.) Even though additive utilities exist in Exercise $1 c,\left(Y_{,}+,<^{L}\right)$ as defined preceding Theorem 5.1 for this case is a non-Archimedean strictly ordered group and therefore there is no $f$ on $Y$ that satisfies (5.3) and (5.4). Discuss this situation further.
3. Let $X=X_{1} \times X_{2} \times X_{8}$ with $X_{1}=\{0,1\}, X_{2}=\{1,2, \ldots\}$.
a. If $X_{3}=\{0,1\}$ prove that additive utilities do not exist when $x<y \Leftrightarrow x<{ }^{\Sigma} y$.
b. If $X_{3}=\operatorname{Re}$ and $x<y \Leftrightarrow x<{ }^{L} y$ show that there is a countable subset of $X$ that is $<$-order dense in $X$.
4. Let $(Y,+)$ be a group. Show that if $m>0$ and $n<0$ are integers then $m x+n x=(m+n) x$ whenever $x \in Y$.
5. Prove that a strictly ordered group is Archimedean when (5.3) and (5.4) hold.
6. With $L_{x}$ and $U_{x}$ as defined in the proof of Theorem 5.1, prove that there is a unique real number $g(x)$ such that $m / n \leq g(x) \leq r / s$ for all $m / n \in L_{x}$ and $r / s \in U_{x}$.
7. Let $Y=\{0, a\}, a \neq 0$, and define $m a=0$ when $m$ is an even integer and $m a=a$ when $m$ is an odd integer. Define + fully so that $(Y,+)$ is a commutative group.
8. Show that additive utilities are unique up to similar positive linear transformations when $X=\left\{x_{1}, y_{1}\right\} \times\left\{x_{2}, y_{2}\right\}$ and $\left(x_{1}, x_{2}\right)<\left(x_{1}, y_{2}\right) \sim\left(y_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right)$. (Assume that $<$ is a weak order.)
9. Verify that unuer the hypotheses of Theorem $5.2 u_{1}$ and $u_{2}$ in (5.6) must be unbounded when $x<y$ for some $x, y \in X$.
10. When $x<y$ for some $x, y \in X$, can $X_{1}$ and $X_{2}$ be countable under the hypotheses of Theorem 5.2? Is the same thing true for the hypotheses of Theorem 5.4 ?
11. Let $X=\operatorname{Re}$ with the usual topology $u$. Specify the closure of (a) $\{0,1$, $2, \ldots\}$; (b) $\{r: 0<r<1$ and $r$ is rational ; (c) $\{1 / n: n=1,2,3, \ldots\}$; (d) $\{m /$ $\left.2^{n}: m=0,1, \ldots, 2^{n}, n=1,2, \ldots\right\}$.
12. Let $X$ be all rational points in Re, with the relative usual topology $\{X \cap$ $A: A \in U\}$. What is the closuie of $X^{\prime}$
13. Let $\left(X_{i}, \tau_{i}\right)$ be a topological space for $i=1,2, \ldots, n$, and let $\Pi^{*} \tau_{i}$ be the
family of sets formable by arbitrary unions of the sets in $\left\{\prod_{i=1}^{n} A_{i}: A_{i} \in \boldsymbol{T}_{i}\right.$ for $i=1, \ldots, n$, Prove that $\Pi^{*} \tau_{i}=\Pi \tau_{i}$.
14. Let $X=\prod_{i=1}^{n} X_{i}, A_{i}^{i} \subseteq X_{i}$ for $j=1, \ldots, m$ and $i=1, \ldots, n$. Prove that $\prod_{i=1}^{n}\left(\cap_{j=1}^{m} A_{i}^{j}\right)=\prod_{j=1}^{m}\left(\prod_{i=1}^{n} A_{i}^{j}\right)$.
15. (Continuation.) Let $X=\prod_{i=1}^{n} X_{i}, A_{i}(t) \subseteq X_{i}$ for all $t \in T$, where $T$ is an arbitrary set. Verify
a. $\prod_{i=1}^{n}\left(\cap_{t \in T} A_{i}(t)\right)=\bigcap_{t \in T}\left(\prod_{i=1}^{n} A_{i}(t)\right)$,
b. $U_{t \in T}\left(\prod_{i=1}^{n} A_{i}(t)\right) \subseteq \prod_{i=1}^{n}\left(U_{t \in T} A_{i}(t)\right)$,
c. Show by example that $\mathrm{U}_{T^{\prime}}\left(\Pi A_{i}(t)\right)$ can be a proper subset of $\Pi\left(\mathrm{U}_{T^{-}} A_{i}(t)\right)$.
16. Let $(X, \Omega),(Y, 8)$, and ( $Z, \mathcal{\imath}$ ) be topological spaces and suppose $f$ on $X$ into $Y$ is $R-8$ continuous and $g$ on $Y$ into $Z$ is $\delta-\zeta$ contir ous. Let $h(x)=$ $g(f(x))$ for ail $x \in X$. Yrove that $h$ is $\Omega-\tau$ continuous.
17. Using the first part of the proof of Lemma 5.4 as a guide, prove that if $(X, \mathcal{R}),(Y, \mathcal{S})$, and $(Z, \mathcal{C})$ are topological spaces, if $f$ on $X$ into $Y$ is $\mathfrak{R}-\boldsymbol{8}$ continuous and if $g$ on $X$ into $Z$ is $\Omega-\not \subset$ continuous, then $h$ on $X$ into $Y \times Z$, defined by $h(x)=(f(x), g(x))$, is $\Re-(\delta \times \mathcal{G})$ continuous.
18. With $u$ the usual topology for $R e$, verify that $A \in U$ if and only if $A$ is the union of open intervals in Re.
19. (Continuation.) Argue that a real function $f$ on $X$ is continuous in the topology $G$ for $X$ if and only if $A$ is an open interval in Re implies that $f^{-1}(A)=\{x: x \in X$, $f(x) \in A\}$ is in $\mathcal{G}$.
20. With $(X, \mathcal{R})$ and ( $Y, \delta)$ topological spaces and $f$ a function on $X$ into $Y$, let $f(X)=\{y: y \in Y$ and $y=f(x)$ for some $x \in X\}$. Show that if $f$ is $\Re-S$ continuous, then $f$ is $\Omega-\{f(X) \cap S: S \in \delta\}$ continuous. Thus, a continuous function is continuous also with respect to the relative topology for its range.
21. Let $f$ be a real, strictly increasing (or strictly decreasing) function on a real interval $[a, b]$, and suppose that the range of $f, f(X)$, is a real interval. Prove that $f$ is continuous.
22. Suppose $X, Y$, and $Z$ are real intervals, $f$ on $X \times Y$ onto $Z$ is strictly increasing in each variable and is continuous. For each $(y, z) \in Y \times Z$ for which there is an $x \in X$ that satisfies $f(x, y)=z$, let $g(y, z)$ equal $x$ when $f(x, y)=z$. Let $G \subseteq Y \times Z$ be the domain of $g$. Prove that $g$ is continuous.
23. Given $X=[1, \infty) \times[1, \infty)$ and

$$
u\left(x_{1}, x_{2}\right)=x_{1} x_{2}+x_{1}^{x_{2}} \quad \text { for each } \quad\left(x_{1}, x_{2}\right) \in X,
$$

suppose $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right)$ if and only if $u\left(x_{1}, x_{2}\right)<u\left(y_{1}, y_{2}\right)$, for all $\left(x_{1}, x_{2}\right)$, $\left(y_{1}, y_{2}\right) \in X$. Verify that all the hypotheses of Theorem 5.4 hold except for $Q 1$, and that $Q 1^{*}$ holds for this case (i.e., $C_{2}$ ). Do additive utilities exist in this case? Why not?
24. (Continuation: due to David Krantz.) Given $X=(0, \infty) \times(0, \infty)$ and

$$
\begin{array}{ccl}
x_{1} x_{2}+x_{1}^{x_{1}} & \text { if } & 1 \leq x_{1}, 1 \leq x_{2} \\
\mu\left(x_{1}, x_{2}\right)=x_{1}\left(x_{2}+1\right) & \text { if } & 0<x_{1} \leq 1 \leq x_{2} \\
2 x_{1} x_{2} & \text { if } & 0<x_{1}, 0<x_{2} \leq 1
\end{array}
$$

suppose $\left(x_{1}, x_{2}\right)<\left(y_{1}, y_{2}\right)$ if and only if $u\left(x_{1}, x_{q}\right)<u\left(y_{1}, y_{2}\right)$, for all $\left(x_{1}, x_{n}\right)$, $\left(y_{1}, y_{2}\right) \in X$. Verify that all hypotheses of Theorems 5.2 and 5.4 hold with the exception of P1 or Q1, and that P1 fails but P1* or Q1* holds.
25. Let $X$ be the set of all normal probability distributions on the real line. Each such distribution is completely known when its mean $\mu$ and standard deviation $\sigma(\geq 0)$ are specified, so that we can represent $X$ by the set $X^{\prime}$ of all ordered pairs ( $\mu, \sigma$ ) for which $\mu$ is a real number and $\sigma \geq 0$. If the hypotheses of Theorem 5.4 hold for $<$ on $X^{\prime}$ then there are continuous real-valued functions $f$ on $(-\infty, \infty)$ and $g$ on $[0, \infty)$ such that, for every $(\mu, v)$ and $\left(\mu^{*}, \sigma^{*}\right)$ in $X^{\prime}$;

$$
(\mu, \sigma)<\left(\mu^{*}, \sigma^{*}\right) \Leftrightarrow f(\mu)+g(\alpha)<f\left(\mu^{*}\right)+g\left(\sigma^{*}\right) .
$$

If you are familiar with normal probability distributions, comment on the reasonableness of the hypotheses (in particular Q1) in the case where each normal distribution represents a course of action that is a gamble for amounts of money.

## Chapter 6

## COMPARISON OF PREFERENCE DIFFERENCES

All preference axioms in preceding chapters and those in Parts II and III involve only simple preference comparisons ( $<$ ). In this chapter, however, we shall consider a "strength-of-preference" notion that involves comparisons of preference differences. We will use a binary relation $<^{*}$ on pairs of ordered pairs in $X \times X$.

We interpret $(x, y)<^{*}(z, w)$ to mean that the degree of preference for $x$ over $y$ is less than the degree of preference for $z$ over $w$. The "degree of preference" for $x$ over $y$ can of course be "negative" if $y$ is preferred to $x$.

For conceptual clarity I shall use $x-y$ to denote an ordered pair $(x, y) \in$ $X \times X: x-y=(x, y)$. Thus, $x-y<^{*} z-w$ will be used in place of, and is identical to, $(x, y)<^{*}(z, w)$. This notation suggests some conditions that may clarify the notion of directed preference difference comparisons, such as

$$
\begin{align*}
& x-y<^{*} z-w \Rightarrow w-z<* y-x,  \tag{6.1}\\
& x-y<^{*} z-w \Rightarrow x-z<^{*} y-w . \tag{6.2}
\end{align*}
$$

In our utility representations $x-y<* z-w$ will be associated with $u(x)-u(y)<u(z)-u(w)$. In distinction to this approach Suppes and Winet (1955) work with undirected or absolute difference comparisons and associate the preference degree between $x$ and $y$ with $|u(x)-u(y)|$. They use also a simple preference relation ( $<$ ). With directed differences $<$ cen be defined directly from $<^{*}$, such as

$$
\begin{equation*}
x<y \Leftrightarrow x-x<* y-x, \tag{6.3}
\end{equation*}
$$

but at least one author, Armstrong (1939), has taken issue with this. His idea, which is not in vogue today, was to take < * as a precisely "measurable" notion so that, for example, if $x<y$ then, by gradual changes, one can always find a $z$ between $x$ and $y$ so that $z-x \sim * y-z$, and eventually
obtain $x-y<^{*} z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w)$ : but at the same time he championed intransitive indifference for $\sim$ with $x<y$ only if the difference $u(y)-u(x)$ exceeds a minimal positive threshold value.

## 6.1 "MEASURABLE" UTILITY

Before we look at some formal theory, other remarks should be made. Defining

$$
\begin{equation*}
x-y \sim^{*} z-w \Leftrightarrow\left(\operatorname{not} x-y<^{*} z-w, \operatorname{not} z-w<^{*} x-y\right) \tag{6.4}
\end{equation*}
$$

it seems clear, Armstrong (1939) and others to the contrary notwithstanding, that there is no more (and probably less) reason to suppose that $\sim^{*}$ is transitive than to suppose that $\sim$ is transitive. For example, can you find one and only one value of $x$ for which $\$ x-\$ 0 \sim * \$ 100000-\$ x$ ? If you can, I venture to say that your discriminatory judgment is rather more acute than that of most mortals.

Since its introduction by Pareto (1927, p. 16) and Frisch (1926), the idea of comparable preference differences has been severely criticized, and for reasons that go deeper than the discriminatory vagueness that may lead to intransitive $\sim^{*}$. One charge has been that the notion has no operational meaning. Because of this, several "operational" modes for making comparisons have been suggested, including the following three, where we assume for convenience that $y<x<w<z$.

1. To compare $x-y$ and $z-w$, compare a $50-50$ gamble resulting in either $x$ or $w$ with a $50-50$ gamble resulting in either $y$ or $z$. If the former is preferred, take $z-w<^{*} x-y$, and so forth.
2. To compare $x-y$ and $z-w$ imagine that you already have $y$ and $w$ and can either exchange $y$ for $x$ or exchange $w$ for $z$. If you prefer the former exchange take $z-w<* x-y$, and so forth.
3. Assuming that $x, y, z$, and $w$ are nonmonetary, estimate the minimum bonus $\$ a$ for which $x \sim y+\$ a$, and estimate the minimum bonus $\$ b$ for which $z \sim w+\$ b$. If $\$ a<\$ b$ take $x-y<* z-w$.

Of these three we must reject the second since it violates the hypothesis that $X$ is a set of mutually exclusive alternatives, in which case it makes little if any sense to suppose that you already have both $y$ and $w$. The third approach, which might appeal to some people, is suspect first for the reason that it presupposes a form of independence between $X$ and the monetary bonuses (as in a two-factor situation in Chapters 4 and 5) and second that, even if independence applies, there is some question about defining a strength-of-preference notion on the basis of simple preference comparisons.

This last clause applies also, as noted by Weldon (1950) and Ellsberg (1954), among others, to the $50-50$ gambles device. Simple comparisons between even-chance gambles as a basis for defining degree of preference seem to distort the notion introduced by Pareto and Frisch. Included in this distortion is the addition of chance, which plays no part in the basic notion. Along with Weldon and Ellsberg, I would have no quarrel with an individual who judges that $\$ 30-\$ 0<* \$ 100-\$ 40$ but prefers an even-chance gamble between $\$ 30$ and $\$ 40$ to one between $\$ 0$ and $\$ 100$. The latter judgment involves the individual's attitude toward taking chances, an attitude we feel is not part of the $<^{*}$ notion.

If we do in fact reject such approaches we may be driven back to the idea of the early writers on this subject, that $<^{*}$ comparisons are essentially a matter of direct self-interrogation as to whether your degree of preference for $x$ over $y$ exceeds, equals, or is less than your degree of preference for $z$ over $w$. As noted above, this is rejected by some because of its "nonoperational" character.

Others dislike the idea of direct preference-difference comparisons for the reason that, under sufficiently powerful conditions on $<^{*}$, one must logically accept the ability to "measure" preference differences introspectively much as one would go about measuring lengths with a measuring rod. This implication of the "measurability" of utility has caused much commotion in the literature: some writers who accept the concept of simple preference comparisons find it impossible to endorse the notion of "measurable" utility. Pareto, in fact, denounced the very notion he introduced when he found that it was not needed to derive certain results in the theory of static, riskless, consumer demand. On the other hand, Frisch (1964) remains an advocate of "measurable" utility: in the cited paper, on the subject of dynamic (time-dependent) consumer demand theory, he points out that several attractive results cannot be obtained without some notion of "measurable" utility.

For some people, the direct, introspective "measurability" pill may be easier to swallow when intransitive $\sim^{*}$ is allowed to enter the theory. Although our preference-difference comparisons may not be as precise as length comparisons made with precision instruments, I do not feel that this is sufficient reason to abandon the idea of such comparisons.

### 6.2 THEORY WITH FINITE SETS

Using the method of Adams (1965), we now state and prove two representation theorems for preference-difference comparisons when $X$ is finite. Both are incorporated in Theorem 6.1. The $A \Leftrightarrow A^{*}$ theorem permits intransitive $\sim^{*}$, but the $B \Leftrightarrow B^{*}$ theorem takes $\sim^{*}$ as transitive. The $A$ theorem is
proved by Adams (1965). An equivalent of the $B$ theorem is proved by Scott (1964).

THEOREM 6.1. Suppose $X$ is finite. Then
A. $\left[x^{1}, \ldots, x^{m}, w^{1}, \ldots, w^{m}\right.$ is a permutation of $y^{2}, \ldots, y^{m}, z^{1}, \ldots, z^{m}$ and $x^{j}-y^{i}<{ }^{*} z^{j}-w^{j}$ for all $\left.j<m\right] \Rightarrow$ not $x^{m}-y^{m}<* z^{m}-w^{m}$;
B. $\left[x^{1}, \ldots, x^{m}, w^{1}, \ldots, w^{m}\right.$ is a permutation of $y^{1}, \ldots, y^{m}, z^{1}, \ldots, z^{m}$ and $x^{j}-y^{j}<^{*} z^{j}-w^{j}$ or $x^{j}-y^{j} \sim^{*} z^{j}-w^{j}$ for each $\left.j<m\right] \Rightarrow$ not $x^{m}-y^{m}<z^{m}-w^{m}$;
for all $x^{j}, y^{j}, z^{j}, w^{j} \in X$ and $m=2,3, \ldots$, if and only if there is a real-valued function $u$ on $X$ such that, for all $x, y, z, w \in X$,

$$
\begin{aligned}
& A^{*} \cdot x-y<^{*} z-w \Rightarrow u(x)-u(y)<u(z)-u(w) \\
& B^{*} \cdot x-y<^{*} z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w) .
\end{aligned}
$$

It is easily seen that $A^{*} \Rightarrow A$ and $B^{*} \Rightarrow B . A$ does not require $<*$ to be transitive although the transitive closure of $<^{*}$ under $A$ is a strict partial order. $A$ does not imply either (6.1) or (6.2). On the other hand, $B$ implies that $<^{*}$ is a weak order along with (6.1) and (6.2). For asymmetry, $B$ says that $x-y<* z-w \Rightarrow$ not $z-w<^{*} x-y$, since $x, z, w, y$ is a permutation of $y, w, z, x$. Negative transitivity then follows from $B$ : (not $x-y<*$ $z-w$, not $\left.z-w<{ }^{*} r-s\right) \Rightarrow\left(z-w \leqslant{ }^{*} x-y, r-s \leqslant * z-w\right) \Rightarrow$ not $x-y<^{*} r-s$. With $<$ as defined in (6.3), $B$ implies that $<$ on $X$ is a weak order. Here and later, $\leqslant^{*}=<^{*} U \sim^{*}$.

Sufficiency Proofs. Let $A$ hold. To apply the Theorem of The Alternative (Theorem 4.2) let $c=\left(u\left(t^{1}\right), u\left(t^{2}\right), \ldots, u\left(t^{N}\right)\right)$ where $X=\left\{t^{1}, \ldots, t^{N}\right\}$. Let $A$ be the set of all $x-y<{ }^{*} z-w$ statements. If $A=\varnothing, A^{*}$ is immediate. If $A \neq \varnothing$, each corresponding $u(x)-u(y)<u(z)-u(w)$ translates into a $c \cdot a^{k}>0$ statement, which gives a system like (4.4). If this system has no $c$ solution then, by Theorem 4.2 and the fact that the $a_{j}^{k} \in\{-1,0,1\}$ for all $j$ and $k$, there are non-negative integers $r_{k}$ at least one of which is positive such that $\sum_{k} r_{k} a_{j}^{k}=0$ for $j=1, \ldots, N$. From the original $x-y<{ }^{*} z-w$ statements it then follows that there is a sequence $x^{1}-y^{1}<^{*} z^{1}-w^{1}, \ldots$, $x^{m}-y^{m}<{ }^{*} z^{m}-w^{m}$ with $x^{1}, \ldots, x^{m}, w^{1}, \ldots, w^{m}$ a permutation of $y^{1}, \ldots, y^{m}, z^{1}, \ldots, z^{m}$. If $m>1$, this violates $A$. If $m=1$, it yields $x-y<^{*} x-y$ or else $x-x<^{*} y-y$, each of which violates $A$. Hence there is a $c$ solution.

Let $B$ hold. Axiom $B$ implies as a special case that if (in the two-dimensional sense) $\left(\left(x^{1}, y^{1}\right), \ldots,\left(x^{m}, y^{m}\right)\right) E_{m}\left(\left(z^{1}, w^{1}\right), \ldots,\left(z^{m}, w^{m}\right)\right)$ and if $x^{4}-$ $y^{j}<z^{j}-w^{j}$ or $x^{j}-y^{j} \sim^{*} z^{j}-w^{j}$ for each $j<m$, then not $x^{m}-$ $y^{m}<z^{m}-w^{m}$. It follows immediately from Theorem 4.1C that there
are real-valued functions $u_{1}$ and $u_{1}$ on $X$ such that $x-y<{ }^{*} z-w \Leftrightarrow$ $u_{1}(x)+u_{2}(y)<u_{1}(z)+u_{2}(w)$. Aiso, $B$ implies that $x-y<* z-w \Leftrightarrow$ $w-z<^{*} y-x$. Hence $x-y<^{*} z-w \Leftrightarrow u_{1}(w)+u_{2}(z)<u_{1}(y)+u_{2}(x)$. Defining $u(x)=u_{1}(x)-u_{3}(x)$ it then follows that $x-y<* z-w \Leftrightarrow$ $u(x)-u(y)<u(z)-u(w)$.

### 6.3 REVIEW OF INFINITE-SET THEORIES

In this section we review some theories that assume that $<^{*}$ on $X \times X$ is a weak order anc imply that there is a real-valued function $u$ on $X$ satisfying
$x-y<* z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w), \quad$ forall $x, y, z, w \in X$
that is "unique up to a positive linear transformation." This means that if $u$ satisfies (6.5) then $v$ satisfies (6.5) also if and only if there are real numbers $a>0$ and $b$ such that

$$
\begin{equation*}
v(x)=a u(x)+b, \quad \text { for all } x \in X \tag{6,6}
\end{equation*}
$$

The two-factor additivity theories of Chapter 5 can be adapted to the present case. Suppose, for example, that there are real-valued functions $u_{1}$ and $u_{2}$ on $X$ such that
$x-y<* z-w \Leftrightarrow u_{1}(x)+u_{2}(y)<u_{1}(z)+u_{2}(w), \quad$ for all $x, y, z, w \in X$,
with $u_{1}$ and $u_{2}$ unique up to similar positive linear transformations. Suppose also that (6.1) holds. Then, as in the proof of Theorem 6.1B, $u$ on $X$, defined by $u(x)=u_{1}(x)-u_{2}(x)$, satisfies (6.5). In addition, $u$ is unique up to a positive linear transformation. For suppose that $u$ and $v$ satisfy (6.5). Defining $u_{1}(x)=u(x), u_{2}(x)=-u(x), v_{1}(x)=v(x)$ and $v_{2}(x)=-v(x)$, it follows from (6.5) that (6.7) holds for ( $u_{1}, u_{2}$ ) and for ( $v_{1}, v_{2}$ ). Since $v_{1}$ is a positive linear transformation of $u_{1}, v$ is a positive linear transformation of $u$.

From this reasoning and Theorem 5.4, the following axioms, after Debreu (1960), imply a $u$ for (6.5) that is continuous in 6 :

A1. $x-y<* z-w \Rightarrow w-z<* y-x$,
A2. $\left[\left(\left(x^{1}, y^{1}\right),\left(x^{2}, y^{2}\right),\left(x^{3}, y^{3}\right)\right) E_{\mathrm{a}}\left(\left(z^{1}, w^{1}\right),\left(z^{2}, w^{2}\right),\left(z^{3}, w^{3}\right)\right), x^{j}-y^{j} \prec^{*}\right.$ $z^{j}-w^{j}$ or $x^{y}-y^{j} \sim^{*} z^{j}-w^{j}$ for $\left.j=1,2\right] \Rightarrow$ not $x^{3}-y^{3}<{ }^{*} z^{3}-w^{3}$,

A3. $(X, \mathcal{G})$ is a connected and separable topological space,
A4. $\left\{x-y: x-y \in X \times X, x-y<^{*} z-w\right\} \in \boldsymbol{T} \times \boldsymbol{C}$ and $\{x-y: x-$ $y \in X \times X, z-w<* x-y\} \in \mathcal{G} \times \mathcal{G}$, for every $z-w \in X \times X$.

## Algebraic Axioms

Suppes and Winet (1955), Scott and Suppes (1958), and Suppes and Zinnes (1963, pp. 34-38) present nontopological axioms that imply $a u$ for (6.5) that
is unique up to a positive linear transformation. The first four Suppes-Zinnes axioms are equivalent to $B 1$ and $B 2$ :

B1. <* on $X \times X$ is a weak order.
B2. (6.1) and (6.2).
Their final three axioms, rather than using the complete $A 2$, are based on algebraic conditions. With $<$ on $X$ and $\sim^{*}$ on $X \times X$ as defined in (6.3) and (6.4), $x-y M^{1} z-w$ means that $x-y \sim^{*} z-w$ and $y \sim z$. (That is, the preference interval from $y$ to $x$ "equals" the preference interval from $w$ to $z$ and the two intervals are contiguous.) Proceeding recursively, $x-y M^{n+1} z-$ $w$ means that there are $s, t \in X$ such that $x-y M^{n} s-t$ and $s-t M^{1} z-w$. The final three axioms are: for every $x, y, z, w \in X$,

B3. $x-s \sim^{*} s-y$ for some $s \in X$,
B4. $\left(y<x, z-w<^{*} x-y\right) \Rightarrow\left(y<s<x, z-w \leqslant{ }^{*} x-s\right)$ for some $s \in X$,

B5. $\left(y<x, x-y \leqslant{ }^{*} z-w\right) \Rightarrow\left(z-s M^{n} t-w, z-s \leqslant * x-y\right) \quad$ for some $s, t \in X$ and some posiiive integer $n$.
$B 3$ is the midpoint or bisection axiom, similar to Armstrong's notion following (6.3). In nontrivial cases, $B 3$ requires $X$ to be infinite. $B 4$ is like a continuity condition, and $B 5$ is a structural-Archimedean axiom. $B 5$ says that if the difference $x-y$ is "positive" then, no matter how large $z-w$ happens to be, there is an $n$ such that the $z-w$ interval can be divided into $n+1$ equal parts no one of which is larger than $x-y$.

## Pfanzagl's Theory

Pfanzagl (1959) presents axioms that, under one interpretation, imply (6.5) with $u$ unique up to a positive linear transformation. His general theory uses a set $X$ that is connected (topologically) and a function $f$ on $X \times X$ into $X$. Instead of $<^{*}$ he uses $<$ along with $f$. However, in the interpretation of this chapter, $<^{*}$ is not completely absent since $f(x, y)$ is interpreted as a point in $X$ that is midway in preference between $x$ and $y$, like $s$ in $B 3$.

In addition to a continuity axiom, Pfanzagl's theory uses the following assumptions:

C1. $<$ on $X$ is a weak order,
C2. $x<y \Rightarrow f(x, z)<f(y, z)$ and $f(z, x)<f(z, y)$ for every $z \in X$; $x \sim y \Rightarrow f(x, z) \sim f(y, z)$ and $f(z, x) \sim f(z, y)$ for every $z \in X$,

C3. $f(f(x, y), f(z, w)) \sim f(f(x, z), f(y, w))$.
$C 3$ is the bisjmmetry axiom. These axioms (including continuity) imply that
there is a real-valued function $u$ on $X$ that satisfies

$$
\begin{gather*}
x<y \Leftrightarrow u(x)<u(y)  \tag{6.8}\\
u(f(x, y))=p u(x)+q u(y)+r \tag{6.9}
\end{gather*}
$$

for all $x, y \in X$ and is unique up to a positive linear transformation.
Under the interpretation of $f$ as a midpoint function, two more axioms arise:

C4. $f(x, x) \sim x$
C5. $f(x, y) \sim f(y, x)$.
When $x<y$ for some $x, y \in X, C 4$ and $C 5$ require $p=q=\frac{1}{1}$ and $r=0$ in (6.9). It follows that $f(x, y)<f(z, w) \Leftrightarrow u(x)+u(y)<u(z)+u(w)$. (6.5) then follows when $<^{*}$ on $X \times X$ is defined as follows:

$$
\begin{equation*}
x-y<* z-w \Leftrightarrow f(x, w)<f(z, y) . \tag{6.10}
\end{equation*}
$$

### 6.4 SUMMARY

The notion of comparable preference differences is (with the exception of Exercise 17) the only strength-of-preference or preference intensity concept that appears in this book. The additive utility theories of Chapters 4 and 5, although mathematically similar to the theories in this chapter, are based solely on simple preference comparisons and involve no higher-order preference concepts.

With $x-y<* z-w$ interpreted as "your degree of preference for $z$ over $w$ exceeds your degree of preference for $x$ over $y$," the conditions that relate $x-y<^{*} z-w$ to $u(x)-u(y)<u(z)-u(w)$ are similar to the conditions used in two-factor additivity theories. Exceptions to this arise in (6.1) and (6.2), which are addressed specifically to the preference-difference notion and have no counterparts in preceding chapters.

## INDEX TO EXERCISES

1-3. Even-chance gambles theory. 4-6. (6.1) and (6.2). 7-9. (6.3). 1). Condition B. 11. Semiordered preference differences. 12-13. Algebraic theory. 14-16. Pfanzagl's conditions. 17-18. "Twice as happy."

## Exercises

1. Interpret $(x, y)<(z, w)$ to mean that a $50-50$ gamble between $z, w \in X$ is preferred to a 50.50 gamble between $x, y \in X$. Assuming that $X$ is finite, give
necessary and sufficient conditions for $<$ on $X \times X$ for each of the following two utility representations: (a) $(x, y)<(z, w) \Rightarrow u(x)+u(y)<u(z)+u(w)$; (b) $(x, y)<(z, w) \Leftrightarrow u(x)+u(y)<u(z)+u(w)$.
2. (Continuation.) Using Theorem 5.4 argue that, when A1 of Section 6.3 is replaced by $(x, y) \sim(y, x)$ for all $x, y \in X$, and $\left(\alpha^{*}, \sim^{*}\right)$ in $A 2, A 3$, and $A 4$ is replaced by $(<, \sim)$, then there is a real-valued function $u$ on $X$ that satisfies $(x, y)<(z, w) \Leftrightarrow u(x)+u(y)<u(z)+u(w)$ and is continuous in $\gamma$ and unique up to a positive linear transformation.
3. (Continuation.) Interpret $f(x, y)$ in Pfanzagl's theory as an element in $X$ that is indifferent to a $50-50$ gamble between $x$ and $y$. Show that $(x, y)<(z, w) \Leftrightarrow u(x)+$ $u(y)<u(z)+u(w)$ follows from (6.8) and (6.9) when C4 and C5 are used and $(x, y) \prec(z, w) \Leftrightarrow f(x, y) \prec f(z, w)$.
4. Prove that $\left[<^{*}\right.$ is irreflexive, (6.2)] $\Rightarrow x-x \sim^{*} y-y$.
5. Prove that $[(6.1),(6.2)] \Rightarrow\left(x-y \sim^{*} z-w \Leftrightarrow x-z \sim^{*} y-w \Leftrightarrow w-z \sim^{*}\right.$ $y-x$ ).
6. Prove that $\left[<^{*}\right.$ is asymmetric, (6.2), $\left.x-y \sim^{*} z-w \Leftrightarrow x-z \sim^{*} y-w\right] \Longrightarrow$ (6.1).
7. Suppose that $<^{*}$ on $X \times X$ is a strict partial order, (6.2) holds, $x<y, y<z$, and $x<z$ according to (6.3) and, with $a \approx * b \Leftrightarrow\left(a \sim^{*} c \Leftrightarrow b \sim^{*} c\right.$, for all $c \in X \times X$ ), $r-r \approx^{*} s-s$ for all $r, s \in X$. Show that: (a) $x-y<{ }^{*} z-x$; (b) $x-y \prec^{*} z-y$; (c) $x-z \prec^{*} y-z$; (d) $y-x<^{*} z-x$; (e) $z-y \prec^{*} z-x$.
8. (Continuation.) Show that $\left[{ }^{*}\right.$ is a strict partial order, (6.1), (6.2), $x-x \approx *$ $y-y$ for all $x, y \in X] \Rightarrow\langle$ on $X$ as defined by (6.3) is a strict partial order.
9. Show that $\left[\prec^{*}\right.$ is a weak order, (6.2), $x-y \sim^{*} z-w \Leftrightarrow x-z \sim^{*} y-$ $w] \Rightarrow\langle$ on $X$ as defined by (6.3) is a weak order.
10. Show that $B_{2}$ of Theorem 6.1 ( $B$ with $m=2$ ) implies (6.2) and $x-y \sim^{*} z-$ $w \Leftrightarrow x-z \sim^{*} y-w$.
11. Prove the following theorem. If $X$ is finite, if $<^{*}$ on $X \times X$ is irreflexive, and if $\left[x^{1}, \ldots, x^{2 m}, w^{1}, \ldots, w^{2 m}\right.$ is a permutation of $y^{1}, \ldots, y^{2 m}, z^{1}, \ldots, z^{2 m}$, $x^{j}-y^{j} \sim^{*} z^{j}-w^{j}$ for $j=1, \ldots, m, x^{j}-y^{j}<^{*} z^{j}-w^{j}$ for $j=m+1, \ldots$, $2 m-1] \Rightarrow$ not $x^{2 m}-y^{2 m}<^{*} z^{2 m}-w^{2 m}$, for all positive integers $m$ and $x^{j}, y^{j}, z^{j}$, $w^{j} \in X$, then there is a real-valued function $u$ on $X$ such that

$$
x-y \prec^{*} z-w \Leftrightarrow u(x)-u(y)+1<u(z)-u(w), \quad \text { for all } \quad x, y, z, w \in X .
$$

12. Interpret $M^{1}, M^{2}$, and $M^{3}$ (Section 6.3) in terms of points on a linc.
13. Show that $B 1$ and $B 2$ in Section 6.3 imply that if $x-y \leqslant * y-y$ and $y-$ $z \leqslant{ }^{*} w-t$ then $x-z \leqslant * w-t$. (Use Exercises 4 and 5 . This exercise is due to Michael Levine: see Suppes and Zinnes (1963, p. 35).)
14. Show that $[(6.8),(6.9), C 4, C 5, x<y$ for some $x, y \in X] \Rightarrow P^{\prime}=q=\frac{1}{2}$, $r=0$.
15. With $\prec^{*}$ defined from $\prec$ on $X$ as in (6.10), prove the following. a. $(C 1, C 2, C 3) \Rightarrow<^{*}$ on $X \times X$ is a weak order. (Due to Luce and Tukey (1964, p. 14).)
b. $(\mathrm{Cl}, \mathrm{C} 5) \Rightarrow(6.1)$ and $(6.2)$.
c. $(C 1, C 4) \Rightarrow x-s \sim^{*} s-y$ for some $s \quad X$.
d. $(C 1, C 2, C 3) \Rightarrow A 2$ (in the Debreu axioms).
16. Let condition $B_{m}$ of Theorem 6.1 hold for $m \leq 6$. Assume also that $f(x, y)=$ $z \Rightarrow x-z \sim^{*}: z-y$ and let (6.10) apply. Prove that C3, Pfanzagl's bisymmetry axiom, follows.
17. Galanter (1962) asks the following type of question: What amount of money, as a gift, would make you feel twice as happy as you'd feel if you were to receive a gift of $\$ 10$ ? If the response in $\$ 45$ (the median for one sample), it is suggesied that we set $u(\$ 45)=2 u(\$ 10)$, with $u(\$ 0)=0$. This is the same as taking $u(\$ 45)-$ $u(\$ 10)=u(\$ 10)-u(\$ 0)$ so that $\$ 10$ is midway in preference between $\$ 0$ and $\$ 45$. Do you feel that this midpoint interpretation is reasonable in view of the question that gave rise to it and the strength-of-preference interpretation used in the chapter?
18. (Continuation.) A motorist is asked for his reaction to delays at toll booths with the question: What waiting time $r$ would make you twice as mad as you would be if you had to wait for time $t$ ? Given the set of $(t, r)$ pairs $\{(1,3),(3,8),(8,18)$, $(18,30),(30,45),(45,60),(60,75),(75,90)\}$ and taking $u(r)-u(0)=2\{u(t)-$ $u(0)$ ] for each of the eight $(t, r)$ pairs, set $u(0)=0$ and $u(1)=-1$ and sketch $u$ on [0, 100].

## Chapter 7

## PREFERENCES ON HOMOGENEOUS PRODUCT SETS

A homogeneous product set has the form $X=A \times A \times \cdots$. If $A$ is repeated $n$ times, we write $X=A^{n}$. A common interpretation for $A^{n}$ is that there are $n$ time periods and $\left(x_{1}, \ldots, x_{n}\right) \in A^{n}$ represents a series of similar events that can be selected or occur during the $n$ periods: $x_{i}$ is the event for period $i$. $\left(x_{1}, \ldots, x_{n}\right)$ could be a series of annual incomes for the next $n$ years or, in a single-period context, $x_{i}$ could be the amount of money allocated to the $i$ th of $n$ activities.

With $X=A^{n}$, this chapter examines concepts for the time context, including persistence, impatience, and discounting. Our usage of these terms is based on the work of Koopmans (1960), Koopmans, Diamond and Williamson (1964), and Diamond (1965) in a denumerable-period formulation.

Throughout, $<$ on $X$ will be assumed to be a weak order. Since the independence notions of Chapters 4 and 5 are relevant for $X=A^{n}$, we shall consider, in conjunction with the foregoing concepts, special cases of

$$
\begin{equation*}
x<y \Leftrightarrow \sum_{i=1}^{n} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n} u_{i}\left(y_{i}\right), \quad \text { for all } x, y \in A^{n} \tag{7.1}
\end{equation*}
$$

One such case is the no time preference situation where $\rho$ is a real-valued function on $A$ and

$$
\begin{equation*}
x<y \Leftrightarrow \sum_{i=1}^{n} \rho\left(x_{i}\right)<\sum_{i=1}^{n} \rho\left(y_{i}\right), \quad \text { for all } x, y \in A^{n} \tag{7.2}
\end{equation*}
$$

Given (7.1), it is easily shown that there is a $\rho$ that satisfies (7.2) if and only if $\left(x_{1}, \ldots, x_{n}\right) \sim\left(y_{1}, \ldots, y_{n}\right)$ whenever $x_{1}, \ldots, x_{n}$ is a permutation of $y_{1}, \ldots, y_{n}$. In the time context this says that times of occurrence of various events have no affect on preferences, which is often false. Somewhat more realistic special cases of (7.1) will be considered later.

### 7.1 PERSISTENCE AND IMPATIENCE

Two notions that postulate forms of regularity of preferences in the homogeneous time context are persistence and impatience. Persistence applies when similar preferences hold in the various periods. Impatience says that you'd rather have more preferred things happen sooner than later. In the following definitions $\bar{a}$ denotes the constant alternative that yields $a \in A$ in every time period: $\bar{a}=(a, \ldots, a)$.

Definition 7.1. $<$ on $A^{n}$ is persistent if and only if $\left(x_{1}, \ldots, x_{i-1}\right.$, $\left.a,-x_{i+1}, \ldots, x_{n}\right)<\left(x_{1}, \ldots, x_{i-1}, b, x_{i+1}, \ldots, x_{n}\right) \Rightarrow\left(y_{1}, \ldots, y_{i-1}, a\right.$, $\left.y_{i+1}, \ldots, y_{n}\right)<\left(y_{1}, \ldots, y_{i-1}, b, y_{i+1}, \ldots, y_{n}\right)$ whenever $i, j \in\{1, \ldots, n\}$ and all four $n$-tuples are in $A^{n}$. < on $A^{n}$ is impatient if and only if $\tilde{a}<b \Rightarrow\left(x_{1}, \ldots, x_{i-1}, a, b, x_{i+2}, \ldots, x_{n}\right)<\left(x_{1}, \ldots, x_{i-1}, b, a, x_{i+2}, \ldots, x_{n}\right)$ and $\bar{a} \sim b \Rightarrow\left(x_{1}, \ldots, x_{i-1}, a, b, x_{i+2}, \ldots, x_{n}\right) \sim\left(x_{1}, \ldots, x_{i-1}, b, a\right.$, $x_{i+2}, \ldots, x_{n}$ ) whenever $i \in\{1, \ldots, n-1\}$ and the $n$-tuples are in $A^{n}$.

Persistence seems reasonable when the $n$-tuples in $X$ represent income streams over a period of $n$ years. Impatience might also hold in this case. The reverse of impatience could hold in some situations for people who prefer to postpone favoralle events, perhaps to increase their anticipatory pleasure or for a variety oi other reasons. The reverse of persistence might arise from a desire for variety, as in the chicken-steak example preceding Section 4.1.

When $<$ is a weak order, $<$ is persistent implies that $<_{i}$ on $A$, defined by $a<{ }_{i} b \Leftrightarrow\left(x_{1}, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_{n}\right)<\left(x_{1}, \ldots, x_{i-1}, b, x_{i+1}, \ldots, x_{n}\right)$ for some $x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n} \in A$, is a weak order (which also follows from condition $C_{2}(m=2)$, Theorem 4.1) and that $<_{1}, \ldots,<_{n}$ are identical (which does not follow from $C_{2}$ ).

In our definition of impatience, $a$ and $b$ are in contiguous time periods. A more general case of impatience arises when

$$
\begin{align*}
\bar{a}<(\sim) \bar{b} \Rightarrow & \left(x_{1}, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_{j-1}, b, x_{i+1}, \ldots, x_{n}\right) \\
& <(\sim)\left(x_{1}, \ldots, x_{i-1}, b, x_{i+1}, \ldots, x_{j-1}, a, x_{j+1}, \ldots, x_{n}\right) \tag{7.3}
\end{align*}
$$

for any $1 \leq i<j \leq n$ and $x_{1}, \ldots, x_{n} \in A$. This does not follow from persistence and impatience. The following theorem amplifies this statement.

THEOREM 7.1. ( $<$ is a persistent and impatient weak order on $A^{n}$ ) does not imply (7.3). ( $<$ is an impatient weak order on $A^{n}$ that satisfies condition $C_{2}$ of Theorem 4.1) implies (7.3).
iroof. For the latter assertion it suffices to show that the hypotheses imply that $\left(a, x_{2}, \ldots, x_{n-1}, b\right)<(\sim)\left(b, x_{2}, \ldots, x_{n-1}, a\right)$ when $\bar{a}<(\sim) b$.

Given $\ddot{a}<(\sim) \bar{b}$, repeated applications of impatience give $(a, b, \ldots, b)<$ $(\sim)(b, a, b, \ldots, b)<(\sim)(b, b, a, b, \ldots, b)<(\sim) \cdots<(\sim)(b, \ldots, b, a)$ so that $(a, b, \ldots, b)<(\sim)(b, \ldots, b, a)$. Since $\left((a, b, \ldots, b),\left(b, x_{q}, \ldots\right.\right.$, $\left.\left.x_{n-1}, a\right)\right) E_{2}\left((b, \ldots, b, a),\left(a, x_{2}, \ldots, x_{n-1}, b\right)\right),\left(a, x_{2}, \ldots, x_{n-1}, b\right)<$ $(\sim)\left(b, x_{2}, \ldots, x_{n-1}, a\right)$ follows from condition $C$ with $m=2$.

To verify the negative assertion, take $A=\{a, b, c\}, n=3$, and let $<$ on $A^{3}$ be defined by (7.1) when the $u_{i}$ on $A$ take the values shown in the following array. Clearly, $<$ is persistent and as we shall note in the parentheses it is

|  | $u_{1}$ | $u_{2}$ | $u_{3}$ |
| :---: | :---: | :---: | :---: |
| $a$ | 0 | 0 | 0 |
| $b$ | 10 | 9 | 8 |
| $c$ | 20 | 15 | 12 |

impatient ( $8<9<10,12<15<20,10+15<20+9,9+12<15+8$ ) and in fact satisfies (7.3). In the middle of $<$ we find $\cdots<(b, a, c)<$ $(a, c, b)<(b, c, a)<(b, b, b) \sim(a, c, c)<\cdots$. Let $<^{\prime}=<$ except that we replace $(a, c, b)<(b, c, a)$ by $(a, c, b) \sim^{\prime}(b, c, a)$. With this one change, persistence and impatience hold also for $<^{\prime}$, but (7.3) fails since $\bar{a}<^{\prime} b$.

## Additive Utilities

When (7.1) holds and $<$ is persistent, each $u_{i}$ function has the same order on $A$, as illustrated with $A=[0,1]$ on the left of Figure 7.1. When $<$ is impatient also we get a picture like that on the right of the figure in which


Figure 7.1 Additive utilities on $[0,1]^{3}$.
$u_{1}(b)-u_{1}(a)>u_{9}(b)-u_{2}(a)>u_{3}(b)-u_{8}(a)$ whenever $b>a$ (i.e., $a<b$ ), which says that the vertical distance between $u_{1}$ and $u_{2}$, and between $u_{2}$ and $u_{a}$, increases as $b$ increases.

Additive utilities can of course hold when impatience holds and persistence fails. For, with $A=\{a, b\}$ and $n=2$, it is easily seen that $(a, b)<(a, a)<$ $(b, b)<(b, a)$ has a $u_{1}$ and $u_{2}$ that satisfy (7.1). Since $a<b$ and $(a, b)<$ $(b, a),<$ is impatient. However, $<$ is not persistent since $(a, b)<(b, b)$ and $(b, b)<(b, a)$.

### 7.2 PERSISTENT PREFERENCE DIFFERENCES

We shall now look at a higher-order persistence notion based on the degree of preference relation $<^{*}$ on $X \times X$ used in Chapter 6 , along with the weak-order difference representation
$x-y<* z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w), \quad$ for all $x, y, z, w \in A^{n}$.
As in Definition 7.1, $a=(a, \ldots, a)$ in the following.
Definition 7.2. $<^{*}$ on $A^{n} \times A^{n}$ is persistent if and only if

$$
\begin{equation*}
x-y<{ }^{*} z-w \Leftrightarrow \bar{x}_{j}-\bar{y}_{j}<^{*} \bar{z}_{j}-\bar{w}_{j} \tag{7.5}
\end{equation*}
$$

whenever $j \in\{1, \ldots, n\}, x_{i}=y_{i}$ and $z_{i}=w_{i}$ for all $i \neq j$, and $x, y, z, w \in A^{n}$.
This says that the order of preference differences with constant alternatives dictates the order of differences for each $j$, other things being equal. With $n=2,<^{*}$ is persistent implies that if $\left(a, x_{2}\right)-\left(b, x_{2}\right)<^{*}\left(c, y_{2}\right)-\left(d, y_{2}\right)$ for some $x_{2}, y_{2} \in A$ then this holds for every $x_{2}, y_{2} \in A$ and, in addition, $\left(x_{1}, a\right)-\left(x_{1}, b\right)<^{*}\left(y_{1}, c\right)-\left(y_{1}, d\right)$ holds for every $x_{1}, y_{1} \in A$.

Part of the power of persistent $<*$ is shown by the next theorem.
THEOREM 7.2. If $u$ on $A^{n}$ satisfies (7.4) and if $<^{*}$ is persistent then there are real-valued functions $u_{1}, \ldots, u_{n}$ on $A$ for which

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} u_{i}\left(x_{i}\right), \quad \text { for all } x \in A^{n} \tag{7.6}
\end{equation*}
$$

and, for every $a, b, c, d \in A$ and $i, j \in\{1, \ldots, n\}$.

$$
\begin{equation*}
u_{i}(a)-u_{i}(b)<u_{i}(c)-u_{i}(d) \Leftrightarrow u_{j}(a)-u_{j}(b)<u_{i}(c)-u_{j}(d) . \tag{7.7}
\end{equation*}
$$

When $<$ is defined as in (6.3), (7.1) follows immediately from (7.6) and (7.4). Hence, additive utilities exist for $A^{n}$ when (7.4) holds and $<^{*}$ is persistent.

Proof. Let $u$ satisfy (7.4) and assume that $<^{*}$ is persistent. Fix $e \in A$, assign $u_{1}(e), \ldots, u_{n}(e)$ so that $u(\bar{e})=\sum u_{i}(e)$, and define $u_{i}$ on $A$, for $i=1, \ldots, n$, by

$$
\begin{equation*}
u_{i}(a)=u(e, \ldots, e, a, e, \ldots, e)-\sum_{j \neq i} u_{j}(e), \quad \text { for all } a \in A \tag{7.8}
\end{equation*}
$$

To verify (7.6), let $\alpha^{i}=\left(x_{1}, \ldots, x_{i-1}, x_{i}, e, \ldots, e\right), \beta^{i}=\left(x_{1}, \ldots, x_{i-1}, e\right.$, $e, \ldots, e)$, and $\gamma^{i}=\left(e, \ldots, e, x_{i}, e, \ldots, e\right)$, for $2 \leq i \leq n$. If $\alpha^{i}-\beta^{i}<{ }^{*}$ $\gamma^{i}-\ddot{e}$ then $\bar{x}_{i}-\bar{e}<^{*} \bar{x}_{i}-\tilde{e}$ by (7.5), and similariy if $\gamma^{i}-\bar{e}<^{*} \alpha^{i}-\beta^{i}$. Hence $\alpha^{i}-\beta^{i} \sim \gamma^{*}-\bar{e}$ so that, by (7.4),

$$
\begin{aligned}
u\left(x_{1}, \ldots, x_{i}, e, \ldots, e\right)-u\left(x_{1}, \ldots\right. & \left., x_{i-1}, e, \ldots, e\right) \\
& =u\left(e, \ldots, e, x_{i}, e, \ldots, e\right)-u(\tilde{e})
\end{aligned}
$$

Summing from $i=2$ to $i=n$ and using $u(\bar{e})=\sum u_{i}(e)$ and (7.8) we get

$$
u\left(x_{1}, \ldots, x_{n}\right)-u\left(x_{1}, e, \ldots, e\right)=\sum_{i=2}^{n} u_{i}\left(x_{i}\right)-\sum_{i=2}^{n} u_{i}(e)
$$

which yields (7.6) after $u\left(x_{1}, e, \ldots, e\right)$ is transposed and (7.8) is used again. (7.7) follows easily from (7.4), (7.5) and (7.6).

## Weighted Additivity

In the rest of this section we shall consider a form of weighted, additive utilities that is less general than (7.1) and more general than (7.2). This is the form

$$
\begin{equation*}
x<y \Leftrightarrow \sum_{i=1}^{n} \lambda_{i} \rho\left(x_{i}\right)<\sum_{i=1}^{n} \lambda_{i} \rho\left(y_{i}\right), \quad \text { for all } x, y \in A^{n} \tag{7.9}
\end{equation*}
$$

where $\lambda_{i}>0$ for each $i$ and $\rho$ is a real-valued function on $A$. It is easily seen that, when (7.1) holds, (7.9) can hold if and only if there are $u_{i}$ satisfying (7.1) that are pairwise related by positive linear transformations, say with $u_{j}=a_{i} u_{i}+b_{i}$ and $a_{j}>0$ for $j=2, \ldots, n$.

In the time context the $\lambda_{i}$ are weights for the different periods. If $\lambda_{1}>$ $\lambda_{2}>\cdots>\lambda_{n}$, we could call them discount factors: $\lambda_{1}>\cdots>\lambda_{n}$ follows from (7.9) when $<$ is impatient and $x<y$ for some $x, y \in X$. If $\lambda_{1}<\cdots<\lambda_{n}$, the $\lambda_{i}$ might be referred to as markup factors.

In general, (7.1) along with $<$ persistent is insufficient for (7.9). As this is written, I do not know of any set of axioms for $<$ on $A^{n}$ that, even when $A$ is finite, is necessary and sufficient for (7.9). For this reason, and because (7.9) implies (7.7) when $u_{i}=\lambda_{i} \rho$, we shall consider a pathway to (7.9) that leads through (7.4) and makes the assumption that $<^{*}$ is persistent. Even here we shall note a negative conclusion before giving sufficient conditions for (7.9).

THEOREM 7.3. Suppose (7.4) holds and <* is persistent. Then with $<$ defined by $x<y \Leftrightarrow x-x<{ }^{*} y-x$, there may not exist $\lambda_{i}>0$ and a real-valued function $\rho$ on A that satisfy (7.9). This conclusion holds even when $u$ in (7.4) is unique up to a positive linear transformation.

Proof. Let $A=\{a, b, c\}$ and $n=3$, and let (7.1) hold with the $u_{1}$ defined as follows:

$$
\left.\begin{aligned}
& a \\
& u_{1} \\
& u_{1} \\
& u_{2} \\
& u_{3} \\
& u_{3}
\end{aligned} \right\rvert\, \begin{array}{lll}
0 & 1 & 3 \\
0 & 2 & 5 \\
0 & 3 & 9
\end{array}
$$

Define $u$ by (7.6) and take $x-y<{ }^{*} z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w)$. Because $u(\bar{b})-u(\bar{a})<u(\bar{c})-u(\bar{b})$ and $u_{i}(b)-u_{i}(a)<u_{i}(c)-u_{i}(b)$ for $i=1,2,3,<^{*}$ is persistent. In defining $\lambda_{1}, \lambda_{2}, \lambda_{3}$ and $\rho$ for (7.9) we can, with no loss in generality, set $\lambda_{1}=1, \rho(a)=0$ and $\rho(b)=1$. Then, since $(c, a, a) \sim(a, a, b) \sim(b, b, a), \rho(c)=\lambda_{3}=\lambda_{2}+1$. This along with $(a, a, c) \sim(b, c, b)$ gives $\left(\lambda_{2}+1\right)^{2}=1+\lambda_{2}\left(\lambda_{2}+1\right)+\left(\lambda_{2}+1\right)$ according to (7.9), and this reduces to $1=2$, which is false. Hence (7.9) cannot hold. Moreover, $u$ is unique up to a positive linear transformation when it satisties (7.4). This follows from the fact that each of the 25 other $u\left(x_{1}, x_{2}, x_{3}\right)$ can be written solely in terms of $u(a, a, a)$ and $u(b, a, a)$ when (7.4) holds.

## Sufficient Conditions for Weighted Additivity

Despite Theorem 7.3 there are axioms implying (7.4) which imply (7.9) also when $<^{*}$ is persistent. We consider one such case, based on Debreu's theory. The following correspond to $A 1-A 4$ in Section 6.3. $X=A^{n}$.
$A 1^{\prime} . x-y<^{*} z-w \Rightarrow w-z<* y-x$,
A2'. If $x^{1}, x^{2}, x^{9}$ is a permutation of $z^{1}, z^{2}, z^{3}$, and $y^{1}, y^{2}, y^{9}$ is a permuiation of $w^{\mathbf{1}}, w^{2}, w^{3}$, and if $x^{j}-y^{j}<^{*} z^{j}-w^{j}$ or $x^{j}-y^{j} \sim^{*} z^{j}-w^{j}$ for $j=1,2$, then not $x^{3}-y^{3}<^{*} z^{3}-w^{3}$,

A3'. ( $A, \mathcal{C}^{6}$ ) is a connected and separable topological space,
A4'. $\left\{x-y: x-y \in X \times X, x-y<^{*} z-w\right\} \in \mathfrak{G}^{2 n}$ and $\{x-y: x-y \in$ $\left.X \times X, z-w<{ }^{*} x-y\right\} \in \mathcal{G}^{2 n}$ for every $z-w^{\prime} \in X \times X$.
$\boldsymbol{6}^{2 n}$ is the product topology for $X \times X=A^{n} \times A^{n}$. By Lemma 5.3, $A 3^{\prime}$ says that $\left(A^{n}, \mathfrak{G}^{n}\right)$ and ( $X \times X, \mathfrak{G}^{2 n}$ ) are connected and separable topological spaces. It then follows from Theorem 5.4 and $A 1$ ' that there is a continuous (in $\mathfrak{C}^{n}$ ) real-valued function $u$ on $X$ that satisfies (7.4) and is unique up to a positive linear transformation.

Let $u_{i}$ on $A$ be defined by (7.8) in the proof of Theorem 7.2. Since $u$ is continuous in $\mathfrak{G}^{\mathrm{n}}, u_{i}$ is continuous in $\boldsymbol{G}$ for each $i$. Let $<^{*}$ on $X \times X$ be
persistent and define $<^{*}$ on $A \times A$ by

$$
a-b<^{*} c-d \Leftrightarrow a-b<* \bar{c}-d, \quad \text { for all } a, b, c, d \in A
$$

It then follows from Theorem 7.2 and persistence that

$$
\begin{equation*}
a-b<* c-d \Leftrightarrow u_{i}(a)-u_{i}(b)<u_{i}(c)-u_{i}(a), \quad \text { for all } t \tag{7.10}
\end{equation*}
$$

This is (7.4) in miniature, for $A$ instead of $X$. Since $u_{i}$ is continuous and (7.10) holds for each $i$, the correspondents of $A 1^{\prime}-A 4^{\prime}$ hold for $<^{*}$ on $A^{2}$ for each $i$. It follows that $u_{i}$ and $u_{i}$ are related by a positive linear transformation. In particular there are positive $\alpha_{2}, \ldots, \alpha_{n}$, and $\beta_{2}, \ldots, \beta_{n}$, such that $u_{j}(a)=$ $\alpha_{j} u_{1}(a)+\beta$ for all $\alpha \in A, j=2, \ldots, n$. Letting $\rho \equiv u_{1}, \lambda_{1}=1, \lambda_{j}=\alpha_{j}$ for $j>1$, (7.6) gives $u(x)=\sum_{i=1}^{n} \lambda_{i} p\left(x_{i}\right)+$ constant, which, on using (6.3) and (7.4) gives $x<y \Leftrightarrow \sum \lambda_{i} \rho\left(x_{i}\right)<\sum \lambda_{i} \rho\left(y_{i}\right)$, all $\lambda_{i}>0$. This proves the first part of the following theorem.

THEOREM 7.4. Suppose $X=A^{n},<^{*}$ on $X \times X$ is persistent, and $A 1^{\prime}$, $A 2^{\prime}, A 3^{\prime}$, and $A 4^{\prime}$ hold. Then there are $\lambda_{i}>0$ and a continuous (in ' ${ }^{\text {G }}$ ) realvalued function $\rho$ on $A$ that satisfy (7.9) when $<$ on $A^{n}$ is defined from $<*$ on $A^{n} \times A^{n}$ by $x<y \Leftrightarrow x-x<* y-x$. If in addition $n>1$ and $x<y$ for some $x, y \in X$ and if $\lambda_{i}^{\prime}>0$ and $\rho^{\prime}$ on $A$ satisfy (7.9) along with $\lambda_{i}>0$ and $\rho$ on $A$, then there are numbers $\alpha>0, \beta>0$ and $\gamma$ such that

$$
\begin{align*}
\lambda_{i}^{\prime} & =\alpha \lambda_{i} \quad i=1, \ldots, n  \tag{7.11}\\
\rho^{\prime}(a) & =\beta \rho(a)+\gamma \quad \text { for all } a \in A . \tag{7.12}
\end{align*}
$$

Proof. For the uniqueness assertions take $\rho$ and the $\lambda_{i}$ as defined for the first part. Let $u_{i}(a)=\lambda_{i} \rho(a)$ and $u(x)=\sum u_{i}\left(x_{i}\right)$. Then, as in the first part of the proof, $u$ is continuous and hence, by Theorem 3.5, $\{x: x<y\} \in \mathcal{G}^{\boldsymbol{n}}$ and $\{x: y<x\} \in \mathcal{G}^{n}$, which establish condition $Q 3$ of Theorem $5.4(n=2)$ or condition Q3* of Theorem $5.5(n>2)$. With $<^{*}$ persistent and $x<y$ for some $x, y \in X$, each of the $n$ factors has an active influence on $<$. Since the other conditions of Theorem 5.4 or Theorem 5.5 are easily seen to hold for $<$ on $A^{n}$, by (7.9), it follows that the $\lambda_{i} \rho$ in (7.9) are unique up to similar positive linear transformations. Hence $\lambda_{i}^{\prime}>0$ and $\rho^{\prime}$ satisfy (7.9) if and only if there is a $k>0$ and $\beta_{i}$ such that $\lambda_{i}^{\prime} \rho^{\prime}(a)=k \lambda_{i} \rho(a)+\beta_{i}$ for $i=1, \ldots, n$. Since this gives $\rho^{\prime}(a)=\left(k \lambda_{i} / \lambda_{i}^{\prime}\right) \rho(a)+\beta_{3} / \lambda_{i}^{\prime}, \rho^{\prime}$ is a positive linear transformation of $\rho$ as in (7.12). Also, since $\rho$ is not constant on $A$ ( $x<y$ for some $x, y), k \lambda_{i} / \lambda_{i}^{\prime}=k \lambda_{j} / \lambda_{j}^{\prime}$ for all $i, j$, or $\lambda_{j}^{\prime}=\left(\lambda_{i}^{\prime} / \lambda_{1}\right) \lambda_{j}$ for $j=2, \ldots, n$. Set $\alpha=\lambda_{1}^{\prime} / \lambda_{1}$. (7.11) then follows.

### 7.3 CONSTANT DISCOUNT RATES

Although persistent preference differences were used to obtain (7.9) for arbitrary positive $\lambda_{i}$, special cases of (7.9) can be derived using only the
simple preference relation $<$. One of these is (7.2). Another occurs when $\lambda_{i+1} / \lambda_{i}=\pi$ for $i=1,2, \ldots, n-1$ with $\pi>0$, in which case (7.9) reduces to

$$
\begin{equation*}
x<y \Leftrightarrow \sum_{i=1}^{n} \pi^{i-1} \rho\left(x_{i}\right)<\sum_{i=1}^{n} \pi^{i-1} \rho\left(y_{i}\right), \quad \text { for all } x, y \in A^{n} . \tag{7.13}
\end{equation*}
$$

If $\pi=1$ we have (7.2), the case of no time preference. If $\pi<1$, (7.13) represents the case where utilities are discounted at a constant rate, which arises under (7.13) when $<$ is impatient. When $\pi>1$, utilities are marked up at a constant rate.
One way to obtain (7.13) is to begin with Debreu's additivity theory. Taking $n \geq 3$, we shall use the hypotheses of Theorem 5.5 applied to $X=A^{n}\left(X_{i}=A\right.$ for each $\left.i\right)$ along with one more condition. The new condition is referred to as temporal consistency by Williams and Nassar (1966) and as stationarity by Koopmans (1960).

Definition 7.3. $<$ on $A^{n}$ is stationary if and only if there is an $e \in A$ such that, for all $x_{1}, \ldots, x_{n-1}, y_{1}, \ldots, y_{n-1} \in A$, $\left(x_{1}, \ldots, x_{n-1}, e\right)<\left(y_{1}, \ldots, y_{n-1}, e\right) \Leftrightarrow\left(e, x_{1}, \ldots, x_{n-1}\right)<\left(e, y_{1}, \ldots, y_{n-1}\right)$.

In going from $\left(x_{1}, \ldots, x_{n-1}, e\right)$ to ( $e, x_{1}, \ldots, x_{n-1}$ ) each $x_{i}$ is updated by one period and $e$ is shifted from the last period to the first. Stationarity says that preferences do not change under such shifts.

THEOREM 7.5. If the hypotheses of Theorem 5.5 hold for $X=A^{n}$ and if $<$ on $A^{n}$ is stationary then there is a positive number $\pi$ and a continuous realvalued function $\rho$ on $A$ that satisfy (7.13). Moreover, $\pi$ is unique and $\rho$ is unique up to a positive linear transformation.

Proof. Let the hypotheses hold, with continuous if for (7.2) unique up to similar positive linear transformations. Define $<$ on $4^{n-1}$ by
$\left(x_{1}, \ldots, x_{n-1}\right)<\left(y_{1}, \ldots, y_{n-1}\right) \Leftrightarrow\left(x_{1}, \ldots, x_{n-1}, e\right)<\left(y_{1}, \ldots, y_{n-1}, e\right)$.
It follows from (7.2) and (7.14) that, for all $\left(x_{1}, \ldots, x_{n-1}\right),\left(y_{1}, \ldots, y_{n-1}\right) \in$
$A^{n-1}$,

$$
\begin{aligned}
& \left(x_{1}, \ldots, x_{n-1}\right)<\left(y_{1}, \ldots, y_{n-1}\right) \Leftrightarrow \sum_{i=1}^{n-1} u_{i}\left(x_{i}\right)<\sum_{i=1}^{n-1} u_{i}\left(y_{i}\right) \\
& \left(x_{1}, \ldots, x_{n-1}\right)<\left(y_{1}, \ldots, y_{n-1}\right) \Leftrightarrow \sum_{i=1}^{n-1} u_{i+1}\left(x_{i}\right)<\sum_{i=1}^{n-1} u_{i+1}\left(y_{i}\right) .
\end{aligned}
$$

It follows from these two expressions and Theorems 5.4 and 5.5 that there is $\mathrm{a} \pi>0$ and numbers $\beta_{1}, \ldots, \beta_{n-1}$ such that

$$
u_{i+1}(a)=\pi u_{i}(a)+\beta_{i} \quad \text { for all } a \in A ; \quad i=1, \ldots, n-1
$$

Using this recursively to express each $u_{i}$ in terms of $u_{1}$ and letting $\rho=u_{1}$, substitution into (7.2) yields (7.13).

Suppose (7.13) holds then along with $x<y \Leftrightarrow \sum_{i} \lambda^{i-1} \sigma\left(x_{i}\right)<\sum_{i} \lambda^{i-1} \sigma\left(y_{i}\right)$. From Debreu's uniqueness up to similar positive linear transformations it follows that there are numbers $\alpha>0$ and $\beta_{1}, \ldots, \beta_{n-1}$ such that

$$
\lambda^{i-1} \sigma(a)=\alpha \pi^{i-1} \rho(a)+\beta_{i} \quad \text { for all } a \in A ; \quad i=1, \ldots, n-1 .
$$

With $i=1$ this gives $\sigma(a)=\alpha \rho(a)+\beta_{1}$. Substituting for $\sigma$ with $i>1$ we then have $\lambda^{i-1} \alpha \rho(a)+\lambda^{i-1} \beta_{1}=\pi^{i-1} \alpha \rho(a)+\beta_{i}$ which, since $\rho$ is not constant on $A$, requires $\lambda=\pi$.

### 7.4 SUMMARY

When $X=A^{n}$ and $i$ indexes time, new concepts come into play, including no time preference, impatience, persistent preferences, persistent preference differences, and stationarity. These concepts can apply whether or not utilities are additive over the $n$ periods.
The most general special case of additivity considered in this chapter is the weighted form $x<y \Leftrightarrow \sum \lambda_{i} \rho\left(x_{i}\right)<\sum \lambda_{i} \rho\left(y_{i}\right)$, with $\lambda_{i}>0$ for each $i$. Debreu's topological theory for weak ordered preference differences along with persistent preference differences implies this form. Additive utilities, but not necessarily the weighted form given here, arise from the representation $x-y<* z-w \Leftrightarrow u(x)-u(y)<u(z)-u(w)$ along with persistent preference differences.

Under appropriately strong axioms for additive utilities based on simple preference comparisons, the form $x<y \Leftrightarrow \sum \pi^{i-1} \rho\left(x_{i}\right)<\sum \pi^{i-1} \rho\left(y_{i}\right)$ can result when $<$ is assumed to be stationary. If $<$ is impatient also then $0<\pi<1$.

## INDEX TO EXERCISES

1-3. No time preference. 4-5. Persistent preferences. 6. Impatience. 7. Persistent differences. 8. Nonhomogeneous preference difference additivity. 9-10. Weighted additivity. 11-12. Constant discount rate. 13-14. Present monetary value.

## Exercises

1. Given (7.1) prove that (7.2) follows when $\left(x_{1}, \ldots, x_{n}\right) \sim\left(y_{1}, \ldots, y_{n}\right)$ whenever $x_{1}, \ldots, x_{n}$ is a permutation of $y_{1}, \ldots, y_{n}$. Define $\rho$ by $\rho(a)=\sum_{i=1}^{n} u_{i}(a)$.
2. With $X \subseteq A^{n}$, let $\left(x^{1}, \ldots, x^{m}\right) E_{m}^{*}\left(y^{1}, \ldots, y^{m}\right) \Leftrightarrow\left[m>1, x^{1}, \ldots, x^{m}\right.$, $y^{1}, \ldots, y^{14} \in X$; the number of times $a \in A$ appears as a component in $\left(x^{1}, \ldots, x^{m}\right)$
equals the number of times it appears as a component in $\left(y^{1}, \ldots, y^{m}\right)$, for each $a \in A]$. Let condition $C^{\prime}$ be: $\left[\left(x^{1}, \ldots, x^{m}\right) E_{m}^{*}\left(y^{1}, \ldots, y^{m}\right), x^{i}<y^{j}\right.$ or $x^{i} \sim y^{j}$ for $j=1, \ldots, m-1] \Rightarrow$ not $x^{m}<y^{m}$. Show that $C^{\prime} \Rightarrow C$ of Theorem 4.1 and that $C^{\prime} \Rightarrow$ if $x, y \in X$ and $x_{1}, \ldots, x_{n}$ is a permutation of $y_{1}, \ldots, y_{n}$ then $\left(x_{1}, \ldots, x_{n}\right) \sim\left(y_{1}, \ldots, y_{n}\right)$.
3. With $X=A \times A$ suppose $u(a, b)=u(b, a)$ for all $a, b \in A$ and that $x \prec y \Leftrightarrow$ $u(x)<u(y)$. With $A=\operatorname{Re}$, specify a $u$ that satisfies these conditions (define $\prec$ from <) and for which there is no corresponding additive representation as in (7.1).
4. With $X=A^{n}$ suppose $<$ on $A^{n}$ is a persistent weak order. Define $<^{0}$ on $A$ by $a<{ }^{0} b \Leftrightarrow\left(x_{1}, \ldots, x_{i-1}, a, x_{i+1}, \ldots, x_{n}\right) \prec\left(x_{1}, \ldots, x_{i-1}, b, x_{i+1}, \ldots, x_{n}\right)$ for some $x_{i} \in A$. Prove
a. $<^{0}$ on $A$ is a weak order,
b. $\left(x_{i}<^{0} y_{i}\right.$ or $x_{i} \sim^{0} y_{i}$ for $\left.i=1, \ldots, n\right) \Rightarrow x \leqslant y$,
c. ( $x_{i} \leqslant{ }^{0} y_{i}$ for all $i$ and $x_{i}<^{0} y_{i}$ for some $i$ ) $\Rightarrow x<y$.
5. Suppose $<$ on $A^{n}$ is a strict partial order, $<$ is persistent, and $<_{i}$ on $A$ is defined as in the paragraph preceding (7.3). Prove that each $<_{i}$ is a strict partial order and all ${\prec_{i}}_{i}$ are identical. Show also that when $<_{i}$ is defined in this way and $<$ is persistent then it is possible to have all $<_{i}$ identical weak orders on $A$ when $<$ on $A^{n}$ is not even a strict partial order.
6. Show that $u_{1}(b)-u_{1}(a)>u_{2}(b)-u_{2}(a)>\cdots>u_{n}(b)-u_{n}(a)$ when $\bar{a}<b$, (7.1) holds, and < is impatient.
7. Show that if $X=A^{n},<^{*}$ on $X \times X$ is persistent, and $x<y \Leftrightarrow x-x<^{*}$ $y-x$, then $<$ on $X$ is persistent.
8. Show that if $X=\prod_{i=1}^{n} X_{i}$, if (7.4) holds for all $x, y, z, w \in X$ and if $x-x^{\prime}<*$ $y-y^{\prime} \Rightarrow z-z^{\prime} \prec^{*} w^{\prime}-w^{\prime}$ whenever $i \in\{1, \ldots, n\},\left(x_{i}=x_{i}^{\prime}, y_{j}=y_{j}^{\prime}, z_{j}=z_{j}^{\prime}\right.$, $\left.w_{j}=w_{j}^{\prime}\right)$ for all $j \neq i$ and $\left(x_{i}, x_{i}^{\prime}, y_{i}, y_{i}^{\prime}\right)=\left(z_{i}, z_{i}^{\prime}, w_{i}, w_{i}^{\prime}\right)$ then there are real-valued $u_{i}$ on $X_{i}$ that satisfy $u(x)=\sum u_{i}\left(x_{i}\right)$ for all $x \in X$.
9. Show that (7.9) holds with the $\lambda_{i}>0$ if and only if there are $u_{i}$ satisfying (7.1) that are positive linear transformations of each other.
10. Verify the linear transformation assertion in the proof of Theorem 7.3.
11. Show that if (7.13) holds with $\pi>0$ and if $\prec$ is impatient and $x<y$ for some $x, y \in A^{n}$, then $\pi<1$.
12. Under the hypotheses of Theorem 7.5 does (7.14) hold for every $e \in A$ ?
13. Williams and Nassar (1966). Let $H$ be the following set of hypotheses: $X=\mathrm{Re}^{n}$, conditions 1,2 , and 3 of Theorem 3.3, and $x<y \Leftrightarrow 0 \prec y-x$, for all $x, y \in X$. The final assumption is referred to as "marginal consistency." Show that the following hold, given $H$.
a. $x \sim y \Leftrightarrow x-y \sim 0$.
b. $x \sim y \Leftrightarrow-x \sim-y$.
c. $x \sim y \Leftrightarrow x+z \sim y+z$ for every $z \in \operatorname{Re}^{n}$.
d. $(x \sim y, z \sim w) \Rightarrow x+z \sim y+w$.
e. $x \sim y \Rightarrow M x \sim M y$ for every integer $M$.
f. $x<y \Leftrightarrow-y<-x$.
g. $x<y \Leftrightarrow x+z<y+z$ for every $z \in \operatorname{Re}^{n}$.
h. $(x<y, z \leqslant w) \Rightarrow x+z<y+w$.
i. $x<y \Rightarrow M x<M y$ for every positive integer $M$, and $x<y \Rightarrow M y<M x$ for every negative integer $M$.
j. If $M$ is a nonzero integer then $M x \sim M y \Rightarrow x \sim y$.
k. $x \sim y \Rightarrow \alpha x \sim \alpha y$ for every rational number $\alpha$.
m. $x \sim y \Rightarrow \alpha x \sim \alpha y$ for every $\alpha \in \operatorname{Re}$.
14. (Continuation.) Show that $H$ implies that there are positive numbers $\lambda_{1}, \ldots$, $\lambda_{n}$ such that

$$
\begin{equation*}
x \prec y \Leftrightarrow \sum_{i=1}^{n} \lambda_{i} x_{i}<\sum_{i=1}^{n} \lambda_{i} y_{i}, \quad \text { for all } x, y \in X . \tag{7.15}
\end{equation*}
$$

To do this show firsi that, for each $x \in \operatorname{Re}^{n}$, there is one and only one $a \in \operatorname{Re}$ for which $x \sim \bar{a}$. Then take $u(x)=a$ when $x \sim \bar{a}$, so that $u$ satisfies $x<y \Leftrightarrow u(x)<$ $u(y)$. Finally, use results $d$ and $m$ of the preceding exercise to show that $u$ can be written as $\mu(x)=\sum \lambda_{i} x_{i}$ where $\lambda_{i} \sim(0, \ldots, 0,1,0, \ldots, 0)$.

## PART

## II

## EXPECTED-UTILITY THEORY

Until the Liid twentieth century, utility theory focused on preference structures that do not explicitly incorporate uncertainty or probability, the yardstick for uncertainty. The expected-utility theory of John von Neumann and Oskar Morgenstern, and an earlier theory by Frank P. Ramsey, stimulated new :nterest in the role of uncertainty in preference structures.

An expected-utility theory may incorporate probabilities in the alternatives of the preference structure or it may formulate uncertainty in the alternatives without $i_{22}$ nrior encoding in terms of probability. In the latter casc, probabilities as well as utilities are derived from the axioms. In the former case only utilities are derived from the axioms since the probabilities are already part of the axiomatic structure. The former approach is used in this part of the book: the alternatives are probability measures defined on a set of consequences. Basic theory is in Chapters 8,9, and 10: additive, expected-utility theory for muitiple-factor situations is in Chapter 11.

## Chapter 8

## EXPECTED UTILITY WITH SIMPLE PROBABILITY MEASURES

When each strategy or decision alternative corresponds to a simple probability measure on the consequences in a set $X$, we consider the expectedutility model for computing utilities of the strategies, or their associated measures. The idea for this model dates at least from Bernoulli (1738) but it was not until the present century that apparently reasonable preference axioms were given as a basis for the model. The axioms of this chapter are similar to those initiated by von Neumann and Morgenstern (1947) and to later modifications by Friedman and Savage (1948, 1952), Marschak (1950), Herstein and Milnor (19 3 ), Cramer (1956), Luce and Raiffa (1957), and Blackwell and Girshick (1954). The last of these applies to probability measures that are more general than those considered in this chapter. They will be e" amined in Chapter 10.

After an introductory example and a brief discussion of simple probability measures we shall consider the basic theorem and then offer some criticisms of its preference conditions. A complete proof of the basic weak-order theorem is given in Section 8.4. The case of intransitive indifference is investigated in the next chapter.

### 8.1 EXAMPLE

Suppose that the owner of a small construction firm plans to submit a sealed bid for a job that he estimates will cost his company $\$ 200000$ to complete. If he bids $\$ x$ and gets the job, he will be paid $\$ x$ : his profit is $\$ x-\$ 200000$.

Since the construction industry is in a slump, he believes that there will be many bids. From his prior experience and knowledge of the current situation he estimates the probability $p(x)$ of getting the job if he bids $\$ x$. [Winkler


Figure 8.1 Probability of geting job for a bid of $\$ x$.
(1967a, 1967b) discusses some ways of doing this.] $p(x)$ for $190000 \leq$ $x \leq 300000$ is shown in Figure 8.1.

Because of the scarcity of work the owner would be willing to take the job at a loss of not more than $\$ 10000$. In other words, (get job and make $-\$ 10000) \sim$ (don't get job). Using an appropriate method of scaling utilities for the expected-utility model [see, for example, Pratt, Raiffa, and Schlaifer (1964), Swalm (1966), or Fishburn (1967)], the owner estimates his utility function for net profit (assuming he gets the job) as shown in Figure 8.2. The figure indicates that he is indifferent between making $\$ 10000$ with certainty and a $50-50$ gamble giving either $-\$ 10000$ or $\$ 100000$. He is indifferent also between maKing $\$ 50000$ with certainty and an $80-20$ gamble giving $\$ 100000$ (with probability .8 ) or $=\$ 10000$ (with probability .2 ). According to the


Fagure 8.2 Utility of aet profit.


Figure 8.3 Expected utilities using Figures 8.1 and 8.2.
expected-utility model, the latter indifference comparison transforms into $u(\$ 50000)=.8 u(\$ 100000)+.2 u(-\$ 10000)$. Equations such as this can be used as a guide in constructing and checking $u$.

If he bids $\$ x$ his expected utility will be $p(x) u$ (get the job and make $\$ x-\$ 200000$ net profit) $+[1-p(x)] u($ don't get job). By Figure 8.2 and (get job and make $-\$ 10000$ ) $\sim$ (don't get job), $u($ dnn't get job) $=0$ so that

$$
u(\text { bid } \$ x)=p(x) u(\text { get job and make } \$ x-\$ 200000 \text { net profit })
$$

Reading off approximate values for $p(x)$ and $u(\$ x-\$ 200000)$ from Figures 8.1 and 8.2 we obtain the expected-utility curve in Figure 8.3, which shows that expected utility is maximized at about $x=206000$. A bid of about $\$ 206000$ is therefore recommended.

### 8.2 SIMPLE PROBABILITY MEASURES

Definition 8.1. A simple probability measure on $X$ is a real-valued function $P$ defined on the set of all subsets of $X$ such that

1. $P(A) \geq 0$ for every $A \subseteq X$,
2. $P(X)=1$,
3. $P(A \cup B)=P(A)+P(B)$ when $A, B \subseteq X$ and $A \cap B=\varnothing$,
4. $P(A)=1$ for some finite $A \subseteq X$.

Property (4) distinguishes $P$ as a simple probability measure. Chapter 10 removes this restriction and considers expected utility for more general measures.

Property (3) is the finite additivity property: the probability of the union of two disjoint subsets of $X$ equals the sum of the two separate probabilities.
$P(\{x\})$, which we shall write as $P(x)$, is the probability assigned by $P$ to the unit subset $\{x\}$ of $X$.

THEOREM 8.1. Suppose $P$ is a simple probability measure on $X$. Then $P(x)=0$ for all but a finite number of $x \in X$ and, for all $A \subseteq X$,

$$
\begin{equation*}
P(A)=\sum_{x \in A} P(x) . \tag{8.1}
\end{equation*}
$$

Proof. Suppose $P$ is simple and $A$ is a finite subset of $X$ for which $P(A)=$ 1. Then $P(x)=0$ for all $x \notin A$, for otherwise, if $P(x)>0, P(A \cup\{x\})>1$ by (3) of Definition 8.1, which by (1) and (3) then leads to $P(X)>1$, contradicting (2). By successive uses of (3), (8.1) holds when $A$ is finite. For arbitrary $A \subseteq X$ let $B=\{x: x \in A, P(x)>0\}$ and $C=\{x: x \in A, P(x)=0\}$. By (3), $P(A)=P(B)+P(C)$. Moreover, $B$ is finite so that (8.1) holds if $P(C)=0$. If $P(C)>0$ then, by (3), $P(C \cup\{x: x \in X, P(x)>0\})>1$ since if $P\{x: x \in X, P(x)>0\}<1$ then, by (8.1) for finite sets, $P(D)<1$ for every finite $D \subseteq X$. Hence, if $P(C)>0$ we find again that $P(X)>1$.

## Convex Combinations of Measures

In expectrd-utility theory we use a rule for combining two probability measures $t$ form a third measure. This rule can of course be extended to the combination of any finite number of measures.

Definition 8.2. If $P$ and $Q$ are simple probability measures on $X$ and $\alpha \in[0,1]$ then $\alpha P+(1-\alpha) Q$ is the function that assigns the number $\alpha P(A)+(1-\alpha) Q(A)$ to each $A \subseteq X$.

Under the definition's hypotheses it is readily seen that $\propto P+(1-\alpha) Q$ is a simple probability measure on $X$.

If $P(\$ 100)=.3, P(\$ 200)=.7, Q(\$ 100)=.5$, and $Q(\$ 300)=.5$ then, with $R=.1 P+.9 Q, R(\$ 100)=.48, R(\$ 200)=.07$, and $R(\$ 300)=.45$.

## Expected Value

If $P$ is a simple probability measure on $X$ and $f$ is a real-valued function on $X$ then the so-called expected value of $f$ with respect to $P$, written here as $E(f, P)$, is defined by

$$
\begin{equation*}
E(f, P)=\sum_{x \in X} f(x) P(x) \tag{8.2}
\end{equation*}
$$

With $P, Q$, and $R$ as in the preceding paragraph and with $f(x)=x, E(f, P)=$ $\$ 170, E(f, Q)=\$ 200$, and $E(f, R)=\$ 197=.1 E(f, P)+.9 E(f, Q)$. $\ln$ general, $E(f, \alpha P+(1-\alpha) Q)=\alpha E(f, P)+(1 \cdots \alpha) E(f, Q)$.

### 8.3 EXPECTED UTLLITY FOR SIMPLE MEASURES

If $\mathcal{S}_{b}$ is the set of all simple probability measures on $X$ then the measures that correspond to the strategies in the type of situation considered in this chapter comprise a subset of $\mathscr{S}_{8}$. In our preference conditions for expected utility we shall use all distributions in $f_{s}$ for two related reasons. The first is for mathematical expediency, for when $T_{1}$ is used it is closed under convex combinations as defined by Definition 8.3: if $P, Q \in \mathscr{T}$, and $\alpha \in[0,1]$ then $\alpha P+(1-\alpha) Q \in \mathscr{S}_{s}$. The second reason concerns the estimation of utilities, for when the theory is used as a basis for estimating $u$ on $X$ it is often convenient to use measures in $T_{s}$ that have $P(x)>0$ for only one to two $x \in X$, and such measures may correspond to no actual strategies.

The following theorem will be seen to be a corollary of a more general theorem that is presented and proved in the next section.

THEOREM 8.2. Juppose that $\mathbb{S}_{s}$ is the set of all simple probability measures on $X$ and $<$ is a binary relation on $\mathfrak{T}_{3}$. Then there is a real-valued function $u$ on $X$ that satisfies

$$
\begin{equation*}
P<Q \Leftrightarrow E(u, P)<E(u, Q), \quad \text { for all } P, Q \in T_{s} \tag{8.3}
\end{equation*}
$$

if and only if, for all $P, Q, R \in \mathcal{S}_{s}$,

1. $<$ on $\mathcal{T}_{s}$ is a weak order,
2. $(P<Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$,
3. $(P<Q, Q<R) \Rightarrow a P+(1-\alpha) R<Q$ and $Q<\beta P+(1-\beta) R$ for some $\alpha, \beta \in(0,1)$.

Moreover, $u$ in ( 8.3 ) is unique up to a positive linear transformation: that is, if $u$, satisnies (8.3) then a real-valued function $v$ on $X$ satisfies $P<Q \Leftrightarrow$ $E(n, P)<E(v, Q)$, for all $P, Q \in \mathscr{S}_{3}$, if and only if there are numbers $a>0$ and $b$ such that

$$
\begin{equation*}
v(x)=a u(x)+b \quad \text { for } a l!x \in X \tag{8.4}
\end{equation*}
$$

Suppose we extend $u$ to $J_{s}$ by defining $u(P)=E(u, P)$. Then, if (8.3) holds, $P<Q \Leftrightarrow u(P)<u(Q)$. Now if $v$ on $\mathscr{S}_{s}$ is any order-preserving (not necessarily linear) transformation of $u$ on $\mathscr{J}_{s}$, then $P<Q \Leftrightarrow v(P)<v(Q)$. Given such a $v$ we can define $v$ on $X$ by $v(x)=v(P)$ when $P(x)=1$. However, if $v$ is not a linear transformation of $u$ then $v(P)=E(v, P)$ must be false for some $P \in \mathcal{T}_{s}$. In other werds there are functions $v$ on $T_{s}$ that satisfy $P<Q \Leftrightarrow$ $v(P)<v(Q)$ but do not satisfy $P<Q \Leftrightarrow E(v, P)<E(v, Q)$ when $v$ on $X$ is defined from $v$ on $T_{s}$ in the manner indicated (provided that $P<Q$ for some $P, Q \in \mathbb{T}_{s}$ ).

## Condition 1: Weak Order

Condition 1, weak order, can easily be criticized for its implication of transitive indifference. For example, let consequences be amounts of money viewed as potential increments to one's present wealth. Let $P(\$ 35)=1$, $Q(\$ 36)=1$, and $R(\$ 0)=R(\$ 100)=.5$. Surely $P<Q$. But it seems quite possible that $P \sim R$ and $\varrho \sim R$, in which case $\sim$ is not transitive.

For this reason the next chapter examines the case where $<$ on $\mathscr{S}_{s}$ is only assumed to be a strict partial order. We shall not consider interval orders and semiorders per se, as in Chapter 2, for conditions p10 and pll of Section 2.4 are liable to criticisms of the sort given above. For example, if $Q^{\prime}(\$ 35.50)=$ 1 , then $P<Q^{\prime}<Q$ but $R$ might be indifferent to each of these, which would violate $p$ 11. Moreover, if $<$ on $\mathcal{T}_{s}$ is assumed to be irreflexive and to satisfy $p 11$, and if condition 2 of Theorem 8.2 holds then $\sim$ on $\mathscr{T}_{3}$ is transitive. For suppose to the contrary that ( $P \sim Q, Q \sim R, P<R$ ). Then, by condition 2 on $P<R, P=\frac{1}{2} P+\frac{1}{2} P<\frac{1}{2} P+\frac{1}{2} R$ and $\frac{1}{2} P+\frac{1}{2} R<\frac{1}{2} R+\frac{1}{2} R=R$, so that, by $p$ ll, $P<Q$ or $Q<R$ which contradicts $(P \sim Q, Q \sim R)$.

## Condition 2: Independence

Condition 2, a form of independence axiom, is regarded by many as the core of expected-utility theory, for without it the "expectation" part of expected utility vanishes. Moreover, this condition is often regarded as a principal normative criterion of the theory, along with transitivity of $<$.
$\alpha P+(1-\alpha) R$ may be viewed in two ways: either as a gamble that yields $x \in X$ with probability $\alpha P(x)+(1-\alpha) R(x)$, or as a two-stage process whereby $P($ or $R)$ is selected in the first stage with probability $\alpha$ (or $1-\alpha$ ) and then $x$ is selected at the second stage using the one of $P$ and $R$ already selected. These two interpretations are probabilistically identical although they are not psychologically identical. For example, you might find the two-stage process more exciting.

As a normative criterion, $(P<Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+$ $(1-\alpha) R$ is usually defended with the two-stage argument. If you prefer $Q$ to $P$ then it seems reasonable in view of the two-stage interpretation that you should prefer $\alpha Q+(1-\alpha) R$ to $\alpha P+(1-\alpha) R$, or that, in the following "payoff"' matrix, you should prefer $A$ to $B$ when you have a choice between

$A$ and $B$ and, independent of your choice, a "coin" with probability $\alpha$ for "heads" and probability $1-\alpha$ for "tails" is flipped to determine the appropriate column.

Condition 2 has several related functions as a guide in making consistent preference judgments. First, it may help to uncover preferences between more complex alternatives on the basis of preferences between simpler alternatives. Suppose that, initially, a person has no clear preference between $R$ and $S$ where

$$
\begin{array}{rll}
R(\$ 50)=.10, & R(\$ 80)=.45, & R(\$ 100)=.45 \\
S(\$ 0)=.02, & S(\$ 80)=.45, & S(\$ 100)=.53
\end{array}
$$

but definitely prefers $Q$ to $P$ when $Q(\$ 0)=.2, Q(\$ 100)=.8$, and $P(\$ 50)=$ 1. Let $T(\$ 80)=T(\$ 100)=.5$. In view of the fact that $S=.1 Q+.9 T$ and $R=.1 P+.9 T$, his preference for $Q$ over $P$ may convince him that he should prefer $S$ to $R$ even though he might feel that $S$ and $R$ are "very close together."

Condition 2 can also be useful in uncovering inconsistencies in preference judgments. Consider an example used by Savage (1954, pp. 101-103) that is due to Allais (1953). Which of $Q$ and $P$ do you prefer?

$$
\begin{gathered}
Q(\$ 500000)=1 ; \quad P(\$ 2500000)=.10 \\
P(\$ 500000)=.89, \quad P(\$ 0)=.01
\end{gathered}
$$

Also, which of $R$ and $S$ do you prefer?

$$
R(\$ 500000)=.11, \quad R(\$ 0)=.89 ; \quad S(\$ 2500000)=.10, \quad S(\$ 0)=.90
$$

According to Allais and Savage it is not unusual to find $P<Q$ and $R<S$. Now with $T(\$ 2500000)=\frac{10}{13}, T(\$ 0)=\frac{1}{11}$, and $V(\$ 0)=1$,

$$
\begin{aligned}
& Q=.11 Q+.89 Q \\
& P=.11 T+.89 Q
\end{aligned}
$$

and

$$
\begin{aligned}
& R=.11 Q+.89 V \\
& S=.11 T+.89 V
\end{aligned}
$$

Since condition 2 implies the converse of itself in the presence of the other conditions, $P<Q \Rightarrow T<Q$ and $R<S \Rightarrow Q<T$, so that an "inconsistency" has been uncovered. In Allais' viewpoint, this result speaks against the reasonableness of coucition 2 . On the other hand, Savage suggests that many people would be alarmed at the apparent inconsistency and, accepting the "reasonableness" of condition 2, wish to revise their initial judgments so that the revisions are consistent with the condition.

## Condition 3: An Archimedean Axiom

The third condition in Theorem 8.2 says that if $P<Q<R$ then there is some nontrivial mixture of $P$ and $R$ that is less preferred than $Q$, and also
some nontrivial mixture of $P$ and $R$ that is preferred to $Q$. It specifically prohibits the possibility that not $\alpha P+(1-\alpha) R<Q$ for all $\alpha \in(0,1)$, or that not $Q<\alpha P+(1-\alpha) R$ for all $\alpha \in(0,1)$ when $P<Q<R$.

Suppose that a newly minted penny will be flipped $n$ times and that, for any positive $\alpha$, you feel that there is an $n(\alpha)$ such that $\alpha$ exceeds the probability that every one of the $n(\alpha)$ flips will result in a head. Consider a choice between $A$ and $B$ :
A. Receive $\$ 1$ regardless of the results of the $n$ flips,
$B$. Be executed if every flip results in a head, and receive $\$ 2$ otherwise.
If execution $<\$ 1<\$ 2$ and if you prefer $A$ to $B$ regardless of how large $n$ is taken to be, then you violate condition 3. If the coin is flipped 100 times, then under $B$ there is only one sequence of the more than $1,000,000,000,000,000,000,000,000,000,000$ possible sequences under which you would be executed. In view of such numbers, many people might find a satisfactorily large value of $n$ for which they would choc $3 B$. It is often claimed that the willingness that many people show toward small risks such as crossing the street or driving a car is sufficiently convincing evidence in favor of the condition.

Despite the fact that condition 3 is called an Archimedean axiom, it and weak order do not imply the existence of a $u$ on $T$, that satisfies $P<Q \Leftrightarrow$ $u(P)<u(Q)$. In other words, conditions 1 and 3 do not imply (see Theorem 3.1) that $\mathscr{J}_{3} / \sim$ includes a countable subset that is order dense in $\mathscr{J}_{3} / \sim$. Exercise 6 goes into this further.

Hausner (1954) considers the case where condition 3 is not assumed to hold. To conditions 1 and 2 he adds the indifference version of condition 2, $(P \sim Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$, which as we shall see in the next section is implied by conditions 1,2 , and 3 . His axioms imply a lexicographic form of expected utility, but the dimensionality of this form might not be finite. In the 2 -dimensional case his representation would be $P<Q \Leftrightarrow\left(E\left(u_{1}, P\right), E\left(u_{2}, P\right)\right)<^{L}\left(E\left(u_{1}, Q\right), E\left(u_{2}, Q\right)\right)$ where $u_{1}$ and $u_{2}$ are real-valued functions on $X$ and $<^{L}$ is defined as in (4.10).

### 8.4 MIXTURE SETS

We shall now develop and prove a theorem that is more general than Theorem 8.2. The reason for this is that the more general theorem will be used in later developments, especially in Chapter 13. The generalization uses Herstein and Milnor's (1953) definition of a mixture set.

Definiticn 8.3. A mixture set is a set $\mathscr{T}$ and a function that assigns an element $\alpha P+(1-\alpha) Q$ in $\mathscr{T}$ to each $\alpha \in[0,1]$ and each $(P, Q) \in \mathscr{S} \times \mathbb{S}$ such
that, for all $P, Q \in T$ and $\alpha, \beta \in[0,1]$,
M1. $1 P+0 Q=P$,
M2. $\alpha P+(1-\alpha) Q=(1-\alpha) Q+\alpha P$,
M3. $\alpha[\beta P+(1-\beta) Q]+(1-\alpha) Q=\alpha \beta P+(1-\alpha \beta) Q$.
The $f_{8}$ witt $\alpha P+(1-\alpha) Q$ as in Definition 8.2 is a mixture set. Along with $M 1$ through $M 3$ we shall use the following:

M4. $\alpha P+(1-\alpha) P=P$,
M5. $\alpha[\beta Q+(1-\beta) R]+(1-\alpha)[\gamma Q+(1-\gamma) R]$

$$
=[\alpha \beta+(1-\alpha) \gamma] Q+[\alpha(1-\beta)+(1-\alpha)(1-\gamma)] R .
$$

The first of these follows from $M 1-M 3$ as fuilows: $\alpha P+(1-\alpha) P=$ $\alpha[1 P+0 P]+(1-\alpha) P=\alpha[0 P+1 P]+(1-\alpha) P=0 P+1 P=1 P+$ $0 P=P$. The second follows easily from $M 1-M 3$ if $\beta$ or $\gamma$ equals 0 or 1 . Henceforth, to verify $M 5$ for a mixture set, we suppose that $\beta, \gamma \in(0,1)$ and that $\beta \leq \gamma$ for definiteness. Following Luce and Suppes (1965, p. 288):

$$
\begin{aligned}
{[\alpha \beta} & +(1-\alpha) \gamma] Q+[\alpha(1-\beta)+(1-\alpha)(1-\gamma)] R \\
& =\{[\alpha \beta / \gamma+(1-\alpha)] \gamma\} Q+\{1-[\alpha \beta / \gamma+(1-\alpha)] \gamma\} R \\
& =[\alpha \beta / \gamma+(1-\alpha)][\gamma Q+(1-\gamma) R]+[1-\alpha \beta / \gamma-(1-\alpha)] R
\end{aligned}
$$ by M3

$$
=[\alpha(1-\beta / \gamma)] R+[1-\alpha(1-\beta / \gamma)][\gamma Q+(1-\gamma) R] \quad \text { by } M 2
$$

$$
=\alpha\{(1-\beta / \gamma) R+(\beta / \gamma)[\gamma Q+(1-\gamma) R]\}+(1-\alpha)[\gamma Q+(1-\gamma) R]
$$ by $M 3$

$$
=\alpha\{(\beta / \gamma)[\gamma Q+(1-\gamma) R]+(1-\beta / \gamma) R\}+(1-\alpha)[\gamma Q+(1-\gamma) R]
$$ by $M 2$

$$
=\alpha[\beta Q+(1-\beta) R]+(1-\alpha)[\gamma Q+(1-\gamma) R] \quad \text { by } M 3
$$

As a preface to the main theoreini we consider a succession of lemmas, as incorporated in the following theorem. Conclusion 5 of the theorem is due to Jensen (1967). $\sim$ and $\leqslant$ are defined as in (2.2) and (2.3).

THEOREM 8.3. Suppose that $\mathfrak{S}$ is a mixture set and that the following hold for all $P, Q, R \in \mathbb{T}$ :

A1. <on $T$ is a weak order,
A2. $(P<Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$,
A3. $(P<Q, Q<R) \Rightarrow \alpha P+(1-\alpha) R<Q$ and $Q<\beta P+(1-\beta) R$ for some $\alpha, \beta \in(0,1)$. Then, for all $P, Q, R, S \in \Im$,

C1. $(P<Q, 0 \leq \alpha<\beta \leq 1) \Rightarrow \beta P+(1-\beta) Q<\alpha P+(1-\alpha) Q$,
$C 2$. $(P \leqslant Q, Q \leqslant R, P<R) \Rightarrow Q \sim \alpha P+(1-\alpha) R$ for exactly one $\alpha \in[0,1]$,
C3. $(P<Q, R<S, 0 \leq \alpha \leq 1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) S$,
C4. $(P \sim Q, 0 \leq \alpha \leq 1) \Rightarrow \alpha P+(1-\alpha) Q \sim P$,
C5. $(P \sim Q, 0 \leq \alpha \leq 1) \Rightarrow \alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$.
Proofs. C1. If $\beta<1, \beta P+(1-\beta) Q<\beta Q+(1-\beta) Q$ by $A 2$, and hence $\beta P+(1-\beta) Q<Q$ by $M 4$. If $\beta=1$, then $\beta P+(1-\beta) Q<Q$ by $M 1$. If $0<\alpha$, then $(\alpha / \beta)[\beta P+(1-\beta) Q]+(1-\alpha / \beta)[\beta P+(1-\beta) Q]<$ $(\alpha / \beta)[\beta P+(1-\beta) Q]+(1-\alpha / \beta) Q$ by $A 2$, and hence $\beta P+(1-\beta) Q<$ $\alpha P+(1-\alpha) Q$ by $M 3$ and $M 4$. If $\alpha=0, \beta P+(1-\beta) Q<\alpha P+(1-\alpha) Q$ by $M 1$ and $M 2$.
$C 2$. Suppose first that $Q \sim P$. Then $Q \sim 1 P+0 R$ by $M 1$, and $1 P+$ $0 R<\beta P+(1-\beta) R$ for every $\beta<1$ by $C 1$ and $M 2$. Then, by transitivity (see Theorem 2.1d), $\alpha=1$ is the unique $\alpha \in[0,1]$ for which $Q \sim \alpha P+$ $(1-\alpha) R$. A symmetric proof holds if $Q \sim R$ (in which case $\alpha=0$ ). Finally, if $P<Q<R$, the proof of Lemma 3.1 applies with the obvious notational changes and the use of $C 1, A 1-A 3$, and $M 2$ and $M 3$.

C3. If $0<\alpha<1, \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$ and $(1-\alpha) R+$ $\alpha Q<(1-\alpha) S+\alpha Q$ by $A 2$.

C4. Suppose $P \sim Q$ and $\alpha P+(1-\alpha) Q<P$. Then $\alpha P+(1-\alpha) Q<Q$ (Theorem 2.1d). Then, by $C 3, \alpha[\alpha P+(1-\alpha) Q]+(1-\alpha)[\alpha P+$ $(1-\alpha) Q]<\alpha P+(1-\alpha) Q$ or, by $M 4, \alpha P+(1-\alpha) Q<\alpha P+(1-\alpha) Q$, which is false. Similarly, not $\left(P \sim Q, P<\alpha^{p}+(1-\alpha) Q\right)$. Hence $P \sim Q \Rightarrow$ $\alpha P+(1-\alpha) Q \sim P$.

C5. $M 1$ and $M 2$ yield the conclusion if $\alpha \in\{0,1\}$. Take $(P \sim Q$, $0<\alpha<1$ ). If $R \sim P$ then, by $C 4, \alpha P+(1-\alpha) R \sim P \sim Q \sim \alpha Q+$ $(1-\alpha) R$, or $\alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$. Henceforth take $R<P$ (the $P<R$ proof is similar). Then $R<\alpha P+(1-\alpha) R$ by $C$ ! and $M 4$. Suppose also that $\alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$. Then, by $C 2$, $\alpha P+(1-\alpha) R \sim(1-\beta) R+\beta[\alpha Q+(1-\alpha) R]$ for a unique $\beta \in(0,1)$. Hence $\alpha P+(1-\alpha) R \sim \alpha \beta Q+(1-\alpha \beta) R$ by $M 2$ and $M 3$. Also, since $R<Q,(1-\beta) R+\beta Q<Q \sim P$ by $C 1$ and $M 4$ : hence $\beta Q+(1-\beta) R<$ $P$ by $A 1$ and $M 2$ : then $\alpha[\beta Q+(1-\beta) R]+(1-\alpha) R<\alpha P+(1-\alpha) R$ by A2: finally, $\alpha \beta Q+(1-\alpha \beta) R<\alpha P+(1-\alpha) R$ by $M 3$, thus contradicting $\alpha P+(1-\alpha) R \sim \alpha \beta Q+(1-\alpha \beta) R$. Hence $\alpha P+(1-\alpha) R<\alpha Q+$ $(1-\alpha) R$ is false. Similarly $\alpha Q+(1-\alpha) R<\alpha P+(1-\alpha) R$ is false. Hence $\alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$.

The Main Theorem
THEOREM 8.4. Suppose is is a mixture set. Then A1, A2, and A3 of Theorem 8.3 hold for all $P, Q, R \in \mathscr{J}$ if and only if there is a real-calued function $u$ on

S such that

$$
\begin{align*}
P & <Q \Leftrightarrow u(P)<u(Q), \quad \text { for all } P, Q \in \mathcal{T}  \tag{8.5}\\
u(\alpha P+(1-\alpha) Q) & =\alpha u(P)+(1-\alpha) u(Q), \quad \text { for all }(\alpha, P, Q) \in[0,1] \times \mathscr{S}^{2} . \tag{8.6}
\end{align*}
$$

Moreover, if $u$ on $\mathfrak{T}$ satisfies (8.5) and (8.6) then a real-valued function $v$ on 9 satisfies (8.5) and (8.6) with $u$ replaced by $v$ if and only if there are numbers $a>0$ and $b$ such that

$$
\begin{equation*}
v(P)=a u(P)+b \quad \text { for all } P \in T \tag{8.7}
\end{equation*}
$$

Theorem 8.2 results from this when $\mathcal{S}=\mathscr{S}_{s}$ and $u$ on $X$ is defined from $u$ on $\mathfrak{T}$ by $u(x)=u(P)$ when $P(x)=1$. If $\{x: P(x)>0\}=\left\{x_{1}, \ldots, x_{n}\right\}$ then repeated applications of (8.6) with $P_{i} \in \mathscr{S}_{s}$ such that $P_{i}\left(r_{i}\right)=1$ give $u(P)=$ $u\left(\sum_{i=1}^{n} P\left(x_{i}\right) P_{i}\right)=\sum_{i=1}^{n} P\left(x_{i}\right) u\left(x_{i}\right)=E(u, P)$, so that $P<Q \Leftrightarrow E(u, P)<$ $E(u, Q)$ by (8.5). (8.4) follows from (8.7).

The necessity of $A 1, A 2$, and $A 3$ for (8.5) and (8.6) is obvious. To prove sufficiency, Part I of the following proof shows that (8.5) and (8.6) hold on $R S=\{P: R \leqslant P \leqslant S\}$ when $R<S$. We assume $R<S$ for some $R, S \in T$ for otherwise the conclusion is obvious. Part II extends (8.5) and (8.6) to all of $\mathfrak{S}$. Part III verifies (8.7).

Proof, Part I. Assume that $A 1, A 2$, and $A 3$ hold and that $R<S$. Let $R S=\{P: P \in \mathscr{T}, R \leqslant P \leqslant S\}$. By $C 2$ there is a unique number $f(P) \in[0,1]$ for each $P \in R S$ such that

$$
\begin{equation*}
P \sim[1-f(P)] R+f\left({ }^{p}\right) S, \quad \text { with } \quad f(R)=0 \quad \text { and } \quad f(S)=1 \tag{8.8}
\end{equation*}
$$

Suppose $P, Q \in R S$ and $f(P)<f(Q)$. Then, by $C 1,[1-f(P)] R+f(P) S<$ $[1-f(Q)] R+f(Q) S$. Transitivity and (8.8) then give $P<Q$. On the other hand, if $f(P)=f(Q)$ then (8.8) and transitivity imply $P \sim Q$. Thus

$$
\begin{equation*}
P<Q \Leftrightarrow f(P)<f(Q), \quad \text { for all } P, Q \in R S . \tag{8.9}
\end{equation*}
$$

If $P, Q \in R S$ and $\alpha \in[0,1]$ then $\alpha P+(1-x) Q \in R S$. If $\alpha \in\{0,1\}$ this follows from $M 1$ and $M 2$. If $0<\alpha<1$ then $R=\alpha R+(1-\alpha) R \leqslant \alpha P+$ $(1-\alpha) R=(1-\alpha) R+\alpha P \leqslant(1-\alpha) O+\alpha P=\alpha P+(1-\alpha) Q \leqslant \alpha S+$ $(1-\alpha) Q=(1-\alpha) Q+\alpha S \leqslant(1-\alpha) S+\alpha S=S$ by $M 4, A 2$ oı C5, M2, $A 2$ or $C 5, M 2, A 2$ or $C 5, M 2, A 2$ or $C 5$, and $M 4$, in that order.

Therefore, if $P, Q \in R S$ and $\alpha \in[0,1]$ then, by (8.8),

$$
\begin{equation*}
\alpha P+(1-\alpha) Q \sim[1-f(\alpha P+(1-\alpha) Q)] R+f(\alpha P+(1-\alpha) Q) S . \tag{8.10}
\end{equation*}
$$

In addition, by two applications of $C 5$,

$$
\alpha P+(1-\alpha) Q \sim \alpha\{[1-f(P)] R+f(P) S\}
$$

$$
+(1-\alpha)\{[1-f(Q)] R+f(Q) S\}
$$

so that, by $M 5$,

$$
\begin{aligned}
& \alpha P+(1-\alpha) Q \sim[1-\alpha f(P)-(1-\alpha) f(Q)] R \\
&+[\alpha f(P)+(1-\alpha) f(Q)] S
\end{aligned}
$$

From this, (8.10), trans:tivity, and $C 1$ it follows that $f(\alpha P+(1-\alpha) Q)=\alpha f(P)+(1-\alpha) f(Q), \quad$ for all $(\alpha, P, Q) \in[0,1] \times R S^{2}$.
(8.9) and (8.11) verify (8.5) and (8.6) on RS.

Proof, Part II. To extend this to all of $T, \because R S$ with $R<S$, and let $R_{i} S_{i}=\left\{P: P \in \mathscr{T}, R_{i} \leqslant P \leqslant S_{i}\right\}$ be such that $\cdot \omega \subseteq R_{i} S_{i}$ for $i=1$, 2. Let $f_{i}^{*}$ on $R_{i} S_{i}$ satisfy (8.5) and (8.6) for ( $\alpha, P, Q$ ) $\in[0,1] \times R_{i} S_{i}^{2}$, as guaranteed by Part I. Let $f_{i}$ be a positive linear transformation of $f_{i}^{*}$ so that $f_{i}(R)=0$ and $f_{i}(S)=1$ for $i=1,2$. The $f_{i}$ must satisfy (8.5) and (8.6) for $(\alpha, P, Q) \in$ $[0,1] \times R_{i} S_{i}^{2}$.

Suppose $P \in R_{1} S_{1} \cap R_{2} S_{2}$. If $P \sim R$ or $P \sim S$ then $f_{1}(P)=f_{2}(P)$ b; the definitions. Three possibilities remain as shown here with the unique element in $(0,1)$ as guaranteed by $C 2$ and strict preference:

$$
\begin{array}{ll}
P<R<S, & R \sim(1-\alpha) P+\alpha S \\
R<P<S, & P \sim(1-\beta) R+\beta S \\
R<S<P, & S \sim(1-\gamma) R+\gamma P . \tag{8.14}
\end{array}
$$

Using (8.5) and (8.6) on each of these we get, for $i=1,2$,

$$
\begin{array}{rlrl}
0 & =\left(1-c_{-}\right) f_{i}(P)+\alpha & & (\alpha \neq 1) \\
f_{i}(P) & =\beta & \\
1 & =\gamma f_{i}(P) & & (\gamma \neq 0) \tag{8.14*}
\end{array}
$$

respectively, so that $f_{1}(P)=f_{2}(P)$ in each case.
Finally, let $u(P)$ be the common value of $f_{i}(P)$, as assured by the foregoing, for every interval of the form $R_{i} S_{i}$ containing $P, R$, and $S$. Since every pair $P, Q \in \mathscr{T}$ is in at least one such interval it follows that $u$ is defined on all of $\mathfrak{J}$ and satisfies (8.5) and (8.6).

Proof, Part III. If $u$ satisfies (8.5) and (8.6) and $v$ satisfies (8.7) with $a>0$ then $v$ obviously satisfies (8.5) and (8.6). To go the other way, suppose $v$ satisfies (8.5) and (8.6) along with $u$. If $u$ is constant on $\mathscr{S}$ then so is $v$ and they
are related by the positive linear transformation $v(P)=u(P)+\left(c^{\prime}-c\right)$ where $u \neq c, v \equiv c^{\prime}$. On the other hand suppose that $R<S$ for some $R, S \in \mathcal{T}$. With such $R$ and $S$ fixed let

$$
\begin{equation*}
f_{1}(P)=\frac{u(P)-u(R)}{u(S)-u(R)}, \quad f_{2}(P)=\frac{v(P)-v(R)}{v(S)-v(R)} \quad \text { for all } P \in \mathscr{S} . \tag{8.15}
\end{equation*}
$$

Since $f_{1}$ and $f_{2}$ are positive linear transformations of $u$ and $v$, both satisfy (8.5) and (8.6). Moreover $f_{1}(R)=f_{2}(R)=0$ and $f_{1}(S)=f_{2}(S)=1$. If $P \sim R$ or $P \sim S$ then $f_{1}(P)=f_{2}(P)$. Or if (8.1k) holds then $f_{1}(P)=f_{2}(P)$ by (8.1k*) for $k=2,3,4$. Hence $f_{1} \equiv f_{\mathrm{g}}$. Then, by (8.15),

$$
v(P)=\frac{v(S)-v(R)}{u(S)-u(R)} u(P)+v(R)-u(R) \frac{v(S)-v(R)}{u(S)-u(R)}
$$

so that $v$ is a positive linear transformation of $u$.

### 8.5 SUMMARY

When a decision alternative has positive probability of resulting in any consequence in a finite subset of consequences and the probabilities sum to one, then a simple probability measure on $X$ corresponds to the alternative. Three preference conditions-weak order, independence, Archimedean-for $<$ on the set of simple probability measures imply that the utilit of any measure can be computed as the expected utility of the conse: nces with respect to that measure, provided that the consequence utilities are defined in a manner consistent with the expected-utility model.

For a general theory we defined the notion of a mixture set and applied the three conditions to it. The expected-utility model for simple probability measures illustrates one application of the general theory. Other uses of the general theory occur later.

## INDEX TO EXERCISES

1. Expected net profit. 2. Simple measures. 3. Unbounded utility. 4. Positive linear transformations. 5. Independence condition. 6. Order denseness. 7. Indepenuence. 8. Necessary conditions. 9. Expected utility. 10-11. Sequential analysis. 12-13. Certainty equivalents. 14. Pfanzagl's "consistency" axiom. 15. Linear additivity. 16. Buying and selling prices.

## Exercises

1. Using Figure 8.1, sketch a curve of the expected net profit of $x$, similar to Figure 8.3. Approximately what $x$ value maximizes expected net profit? Why does this differ from the $x$ that maximizes expected utility?
2. Use (3) of Eeninitun $\bar{\delta} .1$ to show that $(a) P\left(\bigcup_{i=1}^{n} A_{i}\right)=\sum_{i=1}^{n} P\left(A_{i}\right)$ if $A_{i} \cap$ $A_{j}=\varnothing$ whenever $i \neq j ;(b) P(A \cup B)=P(A)+P(B)-P(A \cap B)$.
3. Show that (8.3) does not imply that is is bounded.
4. Let $u$ on $X=\{x, y, z, w\}$ satisfy (8.3) with $(u(x), u(y), u(z), u(w))=(0,1,2,5)$. Assuming inat $v$ satisfies (8.4) compute $v$ on $X$ when (a) $v(x)=-1, v(y)=1$; (b) $v(x)=-10, v(z)=50$; (c) $v(w)=2$ and $v(x)+v(y)+v(z)+v(w)=1$; (d) $v(x) v(w)=v(y) v(z)=150$.
5. Consider $P$ and $Q$ as defined on $\$$ by the probability matrix:


Consider also two gambles for a four-ticket lottery as described in the following payoff matrix:


If each ticket has the same chance of being drawn, show that condition 2 of Theorem 8.2 implies $P<Q$ if $A<B$, and $Q<P$ if $B \prec A$. (Compute $\alpha$ and $R$ that satisfy $P=\alpha A^{\prime}+(1-\alpha) R$ and $Q=\alpha B^{\prime}+(1-\alpha) R$, where $A^{\prime}$ and $B^{\prime}$ are the measures for $A$ and $B$.)
6. With $\prec^{\prime}$ defined on $T_{s} / \sim$ as in (2.4) let condition 4 be: there is a countable subset of $\mathbb{T}_{4} / \sim$ that is $\prec^{\prime}$-order dense in $T_{s} / \sim$.
a. Show that condition 1 (of Theorem 8.2) and condition 4 do not imply condition 3. (Define $<$ by $P<Q<R \sim S$ where $P(x)=Q(y)=1$ for $x, y \in X$ and $R$ and $S$ are any two measures in $T_{8}-\{P, Q\}$.)
$b$. Show that conditions 1 and 3 do not imply condition 4. (Let $X=\{x, y\}$, let $T$, be represented by $[0,1]$ where $p \in[0,1]$ is the probatility assigned to $x$, and let $A=\{p: 0 \leq p \leq 1 / 2, p$ is rational $\}, B=\{p: 0<p<1, p$ is irrational $\}$, $C=\{p: 1 / 2<p \leq 1, p$ is rational $\}$. Define $<$ by: $p \sim q$ if $p, q \in A$ or $p, q \subseteq C$ or $p=q ; p<q$ if $(p \in A, q \notin A)$ or $(p \notin C, q \in C)$ or $(p, q \in B$ and $|p-1 / 2|<$ $|q-1 / 2|)$ or $(p, q \in B, p<q$, and $|p-1 / 2|=|q-1 / 2|)$.)
c. Show that conditions 1, 3, and 4 do not imply condition 2. (Define $<$ by $P<Q \sim T$ for all $T$ in $\mathscr{S}_{s}-\{P, Q\}$ as in part a.)
$d$. Prove that conditions 1,2 , and 4 imply condition 3.
e. Argue that conditions 1, 2, and 3 imply condition 4. (See Theorem 3.1.)
7. Show that condition 2 is not implied by conditions 1 and 3 of Theorem 8.2 and C5 of Theorem 8.3 .
8. Show that $A 1, A 2$, and $A 3$ of Theorem 8.3 are implied by (8.5) and (8.6).
9. Give details for the assertions in the paragraph fottowing Theorem 8.4.
10. Consider the following two alternatives:

Alternative $A$. One fair coin is flipped. I' it lands "heads" you get steak for dinner every night for the next three nights; if it lands "tails" you get chicken for dinner every night for the next three nights.

Alternative $B$. On each of the next three days a fair coin is flipped to determine whether you get steak (if "heads") or chicken (if "tails") for dinner that evening.

Let $X$ be the set of eight triples ( $x_{1}, x_{2}, x_{3}$ ) where $x_{i} \in\{$ chicken, steak.; for $i=$ $1,2,3$ and specify $P$ and $Q$ on $X$ that correspond to alternatives $A$ and $B$ respectively. Can you think of any reasonable argument why $P \sim Q$ ought to be true? Identify your own preference in this case and explain why you prefer the one alternative to the other if you are not indifferent. If you are indifferent, would you remain indifferent if the example were phrased in terms of 100 nights rather than three nights?
11. Consider the following two pairs of gambles in which the

$$
\begin{aligned}
& \left\{\begin{array}{l}
\text { A. Get } \$ 10 \text { with pr. } .3 \text { or } \$ 50 \text { with pr. } 7 \\
\text { B. Get } \$ 0 \text { with pr. } 2 \text { or } \$ 70 \text { with pr. } 8
\end{array}\right. \\
& \left\{\begin{array}{l}
\text { C. Get } \$ 20 \text { with pr. } .9 \text { or } \$ 70 \text { with pr. } .1 \\
\text { D. Get } \$ 40 \text { with pr. } 6 \text { or } \$ 60 \text { with pr. } 4
\end{array}\right.
\end{aligned}
$$

amounts of money are to be considered as possible increments to your wealth as of this mornent. In considering your preference between $A$ and $B$ the correct interpretation of the expected-utility theory says that you should disregard $C$ and $D$ : that is, suppose you have a choice between $A$ and $B$ and that these are the only two alternatives you can select between and the only two that can change your Sinan-ial position in the near future. Similarly, disregard $A$ and $B$ when you consider your preference between $C$ and $D$.
$a$. Now suppose you are allowed to choose either $A$ or $B$ and either $C$ or $D$ before either of your choices is actually played cut. You then have four alternatives, say $(A, C),(A, D),(B, C)$, and $(B, D)$. For each of these four alternatives specify the corresponding measure on amounts you might win. Does the theory in this chapter imply that if $A<B$ and $C<D$, as in the preceding paragraph, then $(B, D)$ will be preferred to the other three alternatives in the new situation? Why not?
b. Suppose you can select either $A$ or $B$ and then, after your selection has been played out, you can choose either $C$ or $D$ and have this second choice played out. Show that you have eight strategies in this case, one of which is: (Select $A$; if $\$ 10$ results then choose $C$ and if $\$ 50$ results then choose $D$ ). Make out a table that identifies the eight strategies and shows the probability measure on totals you might win with each strategy.
12. Let $x=0$ represent your present wealth. If $\boldsymbol{P}$ is a probability measure on amounts of money that represent potential incremental additions to your present wealth and if $P \sim \$ x$ (where $\$ x$ is considered as a sure-thing addition to your present wealth) then $\$ x$ is a certainty equivalent for $P . P \sim \$ x$ means that you would
be indifferent between gambling with $P$ and "receiving" $\$ x$ as an outright gift. Estimate your certainty equivalent for $P$ when $(a) P(\$ 0)=.5, P(\$ 10000)=.5$; (b) $P(\$ 0)=.1, P(\$ 1,000,000)=.9 ; \quad$ (c) $P(-\$ 500)=.5, P(\$ 500)=.5 ;(d)$ $P(-\$ 100)=.2, P(-\$ 10\}=8 ;(e) P(\$ 0)=1 / 3, P(\$ 1000)=1 / 3, P(\$ 3000)=1 / 3$; (f) $P(\$ 90000)=.5, P(\$ 100000)=.5$.
13. (Continuation.) Estimate your certainty equivalent for each of the following probability measures.
a. $P(\$ 0)=.01, P(\$ 5000)=.99 . \$ x \sim P$
b. $Q(\$ 0)=.99, Q(\$ 5000)=.01 . \$ y \sim Q$
c. $R(\$ 0)=.50, R(\$ 5000)=.50 . \$ z \sim R$.

Show that the expected-utility theory implies that $R \sim \frac{1}{2} P+\frac{1}{2} Q$. Does this mean that $\$ z=\frac{1}{2}(\$ x+\$ y)$ ? Does it mean that $\$ z$ is indifferent to a $50-50$ gamble between $\$ x$ and $\$ y$ ?
14. Let $X=$ Re, let $u$ satisfy (8.3) with $x<y$ implying $x<y$ and with $u$ on $X$ continuous. Pfanzagl (1959) considers an axiom which when translated into this context reads as follows: if $P(x+y)=Q(x)$ for all $x \in X$ and if $Q \sim z$ with $z \in X$ then $P \sim y+z$. [Thus, if $P(x+y)=Q(x)$ for all $x \in X$ and if $z$ is the certainty equivalent for $Q$ then $y+z$ is the certainty equivalent for $P$.]
$a$. Under the stated conditions Pfanzagl shows that $u$ on $X$ must have one of the following three forms (unique up to a positive linear transformation):

1. $u(x)=k^{x}$ with $k>1$, or
2. $u(x)=-k^{x}$ with $0<!<1$, or
3. $u(x)=x$.

Show that each of these expressions satisfies the axiom stated above. Plot (1) with $k=2$, plot (2) with $k=\frac{1}{2}$, and plot 3 .
b. Comment on whether you think this axiom is valid for you. (Consider, for example, your answers to parts $a$ and $f$ of Exercise 12.)
15. (Continuation.) Let $X=$ Re and let the other conditions in the first sentence of Exercise 14 hold. Show that $u$ on $X$ is linear [i.e., case (3) in Exercise 14] if either (a) or (b) as follows holds with $x \neq y$ :
a. For all $x, y \in X$ and all $\alpha \in[0,1], Q \sim P$ whenever $Q(p x+(1-p) y)=1$ and $P(x)=p, P(y)=1-p$.
b. For all $x, y \in X, Q \sim P$ whenever $Q((x+y) / 2)=1$ and $P(x)=P(y)=\frac{1}{2}$.
c. Give a critique of these conditions.
16. A man estimates his present wealth at $\$ 50000$. Let $x=0$ correspond to his present wealth and consider possible changes of amounts $\$ 10000 x$ in his present wealth, as shown on Figure 8.4, where $u(x)$ is plotted. For example, $x=2$ represents an addition of $\$ 20000$ to his present wealth. We assume that $u$ has been measured in accord with the expected-utility model. Let $A$ be a $50-50$ gamble that pays either $\$ 0$ or $\$ 40000$.
a. Use Figure 8.4 to estimate the certainty equivalent of $A$ (see Exercise 12). Write out the indifference statement that defines the certainty equivalent in


Figure 8.4 Utility function for possible changes in present wealth: $\$ 10000 x$ is amount of change (see Exercise 8.16).
terms of changes in present wealth, denoting the certainty equivalent by $y$. [Answer: $y \sim\left(\$ 40000\right.$ with pr. $\frac{1}{2}$ or $\$ 0$ with $\left.\operatorname{pr} . \frac{1}{2}\right)$.]
b. If the man is given $A$ as a gift, what is the least amount he would sell it for? Letting $y^{\prime}$ denote his minimum selling price, write the indifference statement that defines $y^{\prime}$, and compare to the answer in (a).
c. If, instead of being given $A$, the man considers buying it, what is the most he would pay for it? Letting $z$ be the most he would pay to take possession of $A$, write the indifference statement that defines $z$.
d. Suppose the man actually buys $A$ for the amount specified in the answer to (c). Will he then be willing to sell it (before it is played out) for the amount specified in the answer to (b)? Why not? What would he be willing to sell it for after buying it?
e. Instead of buying $\boldsymbol{A}$ for the amount specified in (c) suppose he gets it at a bargain price, say for $\$ 15000$. Having bought $A$ for $\$ 15000$, what is the minimum amount he would sell it for? Write the defining indifference statement with $w$ the minimum amount.
$f$. Suppose the man is given 4 as a gif. He now ts given ant opportufity to buy a second gamble, also an even-chance gamble for $\$ 0$ or $\$ 400^{\circ} 0$, before $A$ is played out. What is the most he would be willing to pay for the secund gamble? Letting $r$ be the most he would pay, write out the indifference statement that defines $r$. (Do not make the mistake of asserting that $r \sim y^{\prime}$.)
g. Suppose the man buys $A$ for $\$ 15000$ and is then given an opportunity to buy a secind gemble just like $A$ before $A$ is played out. What is the most he would pay for this second gamble? Let $s$ be this amount and write out the indifference statement that defines $s$.

## Chapter 9

## EXPECTED UTILITY FOR STRICT PARTIAL ORDERS

This chapter examines the important generalization of expected utility for simple probability meazures when indifference on $\mathscr{T}_{a}$ is not assumed to be transitive. We shall consider the representation

$$
\begin{equation*}
P<Q \Rightarrow E(u, P)<E(u, Q), \quad \text { for all } P, Q \in T_{s} \tag{9.1}
\end{equation*}
$$

in the context where $X$ is finite. Aumann (1962) and Kannai (1963) discuss the difficulties that arise when $X$ is infinite and Kannai's paper contains several important theorems for this case.

The utility theory in this chapter is largely due to Aumann (1962). Although he assumes that $\leqslant$ is a quasi order (reflexive, transitive), minor revisions make his work applicable to the case where $<$ is a strict partial order (irreflexive, tiansitive).

Section 9.1 presents an expected-atility theorem and discusses its conditions. The second section develops a support theorem for convex cones in $\mathbf{R e}^{n}$. The third section proves the utility theorem with the use of the suppori theorem.

### 9.1 AN EXPECTED UTLITY THEOREM

In the following theorem $T_{s}$ is the set of simple probability measures on $X$, as in Chapter 8. $\alpha P+(1-\alpha) Q$ is the direct linear combination of $P, Q \in \mathcal{T}_{\boldsymbol{v}}$. $E(u, P)=\sum_{X} u(x) P(x)$.

THEOREM 9.1. Suppose that $X$ is a finite set and that the following hold throughout $\mathbb{T}_{1}$ for a binary relation $<$ on $\mathbb{S}_{3}$ :

1. $<$ is transitive,
2. If $0<\alpha<1$ then $P<Q \Leftrightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$,
3. If $\alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) S$ for all $\alpha \in(0,1]$ then not $S<R$.

Then there is a real-valued function $u$ on $X$ that satisfies (9.1).

The three conditions in thes theorem compare with the three conditions of Theorem 8.2. The $:=$ part of condition 2 in Theorem 9.1 is condition 2 of Theorem 8.2. The - part of condition 2 , which is implied by the conditions of Theorem 8.2, can be defended as follows. Suppose in fact that with $\alpha \therefore(0,1)$ you prefer $x Q+(1-x) R$ to $x P+(1-\alpha) R$. Then it seems reasonable that this preference would depend on your feelings between $P$ and $Q$. In fact, since the presence of $(1-\alpha) R$ tends to weaken the difference betwern the two mixtures, the removal of $(1-\alpha) R$ should make the distinction between $P$ and $Q$ even clearer than that between $\alpha P+(1-\alpha) R$ and $0 . Q+(1-\alpha) R$ and hence it would seem reasonable that you would prefer $Q$ to $P$. In the presence of the $\Rightarrow$ part of condition 2 the $\Leftarrow$ part can be wititen as $[\alpha \in(0,1), \alpha F+(1-\alpha) R<\alpha Q+(1-\alpha) R] \Rightarrow$ not $P \sim Q$.

The Archimedean axiom, cendition 3, is slightly different than Aumann's axiom, which says that if $R<\alpha Q+(1-\alpha) S$ for all $\alpha \in(0,1]$ then not $S<R$. However, both axioms are necessary for (9.1). For example, if $\alpha E(u, P)+(1-\alpha) E(u, R)<\alpha E(u, Q)+(1-\alpha) E(u, S)$ for all $\alpha \in(0,1]$, then we cannot have $E(u, S)<E(u, R)$. Therefore, condition 3 is the "weakest" sort of Archimedean condition that can be used to obtain (9.1).

We note also that condition 3 implies that $<$ is irreflexive, and for this reason irreflexivity does not need to be included along with transitivity in condition 1.

Because indifference ( $P \sim Q \Leftrightarrow$ not $P<Q$ and not $Q<P$ ) is not assumed to be transitive for Theorem 9.1, it is not true in general that $u$ satisfying (9.1) is unique up to a positive linear transformation.

### 9.2 CONVEX SETS AND CONES

This section develops a theorem from which we shall be able to prove Theorem 9.1. The new theorem states that if a convex cone $C$ in $\mathrm{Re}^{n}$ satisfies specified conditions then there is a $w \in \operatorname{Re}^{n}$ such that $r \cdot \cdot x>0$ for all $x \in C$. We shall begin with some definitions and two well-known lemmas. In what follows, $X \neq \varnothing$.

A set $X \subseteq \operatorname{Re}^{n}$ is convex if and only if $\alpha x+(1-\alpha) y \in X$ whenever $x, y \in \lambda$ and $0 \leq \alpha \leq 1$. The closure of a convex set $X$, denoted by $\bar{X}$ as in Section 5.3, is easily shown to be convex also. The topology with respect to which closure is defined is the usual product topology $\mathcal{U}^{n}$ (Sections 3.4, 5.3). The 0 is the origin of $\operatorname{Re}^{n}$.

LEMMA 9.1. If $X \subseteq \operatorname{Re}^{n}$ is convex and $\left(y \in \operatorname{Re}^{n}, y \notin \bar{X}\right)$ then there is a $w \neq 0$ in $\mathrm{Re}^{n}$ such that

$$
\inf \left\{w \cdot x: x \in X_{j}>w \cdot y\right.
$$



 Let $w=z-y$ Hence $w \neq 0$. With $0<\lambda \ll 1$ and $x \in \bar{X}$. ( $1-\lambda$ ) + $\lambda x \in \bar{X}$. Hence $((1-\lambda) z+\lambda x-y)^{2} \geq(z-y)^{2}$. This reduces to $\hat{\lambda}(x-z)^{2}+$ $2(z-y) \cdot(x-z) \geq 0$. Letting $\lambda$ approach zero it follows that $w \cdot x \geq w \cdot z$. Since $(z-y) \cdot(z-y)>0, w \cdot z>h \cdot y$. Hence inf $\{w \cdot x: x \in \bar{X}\} \geq w \cdot z>$ $w \cdot y$.
$y$ is on the boundary of $X$ if every open set that contains $y$ contains a point in $X$ and a point not in $X$.

LEMMA 9.2. If $\mathrm{I} \leq \mathrm{Ra}^{\mathrm{n}}$ iz convex and $y \in \mathrm{Rc}_{\mathrm{c}}$ is on the boundary of X then there is $a w \neq 0$ in $\mathrm{Re}^{n}$ such that

$$
\begin{equation*}
\inf \{w \cdot x: x \in X\}=w \cdot y \tag{9.2}
\end{equation*}
$$

Proof. Let $y \in \operatorname{Re}^{n}$ be on the boundary of convex $X \subseteq \operatorname{Re}^{n}$. Let $Y$ be an open $n$-dimensional rectangle that contains $y$ and suppose that $z \in \bar{X}$ for all $z \in Y$. Then, by selecting open rectangles included in $Y$ near the corners of $Y$, each of these must contain an element in $X$, and it follow's from convexity that there is an open set included in $X$ that contains $y$. But then $y$ is not on the boundary of $X$. Hence, for every such $Y$, there is a point in $Y$ that is not in $\bar{X}$. It then follows that there is a sequence $y_{1}, y_{2}, \ldots$ of elements in $\mathrm{Re}^{n}$ that are not in $\bar{X}$ but approach $y$. Then, by Lemma 9.1 , there is a sequence $w_{1}, w_{2}, \ldots$ of elements in $\mathrm{Re}^{n}$ that differ from 0 , have $w_{3}^{2}=1$ for all $j$ (after multiplication by an appropriate positive number), and satisfy inf $\left\{w_{j} \cdot x: x \in\right.$ $X\}>w_{j} \cdot y_{j}$ for $j=1,2, \ldots$. Because $w_{j}^{\mathbf{2}}=1$ for all $j$ there must be a $w \in \operatorname{Re}^{n}$ such that every open $n$-dimensional rectangle that contains $w$ contains some $w_{j}$. It follows that, for each $x \in X, w \cdot x \geq w \cdot y$. $\inf \{w \cdot x: x \in X\}>w \cdot y$ is impossible, for if this were so then $w \cdot y>$ $w \cdot y$.

## Cones

A set $X \subseteq \operatorname{Re}^{n}$ is a cone if and only if $\alpha x \in X$ whenever $x \in X$ and $\alpha>0$. A convex cone is a cone that is convex. $X$ is a convex cone if and only if $[x, y \in X ; \alpha, \beta>0] \Rightarrow \alpha x+\beta y \in X .0$ is not necessarily an element in a convex cone.

THEOREM 9.2. Suppose that $C$ is a nonempty convex cone in $\operatorname{Re}^{n}$ and that $\bar{C} \cap(-C)=\varnothing$, where $-C=\{x:-x \in C\}$. Then there is a $w \in \operatorname{Re}^{n}$ such that

$$
\begin{equation*}
w \cdot x>0 \quad \text { for all } x \in C \tag{9.3}
\end{equation*}
$$

If $0 \in C$ then $0 \in \bar{C}$ and $0 \in-C$ so that $\bar{C} \cap(-C) \neq \varnothing$. Hence the Archimedean condition $\bar{C} \cap(-C)=\varnothing$ requires that $0 \notin C$. This condition is necessary also for (9.3), for if (9.3) holds and $z \in \bar{C} \cap(-C)$, then $w \cdot z<0$ by (9.3) and hence (since $z \in \bar{C}$ ) $w \cdot y<0$ for some $y \in C$.

Proof of Theorem 9.2. The theorem is obviously true when $n=1$. Using induction we shall assume with $n \geq 2$ that the conclusion follows from the hypotheses for each $m<n$. Thus, let the hypotheses hold for $n \geq 2$. Then, since 0 is on the boundary of $C$, it follows from Lemma 9.2 that there is a $w \in \operatorname{Re}^{n}$ with $w \neq 0$ such that

$$
\begin{equation*}
w \cdot x \geq 0 \quad \text { for all } x \in C \tag{9.4}
\end{equation*}
$$

If (9.3) holds for this $w$, we are finished. Otherwise $w \cdot z=0$ for some $z \in C$ and in this case we consider two possibilities.

1. $\{x: w \cdot x>0\} \subseteq C$. Then $C=\{x: w \cdot x \geq 0\}$ and with $z \in C$ and $w \cdot z=0,-z \in \bar{C} \cap(-C)$ in violation of the Archimedean condition. Hence this case can't arise under the hypotheses.
2. There is an $x \in \operatorname{Re}^{n}$ such that $w \cdot x>0$ and $x \notin C$. Let $Y=\{y: x \cdot y=$ $0\}$. The dimensionality of $Y$ is less than $n$ since $: \neq 0$ and if $x_{i} \neq 0$ then each $y \in Y$ is uniquely determined by its other $n-1$ components. Also, each $z \in \operatorname{Re}^{\pi}$ is expressible in one and only one way as $\beta x+y$ with $\beta \in \operatorname{Re}$ and $y \in Y$. Namely, $z=\left(z \cdot x / x^{2}\right) x+\left[z-\left(z \cdot x \prime x^{2}\right) x\right]$, and if $z=\beta x+y=$ $\beta^{\prime} x+y^{\prime}$ with $\beta \neq \beta^{\prime}$ then $x=\left(y-y^{\prime}\right) /\left(\beta^{\prime}-\beta\right)$, implying $x^{2}=x \cdot\left(y-y^{\prime}\right) /$ $\left(\beta^{\prime}-\beta\right)=0$, which is false.

Continuing with Case 2 let

$$
C_{0}=\{y: \beta x+y \in C \text { for some } y \in Y \text { and } \beta \in \operatorname{Re}\}
$$

$C_{0} \subseteq Y$ is ciearly a nonempty convex cone. To verify that $\bar{C}_{0} \cap\left(-C_{0}\right)=$ $\varnothing$ suppose to the contrary that $y \in \bar{C}_{0} \cap\left(-C_{0}\right)$. Then there is a $\beta \in \operatorname{Re}$ such that $\beta x-y \in C$ and since $y \in \bar{C}_{0}$ there is a sequence $y_{1}, y_{2}, \ldots$ in $C$ that approaches $y\left[\left(y-y_{i}\right)^{2} \geq\left(y-y_{i+1}\right)^{2}\right.$ and $\left.\inf \left\{\left(y-y_{i}\right)^{2}: i=1,2, \ldots\right\}=0\right]$ and a sequence of numbers $\beta_{1}, \beta_{2}, \ldots$ such that $\beta_{i} x+y_{i} \in C$ for all $i$,

Then $\left(\beta+\beta_{i}\right) x+y_{i}-y \in C$ for all $i$ so that $\left(\beta+\beta_{i}\right) w \cdot x+w \cdot\left(y_{i}-y\right) \geq$ 0 for all $i$ by (9.4): hence the $\beta_{i}$ must be bounded below. The $\beta_{i}$ must be bounded above also: otherwise there are $x+\left(y_{i} / \beta_{i}\right) \in C$ that are arbitrarily close to $x$, and this contradicts $x \notin \bar{C}$. It follows that there is a $\lambda \in \operatorname{Re}$ such that $\inf \left\{\left|\lambda-\beta_{i}\right|: i=1,2, \ldots\right\}=0$, and since $\beta_{i} x+y_{i} \in C$ for all $i$ it follows that $\lambda x+y \in C$. But then $(\lambda x+y)+(\beta x-y)=(\lambda+\beta) x \in C$, which is false unless $\lambda+\beta=0$. But if $\lambda+\beta=0$ then $\lambda x+y \in C$ and $-\lambda x-y \in C$, contradicting $C \cap(-C)=\varnothing$.

Therefore $C_{0} \cap\left(-C_{0}\right)=\varnothing$. It follows from the induction hypothesis for $m<n$ that there is a $v \in Y$ such that $v \cdot y>0$ for every $y \in C_{0}$. Since $v \in Y$,
$v \cdot x=0$ and therefore, for each $z \in C$ written as $z=\beta x+y$ in the $C_{0}$ format, $v \cdot z=v \cdot(\beta x+y)=v \cdot y>0$.

### 9.3 PROOF OF THEOREM 9.1

Throughout this section the hypotheses of Theorem 9.1 are assumed to hold along with $P<Q$ for some $P, Q \in \mathbb{T}_{a}$, for otherwise the conclusion is obvious.

Let $X$ have $n+1$ elements, $n \geq 1$, identified as $x_{1}, x_{2}, \ldots, x_{n+1}$. For each $P \in J_{s}$ let $p_{i}=P\left(x_{i}\right)$. Let $T=\left\{p=\left(p_{1}, \ldots, p_{n}\right): p_{i} \geq 0\right.$ for each $i$ and $\left.\Sigma p_{i} \leq 1\right\}$. Then there is a one-to-one correspondence between $\mathscr{P}_{s}$ and $\mathfrak{J} \subseteq \mathbf{R e}^{\boldsymbol{n}}$. In terms of $\mathfrak{T}$ the conditions are:

1. $(p<q, q<r) \Rightarrow p<r$,
2. If $0<\alpha<1$ then $p<q \Leftrightarrow \alpha p+(1-\alpha) r<\alpha q+(1-\alpha) r$,
3. If $\alpha p+(1-\alpha) r<\alpha q+(1-\alpha) s$ for all $\alpha \in(0,1]$ then not $s<r$.

Define $D \in \operatorname{Re}^{n}$ by

$$
\begin{equation*}
D=\{t: t=p-q \text { for some } p, q \in \mathscr{T} \text { for which } q<p\} . \tag{9.5}
\end{equation*}
$$

Clearly, (9.1) holds if and only if there is a $w \in \operatorname{Re}^{n}$ such that $w \cdot t>0$ for every $t \in D$. Some facts about $D$ follow.
a. Suppose $t \in D$ is such that $t=p-q=r-s$ with $q<p$. Then $\frac{1}{2} r+\frac{1}{2} q=\frac{1}{2} p+\frac{1}{2} s, \frac{1}{2} r+\frac{1}{2} q<\frac{1}{2} r+\frac{1}{2} p$ by condition 2 , and therefore $\frac{1}{2} p+\frac{1}{2} s<\frac{1}{2} r+\frac{1}{2} p$, so that $s<r$ by condition $2(\Leftarrow)$. Hence if $q<p$ then $s<r$ whenever $r-s=p-q$.
b. Suppose $t=p-q$ and $t^{*}=r-s$ are in $D$. Then $q<p$ and $s<r$. Hence, by conditions 1 and $2, \alpha q+(1-\alpha) s<\alpha p+(1-\alpha) r$ for any $\alpha \in(0,1)$, and hence $\alpha t+(1-\alpha) t^{*} \in D$. Thus $D$ is convex.
c. If $t=p-q$ for some $p, q \in \mathcal{T}$ then $t \in D \Leftrightarrow \alpha t \in D$ for all $\alpha \in(0,1)$. This follows from condition 2.
d. If $t=q-p$ and $t^{*}=s-r$ for $p, q, r, s \in T$ and if $\alpha t+(1-\alpha) t^{*} \in D$ for all $\alpha \in(0,1]$ then $-t^{*} \notin D$. To prove this observe that $\alpha t+$ $(1-\alpha) t^{*} \in D$ implies that $\alpha p+(1-\alpha) r<\alpha q+(1-\alpha) s$ by $(a)$. Then, by condition 3, not $s<r$. Hence, again using (a) with $-t^{*}=$ $r-s,-t^{*} \notin D$.

Based on $D$ we define a cone $C$ as follows:

$$
C=\{x: x=\alpha t \text { for some } \alpha>0 \text { and } t \in D\}
$$

Since $D \neq \varnothing$ by assumption, $C \neq \varnothing$. The convexity of $C$ follows easily from properties (b) and (c) for $D$. For the Archimedean condition we wish to have:

$$
\begin{equation*}
\alpha t+(1-\alpha) t^{*} \in C \quad \text { for all } \alpha \in(0,1] \Rightarrow-t^{*} \notin C . \tag{9.6}
\end{equation*}
$$

This is obviously true if $t^{*}=0$. Henceforth take $t^{*} \neq 0$. If $t \in C$ it is easily seen (Exercise 11) that there is a $\beta>0$ such that $\beta t \in D$ and $(\beta t)^{2} \geq 1 / n^{2}$. Given $\alpha t+(1-\alpha) t^{*} \in C$ for all $\alpha \in(0,1]$, it follows that for each $\alpha \in(0,1]$ there is a $\beta(\alpha)>0$ such that $\alpha(\beta(\alpha) t)+(1-\alpha)\left(\beta(\alpha) t^{*}\right) \in D$ and $\beta(\alpha)^{2}(\alpha t+$ $\left.(1-\alpha) t^{*}\right)^{2} \geq 1 / n^{2}$. Since $\left\{\left(\alpha t+(1-\alpha) t^{*}\right)^{2}: \alpha \in(0,1]\right\}$ is bounded above, it follows that $\beta(a)>\delta$ for some $\delta>0$ and all $\alpha \in(0,1]$. Therefore there is a $\beta>0$ such that $\alpha(\beta t)+(1-\alpha)\left(\beta t^{*}\right) \in D$ for all $\alpha \in(0,1]$. With $\beta$ such that $\left(\beta t^{*}\right)^{2} \leq 1 / n^{2}$ it follows from ( $d$ ) that $-\beta t^{*} \notin D$ and hence that $-t^{*} \notin C$. This verifies (9.6).

Suppose $C \subseteq \operatorname{Re}^{n}$ is actually $n$ dimensional so that some $t \in C$ is not on the boundary of $C$. Then there is an open $n$-dimensional cube in $\operatorname{Re}^{n}$ that contains such a $t$ and is included in $C$. It follows with little difficulty that if $z \in \bar{C}$ then $\alpha t+(1-\alpha) z \in C$ for all $\alpha \in(0,1]$, and hence $-z \notin C$ by (9.6). Hence $\bar{C} \cap(-C)=\varnothing$ and it follows from Theorem 9.2 that there is a $w \in \operatorname{Re}^{n}$ such that $w \cdot t>0$ for all $t \in C$ and hence $w \cdot t>0$ for all $t \in D$. If every point in $C$ is on the boundary of $C$ (with respect to $\mathrm{Re}^{n}$ ) then the dimensionality of $C$ is less than $n$ and a similar analysis applies with respect to the actual dimensionality of $C$.

### 9.4 SUMMARY

$C \subseteq \operatorname{Re}^{n}$ is a convex cone if $[x, y \in C ; \alpha, \beta>0] \Rightarrow \alpha x+\beta y \in C$. If $C$ is a nonempty convex cone in $\operatorname{Re}^{n}$, and $-C$ and the closure of $C$ have no point in common, then there is a $w \in \operatorname{Re}^{n}$ such that $w_{1} x_{1}+\cdots+w_{n} x_{n}>0$ for every $x$ in $C$. This result can be used to prove that if $X$ is finite, and if $<$ on $T_{8}$ is a strict partial order that satisfies an appropriate independence condition and a necessary Archimedean condition, then there is a real-valued function $u$ on $X$ that satisfies $P<Q \Rightarrow E(u, P)<E(u, Q)$ for all $P$ and $Q$ in
$\Phi_{s}$.

## INDEX TO EXERCISES

1. Independence conditions. 2-3. Conditions that imply transitive indifference. 4. Aumann's theorem. 5. $P \approx Q \Longleftrightarrow P=Q$. 6-7. Convex sets and closure. 8. Limit point. 9-10. More boundaries. 11-12. Distance from the origin. 13. Linear additivity.

## Exercises

1. With $\prec$ on $\mathcal{T}_{s}$ a strict partial order let $P \sim Q \Leftrightarrow($ not $P<Q$, not $Q<P)$ and $P \approx Q \Leftrightarrow\left(P \sim R \Leftrightarrow Q \sim R\right.$, for all $\left.R \in T_{0}\right)$, as usual. Let $B 1, B 2$, and $B 3$ be the
following independence conditions:
B1. $[P<Q, 0<\alpha<1] \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$.
B2. $[P \sim Q, 0<\alpha<1] \Rightarrow \alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$.
B3. $[P \approx Q, 0<\alpha<1] \Rightarrow \alpha P+(1-\alpha) R \approx \alpha Q+(1-\alpha) R$.
Express your opinions on the reasonableness of $B 2$ and $B 3$, show that ( $B 1, B 2$ ) imply the converse ( $\Leftarrow$ ) of each of $B 1, B 2$, and $B 3$ (with $0<\alpha<1$ ), and construct a specific example to show that $B 1, B 2$, and $B 3$ do not imply that $\sim$ is transitive. Assume throughout that $\prec$ on ${ }^{5} d$ is a strict partial order.
2. (Continuation.) Let $C 1$ and $C 2$ be respectively the semiorder conditions $(P \prec Q, Q<R) \Rightarrow(P<S$ or $S \prec R)$ and $(P<Q, R \prec S) \Rightarrow(P \prec S$ or $R<Q)$. Assume that $\prec$ is irreflexive.
a. Construct situations that question the reasonableness of $C 1$ and $C 2$.
b. Show that $(B 1, C 1) \Rightarrow \sim$ is transitive.
$c$. Show that $(B 1, B 2, C 2) \Rightarrow \sim$ is transitive.
3. (Continuation.) Let $B 4$ be the condition: $(P \sim R, Q \sim R, 0<\alpha<1) \Rightarrow$ $\alpha P+(1-\alpha) Q \sim R$. Show that $B 4$ is implied by strict partial order and $B 1$ provided that $P<Q$ or $Q<P$. Then prove that (strict partial order, $B 1, B 2, B 4$ ) $\Rightarrow \sim$ is transitive. Can you construct a situation that questions the reasonableness of $B 4$ ? If so, what is it?
4. Aumann (1962) proves that if $\leqslant *$ on $J_{s}$ for finite $X$ is a quasi order (reflexive, transitive), if $P \leqslant{ }^{*} Q \Leftrightarrow \alpha P+(1-\alpha) R \leqslant{ }^{*} \alpha Q+(1-\alpha) R$ whenever $0<\alpha<1$, and if $R \prec^{*} \alpha P+(1-\alpha) Q$ for all $\alpha \in(0,1] \Rightarrow$ not $Q \prec^{*} R,: n$ there is a real-valued function $u$ on $X$ such that, for all $P, Q \in T_{3}, P<* Q \Rightarrow E(u, P)<$ $E(u, Q)$ and $P \sim^{*} Q \Rightarrow E(u, P)=E(u, Q)$. Here $P<^{*} Q \Leftrightarrow\left(P \leqslant{ }^{*} Q\right.$, not $\left.Q \leqslant{ }^{*} P\right)$ and $P \sim^{*} Q \Leftrightarrow\left(P \leqslant{ }^{*} Q, Q \leqslant{ }^{*} P\right)$. Now assume that $<$ on $\mathscr{J}_{s}$ is a strict partial order that satisfies $B 1, B 2$, and $B 3$ of Exercise 1 along with $R<\alpha P+$ $(1-\alpha) Q$ for all $\alpha \in(0,1] \Rightarrow$ not $Q<R$. Defining $\leqslant^{*}$ from $<$ by $P \leqslant * Q \Leftrightarrow$ ( $P<Q$ or $P \approx Q$ ), show that $\leqslant *$ satisfies Aumann's conditions and hence that there is a real-valued function $u$ on $X$ (finite) such that (9.1) holds along with

$$
P \approx Q \Rightarrow E(u, P)=E(u, Q), \quad \text { for all } P, Q \in \mathbb{T}_{u} .
$$

5. Suppose $X=\{\$ 1, \$ 2, \ldots, \$ 100\}$, with $\$ 1<\$ 2<\cdots<\$ 100$. Argue that with $\approx$ defined as in Exercise 1 , it would not be unusual to find that $P \approx Q \Leftrightarrow P=$ $\boldsymbol{Q}$ when $<$ on $\mathbb{J}_{a}$ is a strict partial order. Can you think of a case (with elements in $X$ not monetary) where $P \approx Q$ would seem reasonable for some $P, Q$ with $P \neq Q$ ?
6. Prove that if $X \subseteq \operatorname{Re}^{n}$ is convex then so is $X$.
7. Show that if $X \subseteq \operatorname{Re}^{n}$ is convex and ( $y \in \operatorname{Re}^{n}, y \neq \bar{X}$ ) then there is a $z \in X$ such that $(z-y)^{2}=\inf \left\{(x-y)^{2}: x \in \bar{X}\right\}$.
8. Let $w_{j} \in \operatorname{Re}^{n}$ be such that $w_{j}^{2}=1$ for $j=1,2, \ldots$. Prove that there is a $w \in \mathbf{R e}^{n}$ such that every open $n$-dimensional rectangle that contains $w$ contains some $w_{i}$.
9. Describe the boundaries of the following convex sets in $\operatorname{Re}^{2}$ : (a) $\left\{x: x_{1}^{2}+x_{2}^{2} \leq\right.$ 1\}, (b) $\left\{x: x_{1}^{2}+x_{2}^{2}<1\right\}$, (c) $\left\{x: 0<x_{1}<1,0 \leq x_{2} \leq 1\right\}$, and $(d)\{x: x=(\alpha, \alpha)$ for $\alpha \in(0,1]\}$.
10. With $X$ a convex set in $\operatorname{Re}^{n}$ suppose that $t \in X$ is not on the boundary of $X$. Verify that if $z \in \bar{X}$ then $\alpha t+(1-\alpha) z \in X$ for all $\alpha \in(0,1]$.
11. With $D$ as defined by (9.5) suppose $t \in D$. Define $p, q \in \mathcal{T}$ as follows: $\left(p_{i}, q_{i}\right)=$ $\left(t_{i}, 0\right)$ or $\left(0, t_{i}\right)$ or $(0,0)$ according to whether $t_{i}>0$ or $t_{i}<0$ or $t_{i}=0$. Then $p-q=t$. Now multiply every $t_{i}$ by $\alpha>0$ with $\alpha$ as large as possible so that
$\sum_{\left\{\left(: t_{i}>0\right\}\right.} \alpha t_{i} \leq 1$ and $\sum_{\left\{\left(: t_{1}<0\right)\right.} \alpha t_{i} \geq-1$. Then $\alpha p, \alpha q \in \mathbb{T}$ and $\alpha t=\alpha p-\alpha q$ is in

12. (Continuation.) Verify that $\sum_{i=1}^{n}\left(\alpha t_{i}\right)^{2} \geq 1 / n$.
13. Argue from the theory in this chapter tha: if $X$ is the non-negative orthant of Re $^{n}$ and if, for all $x, y, z, w \in X$,
a. $<$ is transitive,
b. If $\alpha \in(0,1)$ then $x<y \Leftrightarrow \alpha x+(1-\alpha) z<\alpha y+(1-\alpha) z$,
c. $\alpha x+(1-\alpha) y<\alpha z+(1-\alpha) w$ for all $\alpha \in(0,1] \Rightarrow$ not $w<y$, then there are real numbers $\lambda_{1}, \ldots, \lambda_{n}$ such that $x<y \Rightarrow \sum_{i=1}^{n} \lambda_{i} x_{i}<\sum_{n=1}^{n} \lambda_{i} y_{i}$, for all
$x, y \in X$. What must be true of the $\lambda_{i}$ if $x, y \in X$. What must be true of the $\lambda_{i}$ if (1) $\left(x_{i} \leq y_{i}\right.$ for all $\left.i, x \neq y\right) \Rightarrow x<y$, (2) $\left(x_{i}<y_{i}\right.$ for all $\left.i\right) \Rightarrow x<y$ ?

## Chapter 10

## EXPECIED UTILITY FOR PROBABILITY MEASURES

This chapter extends the weak order expected-utility theory of Chapter 8 to more general sets of probability measures. Since the sets of measures considered are mixture sets, Theorem 8.4 will be used as a base for establishing the representation $P<Q \Leftrightarrow E(u, P)<E(u, Q)$. Conditions that go beyond those of Theorem 8.4 are required for the extensions. The primary new condition says that if a measure $P$ is preferred to every consequence in a subset $Y$ of consequences for which $Q(Y)=1$, then $Q$ shall not be preferred to $P$.

After two preliminary examples, Sections 10.2 and 10.3 develop necessary background material on probability measures and expectations. The actual utility theory development begins in Section 10.4.

### 10.1 TWO EXAMPLES

In our first example, a decision maker must decide between two construction procedures, $A$ and $B$, for building a bridge over a river. Procedure $A$ will cost $\$ 150$ million and $B$ will cost $\$ 100$ million. For $A$ engineers have estimated the probability $P(t)$ of completing the bridge by $t$ years from now at 0 for $t \leq 2$ and $(t-2) / 3$ for $2 \leq t \leq 5$. For $B$, the probability $Q(t)$ of completion by $t$ years from now is estimated at 0 for $t \leq 3$ and $(t-3) / 4$ for $3 \leq t \leq 7$.

The decision maker's utilities for the applicable consequences are estimated according to the expected-utility model as $u(\$ 150, t)=-(t-2)^{2}-5$ for procedure $A$, and as $u(\$ 100, t)=-(t-2)^{2}$ for procedure $B$. The expected utility of $A$ is therefore

$$
\int_{2}^{5}\left[-(t-2)^{2}-5\right](1 / 3) d t=-8
$$

and for $B$ the expected utility is

$$
\int_{3}^{7}\left[-(t-2)^{2}\right](1 / 4) d t=-10.33
$$

Thus procedure $A$, more costly but faster than $B$, has the greater expected utility.

## The St. Potersburg Came

The often-discussed "St. Petersburg game" from Bernoulli (1738) gives an example of a discrete probability measure. Censider a sequance of coin tosses and let $\alpha_{n}$ be the probability that a "head" occurs for the first time at the $n$th toss. Suppose you believe that $\alpha_{n}=2^{-n}$ for $n=1,2, \ldots$ and are given a choice between "Don't play" and "Pay the house $\$ 100$ and get back $\$ 2^{n}$ if the first head occurs at the $n$th toss."

Let $X$ be amounts of money representing changes in your present wealth. Then, with $u$ defined on $X$,

Expected utility of "Don't play" $=u(\$ 0)$
Expected utility of "Pay and play" $=\sum_{n-1}^{\infty} u\left(\$ 2^{n}-\$ 100\right) 2^{-n}$.
According to the theory given later, $u$ on $X$ is bou ided. Suppose, for example, that $u(x)=x /(|x|+10000)$, so that $-1<u(x)<1$ for all $x$. Then $u(\$ 0)=0$ and $\sum u\left(\$ 2^{n}-\$ 100\right) 2^{-n}<0$ so that "Don't play" has the greater expected utility.

### 10.2 PROBABILITY MEASURES

Generally speaking, probability measures are defined on Boolean algebras of sets. In the following definition $A^{c}=\{x: x \in X, x \notin A\}$, the complement of $A$ with respect to $X$, and

$$
\bigcup_{i=1}^{\infty} A_{i}=\left\{x: x \in A_{i} \quad \text { for some } i \in\{1,2, \ldots\}\right\}
$$

Definition 10.1. A Boolean algebra $\mathcal{A}$ for $X$ is a set of subsets of $X$ such that

1. $X \in \mathcal{A}$,
2. $A \in A \Rightarrow A^{c} \in A$,
3. $A, B \in \mathcal{A} \Rightarrow A \cup B \in \mathcal{A}$.

A $\sigma$-algebra $\mathbb{A}$ for $X$ is a Boolean algebra that satisfies
4. $A_{i} \in \mathcal{A}$ for $i=1,2, \ldots \Rightarrow \bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}$.
$\{\varnothing, X\}$ is the smallest Boolean and $\sigma$-algebra for nonempty $X$. The largest

Boolean and $\sigma$-algebra is the set of all subsets of $X$. For reasons that will become clearer later we shall usually assume that $\{x\} \in \mathbb{A}$ for each $x \in X$.

If $X$ is finite then every Boolean algebra is a $\sigma$-algebra. The difference between these two arises when $X$ is infinite and it has some affect on properties cf probability measures. Some authors, such as Loève (1960), deal exclusively with $\sigma$-algebras (or " $\sigma$-fields").

If C is an arbitrary set of subsets of $X$, the Boolean algebra generated by C (minimal Boolean algebra over $\mathcal{C}$ ) is the intersection of all Boolean algebras that include C . The $\sigma$-algebragenerated by $\mathcal{C}$ is the intersection of all $\sigma$-algebras that include $\mathbf{C}$. It is easily verified that the intersection of a set of Bonlean $(\sigma)$ algebras for $X$ is a Boolean ( $\sigma$ ) algebra for $X$.

With $X=\{1,2, \ldots\}$ and $\mathbb{C}=\{\{1\},\{2\}, \ldots\}$, the set of all unit subsets of $\boldsymbol{X}$, the Boolean algebra $\mathcal{K}$ generated by $\mathcal{C}$ is the set of all subsets of $X$ that are either finite or contain all but a finite number of elements in $X$. But $\mathcal{M}$ is not a $\sigma$-algebra since it doesn't contain the set of all even, positive integers. The $\sigma$-algebra generated by $\mathbb{C}$ is the set of all subsets of $X$.

Let $X=\operatorname{Re}$, with $\mathcal{C}$ the set of all intervals in $\operatorname{Re}$. The $\sigma$-algebra generated by C is called the Borel algebra for Re, and its elements are Borel sets. There are subsets of Re that are not Borel sets: see, for example, Halmos (1950, pp. 66-72).

Throughout the rest of this chapter, $\mathcal{A}$ denotes an algebra (Boolean or $\sigma$ ) for $X$.

## Probablity Measures and Countable Convex Combinations

Definition 10.2. A probability measure on $A$ is a real-valued function $P$ on $\mathcal{A}$ such that

1. $P(A) \geq 0$ for every $A \in A$,
2. $P(X)=1$,
3. $[A, B \in A, A \cap B=\varnothing] \Rightarrow P(A \cup B)=P(A)+P(B)$.

For further definitions we shall use the standard notation

$$
\begin{equation*}
\sum_{i=1}^{\infty} p_{i}=\sup \left\{\sum_{i=1}^{n} p_{i}: n=1,2, \ldots\right\} \tag{10.1}
\end{equation*}
$$

when $p_{i} \geq 0$ for all $i$ and $\sum_{i=1}^{\infty} p_{i} \leq M$ for some $M$ and all $n=1,2, \ldots$. Since $\sum_{i=1}^{n} 2^{-i}=1-2^{-n}, \sum_{i=1}^{\infty} 2^{-i}=1$.
Definition 10.3. If $P_{i}$ is a probability measure on $\mathcal{A}$ and $\alpha_{i} \geq 0$ for $i=1,2, \ldots$, and if $\sum_{i=1}^{\infty} \alpha_{i}=1$, then $\sum_{i=1}^{\infty} \alpha_{i} P_{i}$ is the function on $A$ that assigns the number $\sum_{i=1}^{\infty} \alpha_{i} P_{i}(A)$ to each $A \in A$.

The proof of the following lemma is left to the reader.
LEMMA 10.1. $\sum_{i=1}^{\infty} a_{i} P_{i}$ as defined in Definition 10.3 is a probability measure on $A$.

The next definition will be used in our utility theory.
Definition 10.4. A set $\mathbb{J}$ of probability measures on $\mathfrak{t t}$ is closed under countable convex combinations if and only if $\sum_{i=1}^{\infty} \alpha_{i} P_{i} \in \mathbb{T}$ whenever $P_{i} \in \mathbb{T}$ and $\alpha_{i} \geq 0$ for $i=1,2, \ldots$, and $\sum_{i=1}^{x} \alpha_{i}=1$.

If $\mathfrak{T}$ is closed under countable convex combinations then $\mathbb{T}$ is a mixture set (Definition 8.3). Hence if $<$ on $T$ satisfies A1, A2, and A3 of Theorem 8.3 then (8.5) and (8.6) hold and $u$ on $\mathfrak{T}$ is unique up to a positive linear transformation.

## Countably-Additive Probability Measures

Definition 10.5. A probability measure $P$ on $\mathcal{A}$ is countably additive if and only if

$$
\begin{equation*}
P\left(\bigcup_{i=1}^{\infty} A_{i}\right)=\sum_{i=1}^{\infty} P\left(A_{i}\right) \tag{10.2}
\end{equation*}
$$

whenever $A_{i} \in \mathcal{A}$ for $i=1,2, \ldots, \bigcup_{i=1}^{\infty} A_{i} \in \mathcal{A}$ and $A_{i} \cap A_{j}=\varnothing$ when $i \neq j$.

This applies whether $\mathcal{A}$ is a $\sigma$-algebra or a Boolean algebra that is not also a $\sigma$-algebra. (10.2) is an extension of Definition 10.2 (3).

Let $\mathcal{M}$ be the Boolean algebra generated by $\mathbb{C}=\{\{1\},\{2\}, \ldots\}$, and let $P$ on $\mathcal{M}$ be defined on the basis of $P(n)=2^{-n}$ for each $n \in X=\{1,2, \ldots\}$. $P$ is countably additive but $\mathcal{M}$ is not a $\sigma$-algebra.

Let .t be the set of all subsets of $\{1,2, \ldots\}$ and let $P$ on $\mathcal{A}$ be any probability measure that has $P(n)=0$ for each $n \in\{1,2, \ldots\}$. Then $A_{A}$ is a $\sigma_{-}$ algebra and $P$ is not countably additive. Dubins and Savage (1965) call any measure that assigns probability 1 to a denumerable subset of $X$ and probability 0 to every unit subset diffuse. The uniform measure on the positive integers, with $P(n)=0$ for $n=1,2, \ldots$ and $P(\{n, 2 n, 3 n, \ldots\})=1 / n$ for $n=1,2, \ldots$, is diffuse.

Let $\mathcal{A}$ be the set of all Borel sets in $[0,1]$, and let $P$ be the uniform measure on $\mathcal{A}$ defined on the basis of $P([a, b])=b-a$ when $0 \leq a \leq b \leq 1$. This $P$ is a rountably-additive measure on a $\sigma$-algebra.

An important property of countably-additive measures is noted in the next lemma.

LEMMA 10.2. If $P$ on $A$ is countably additive, if $S$ is a countable subset of $\mathcal{A}$ whose elements are weakly ordered by $\subset$, and if $U_{\mathfrak{B}} A \in \mathcal{A}$ then

$$
\begin{equation*}
P\left(U_{B} A\right)=\sup \{P(A): A \in \mathfrak{B}\} . \tag{10.3}
\end{equation*}
$$

Proof. The conclusion is obvious if $\mathcal{B}$ is finite. Assume then that $\mathfrak{B}$ is denumerable, enumerated as $A_{1}, A_{2}, A_{3}, \ldots$ Let $C_{n}=U_{i=1}^{n} A_{i}$. Then $C_{1} \subseteq C_{2} \subseteq C_{3} \subseteq \cdots, U_{A} A=\cup_{i=1}^{\infty} C_{i}$ and $\sup \{P(A): A \in \mathscr{B}\}=$ $\sup \left(P\left(C_{n}\right): n=1,2, \ldots\right\}$. This last equality follows from the facts that for
any $A \in \mathfrak{B}$ there is an $n$ such that $P\left(C_{n}\right) \geq P(A)$ and that for any $C_{n}$ there is an $A \in D_{0}$ such that $P(A) \geq P\left(C_{n}\right)$.

Let $D_{1}=C_{1}$ and $D_{1}=C_{i}-C_{i-1}$ (set theoretic subtraction) for $i=$ $2,3, \ldots$, so that $\cup D_{i}=\bigcup C_{i}, D_{i} \cap D_{i}=\varnothing$ whenever $i \neq j$, and $C_{n}=$ $\bigcup_{i=1}^{n} D_{i}$. Then

$$
\begin{aligned}
P\left(\cup_{\mathfrak{B}} A\right) & =P\left(\bigcup_{i=1}^{\infty} D_{i}\right) \quad \text { since } U_{\mathcal{B}} A=\bigcup_{i=1}^{\infty} D_{i} \\
& =\sum_{i=1}^{\infty} P\left(D_{i}\right) \quad \text { by countable additivity } \\
& =\sup \left\{\sum_{i=1}^{n} P\left(D_{i}\right): n=1,2, \ldots\right\} \quad \text { by definition } \\
& =\sup \left\{P\left(C_{n}\right): n=1,2, \ldots\right\} \quad \text { by finite additivity } \\
& =\sup \{P(A): A \in B\} .
\end{aligned}
$$

## Discrete Probability Measures

Definition 10.6. A probability measure $P$ on $\mathcal{A}$ is discrete if and only if $\{x\} \in \mathcal{A}$ for each $x \in X, A$ is a $\sigma$-algebra, $P$ is countably additive and $P(A)=1$ for some countable $A \in \mathcal{A}$.

All simple measures are discrete. Nonsimple discrete measures on the set of all subsets of $X=\{0,1,2, \ldots\}$ include the geometric distributions $\left[P(n)=p(1-p)^{n}, 0<p<1\right]$ and Poisson distributions $\left[P(n)=e^{-\gamma \lambda^{n} / n!}\right.$, $\lambda>0$ ]. The following lemma compares with Theorem 8.1.

LEMMA 10.3. If $P$ on $A$ is discrete then $P(x)=0$ for all but a countable number of $x \in X$ and

$$
\begin{equation*}
P(A)=\sum_{x \in A} P(x) \quad \text { for all } A \in A \tag{10.4}
\end{equation*}
$$

Proof. Let $A$ be countable with $P(A)=1$ Then $P(x)=0$ for every $x \in A^{c}$ for otherwise $P(A \cup\{x\})>1$ for some $x \in A^{e}$. (10.4) follows from (10.2) when $A$ is countable. (10.4) holds in general if $P(C)=0$ when $P(x)=0$ for all $x \in C$ and $C \in A$. Let $D=\{x: x \in X, P(x)>0\}$. If $P(D)<1$ it follows from (10.4) for countable sets that $P(A)<1$ for every countable $A \in A$, a contradiction. Hence $P(D)=1$. Then $P(C)=0$ when $C \cap D=\varnothing$.

Lemma 10.3 shows that a discrete measure is completely described by the point probabilities $\boldsymbol{P}(\boldsymbol{x})$.

## Comditional Probability Measures

Definition 10.7. If $P$ on $\boldsymbol{A}$ is a probability measure and if $A \in \boldsymbol{A}$ and $P(A)>0$ then the conditional measure of $P$ given $A$, written $P_{A}$, is the
function defined by

$$
\begin{equation*}
P_{A}(B)=P(B \cap A) / P(A) \quad \text { for all } B \in A \tag{10.5}
\end{equation*}
$$

When $P_{A}$ is well-defined, it is a probability measure on $A$ : if $P$ is countally additive then so is $P_{A}, P_{A}(A)=1, P_{A}(B)=1$ if $A \subseteq B \in \mathcal{A}, P_{A}(B)=$ $P(B) / P(A)$ if $B \subseteq A$ and $B \in A$. If $A, B \in A$ and $P(A)>0$ and $P(B)>0$ then

$$
P(A) P_{A}(B)=P(B) P_{B}(A)=P(A \cap B)
$$

$P_{A}(B)$ can be interpreted as the probability that the consequence that occurs will be in $B$, given that the consequence ihat occurs will be in $A$. If $B \cap A=\varnothing$ then $P_{A}(B)=0$.

If $P(A)>0$ and $P\left(A^{c}\right)>0$ then (note the convex combination)

$$
\begin{equation*}
P=P(A) P_{A}+P\left(A^{e}\right) P_{A^{e}} \tag{10.6}
\end{equation*}
$$

since, for any $B \in A, P(B)=P\left(B \cap\left(A \cup A^{c}\right)\right)=P\left((B \cap A) \cup\left(B \cap A^{c}\right)\right)=$ $P(B \cap A)+P\left(B \cap A^{*}\right)=P(A) P(B \cap A)\left|P(A)+P\left(A^{c}\right) P\left(B \cap A^{c}\right)\right|$ $P\left(A^{c}\right)=P(A) P_{A}(B)+P\left(A^{c}\right) P_{A^{c}}(B)$. More generally, if $P(A)=1$ (with $A \in \mathcal{A})$, if $\left\{A_{1}, \ldots, A_{n}\right\}$ is an $A$-partition of $A$, and if $I=\left\{i: P\left(A_{1}\right)>0\right\}$, then

$$
\begin{equation*}
P=\sum_{I} P\left(A_{i}\right) P_{A_{i}} \tag{10.7}
\end{equation*}
$$

since, for any $B \in \mathcal{A}$,

$$
\begin{aligned}
\sum_{i} P\left(A_{i}\right) P_{A_{i}}(B) & =\sum_{I} P\left(B \cap A_{i}\right) \quad \text { by (10.5) } \\
& =\sum_{i=1}^{n} P\left(B \cap A_{i}\right) \\
& =P\left(\bigcup_{i=1}^{n} B \cap A_{i}\right) \quad \text { by finite additivity } \\
& =P(B \cap A)^{\prime}=P(B \cap A)+P\left(B \cap A^{c}\right)=P(B)
\end{aligned}
$$

(10.7) holds also when $P$ is countably additive, $A \in A$ and $P(A)=1$, and $\left\{A_{1}, A_{2}, \ldots\right\}$ is a denumerable $A$-partition of $A$ and $I=\left\{i: P\left(A_{i}\right)>0\right\}$.

The following definition will be used in our utility development.
Definition 10.8. A set $\mathfrak{T}$ of probability measures on $\boldsymbol{A}$ is closed under the formarion of conditional probabilities if and only if $[P \in T, A \in A, P(A)>0] \Rightarrow$ $P_{A} \in T$.

### 10.3 EXPECTATIONS

This section defines precisely the expected value $E(f, P)$ of a bounded, real-valued function $f$ on $X$ with respect to a probability measure $P$ on $A$. In general we shall assume that $f$ is $\boldsymbol{t}$-measurable.

Definition 10.9. $f$ is A-measurable if and only if $f$ is a real-valued function on $X$ and $\{x: f(x) \in I\} \in \mathcal{A}$ for every interval $I \in$ Re.
$\mathcal{A}$-measurable functions are sometimes called random variables, but it is more common to use this term for functions $f$ on $X$ for which $\{x: f(x) \in B\} \in \mathcal{A}$ for every Borel set $B \in$ Re.

To define expectation we begin with simple $\mathfrak{A}$-measurable functions.
Definition 10.10. An $\mathcal{A}$-measurable function $f$ is simple if and only if $\{f(x): x \in X\}$ is finite. If $f$ is simple and takes on $n$ distinct values $c_{1}, \ldots, c_{n}$ with $f(x)=c_{i}$ for all $x \in A_{i}$ then each $A_{i} \in \mathcal{A}$ by Definition 10.9 and $\left\{A_{1}, \ldots, A_{n}\right\}$ is a partition of $X$ : with $P$ a probability measure on $\boldsymbol{A}$, we then define

$$
\begin{equation*}
E(f, P)=\sum_{i=1}^{n} c_{i} P\left(A_{i}\right) . \tag{10.8}
\end{equation*}
$$

Simple $\mathcal{A}$-measurable functiors are bounded. In general, an $\mathcal{A}$-measurable function $f$ is bounded if and only if there are numbers $a$ and $b$ for which $a \leq f(x) \leq b$ for all $x \in X$. In defining $E(f, P)$ for any bounded, $A$-measurable $f$ we shall use

Definition 10.11. A sequence $f_{1}, f_{2}, \ldots$ of simple $\mathcal{A}$-measurable functions converges uniformly from below to an $\mathcal{A}$-measurable function $f$ if and only if, for all $x \in X$,

1. $f_{1}(x) \leq f_{2}(x) \leq \cdots$
2. $f(x)=\sup \left\{f_{n}(x): n-1,2, \ldots\right\}$
3. For any $\epsilon>0$ there is a positive integer $n$ (which may depend on $\epsilon$ ) such that $f(x) \leq f_{n}(x)+\epsilon$.

For any bounded, $\mathcal{A}$-measurable $f$ there is a sequence of simple $\mathcal{A}$ measurable functions that converges uniformly from below to $f$. With $X=\{x: x \in X$ and $a \leq f(x) \leq b\}$ and $f$ A-measurable let
$A_{1, n}=\{x: a \leq f(x) \leq a+(b-a) / n\}$
$A_{i, n}=\{x: a+(i-1)(b-a) / n<f(x) \leq a+i(b-a) / n\} \quad i=2, \ldots n$,
and define $f_{n}$ by

$$
\begin{equation*}
f_{n}(x)=a+(i-1)(b-a) / n \quad \text { for all } x \in A_{i, n}, \quad i=1, \ldots, n \tag{10.10}
\end{equation*}
$$

Each $A_{i, n} \in \mathcal{A}$ by Definition 10.9 and therefore each $f_{n}$ is a simple $A$ measurable function. Conditions 1 and 2 of Definition 10.11 are easily verified and condition 3 holds with $n \geq(b-a) / \epsilon$.

Definition 10.12. If $f$ is bounded and $A$-measurable and if $P$ is a probability measure on $A$ then

$$
\begin{equation*}
E(f, P)=\sup \left\{E\left(f_{n}, P\right): n=1,2, \ldots\right\} \tag{10.11}
\end{equation*}
$$

where $f_{1}, f_{2}, \ldots$ is any sequence of simple $A$-measurable functions that converges uniformly from below to $f$.

The following lemma notes that $E(f, P)$ is well defined.
LEMMA 10.4. If $f_{1}, f_{2}, \ldots$ and $g_{1}, g_{2}, \ldots$ are sequences of simple $A$ measurable functions that converge uniformly from below to a bounded, $A$-measurable function $f$ then $\sup \left\{E\left(f_{n}, P\right): n=1,2, \ldots\right\}$ is finite and

$$
\begin{equation*}
\sup \left\{E\left(f_{n}, P\right): n=1,2, \ldots\right\}=\sup \left\{E\left(g_{n}, P\right): n=1,2, \ldots\right\} \tag{10.12}
\end{equation*}
$$

Proof. Boundedness assures a finite sup. To verify (10.12) assume to the contrary that $\sup \left\{E\left(f_{n}, P\right): n=1,2, \ldots\right\}<\sup \left\{E\left(g_{n}, P\right): n=1,2, \ldots\right\}$. Then there is an $\epsilon>0$ and a positive integer $m$ such that

$$
\begin{equation*}
E\left(f_{n}, P\right)+\epsilon<E\left(g_{m}, P\right) \quad \text { for } n=1,2, \ldots \tag{10.13}
\end{equation*}
$$

By condition 3 of Definition 10.11 ther is a $k$ such that $f(x) \leq f_{k}(x)+\epsilon$ for all $x \in X$, so that $E(h, P) \leq E\left(f_{k}+\epsilon, P\right)$ for every simple $\mathcal{A}$-measurable $h$ for which $h(x) \leq f(x)$ for all $x \in X$. In particular, $E\left(g_{m}, P\right) \leq E\left(f_{k}+\epsilon, P\right)=$ $E\left(f_{k}, P\right)+\epsilon$, contradicting (10.13).
$E\left(f, P_{A}\right)$ for a well-defined conditional probability measure $P_{A}$ is defined as above since $P_{A}$ is a probability measure on $\mathcal{A}$.

Finite versus Countable Additivity
The uniformity condition 3 of Definition 10.11 is superfluous for defining $E(f, P)$ when $P$ is countably additive and $\mathcal{A}$ is a $\sigma$-algebra (Exercise 15). But uniform convergence is required when countable additivity is not assumed to hold. The following illustrates what amounts to the failure of (10.3) for a diffuse measure.

Let $X=\{0,1,2, \ldots\}$, let $\mathcal{A}$ be the set of all subsets of $X$ (a $\sigma$-algebra), let $P$ be any probability measure on $\mathcal{A}$ that has $P(x)=0$ for all $x \in X$, and let $f(x)=x /(1+x)$ for all $x \in X$.

Since $0 \leq f(x)<1$ on $X$ we can let $a=0$ and $b=1$ in (10.9) and (10.10) to obtain $E\left(f_{n}, P\right)=\sum_{i=1}^{n}[(i-1) / n] P\left(A_{i, n}\right)=(n-1) / n$ for $n=1,2, \ldots$, since $A_{i, n}$ is a finite set for all $i<n$ and therefore, by finite additivity, $P\left(A_{i, n}\right)=0$ for all $i<n$. Since $f_{1}, f_{2}, \ldots$ converges uniformly from below to $f, E(f, P)=1$.

Now consider a sequence $g_{1}, g_{2}, \ldots$ that converges from below to $g$, but
not uniformly. In particular let $B_{1, n}=[0,1 / n] \cup((n-1) / n, 1)$ and $B_{i, n}=$ $((i-1) / n, i / n]=A_{i, n}$ for $i=2, \ldots, n-1$, and define $g_{n}$ by

$$
g_{n}(x)=\inf B_{i, n} \quad \text { for all } x \in B_{i, n}, \quad i=1, \ldots, n-1
$$

Conditions 1 and 2 of Definition 10.11 hold for $g_{1}, g_{2}, \ldots$. But

1. $\sup \left\{E\left(g_{n}, P\right): n=1,2, \ldots\right\} \neq E(f, P)$ since $E\left(g_{n}, P\right) \equiv 0$;
2. Uniform convergence fails since for each $n$ there are values of $x$ for which $f(x)-g_{n}(x)$ is arbitrarily close to 1 ;
3. (10.3) of Lemma 10.2 fails since, with $\mathfrak{B}=\{\{x: 0 \leq u(x)<c\}$ : $0 \leq c<1\}, P\left(U_{\mathcal{B}} A\right)=P(X)=1$ and $\sup \{P(A) \cdot A \in \mathfrak{B}\}=0$.

### 10.4 PREFERENCE AXIOMS AND BOUNDED UTILITIES

Because a number of conditions will be used in the theorems that foilow we shall first summarize most of these conditions. In all cases, $A$ is a Boolean algebra for $X$ and $\mathscr{T}$ is a set of probability measures on $\mathcal{A}$. No notational distinction will be made between $x \in X$ and the one-point measure that assigns probability 1 to $x$. With $<$ defined on $T, x<y \Leftrightarrow P<Q$ when $P(x)=Q(y)=1$. Similar meanings hold for $x<P, x \leqslant P$, and so forth. As usual $P \preccurlyeq Q \Leftrightarrow(P<Q$ or $P \sim Q)$, with $P \sim Q \Leftrightarrow($ not $P<Q$, not $\boldsymbol{Q}<\boldsymbol{P}$ ).

We list first some primarily "structural" conditions.
S1. $\{x\} \in \mathcal{A}$ for every $x \in X$.
S2. $\{x: x \in X, x<y\} \in \mathcal{A}$ and $\{x: x \in X, y<x\} \in \mathcal{A}$ for every $y \in X$.
S3. $\mathfrak{T}$ contains every one-point probability measure.
S4. $T$ is closed under countable convex combinations (Definition 10.4).
S5. $T$ is closed under the formation of conditional probabilities (Definition 10.8).

Conditions $S 1$ and $S 3$ enable us to define a utility function on $X$, and $S 2$, which looks very much like some topological axioms of former chapters (see Theorems 3.5 and 5.5), guarantees that $u$ on $X$ is $A$-measurable. In the present context $\mathcal{A}$ could be the set of all subsets of $X$ (i.e., the discrete topology for $X$ ) and no problems would result. At worst we might have to deny countable additivity. On the other hand, the use of the discrete topology, which in general implies that ( $X, \mathfrak{Z}$ ) is not connected, would have disastrous effects on former theory.

The following preference axioms (in addition to $\boldsymbol{S 2}$ ) include the three conditions of Chapter 8 along with three versions of a kind of dominance axiom. It is to be understood that these conditions apply to all $P, Q, R \in \mathcal{T}$, $A \in A$, and $y, z \in X$.

A1. <on $\mathfrak{T}$ is a weak order.
A2. $(P<Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$.
A3. $(P<Q, Q<R) \Rightarrow \alpha P+(1-\alpha) R<Q$ and $Q<\beta P+(1-\beta) R$ for some $\alpha, \beta \in(0,1)$.

A4a. $(P(A)=1, Q<x$ for all $x \in A) \Rightarrow Q \leqslant P .(P(A)=1, x<R$ for all $x \in A) \Rightarrow P \leqslant R$.

A4b. $(P(A)=1, y \leqslant x$ for all $x \in A) \Rightarrow y \leqslant P .(P(A)=1, x \leqslant z$ for all $x \in A) \Rightarrow P \leqslant z$.

A4c. $(P(A)=1, y<x$ for all $x \in A) \Rightarrow y \leqslant P .(P(A)=1, x<z$ for all $x \in A) \Rightarrow P \leqslant z$.

The final three conditions are weak versions of the following translation of Savage's $P 7$ (1954, p. 77): $(P(A)=1, Q \leqslant x$ for all $x \in A) \Rightarrow Q \leqslant P$, and $(P(A)=1, x \leqslant R$ for all $x \in A) \Rightarrow P \leqslant R$. Axiom $A 4 a$ is weaker (assumes less) than this since it replaces $\leqslant$ by $<$ in the hypotheses. $A 4 c$ is weaker than $A 4 b$ for the same reason. $A 4 b$ is weaker than the translation of $P 7$ since it deals only with one-point measures in part. Under $S 3,(P 7$ translation $\Rightarrow$ ( $A 4 a, A 4 b, A 4 c$ ), $A 4 a \Rightarrow A 4 c$, and $A 4 b \Rightarrow A 4 c$. Axiom $A 4 b$ does not generally imply $A 4 a$, as can be seen from the proof of Theorem 10.2 in the next section. However, under the other hypotheses given above ( $S 1-A 3$ ), $A 4 b \Rightarrow A 4 a$ when every $P \in \mathscr{T}$ is countably additive: this follows easily from Theorem 10.3. Under conditions $S 1-A 3, A 4 a \Rightarrow A 4 b$.

In general, the dominance or sure-thing conditions $A 4 a, A 4 b$, and $A 4 c$ seem reasonable, although $A 4 b$ might be liable to criticism in the case where indifference is not transitive.

## Bounded Consequence Utilities

The first result based on the new dominance conditions uses the weakest one of $A 4 a, A 4 b$, and $A 4 c$. We know from Theorem 8.4 that (10.14) and (10.15) follow from A1, A2, A3, and S4.

LEMMA 10.5. Suppose that there is a real-valued function $u$ on $\mathfrak{T}$ for which

$$
\begin{align*}
P & <Q \Leftrightarrow u(P)<u(Q), \quad \text { for all } P, Q \in \mathfrak{T},  \tag{10.14}\\
u(\alpha P+(1-\alpha) Q)=\alpha u(P)+(1-\alpha) u(Q), & \text { for all }(\alpha, P, Q) \in[0,1] \times \mathscr{S}^{2}, \tag{10.15}
\end{align*}
$$

and suppose that $S 1, S 3, S 4$, and A4c hold. Then, with $u(x)=u(P)$ when $P(x)=1, u$ on $X$ is bounded.

Proof. Under the hypotheses, suppose $u$ on $X$ is unbounded above. Then there are $x_{1}, x_{2}, \ldots$ such that $u\left(x_{i}\right) \geq 2^{i}$ for $i=1,2, \ldots$ By $S 4$,
$\sum_{i=1}^{\infty} 2^{-1} x_{n+1} \in S$ for $n=0,1,2, \ldots$. By the easy extension of (10.15)

$$
u\left(\sum_{i=1}^{\infty} 2^{-i} x_{i}\right)=\sum_{i=1}^{n} 2^{-i} u\left(x_{i}\right)+2^{-n} u\left(\sum_{i=1}^{\infty} 2^{-4} x_{n+i}\right)
$$

so that, since $u\left(x_{i}\right) \geq 2^{\prime}$,

$$
u\left(\sum_{i=1}^{\infty} 2^{-i} x_{i}\right) \geq n+2^{-n} u\left(\sum_{i=1}^{\infty} 2^{-i} x_{n+i}\right) .
$$

Since $y<x_{i}$ for all $i$ greater than some $m$ and for some $y \in X, A 4 c$ yields $y \leqslant \sum_{i=1}^{\infty} 2^{-i} x_{n+i}$ for every $n \geq m$. Therefore, by (10.14),

$$
u\left(\sum_{i=1}^{\infty} 2^{-i} x_{i}\right) \geq n+2^{-n} u(y) \quad \text { for } n=m+1, m+2, \ldots
$$

But this is false since $u\left(\sum_{i=1}^{\infty} 2^{-i} x_{i}\right)$ is a real number. Boundedness below is established by a symmetric contradiction.

### 10.5 THEOREMS

By Theorem 8.4, the hypotheses of each theorem in this section imply the existence of a real-valued function $u$ on $\mathcal{f}$ that satisfies (10.14) and (10.15) and is unique up to a positive linear transformation. As shown by Lemma 10.5, $u$ on $X$ is bounded. The question then is whether $u(P)=E(u, P)$ for all $P \in \mathbb{T}$, which is true if and only if there is a real-valued function $u$ on $X$ such that

$$
\begin{equation*}
P<Q \Leftrightarrow E(u, P)<E(u, Q), \quad \text { for all } P, Q \in \mathbb{T} \tag{10.16}
\end{equation*}
$$

In the following theorems $u$ is presumed to satisfy (10.14) and (10.15). These theorems show the weakest one of $A 4 a, A 4 b$, and $A 4 c$ that will yield (10.16) for various $\$$ sets. The $\ddagger$ means "do not imply for all possible cases." $H=\{S 1, S 2, S 3, S 4, S 5, A 1, A 2, A 3\}$.

THEOREM 10.1. $\quad(H, A 4 a) \Rightarrow(10.16)$.
THEOREM 10.2. $(H, A 4 b) \nRightarrow(10.16)$.
THEOREM 10.3. $\quad(H, A 4 b$, every $P$ is countably additive $) \Rightarrow(10.16)$.
THEOREM 10.4. ( $H, A 4 c$, every $P$ is countably additive, $x<y$ for some $x, y \in X) \nRightarrow(10.16)$.

THEOREM 10.5. ( $H, A 4 c$, every $P$ is discrete, $x<y$ for some $x, y \in X) \Rightarrow$ (10.16).

THEOREM 10.6. $\quad(H, A 4 c$, every $P$ is discrete $) \nRightarrow(10.16)$.
The three "positive" theorems, Theorems 10.1, 10.3, ard 10.5 are proved in the next section. The proofs of the three "negative" theorems are given in this section with specific cases where the hypotheses hold and (10.16) fails. These proofs illustrate some of the differences between measures that are not countably additive and those that are, and between countably additive measures that are not discrete and those that are.

Proof of Theorem 10.2. Let $X=\{0,1,2, \ldots\}$ with $u(x)=x /(1+x)$ for all $x \in X$. Let $\mathbb{J}$ be the set of all probability measures on the set of all subsets of $X$ and define $u$ on $\mathscr{T}$ by

$$
u(P)=E(u, P)+\inf \{P(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\}
$$

The expression $P(u(x) \geq 1-\epsilon)$ is a common shortening of $P(\{x: u(x) \geq$ $1-\epsilon$ ). Define $<$ on $\mathcal{T}$ by $P<Q \Leftrightarrow u(P)<u(Q)$ so that (10.14) holds. By Exercises 6, 7, 8, and 18, (10.15) holds since

$$
\begin{aligned}
u(\alpha P+ & (1-x) Q) \\
= & E(u, \alpha P+(1-\alpha) Q) \\
& +\inf \{\alpha P(u(x) \geq 1-\epsilon)+(1-\alpha) Q(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\} \\
= & \alpha E(u, P)+(1-\alpha) E(u, Q)+\alpha \inf \{P(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\} \\
& +(1-\alpha) \inf \{Q(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\} \\
= & \alpha u(P)+(1-\alpha) u(Q) .
\end{aligned}
$$

$H$ then follows from Theorem 8.4, and $A 4 b$ holds: if $P(A)=1$ and $y \leqslant x$ for all $x \in A$ then $u(y) \leq u(P)$ since $u(y) \leq E(u, P)$; if $P(A)=1$ and $x \leqslant z$ for all $x \in A$ then $u(P) \leq u(z)$ since $u(z)<1-\varepsilon$ for some $\epsilon>0$ and therefore $\inf \{P(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\}=0$.

Let $P$ be diffuse with $P(x)=0$ for all $x \in X$. Then $u(P)=1+1=2$ since $\inf \{P(u(x) \geq 1-\epsilon): 0<\epsilon \leq 1\}=1$. Hence $u(P) \neq E(u, P)$.

Proof of Theorem 10.4. Let $X=[0,1]$, let $A$ be the set of all Borel sets in $[0,1]$. Take $\{$ as the set of countably-additive measures on $\mathbb{A}$. Set $u(x)=-1$ if $x<\frac{1}{2}$ and $u(x)=1$ if $x \geq \frac{1}{2}$, and let

$$
\begin{equation*}
u(P)=\sum_{X} u(x) P(x), \quad \text { for all } P \in \mathscr{S} \tag{10.17}
\end{equation*}
$$

$u$ on $t$ is well defined since $P(x)>0$ for no more than a countable number of $x \in X$. Define $P<Q \Leftrightarrow u(P)<u(Q)$. Then (10.15) follows easily from
(10.17). The conditions in $H$ hold and $A 4 c$ holds since

1. $\left(P\left(A^{\prime}\right)=1, y<x\right.$ for all $\left.x \in A\right) \Rightarrow A \subseteq\left[\frac{1}{2}, 1\right], y \in\left[0, \frac{1}{2}\right)$, and therefore $-1=u(y)<0 \leq u(P)$, and
2. $(P(A)=1, x<z$ for all $x \in A) \Rightarrow A \subseteq\left[0, \frac{1}{2}\right), z \in\left[\frac{1}{3}, 1\right]$, and therefore $u(P) \leq 0<u(z)=1$.

But with $Q$ the uniform measure on $\left[\frac{1}{2}, 1\right], 0=u(Q) \neq E(u, Q)=1$.
Proof of Theorem 10.6. Let $X=\{1,2, \ldots\}$, let $A$ be the set of all subsets of $X$ and let $\mathbb{T}$ be the set of all discrete probability measures on $\boldsymbol{A}$. Let $\boldsymbol{G}$ be the set of subsets of $\mathscr{T}$ defined by
$\mathcal{E}=\left\{\delta: \delta \subseteq \mathcal{S}\right.$; if $P_{1}, \ldots, P_{n}, Q_{1}, \ldots, Q_{m}$ are all different measures in $\mathcal{S}$ and if $\alpha_{i} \geq 0, \beta_{i} \geq 0$ and $\sum_{1}^{n} \alpha_{i}=\sum_{1}^{m} \beta_{j}=1$ then $\sum_{1}^{n} \alpha_{i} P_{i} \neq \sum_{1}^{m} \beta_{j} Q_{j}$; $\$$ contains all one-point measures $\}$.
A simple measure is in $\delta \in \mathcal{G}$ only if it is a one-point measure. The measures in any $\delta \in \mathcal{G}$ are independent with respect to finite convex combinations. A maximal independent subset is an $\mathcal{S}^{*} \in \mathcal{G}$ such that $\delta^{*} \subset \mathcal{S}$ for no $\delta \in \mathcal{G}$ and, if $P \in \mathbb{T}$ and $P \notin \delta^{*}$ then there are positive numbers $\alpha_{1}, \ldots, \alpha_{n}, \beta_{1}, \ldots, \beta_{m}$ with $\sum \alpha_{i}=\sum \beta_{j}=1$ and distinct measures $P_{2}, \ldots, P_{n}, Q_{1}, \ldots, Q_{m} \in \delta^{*}$ such that

$$
\begin{equation*}
a_{1} P+\sum_{i=2}^{n} \alpha_{i} P_{i}=\sum_{j=1}^{m} \beta_{i} Q_{i} \quad(n \geq 1, m \geq 1) \tag{10.18}
\end{equation*}
$$

Using Zorn's Lemma (Section 2.3) it is easily shown that 9 has a maximal element $\mathbb{S}^{*}$. It can be shown also, but is tedious algebraically to do so, that each $P \notin S^{*}$ has an essentially unique representation in the form of (10.18).
If $u$ is defined on the measures in $\boldsymbol{S}^{\boldsymbol{*}}$, its linear extension to all of $\mathbb{S}$ is defined from (10.18) thus:

$$
u(P)=\left[\sum_{j=1}^{m} \beta_{j} u\left(Q_{j}\right)-\sum_{i=2}^{n} \alpha_{i} u\left(P_{i}\right)\right] / \alpha_{1} .
$$

To establish Theorem 10.6 define $u(x)=0$ for all $x \in X$ and let $u(P)=1$ for every $P \in S^{*}$ that is not simple. Let $u$ on $S^{*}$ be extended linearly by (10.18) to all of $T$ and define $P<Q \Leftrightarrow u(P)<u(Q)$. Then $H$ is seen to hold and $A 4 c$ holds for the simple reason that $x<y$ for no $x, y \in X$. Hence the hypotheses of Theorem 10.6 hold. But (10.16) is clearly false.

A variation on this example shows that $A 4 c$ cannot be deleted from the hypotheses of Theorem 10.5. Take $u(x)=x$ for each $x \in\{1,2, \ldots\}$ and $u(P)=0$ for each nonsimple $P \in \delta^{*}$ and extend $u$ linearly by (10.18) to all of $\boldsymbol{T}$. Define $P<Q \Leftrightarrow u(P)<u(Q)$. With $\gamma_{1} R+\sum_{i=2}^{i} \gamma_{i} R_{i}=\sum_{j=1}^{j} \delta_{j} S_{j}$ along with $P$ as in (10.18) we get $u(\alpha P+(1-\alpha) R)=\alpha u(P)+(1-\alpha) u(R)$ so
that (10.15) holds. Moreover, $x<y$ for some $x, y \in X$. But $u$ on $X$ is unbounded and therefore, by Lemma 10.5, A4c must be false. Clearly, (10.16) fails, for otherwise we could construct a $P$ with infinite expected utility.

### 10.6 PROOFS OF THEOREMS 10.1, 10.3, AND 10.5

For Theorem 10.1 let $H$ and $A 4 a$ hold, let $u$ on $\mathfrak{T}$ satisfy (10.14) and (10.15), and define $u$ on $X$ as in Lemma 10.5. $u$ on $X$ is bounded. We note first that

$$
\begin{equation*}
P(A)=1 \Rightarrow \inf \{u(x): x \in A\} \leq u(P) \leq \sup \{u(x): x \in A\} \tag{10.19}
\end{equation*}
$$

Let $c=\inf$ and $d=\sup$ in (10.19). To the contrary of (10.19), suppose that $d<u(P)$. Then, for any $x \in A,(10.15)$ implies that there is a convex combination $R=\alpha P+(1-\alpha) x$ such that $d<u(R)<u(P)$. Therefore, by (10.14), $x<R$ for all $x \in A$ and hence $P \leqslant R$ by $A 4 a$. But this contradicts $u(R)<u(P)$. Hence $d<u(P)$ is false. $u(P)<c$ is seen to be false on using the other half of $A 4 a$. Hence (10.19) holds.

Let $a=\inf \{u(x): x \in X\}$ and $b=\sup \{u(x): x \in X\}$, and let $A_{i, n}$ be defined by (10.9). For $P \in \mathbb{T}$ let $n^{*}=\left\{i: i \in\{1, \ldots, n\}, P\left(A_{1, n}\right)>0\right\}$. Then, by $H$ and (10.7), $P=\sum_{n} \cdot P_{A_{i, n}} P\left(A_{i, n}\right)$, so that $u(P)=\sum_{n} \cdot u\left(P_{A_{i, n}}\right) P\left(A_{i, n}\right)$ by (10.15). Hence, by (10.9) and (10.19),

$$
\begin{equation*}
\sum_{n^{4}}[a+(i-1)(b-a) / n] P\left(A_{i, n}\right) \leq u(P) \leq \sum_{n^{4}}[a+i(b-a) / n] P\left(A_{i, n}\right) . \tag{10.20}
\end{equation*}
$$

Since $u$ is bounded and $f$-measurable and $f_{1}, f_{2}, \ldots$ define by (10.10) converges uniformly from below to $u$, Definition 10.12 gives

$$
E(u, P)=\sup \left\{\sum_{n^{4}}[a+(i-1)(b-a) / n] P\left(A_{i, n}\right): n=1,2, \ldots\right\}
$$

Since the difference between the two sums in (10.20) equals $(b-a) / n$, which goes to 0 as $n$ gets large, $u(P)=E(u, P)$.

Proof of Theorem 10.3. Let $H$ and $A 4 b$ hold and assume that every $P \in \mathcal{T}$ is countably additive. With $u$ as in the preceding proof, we need to verify (10.19). Then $u(P)=E(u, P)$ follows from the second half of the proof of Theorem 10.1.

Let $P(A)=1, c=\inf \{u(x): x \in A\}$, and $d=\sup \{u(x): x \in A\}$. If $\{u(x): x \in$ $A\}=\{c, d\}$, (10.19) follows from $A 4 b$ and (10.14). Henceforth, assume that $c<u(w)<d$ for a fixed $w \in A$, and let

$$
\begin{array}{ll}
A_{w}=\{x: x \in A, x<w\}, & \mathscr{T}_{w}=\left\{Q: Q \in \mathscr{T}, Q\left(A_{w}\right)=1\right\} \\
A^{w}=\{x: x \in A, w \leqslant x\}, & \mathscr{T}^{w}=\left\{Q: Q \in \mathscr{T}, Q\left(A^{w}\right)=1\right\} \tag{10.21}
\end{array}
$$

$A=A_{w} \cup A^{w}$ with $A_{w} \neq \varnothing$ and $A^{*} \neq \varnothing$. Let $B=\{x: x \in X, x<w\}$ so that $B \in \mathcal{A}$ by $S 2$. Then $A_{\infty} \in \mathcal{A}$ since $A_{\infty}=A \cap B=\left[A^{c} \cup B^{c}\right]^{\circ}$.

Similarly, $A^{w} \in A$. Then, by (10.7) and $S 5, P$ equals a convex combination of a measure in $T_{w}$ and a measure in $\mathscr{T}^{w}$. It follows from (10.15) that (10.19) holds if it holds for every measure in $\mathbb{T}_{w} \cup \mathfrak{S}^{w}$.

To verify that $Q \in \mathscr{J}^{w} \Rightarrow c \leq u(Q) \leq d$, we note first that

$$
\begin{equation*}
c \leq u(Q) \quad \text { for every } Q \in \mathbb{S}^{w} \tag{10.22}
\end{equation*}
$$

follows from $c<u(w), A 4 b$, (10.14), and (10.21). It follows from (10.22) and an analysis like that used in the proof of Lemma 10.5 that $u$ on $\int^{2 w}$ is bounded above. Thus, let $M$ be such that

$$
\begin{equation*}
c \leq u(Q) \leq M \quad \text { for all } Q \in \mathscr{S}^{w} \tag{10.23}
\end{equation*}
$$

If $u(x)=d$ for some $x \in A^{* 0}$ then $u(Q) \leq d$ for all $Q \in \mathscr{T}^{w}$ by $A 4 b$ and (10.14) so that $c \leq u(Q) \leq d$ for this case. Alternatively, suppose that $u(x)<d$ for all $x \in A^{*}$ and with $\epsilon>0$ let

$$
\begin{aligned}
& A(\epsilon)=\left\{x: x \in A^{v}, u(x)<d-\epsilon\right\} \\
& B(\epsilon)=\left\{x: x \in A^{v}, d-\epsilon \leq u(x)\right\} .
\end{aligned}
$$

Then $A(\epsilon) \cup B(\epsilon)=A^{*}$ and $\{A(\epsilon): \epsilon>0\}$ is weak ordered by $\subset$ so that for any $Q \in \mathscr{T}^{w}$ it follows from (10.3) of Lemma 10.2 that

$$
\begin{equation*}
\sup \{Q(A(\epsilon)): \epsilon>0\}=1 \tag{10.24}
\end{equation*}
$$

If $Q(A(\epsilon))=1$ for some $\epsilon>0$ then $u(Q)<d$ by (10.14) and $A 4 b$. On the other hand, if $Q(A(\epsilon))<1$ for all $\epsilon>0$ then, with $\epsilon$ small and $Q_{A(\epsilon)}, Q_{B(\epsilon)}$ respectively the conditional measure of $Q$ given $A(\epsilon), B(\epsilon)$, it follows from (10.15) and (10.7) that

$$
u(Q)=Q(A(\epsilon)) u\left(Q_{d(\epsilon)}\right)+Q(B(\epsilon)) u\left(Q_{B(\epsilon)}\right)
$$

Hence, by (10.23) and $Q_{A\left(\epsilon^{\prime}\right)}(A(\epsilon))=1, u(Q)<Q(A(\epsilon)) d+[1-Q(A(\epsilon))] M$ for all small $\epsilon>0, u(Q) \leq d$ then follows from (10.24). Hence $Q \in \mathbb{T}^{w} \Rightarrow$ $c \leq u(Q) \leq d$. By a symmetric proof, $Q \in \mathbb{T}_{w} \Rightarrow c \leq u(Q) \leq d$.

Proof of Theorem 10.5. Let the hypotheses of Theorem 10.5 hold. Since every $P$ is assumed to be discrete, $\mathcal{A}$ is a $\sigma$-algebra. With $a=\inf \{u(x): x \in X\}$ and $b=\sup \{u(x): x \in X\}, a<b$ since $x<y$ for some $x, y \in X$. We shall prove first that $u$ on $f$ is bounded.

If $a<u(w)<b$ for some $w \in X$, boundedness of $u$ on $\boldsymbol{T}$ follows from an analysis like that using (10.22) in the preceding proof. Henceforth in this paragraph assume that $\{u(x): x \in X\}=\{a, b\}$ and let

$$
\begin{aligned}
& \mathscr{J}_{a}=\{P: P \in \mathbb{T}, P(u(x)=a)=1\} \\
& \mathscr{J}_{b}=\{P: P \in \mathscr{T}, P(u(x)=b)=1\}
\end{aligned}
$$

so that every $P \in \mathcal{T}$ is a convex combination of one measure from each of $\mathcal{T}_{a}$ and $T_{v}$ (10.15) says that $u$ on $T_{t}$ is bounded if $u$ is bounded on $\mathscr{T}_{a} \cup \mathcal{T}_{b}$. For $T_{b}$, an analysis like that using (10.22) applies: $a \leq u(P)$ for all $P \in T_{b}$ by $A 4 c$ and (10.14). A symmetric analysis shows that $u$ on $\mathscr{S}_{a}$ is bounded.
If $P$ is simple, $u(P)=E(u, P)$ follows from (10.15). If $P$ is not simple and $A=\{x: P(x)>0\}$, Lemma 10.3 gives $\Sigma_{A} P(x)=1$. With the elements in $A$ enumerated as $x_{1}, x_{2}, \ldots, P=\sum_{i=1}^{\infty} P\left(x_{i}\right) x_{i}$. Hence, by the finite extension of ( 10.15 ),

$$
\begin{equation*}
u(P)=\sum_{i}^{n} P\left(x_{i}\right) u\left(x_{i}\right)+\left[\sum_{n+1}^{\infty} P\left(x_{i}\right)\right] u\left(\sum_{n+1}^{\infty} P\left(x_{i}\right)\left[\sum_{n+1}^{\infty} P\left(x_{i}\right)\right]^{-1} x_{i}\right) \tag{10.25}
\end{equation*}
$$

for $n=1,2, \ldots$ And by Exercise 20a,

$$
\begin{equation*}
E(u, P)=\sum_{1}^{n} P\left(x_{i}\right) E\left(u, x_{i}\right)+\left[\sum_{n+1}^{\infty} P\left(x_{i}\right)\right] E\left(u, \sum_{n+1}^{\infty} P\left(x_{i}\right)\left[\sum_{n+1}^{\infty} P\left(x_{i}\right)\right]^{-1} x_{i}\right) \tag{10.26}
\end{equation*}
$$

for $n=1,2, \ldots$. Since $E\left(u, x_{i}\right)=u\left(x_{i}\right)$, it follows from (10.25) and (10.26) that

$$
\begin{equation*}
u(P)=E(u, P)+\left[\sum_{n+1}^{\infty} P\left(x_{i}\right)\right]\left[u\left(\sum_{n+1}^{\infty} \cdots x_{i}\right)-E\left(u, \sum_{n+1}^{\infty} \cdots x_{i}\right)\right] . \tag{10.27}
\end{equation*}
$$

Since $u$ on $T$ is bounded, since $E(u, P)$ on $\mathcal{J}$ is bounded when $u$ on $X$ is bounded, and since $\sum_{n+1}^{\infty} P\left(x_{i}\right)$ approaches 0 as $n$ gets large, the second term on the right of ( 10.27 ) approaches 0 as $n$ gets large and therefore must equal zero for all $n$. Hence $u(P)=E(u, P)$.

### 10.7 SUMMARY

The weak-order expected-utility result, $P<Q \Leftrightarrow E(u, P)<E(u, Q)$, holds for sets of probability measures that include nonsimple measures when appropriate dominance axioms are used. The basic idea of such axioms is that if a measure $P$ is preferred to every consequence in a set to which a measure $Q$ assigns probability 1 , then $Q$ shall not be preferred to $P$; and if every consequence in a set to which $Q$ assigns probability 1 is preferred to $P$ then $P$ shall not be preferred to $Q$. This is condition A4a of Section 10.4. If all probability measures under consideration are countably additive then a "weaker" form of dominance axiom will yield the expected-utility result in conjunction with the preference conditions of Chapter 8 and several structural conditions on the set of measures and the Boolean algebra on which they are defined.

## INDEX TO EXERCISES

1. Denumerable sums. 2-3. Boolean algebras. 4. Countable unions. 5. o-Algebra. 6-11. Infs and sups. 12-15. Counlable additivity. 16. Uniform convergence from above. 17. Expectations of sums. 18-19. Expectations with convex combinations of measures. 20. Conditional expectations. 21. Expectations are sums. 22-24. Dominance and expectations. 25. S2. 26. Failure of A4a. 27-28. Proof of Theorem 10.6. 29. Blackwell-Girshick Theorem.

## Exercises

1. Prove that $\sum_{i=1}^{n} 2^{-i}=1-2^{-n}$ by noting that $2\left(\sum_{1}^{n} 2^{-i}\right)-\sum_{1}^{n} 2^{-i}=1-2^{-n}$. Also show that $0<p<1$ implies $\sum_{n=1}^{\infty} p(1-p)^{n-1}=1$.
2. Show that $t$ is a Boolean algebra if and only if $t$ is a nonempty set of subsets of $X$ satisfying (2) and (3) of Definition 10.1.
3. Let $\mathcal{K}$ be the set of all subsets of $\{1,2, \ldots\}$ that are either finite or contain all but a finite number of positive integers. Show that $\mathcal{M}$ is the Boolean algebra generated by $\{\{1\},\{2\}, \ldots\}$.
4. Specify $\cup_{i=1}^{\infty} A_{i}=\left\{x: x \in A_{i}\right.$ for some $\left.i\right\}$ when (a) $A_{i}=\varnothing$, (b) $A_{i}=\{-i, i\}$, (c) $A_{i}=(1 /(1+i), 1 / i) \subseteq \operatorname{Re},(d) A_{i}=[1 / i, 2-1 / i] \subseteq \operatorname{Re}$.
5. Describe the $\sigma$-algebra generated by $\{\{x\}: x \in \operatorname{Re}\}$.
6. Let $R$ be a bounded set of numbers. Prove:
a. $\sup R=-\inf \{r:-r \in R\}$,
b. $\sup \{a r: r \in R\}=\alpha \sup R$ if $\alpha \geq 0$,
c. $\sup \{\alpha r: r \in R\}=\alpha \inf R$ if $\alpha \leq 0$,
$d$. $\inf \{\alpha r: r \in R\}=\alpha \inf R$ if $\alpha \geq 0$,
e. $\inf \{\alpha r: r \in R\}=\alpha \sup R$ if $\alpha \leq 0$.
7. With $R$ and $S$ bounded sets of numbers prove that $\sup \{r+s: r \in R, s \in S\}=$ $\sup R+\sup S$. Then prove Lemma 10.1.
8. (Continuation.) Prove that $\sup \left\{\alpha_{i}+\beta_{i}: i=1,2, \ldots\right\}=\sup \left\{\alpha_{i}: i=1\right.$, $2, \ldots\}+\sup \left\{\beta_{i}: i=1,2, \ldots\right\}$ if $\alpha_{1}, \alpha_{2}, \ldots$ and $\beta_{1}, \beta_{2}, \ldots$ are nondecreasing sequences of real numbers that are bounded above. Generalize this result to $n$ nondecreasing, bounded sequences.
9. (Continuation.) Suppose $\alpha_{j} \geq 0$ for all $j, \sum_{j=1}^{n} \alpha_{j}<M$ for all positive integers $n$ and some number $M$, and for each $j(j=1,2, \ldots) \beta_{1 j}, \beta_{2 j}, \ldots$ is a bounded nondecreasing sequence of nonnegative numbers. Using (10.1) prove that

$$
\sup \left\{\sum_{j=1}^{\infty} \alpha_{j} \beta_{i j}: i=1,2, \ldots\right\}=\sum_{j=1}^{\infty} \alpha_{j}\left[\sup \left\{\beta_{i j}: i=1,2, \ldots\right\}\right] .
$$

10. (Continuation.) With the $\alpha_{j}$ as in the preceding exercise, suppose that, for
each $j, \gamma_{1 j}, \gamma_{\mathbf{2}_{j}}, \ldots$ is a nonincreasing sequence of nonnegative real numbers. Prove that

$$
\inf \left\{\sum_{j=1}^{\infty} \alpha_{j} \gamma_{l j}: i=1,2, \ldots\right\}=\sum_{j=1}^{\infty} \alpha_{j}\left[\inf \left\{\gamma_{t_{j}}: i=1,2, \ldots\right\}\right] .
$$

11. Let $P_{1}, P_{2}, \ldots$ be a sequence of probability measures on the set of all subsets of $X$, let $\alpha_{i} \geq 0$ for all $i$ with $\sum_{i=1}^{\infty} \alpha_{i}=1$, and for any probability measure $P$ and real-valued function $u$ on $X$ define

$$
\lim _{\leftrightarrow \rightarrow 0} P(u(x) \geq r-\epsilon)=\inf \{P(\{x: u(x) \geq r-\varangle\}): j=1,2, \ldots\}
$$

where $a_{1}>e_{2}>\cdots$ and $\inf \left\{\epsilon_{f}: j=1,2, \ldots\right\}=0$. Use the result of the preceding exercise to prove that, for any real number $r$,

$$
\lim _{\epsilon \rightarrow 0} \sum_{i=1}^{\infty} x_{i} P_{i}(\mu(x) \geq r-\epsilon)=\sum_{i=1}^{\infty} \alpha_{i}\left[\lim _{\epsilon \rightarrow 0} P_{i}(u(x) \geq r-e)\right] .
$$

12. Let $P$ be defined on $\mathcal{M}$ of Exercise 3 on the basis of $P(n)=2^{-n}$ for $n=1$, $2, \ldots$. Prove that $P$ is countably additive.
13. Use the conclusion of Exercise 9 to prove ( $P_{i}$ is a countably-additiveprobability measure on $A$ for $i=1,2, \ldots, \alpha_{i} \geq 0$ and $\left.\sum_{i=1}^{\infty} \alpha_{i}=1\right) \Rightarrow \sum_{i=1}^{\infty} \alpha_{i} P_{i}$ is a countablyadditive probability measure on $\boldsymbol{t}$.
14. Prove that if $P$ on $\boldsymbol{A}$ is countably additive, if $\mathfrak{B}$ is a countable subset of $\mathcal{A}$ weakly ordered by $\subset$, and if $\bigcap_{\mathcal{B}} A \in \mathcal{A}$, then $P\left(\cap_{\mathcal{B}} A\right)=\inf \{P(A): A \in \mathcal{A}\}$.
Note: In Exercises 15 through 24, $A$ is a Boolean algebra on $X ; f, g, \ldots$ are bounded and $A$-measurable; $P, Q, \ldots$ are probability measures on $A$.
15. If $P$ is couritably additive show that $E(f, P)$ is unambiguously defined by (10.11) when $f_{1}, f_{2}, \ldots$ is a sequence of simple $A$-measurable functions that satisfies conditions 1 and 2, of Definition 10.11.
16. A sequence $g_{1}, g_{2}, \ldots$ of simple $\mathcal{A}$-measurable functions converges uniformly from above to $f$ if and only if, for all $x \in X$,
17. $g_{1}(x) \geq g_{2}(x) \geq \cdots$
18. $g(x)=\inf \left\{g_{i}(x): i=1,2, \ldots\right\}$
19. $\epsilon>0 \Rightarrow g_{n}(x) \leq g(x)+\epsilon$ for some $n$ (and all $x$ ).

Prove that $\sup \left\{E\left(f_{n}, P\right): n=1,2, \ldots\right\}=\inf \left\{E\left(g_{n}, P\right): n=1,2, \ldots\right\}$ when $f_{1}$, $f_{2}, \ldots\left(g_{1}, g_{2}, \ldots\right)$ converges uniformly from below (above) to $f$.
17. With $c$ a real number let $f+c$ be the function on $X$ that takes the value $f(x)+c$ at $x \in X$, let $c f$ be the function that takes the value $c f(x)$ at $x \in X$, and let $f+g$ have value $f(x)+g(x)$ at $x$. Prove
a. $E(f+c, P)=E(f, P)+c$,
b. $E(f+g, P)=E(f, P)+E(g, P)$,
c. $E(c f, P)=c E(f, P)$.
18. Show that if $\alpha \in[0,1]$ then

$$
\begin{equation*}
E(f, \alpha P+(1-\alpha) Q)=\alpha E(f, P)+(1-\alpha) E(f, Q) \tag{10.28}
\end{equation*}
$$

and then generalize this to $E\left(f, \sum_{i=1} \alpha_{i} P_{i}\right)=\sum_{i=1}^{n} \alpha_{i} E\left(f, P_{i}\right)$.
19. (Continuation.) Supposing that $\alpha_{i} \geq 0$ for $i=1,2, \ldots, \sum_{i=1}^{\infty} \alpha_{i}$ is finite, and $b_{1}, b_{2}, \ldots$ is a bounded sequence of numbers, define $\sum_{i=1}^{\infty} \alpha_{i} b_{i}$ from (10.1) by $\sum_{i=1}^{\infty} \alpha_{i} b_{i}=\sum_{i=1}^{\infty} \alpha_{i}\left(b_{i}+c\right)-c \sum_{i=1}^{\infty} \alpha_{i}$ where $c$ is such that $b_{i}+c \geq 0$ for all $i$. Show that $\sum_{i=1}^{\infty} \alpha_{i} b_{i}$ is well defined. Then use this definition along with Exercise $17 a$ and Exercise 9 to prove that if $\alpha_{i} \geq 0$ for all $i$ and $\sum_{i=1}^{\infty} \alpha_{i}=1$ then

$$
\begin{equation*}
E\left(f, \sum_{i=1}^{\infty} \alpha_{i} P_{i}\right)=\sum_{i=1}^{\infty} \alpha_{i} E\left(f, P_{i}\right) \tag{10.29}
\end{equation*}
$$

20. Use the results of the two preceding exercises along with (10.7) and the sentence following its derivation to show that, given $A \in A$,
a. $\left[P(A)=1,\left\{A_{1}, \ldots, A_{n}\right\}\right.$ is an A-partition of $\left.A, I=\left\{i: P\left(A_{i}\right)>0\right\}\right] \Rightarrow$ $E(f, P)=\sum_{I} P\left(A_{i}\right) E\left(f, i_{i}\right)$,
b. $\left\{P(A)=1,\left(A_{1}, A_{2}, \ldots\right\}\right.$ is a denumerable partition of $A$ with $A_{i} \in \mathcal{A}$ for all $i$, $I=\left\{i: P\left(A_{i}\right)>0\right\}, P$ is countably additive $] \Rightarrow E(f, P)=\sum_{I} P\left(A_{i}\right) E\left(f, P_{A_{i}}\right)$.
21. Suppose all $x_{i}$ are different in each of $b$ and $c$. Show that
a. $P(x)=1 \Rightarrow E(f, P)=f(x)$.
b. $\sum_{i=1}^{n} P\left(x_{i}\right)=1 \Rightarrow E(f, P)=\sum_{i=1}^{n} P\left(x_{i}\right) f\left(x_{i}\right)$.
c. $\sum_{i=1}^{\infty} P\left(x_{i}\right)=1 \Rightarrow E(f, P)=\sum_{i=1}^{\infty} P\left(x_{i}\right) f\left(x_{i}\right)$.
22. Assume that $A \in A$ and $P(A)=1$. Prove that
a. $[f(x) \leq g(x)$ for all $x \in A] \Rightarrow E(f, P) \leq E(g, P)$,
b. $[f(x) \leq g(x)$ for all $x \in A, P(f(x)+\epsilon \leq g(x))>0$ for some $\epsilon>0] \Rightarrow$ $E(f, P)<E(g, P)$,
c. $[f(x)<g(x)$ for all $x \in A, P$ countably additive $] \Rightarrow E(f, P)<E(g, P)$.
23. (Continuation.) Give an example where $P(f(x)<g(x))=1$ and not $E(f$, $P)<E(g, P) . P(f(x)<g(x))=P(\{x: f(x)<g(x)\})$.
24. With $u$ satisfying (10.16) let $A_{v}=\{x: x \in X, x \leqslant y\}$. Prove that $\left[P\left(A_{y}\right) \leq\right.$ $Q\left(A_{y}\right)$ for all $\left.y \in X\right] \Rightarrow E(u, Q) \leq E(u, P)$. Prove also that $\left[Q \neq P_{i}\right.$ for $i=1$, $2, \ldots, n, \alpha_{i} \geq 0$ for all $i, \sum_{1}^{n} \alpha_{i}=1, \sum_{i=1}^{n} \alpha_{i} P_{i}\left(A_{v}\right) \leq Q\left(A_{v}\right)$ for all $\left.y \in X\right] \Rightarrow$ $E(u, Q) \leq E\left(u, P_{i}\right)$ for some $i$.
25. Show that Definition $10.1, S 2$, and $\leqslant$ on $X$ connected imply $\{x: x \in X$, $y \leqslant x \leqslant z\} \in \mathbb{A}$ and $\{x: x \in X, y<x<z\} \in \mathfrak{A}$.
26. Give specific examples of probability measures that demonstrate the failure of $A 4 a$ in the proofs of Theorems 10.2 and 10.4.
27. Use Zorn's Lemma to prove that G in the proof of Theorem 10.6 has a maximal element $\delta^{*}$.
28. Verify that the representation (10.18) for ( $P \in \mathcal{T}, P \notin \mathcal{S}^{*}$ ) in termis of measures in $8^{*}$ is essentially unique.
29. Blackwell and Girshick (1954). Prove that if $\mathbb{T}$ is the set of all discrete probability measures on the set of all subsets of $X$ and if $A 1$ and $A 3$ of Section 10.4 hold along with $\left[P_{i}, Q_{i} \in \mathcal{T}, P_{i} \leqslant Q_{i}\right.$ and $\alpha_{i} \geq 0$ for $i=1,2, \ldots ; \sum_{i=1}^{\infty} \alpha_{i}=1$; $P_{i}<Q_{i}$ for some $i$ for which $\left.\alpha_{i}>0\right] \Rightarrow \sum_{i=1}^{\infty} \alpha_{i} P_{i}<\sum_{i=1}^{\infty} \alpha_{i} Q_{i}$, then there is a real-valued function $u$ on $X$ that satisfies (10.16).

## Chapter 11

## ADDITIVE EXPECTED UTILITY

This chapter combines the weak-order expected utility theory of Chapters 8 and 10 with the situation where the consequences in $X$ are $n$-tuples as in Chapters 4,5 , and 7. The main focus of the chapter is conditions that, when $X \subseteq X_{1} \times X_{2} \times \cdots \times X_{n}$, imply the existence of real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ such that

$$
\begin{equation*}
P<Q \Leftrightarrow \sum_{i=1}^{n} E\left(u_{i}, P_{i}\right)<\sum_{i=1}^{n} E\left(u_{i}, Q_{i}\right), \quad \text { for all } P, Q \in \mathbb{T} \tag{11.1}
\end{equation*}
$$

where $\mathscr{T}$ is a set of probability measures on $X$ and, for $P \in \mathscr{T}, P_{i}$ is the marginal measure of $P$ on $X_{i}$.

We shall examine (11.1) first for the case where $X=X_{1} \times \cdots \times X_{n}$ and then for the more general case where $X \subseteq X_{1} \times \cdots \times X_{n}$. Section 11.3 then examines the case where $X=X_{1} \times \cdots \times X_{n}$ and (11.1) may fail but some form of additive interdependence applies such as $u\left(x_{1}, x_{2}, x_{3}\right)=u_{1}\left(x_{1}, x_{2}\right)+$ $u_{2}\left(x_{2}, x_{3}\right)$. Finally, Section 11.4 looks at the homogeneous product set situation where $X=A^{n}$, as in Chapter 7.

### 11.1 ADDITIVE EXPECTED UTILITY WITH $X=\Pi X_{i}$

To simplify our examination of independence among factors in a multidimensional consequence set in the expected-utility context, this chapter assumes that probability measures for $X$ are defined on the set of all subsets of $X$. A similar assumption applies for a measure defined for a factor set $X_{i}$.

Definition 11.1. Suppose $P$ is a probability measure on $X \subseteq \prod_{i=1}^{n} X_{i}$. Then $P_{i}$, the marginal measure of $P$ on $X_{i}$, is defined by

$$
\begin{equation*}
P_{i}\left(A_{i}\right)=P\left(\left\{x: x \in X, x_{i} \in A_{i}\right\}\right) \quad \text { for all } A_{i} \subseteq X_{i} . \tag{11.2}
\end{equation*}
$$

In (11.2) $x_{i}$ is the $i$ th component of $x$. When $X=\prod_{i=1}^{n} X_{i},(11.2)$ becomes
$P_{i}\left(A_{i}\right)=P\left(X_{1} \times \cdots \times X_{i-1} \times A_{i} \times X_{i+1} \times \cdots \times X_{n}\right)$. It is easily verified that $P_{i}$ is a probability measure on $X_{i}$ when $P$ is a probability measure on $X$.

It is possible to have $\left(P_{1}, \ldots, P_{n}\right)=\left(Q_{1}, \ldots, Q_{n}\right)$ when $P \neq Q$. With $n=2$ let $P$ and $Q$ be the simple even-chance gambles

$$
\begin{aligned}
P(\$ 5000, \$ 5000) & =P(\$ 100000, \$ 100000)=.5 \\
Q(\$ 5 M 0, \$ 100000) & =Q(\$ 100000, \$ 5000)=.5 .
\end{aligned}
$$

Then $\left(P_{1}, P_{2}\right)=\left(Q_{1}, Q_{2}\right)$ although $P \neq Q . P$ gives an even chance for a two-year income stream of either ( $\$ 5000, \$ 5000$ ) or ( $\$ 100000, \$ 100000$ ). $Q$ gives an even chance for an income stream of either ( $\$ 5000, \$ 100000$ ) or ( $\$ 100000, \$ 5000$ ). I suspect that many people would prefer $Q$ to $P$. The condition for (11.1) requires that $P \sim Q$. This condition may seem more reasonable when the different factors in $X$ are heterogeneous.

THEOREM 11.1. Suppose that $\mathfrak{T}$ is either the set of simple probability measures on $X=\prod_{i=1}^{n} X_{i}$ or a set of probability measures on $X=\prod_{t=1}^{n} X_{i}$ that satisfies S1 through S5 of Section 10.4, and suppose further that there is a real-valued function $u$ on $X$ such that, for all $P, Q \in \mathcal{T}, P<Q \Leftrightarrow E(u, P)<$ $E(u, Q)$. Then there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively that satisfy (11.1) and are unique up to similar positive linear transformations, if and only if $P \sim Q$ whenever $P$ and $Q$ are simple measures in $\mathfrak{T}$ such that $\left(P_{1}, \ldots, P_{n}\right)=\left(Q_{1}, \ldots, Q_{n}\right)$ and $P(x), Q(x) \in\left\{0, \frac{1}{2}, 1\right\}$ for all $x \in X$.

The very last condition here shows that (11.1) can be established on the basis of simple $50-50$ gambles when $X=\prod_{i=1}^{n} X_{i}$. The necessity of the indifference condition for (11.1) is obvious. The sufficiency proof follows.

Proof. Fix $x^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{(1)}\right)$ in $X$, assign $u_{1}\left(x_{1}^{0}\right), \ldots, u_{n}\left(x_{n}^{0}\right)$ values that sum to $u\left(x^{0}\right)$, and define $u_{i}$ on $X_{i}$ by

$$
\begin{equation*}
u_{i}^{\prime}\left(x_{i}\right)=u\left(x_{1}^{0}, \ldots, x_{i-1}^{0}, x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{0}\right)-\sum_{j \neq i} u_{j}\left(x_{j}^{0}\right) . \tag{11.3}
\end{equation*}
$$

The indifference condition between $50-50$ gambles when $\left(P_{1}, \ldots, P_{n}\right)=$ $\left(Q_{1}, \ldots, Q_{n}\right)$ leads directly to $u\left(x_{1}, \ldots, x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{0}\right)+u\left(x_{1}^{0}, \ldots, x_{i}^{0}\right.$, $\left.x_{i+1}, x_{i+2}^{0}, \ldots, x_{n}^{0}\right)=u\left(x_{1}, \ldots, x_{i+1}, x_{i+2}^{0}, \ldots, x_{n}^{0}\right)+u\left(x^{0}\right)$ for $i=1, \ldots$, $n-1$. Summing this from $i=1$ to $i=n-1$, cancelling identical terms, and transposing $(n-1) u\left(x^{0}\right)$ we get $\sum_{i=1}^{n} u\left(x_{1}^{0}, \ldots, x_{i-1}^{0}, x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{0}\right)-$ $(n-1) u\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)=u\left(x_{1}, \ldots, x_{n}\right)$, which on comparison with (11.3) shows that

$$
\begin{equation*}
u\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} u_{i}\left(x_{i}\right), \quad \text { for all }\left(x_{1}, \ldots, x_{n}\right) \in X . \tag{11.4}
\end{equation*}
$$

If $\mathfrak{T}$ satisfies the Section 10.4 conditions then $u$ on $X$ is bounded and hence $u_{i}$ on $X_{i}$, defined by (11.3), is bounded. In any event, although $u_{i}$ is defined on $X_{i}$, it is equivalent to a function $u_{i}^{*}$ defined on $X$ by $u_{i}^{*}(x)=u_{i}\left(x_{i}\right)$. Then, using (11.4) and Exercise 10.17b,

$$
\begin{aligned}
E(u, P) & =E\left(u_{1}^{*}+\cdots+u_{n}^{*}, P\right) \\
& =E\left(u_{1}^{*}, P\right)+\cdots+E\left(u_{n}^{*}, P\right) \\
& =E\left(u_{1}, P_{1}\right)+\cdots+E\left(u_{n}, P_{n}\right)
\end{aligned}
$$

which yields (11.1) in conjunction with $P<Q \Leftrightarrow E(u, P)<E(u, Q)$.
Finally, suppose that $v_{1}, \ldots, v_{n}$ on $X_{1}, \ldots, X_{n}$ satisfy (11.1) along with $u_{1}, \ldots, u_{n}$. Define $u$ and $v$ on the simple measures in $\mathcal{T}$ by $u(P)=\Sigma_{i} E\left(u_{i}, P_{i}\right)$ and $v(P)=\sum_{i} E\left(v_{i}, P_{i}\right)$. It is easily seen that $u(\alpha P+(1-\alpha) Q)=\alpha u(P)+$ $(1-\alpha) u(Q)$ and similarly for $v$ for simple measures $P, Q \in \mathscr{T}$. Hence, by Theorem 8.4, $v$ is a positive linear transformation of $u$, say $v=a u+b$, $a>0$. We then have $\sum v_{i}\left(x_{i}\right)=\sum E\left(v_{i}, x_{i}\right)=v\left(x_{1}, \ldots, x_{n}\right)=a u\left(x_{1}, \ldots\right.$, $\left.x_{n}\right)+b=a \sum u_{i}\left(x_{i}\right)+b$, from which it follows that $v_{i}\left(x_{i}\right)=a u_{i}\left(x_{i}\right)+$ $\left[b+a \sum_{j \neq i} u_{j}\left(x_{j}^{0}\right)-\sum_{j \neq i} v_{j}\left(x_{j}^{0}\right)\right]=a u_{i}\left(x_{i}\right)+b_{i}$, for each $i$, where $b_{i}$ is defined in context.

### 11.2 ADDITIVE EXPECTATIONS WITH $\boldsymbol{X} \subseteq \boldsymbol{\Pi} \boldsymbol{X}_{\boldsymbol{i}}$

When $X \subseteq \prod_{i=1}^{n} X_{i}$, (11.1) does not generally follow from the $50-50$ gambles version of the indifference condition. In general, we require the more general condition that $\left(P_{1}, \ldots, P_{n}\right)=\left(Q_{1}, \ldots, Q_{n}\right) \Rightarrow P \sim Q$. When $X$ is finite, (11.1) follows from this and $P<Q \Leftrightarrow E(u, P)<E(u, Q)$ as is noted in Exercise 4. For $X$ infinite, only the $n=2$ case has been satisfactorily worked out and then only for simple probability measures. Therefore, this section examines only the $X \subseteq X_{1} \times X_{2}$ case.

To show one difficulty that may arise in this case for nonsimple probability measures suppose $X=\{(0,0),(1,0),(1,1),(2,1),(2,2),(3,2), \ldots\}$ and let $u$ on $X$, satisfying $P<Q \Leftrightarrow E(u, P)<E(u, Q)$ for all discrete measures $P$ and $Q$ on $X$, be such that $u(k, k)=0$ for $k=0,1,2, \ldots$ and $u(k+1, k)=$ 1 for $k=0,1,2, \ldots$ Set $u_{1}(0)=u_{2}(0)=0$ for (11.1). Then for (11.1) to hold for all one-point probability measures we must have $u_{1}(k)=k$ and $u_{4}(k)=-k$ for $k=0,1,2, \ldots$. when $\left.u\left(x_{1}, x_{2}\right)=u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)\right]$. Define $P$ by

$$
P\left(2^{k}, 2^{k}\right)=2^{-k} \quad \text { for } k=1,2, \ldots
$$

so that $E(u, P)=0$. Then $E\left(u_{1}, P\right)$, if defined at all, is infinite: $E\left(u_{1}, P\right)=$ $2^{1} \cdot 2^{-1}+2^{2} \cdot 2^{-2}+\cdots=1+1+\cdots=+\infty$. Likewise $E\left(u_{2}, P\right)=-2^{1}$. $2^{-1}-2^{2} \cdot 2^{-2}-\cdots=-\infty$, so that $E\left(u_{1}, P_{1}\right)+E\left(u_{2}, P_{2}\right)$ is not meaningfully defined. Despite this, $E(u, Q)=E\left(u_{1}, Q_{1}\right)+E\left(u_{2}, Q_{2}\right)$ when $Q$ is simple.

The Structure of $X \subseteq X_{1} \times X_{2}$
Several special definitions that apply to this section only will be used in resolving the $X \subseteq X_{1} \times X_{\mathrm{z}}$ case for simple probability measures.

Definition 11.2. $\left(x_{1}, x_{2}\right) R\left(y_{1}, y_{2}\right)$ if and only if there is a finite sequence $\left(x_{1}, x_{2}\right), x^{1}, \ldots, x^{N},\left(y_{1}, y_{2}\right)$ of elements in $X \subseteq X_{1} \times X_{2}$ such that any two adjacent elements have at least one component in common.
$R$ is easily seen to be an equivalence on $X$. We shall let $\mathfrak{D}$ be the set of equivalence classes of $X$ under $R$. In the preceding example $\mathfrak{D}=\{X\}$. If $D, D^{*} \in \mathcal{D}$ and $\left(x_{1}, x_{2}\right) \in D,\left(y_{1}, y_{2}\right) \in D^{*}$, and $D \neq D^{*}$ then it must be true that $x_{1} \neq x_{2}$ and $y_{1} \neq y_{2}$. Hence, given $u$ on $X$, there will be a $u_{1}, u_{1}$ solution to

$$
\begin{equation*}
u\left(x_{1}, x_{2}\right)=u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right) \quad \text { for all }\left(x_{1}, x_{2}\right) \in X \tag{11.5}
\end{equation*}
$$

as required for (11.1) if and only if there is a $u_{1}, u_{2}$ solution for each $D \in \mathbb{D}$ considered separately. We therefore concentrate on an arbitrary $D \in \mathscr{D}$. Proofs of our first three lemmas are left to the reader.

Definition 11.3. An alternating sequence in $D$ is a finite sequence of two or more distinct elements in $D$ such that

1. any two adjacent elements have one component in common,
2. no three consecutive elements in the sequence have the same first component or the same second component.

LEMMA 11.1. If $x, y \in D$ and $x \neq y$ then there is an alternating sequence in $D$ that begins with $x$ and ends with $y$.

Definition 11.4. A cycle in $D$ is a subset of an even number of elements in $D$ that can be positioned in an alternating sequence whose first and last elements have the same first component if the first and second elements have the same second component or whose first and last elements have the same second component if the first and second elements have the same first component.

LEMMA 11.2. If $D$ has no cycles then there is exactly one alternating sequence in $D$ from $x$ to $y$ when $x, y \in D$ and $x \neq y$.

LEMMA 11.3. Suppose $x^{1}, \ldots, x^{3 n}$ is an alternating sequence in $D$ whose elements form a cycle. Suppose further that $\mathbb{S}$ is a mixture set of probability measures that includes the simple measures, that there is a real-valued function
$u$ on $T$ that satisfies (8.5) and (8.6), and that $\left[P, Q \in \mathscr{T},\left(P_{1}, P_{2}\right)=\left(Q_{1}, Q_{2}\right)\right] \Rightarrow$ $\boldsymbol{P} \sim \boldsymbol{Q}$. Then

$$
\begin{equation*}
\sum_{i=1}^{n} u\left(x_{1}^{2 i-1}, x_{2}^{2 i-1}\right)=\sum_{i=1}^{n} u\left(x_{1}^{2 i}, x_{2}^{2 i}\right) . \tag{11.6}
\end{equation*}
$$

LEMMA 11.4. If $D \in \mathfrak{D}$ then there is $a C \subseteq D$ such that

1. C includes no cycle,
2. $x R y$ for each $x, y \in C$ with $x R y$ established by a sequence all of whose elements are in $C$,
3. $\left(x_{1}, x_{2}\right) \in D \Rightarrow\left(x_{2}, y_{2}\right) \in C$ and $\left(y_{1}, x_{2}\right) \in C$ for some $y_{1} \in X_{1}, y_{2} \in X_{2}$.

Proof. With $D \in \mathbb{D}$ let
$\mathcal{C}=\{C: C \subseteq D, C$ satisfies conditions 1 and 2 of Lemma 11.4 $\}$.
We shall prove that $\mathcal{C}$ has a maximal element that satisfies condition 3. Let $\mathcal{C}^{*}$ be a subset of $\mathcal{C}$ that is strictly ordered by $C$, and let $C^{*}=U_{C} \cdot C$. $C^{*} \in \mathbb{C}$ since $C^{*} \subseteq D$ and

1. $C^{*}$ includes no cycle, for if $\left\{x^{1}, \ldots, x^{n}\right\} \subseteq C^{*}$ is a cycle then with $x^{i} \in C_{i}, C_{i} \in \mathcal{C}^{*}$, the largest of these $C_{i}$ will include $\left\{x^{1}, \ldots, x^{n}\right\}$ and this contradicts $C_{i} \in \mathbb{C}$;
2. $x R y$ if $x, y \in C^{*}$, for $x, y \in C$ for some $C \in \mathbb{C}^{*}$. Thus, by Zorn's Lemma, there is a $B \in \mathcal{C}$ such that $B \subset C$ for no $C \in \mathcal{C}$. Suppose $\left(x_{1}, x_{2}\right) \in D$ and $\left(x_{1}, x_{2}\right) \notin B$. Then, since $B$ is maximal, $B \cup\left\{\left(x_{1}, x_{2}\right)\right\}$ must include a cycle which, since $B$ includes no cycles, contains ( $x_{1}, x_{2}$ ). It follows from Definitions 11.3 and 11.4 that $\left(x_{1}, y_{2}\right) \in B$ and $\left(y_{1}, x_{2}\right) \in B$ for some $y_{2} \in X_{2}$ and $y_{1} \in X_{1}$.

## Additive Expected Utility with Simple Measures

The appropriate theorem for (11.1) with $X \subseteq X_{1} \times X_{2}$ and simple probability measures follows.

THEOREM 11.2. Suppose $\mathfrak{T}$ is the set of simple probability measures on $X \subseteq X_{1} \times X_{2}$ and there is a real-valued function $u$ on $X$ such that $P<Q \Leftrightarrow$ $E(u, P)<E(u, Q)$, for all $P, Q \in \mathbb{T}$. Then there are real-valued functions $u_{1}$ on $X_{1}$ and $u_{2}$ on $X_{2}$ that satisfy (11.1) if and only if $\left[P, Q \in \mathscr{T},\left(P_{1}, P_{2}\right)=\right.$ $\left.\left(Q_{1}, Q_{2}\right)\right] \Rightarrow P \sim Q$. If $v_{1}$ on $X_{1}$ and $v_{2}$ on $X_{2}$ satisfy (11.1) along with $u_{1}$ and $u_{2}$ then there are numbers $a>0$ and $b$ and real-valued functions, $f_{1}$ and $f_{2}$ on D) such that

$$
\begin{array}{ll}
v_{1}\left(x_{1}\right)=a u_{1}\left(x_{1}\right)+f_{1}\left(D\left(x_{1}\right)\right) & \text { for all } x_{1} \in X_{1} \\
v_{2}\left(x_{2}\right)=a u_{2}\left(x_{2}\right)+f_{2}\left(D\left(x_{2}\right)\right) & \text { for all } x_{2} \in X_{2} \\
f_{1}(D)+f_{2}(D)=b & \text { for all } D \in D
\end{array}
$$

where $D\left(x_{i}\right) \in \mathfrak{D}$ contains an element whose $i$ th component is $x_{i}$.

For completeness we should mention that each $x_{i} \in X_{i}$ is assumed to be the $i$ th component of some $x \in X$, for $i=1,2$.

Proof. The sufficiency of the hypotheses for (11.1) is proved by showing that (11.5) holds. Two cases are considered for any $D \in \mathcal{D}$.

Case 1: $D$ has no cycles. Fix $x^{0} \in D$, define $u_{1}\left(x_{1}^{0}\right)$ and $u_{2}\left(x_{1}^{0}\right)$ so that $u_{1}\left(x_{1}^{0}\right)+u_{2}\left(x_{2}^{0}\right)=u\left(x^{0}\right)$, and proceed term by term along alternating sequences beginning at $x^{0}$, defining $u_{1}$ and $u_{2}$ in the only way possible to satisfy (11.5). By Lemma 11.1, every $x_{1}$ and $x_{2}$ in elements in $D$ has a $u_{1}\left(x_{1}\right)$ or $u_{2}\left(x_{2}\right)$ thus defined. Lemma 11.2 implies that the $u_{1}$ and $u_{2}$ values are unique, given $u_{1}\left(x_{1}^{0}\right)$ and $u_{2}\left(x_{2}^{0}\right)$.

Case 2: $D$ has cycles. Let $C \subseteq D$ satisfy the three conditions of Lemma 11.4. The Case 1 proof then applies to $C$ and gives $u\left(x_{1}, x_{2}\right)=u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)$ for all $x \in C$. Suppose $x \in D, x \neq C$. Then, by condition 3 of Lemma 11.4, we have $\left(x_{1}, y_{2}\right) \in C$ and $\left(y_{1}, x_{2}\right) \in C$ and, by Lemmas 11.1 and 11.2 there is a unique alternating sequence in $C$ from ( $x_{1}, y_{2}$ ) to ( $y_{1}, x_{2}$ ). Hence $C \cup\{x\}$ has a cycle that must include $x$. An alternating sequence whose elements form such a cycle can be written as $\left(x_{1}, x_{2}\right),\left(x_{1}^{2}, x_{2}^{2}\right), \ldots,\left(x_{1}^{2 n}, x_{2}^{2 n}\right)$. By Lemma 11.3, (11.6) holds with $\left(x_{1}^{1}, x_{2}^{1}\right)=\left(x_{1}, x_{2}\right)$. Applying $u=u_{1}+u_{2}$ to the $C$ terms in the cycle it follows from (11.6) after cancellation that $u\left(x_{1}, x_{2}\right)=$ $u_{1}\left(x_{1}\right)+u_{2}\left(x_{2}\right)$. It follows that $u=u_{1}+u_{2}$ holds on all of $D$.

For the last part of the theorem let $u_{1}, u_{2}$ and $v_{1}, v_{2}$ each satisfy (11.1). Using the approach in the final paragraph of the proof of Theorem 11.1 we get $v_{1}\left(x_{1}\right)+v_{2}\left(x_{2}\right)=a u_{1}\left(x_{1}\right)+a u_{2}\left(x_{2}\right)+b$ for all $x \in X$. For a given $D$ let $x^{0} \in D$. The Case 1 procedure for assigning $u_{1}$ and $u_{2}$ then leads to

$$
\begin{aligned}
& v_{1}\left(x_{1}\right)=a u_{1}\left(x_{1}\right)+a u_{2}\left(x_{2}^{0}\right)+b-v_{2}\left(x_{2}^{0}\right) \\
& v_{2}\left(x_{2}\right)=a u_{2}\left(x_{2}\right)+a u_{1}\left(x_{1}^{0}\right)+b-v_{1}\left(x_{1}^{0}\right)
\end{aligned}
$$

for all $x \in D$. Letting $f_{1}(D)=a u_{2}\left(x_{2}^{0}\right)+b-v_{2}\left(x_{2}^{0}\right)$ and $f_{2}(D)=a u_{1}\left(x_{1}^{0}\right)+$ $b-v_{1}\left(x_{1}^{0}\right)$, the desired equations follow. (A different $x^{0}$ must be chosen for each $D$ since there are no $x_{1}$ or $x_{2}$ interconnections between different elements in $\operatorname{D}$.)

### 11.3 ADDITIVE, INTERDEPENDENT EXPECTATIONS FOR II $\boldsymbol{X}_{\boldsymbol{i}}$

Throughout this section we take $X=\prod_{i=1}^{n} X_{i}$ and let $\left\{I_{1}, \ldots, I_{m}\right\}$ be an arbitrary, but fixed, nonempty set of nonempty subsets of $\{1,2, \ldots, n\}$. For Section 11.1, $I_{j}=\{j\}$ for $j=1, \ldots, n$. Here we siall permit the $I_{j}$ to overlap.

We shall let $\mathcal{T}$ be a set of probability measures on $X$ and let $\mathscr{T}_{j}$ be a set of probability measures on $\prod_{i \in I_{j}} X_{i}$. With $P \in \mathbb{T}$, the izarginal measure $P_{j}$ of $P$ on $\prod_{I_{j}} X_{i}$ is such that $P_{j}\left(A_{j}\right)=P\left(\left\{x: x \in X, x_{i} \in X_{i}\right.\right.$ for $\left.\left.i \notin I_{j}, x^{j} \in A_{j}\right\}\right)$ for
every $A_{j} \subseteq \prod_{I_{j}} X_{i}$, where $x^{j}$ is the projection of $x$ onto $I_{j}$. For example, if $x=\left(x_{1}, x_{\mathrm{n}}, x_{3}, x_{4}\right)$ and $I_{j}=\{1,3\}$ then $x^{j}=\left(x_{1}, x_{3}\right)$.

THEOREM 11.3. Suppose that the hypotheses in the first sentence of Theorem 11.1 hold. Then there are real-valued functions $u_{1}, \ldots, u_{m}$ on $\Pi_{I_{1}} X_{i}, \ldots, \Pi_{I_{m}} X_{i}$ respectively such that

$$
\begin{equation*}
P<Q \Leftrightarrow \sum_{j=1}^{m} E\left(u_{j}, P_{j}\right)<\sum_{j=1}^{m} E\left(u_{j}, Q_{j}\right), \quad \text { for all } P, Q \in \mathbb{T}, \tag{11.7}
\end{equation*}
$$

if and only if $\left[P, Q \in \mathcal{T},\left(P_{1}, \ldots, P_{m}\right)=\left(Q_{1}, \ldots, Q_{m}\right)\right] \Rightarrow P \sim Q$.
Admissible transformations for the $u_{j}$ are discussed in Exercises $9 c$ and 10. The proof of Theorem 11.3 will be carried out in two steps. First, we shall state and prove a lemma and then use this to prove the theorem. In the statement of the lemma we shall let $x^{0}=\left(x_{1}^{0}, \ldots, x_{n}^{0}\right)$ in $X$ be fixed and, for any $x \in X$ and $I \subseteq\{1,2, \ldots, n\}$, let $x[I]$ be the $n$-tuple in $X$ whose $i$ th component is $x_{i}$ if $i \in I$ and $x_{i}^{0}$ if $i \notin I$.

LEMMA 11.5. Suppose $T$ contains every simple probability measure on $X$, and a real-valued function $u$ on $X$ satisfies $P<Q \Leftrightarrow E(u, P)<E(u, Q)$ for all simple measures. Suppose further that $\left[P, Q \in \mathbb{T},\left(P_{1}, \ldots, P_{m}\right)=\left(Q_{1}, \ldots\right.\right.$, $\left.\left.Q_{m}\right)\right] \Rightarrow P \sim Q$. Then, for all $x \in X$,

$$
\begin{equation*}
u(x)=\sum_{j=1}^{m}(-1)^{j+1} \sum_{1 \leq i_{1}<i_{2}<\cdots<i, \leq m} u\left(x\left[\bigcap_{d x 1}^{j} I_{i_{r}}\right]\right) \tag{11.8}
\end{equation*}
$$

For $m=3$, (11.8) is $u(x)=u\left(x\left[I_{1}\right]\right)+u\left(x\left[I_{2}\right]\right)+u\left(x\left[I_{3}\right]\right)-\left\{u\left(x\left[I_{1} \cap\right.\right.\right.$ $\left.\left.\left.I_{2}\right]\right)+u\left(x\left[I_{1} \cap I_{3}\right]\right)+u\left(x\left[I_{2} \cap I_{3}\right]\right)\right\}+u\left(x\left[I_{1} \cap I_{2} \cap I_{3}\right]\right)$.

Proof of Lemma 11.5. To simplify notation let $x$ be an arbitrary element in $X$ and let $[I]^{j}$ be the projection of $x[I]$ onto $I_{j}$. (If $I=\{1,3\}$ then $x[I]=$ $\left(x_{1}, x_{2}^{0}, x_{3}, x_{4}^{0}, \ldots\right)$. Then if $I_{i}=\{1,4\},[I]^{j}=\left(x_{1}, x_{4}^{0}\right)$ ) Because the only integers in $I$ that are relevant in defining $[I]^{j}$ are those in $I_{i},[I]^{j}=\left[I \cap I_{i}\right]^{j}$.

Let $S$ and $R$ on $\{1, \ldots, m\} \times\{1, \ldots, m\}$ be defined by

$$
\begin{aligned}
& S(k, j)=\left\{\left(i_{1}, \ldots, i_{k}\right): 1 \leq i_{1}<\cdots<i_{k} \leq m, j \in\left\{i_{1}, \ldots, i_{k}\right\}\right\} \\
& R(k, j)=\left\{\left(i_{1}, \ldots, i_{k}\right): 1 \leq i_{1}<\cdots<i_{k} \leq m, j \notin\left\{i_{1}, \ldots, i_{k}\right\}\right\}
\end{aligned}
$$

so that $S(1, j)=\{j\}, R(m, j)=\varnothing$, and
$S(k, j) \cup R(k, j)=\left\{\left(i_{1}, \ldots, i_{k}\right): 1 \leq i_{1}<\cdots<i_{k} \leq m\right\}, \quad j=1, \ldots, m$. $S(k, j) \cup R(k, j)$ has $\binom{m}{k}$ elements.

Let $P$ and $Q$ be simple probability measures defined by

$$
\begin{gathered}
P=\alpha x+\sum_{k \in K, S(k, s)} \sum_{R(k, j)} \alpha x\left[\bigcap_{i=1}^{k} I_{i,}\right] \\
Q=\sum_{i \in K_{\bullet}} \sum_{S(k, y) \cup R(k, j)} \alpha x\left[\bigcap_{0=1}^{k} I_{i,}\right]
\end{gathered}
$$

where $K_{0}=\{i: 2 \leq i \leq m, i$ is even $\}, K_{0}=\{i: 1 \leq i \leq m, i$ is odd $\}$, and $\alpha=2^{-m+1}$. For the marginal measures on $\prod_{I_{j}} X_{i}$ our preceding observations and definitions yield

$$
\begin{aligned}
& P_{j}=\alpha x^{j}+\sum_{K_{1}}\left(\sum_{s(k, j)} \alpha\left[\bigcap_{e=1}^{k} I_{i,}\right]^{j}+\sum_{R(k, j 1} \alpha\left[\bigcap_{i=1}^{k} I_{i_{v}}\right]^{j}\right) \\
& =\alpha x^{s}+\sum_{K_{d}}\left(\sum_{R(k=1, y)} \alpha\left[\bigcap_{j=1}^{k-1} I_{i_{j}}\right]^{j}+\sum_{R(k, y)} \alpha\left[\bigcap_{i=1}^{k} I_{i_{4}}\right]^{j}\right) \\
& =\alpha x^{5}+\sum_{k=1}^{m} \sum_{R(k, j)} \alpha\left[\prod_{j=1}^{k} I_{i_{j}}\right]^{\prime} \\
& =\alpha x^{j}+\sum_{R(1, j)} \alpha\left[I_{i_{1}}\right]^{j}+\sum_{\substack{k \in K_{1} \\
k \geq a}}\left(\sum_{R(k-1, j)} \alpha\left[\bigcap_{\delta=1}^{k-1} I_{i_{i}}\right]^{j}+\sum_{R(k, y)} \alpha\left[\bigcap_{0=1}^{k} I_{i,}\right]^{j}\right) \\
& =\sum_{s(\lambda, j)} \alpha\left[I_{i_{1}}\right]^{j}+\sum_{R(1, j)} \alpha\left[I_{i_{1}}\right]^{j}+\sum_{\substack{k \in K_{0} \\
k \geq 3}}\left(\sum_{S(k, j)} \alpha\left[\bigcap_{s=1}^{k} I_{i_{s}}\right]^{j}\right. \\
& \left.+\sum_{R(k, j)} \alpha\left[\bigcap_{f=1}^{k} I_{i_{e}}\right]^{j}\right) \\
& =\sum_{K_{0}} \sum_{S(k, j) \cup R(k, j)} \alpha\left[\bigcap_{t=1}^{k} I_{i_{1}}\right]^{\prime} \\
& =Q_{j} .
\end{aligned}
$$

Hence, by hypothesis, $P \sim Q$ and therefore $E(u, P)=E(u, Q)$, or

$$
u(x)+\sum_{K_{0}} \sum_{S(k, j)} \sum_{R(k, j)} u\left(x\left[\bigcap_{d=1}^{k} I_{i_{j}}\right]\right)=\sum_{K_{0}, S(k, j) \cup} \sum_{R(k, y)} u\left(x\left[\bigcap_{t=1}^{k} I_{i_{0}}\right]\right)
$$

which is (11.8).
Proof of Theorem 11.3 (Sufficiency). To verify (11.7) under the stated hypotheses, including $\left(P_{1}, \ldots, P_{m}\right)=\left(Q_{1}, \ldots, Q_{m}\right) \Rightarrow P \sim Q$, we note first from Lemma 11.5 that (11.8) holds for $u$ on $X$. With $x^{0} \in X$ fixed as in the lemma we define $u_{j}$ on $\prod_{I_{i}} X_{i}$ as follows:

$$
u_{j}\left(x^{j}\right)=u\left(x\left[I_{j}\right]\right)+\sum_{k=1}^{j-1}(-1)^{k} \sum_{1 \leq i_{1}<\cdots<i_{k}<j} u\left(x\left[\bigcap_{n=1}^{k} I_{i,} \cap I_{j}\right]\right)
$$

$u_{j}$ is well defined since $u_{j}\left(x^{j}\right)=u_{j}\left(y^{\prime}\right)$ if $x^{y}=y^{j}$. Moreover, if $u$ on $X$ is bounded (as in Chapter 10) then $u_{j}$ is bounded. Summing over $j$ :

$$
\begin{aligned}
& \sum_{j=1}^{m} u_{j}\left(x^{j}\right)=\sum_{j=1}^{m} u\left(x\left[I_{j}\right]\right)+\sum_{j=1}^{m} \sum_{k=1}^{j-1}(-1)^{k} \sum_{1 \leq i_{1}<\cdots<i_{k}<j} u\left(x\left[\bigcap_{i=1}^{k} I_{i_{6}} \cap I_{j}\right]\right) \\
& =\sum_{j=1}^{m} u\left(x\left[I_{j}\right]\right)+\sum_{k=1}^{m-1}(-1)^{k} \sum_{j=k+1}^{m} \sum_{1 \leq i_{1}<\cdots<i_{k}<j} u\left(x\left[\bigcap_{0-1}^{k} I_{i t} \cap I_{i}\right]\right) \\
& =\sum_{j=1}^{m} u\left(x\left[I_{i}\right]\right)+\sum_{k=1}^{m-1}(-1)_{1 \leq i_{1}<\ldots<i_{k}<i_{k+1} \leq m} u\left(x\left[\bigcap_{0=1}^{k+1} I_{i_{0}}\right]\right) \\
& =\sum_{j=1}^{m} u\left(x\left[I_{j}\right]\right)+\sum_{k=2}^{m}(-1)^{k+1} \sum_{1 \leq i_{1}<. . \sum_{i k} \leq m} u\left(x\left[\bigcap_{k=1}^{k} I_{i_{6}}\right]\right) \\
& =\sum_{k=1}^{m}(-1)^{k+1} \sum_{1 \leq i_{1}<\cdots<i_{k} \leq m} u\left(x\left[\bigcap_{k=1}^{k} I_{t_{s}}\right]\right) \\
& =u(x) \quad \text { by (11.8), }
\end{aligned}
$$

from which (11.7) readily follows.

### 11.4 PROBABILITY MEASURES ON HOMOGENEOUS PRODUCT SETS

Throughout this section $X=A^{n}, T_{3}$ is the set of simple probability measures on $X$, and $\mathcal{R}$ is the set of simple probability measures on $A$. For $P \in \mathcal{J}_{s}, P_{i} \in \mathcal{R}$ is the marginal measure of $P$ on the $i$ th $A$ : that is, $P_{i}(B)=$ $P\left(A^{i-1} \times B \times A^{n-i}\right)$ for $B \subseteq A$. The marginal measure of $P$ on all but the $i$ th $A$ will be denoted $P_{i}^{c}: P_{i}^{c}\left(\left(x_{1}, \ldots, x_{i-1}, x_{i+1}, \ldots, x_{n}\right)\right)=\sum_{a \in A} P\left(\left(x_{1}, \ldots\right.\right.$, $\left.x_{i-1}, a, x_{i+1}, \ldots, x_{n}\right)$ ).

Based on $<$ on $\mathscr{T}_{2}$, we define $<$ on $\mathscr{R}$ as follows:
$R<R^{*} \Leftrightarrow P<Q$ for every $P, Q \in T_{s}$ such that $P_{i}=R$ and $Q_{i}=R^{*}$ for all $i$. Three special preference conditions will be applied to this case:
$C 1 .\left[P, Q \in T_{s}, P_{i}=Q_{i}\right.$ for $\left.i=1, \ldots, n\right] \Rightarrow P \sim Q$.
C2. $\left[P, Q \in T_{s}, P_{i}=R, Q_{i}=R^{*}, P_{i}^{c}=Q_{i}^{c}\right] \Rightarrow\left[P<Q \Leftrightarrow R<R^{*}\right]$.
C3. For some $R \in \mathfrak{R},\left[P, Q, P^{*}, Q^{*} \in \mathscr{S}_{s}, P_{n}=Q_{n}=P_{i}^{*}=Q_{1}^{*}=R\right.$, $\left.P_{n}^{c}=Q_{n}^{c}, P_{1}^{*_{c}}=Q_{1}^{* \epsilon}\right] \Rightarrow\left[P<Q \Leftrightarrow P^{*}<Q^{*}\right]$.

C2 is a persistence condition, much like the definition of persistence in Section 7.1. Under $C 1$, all $P$ that have $P_{i}=R$ for $i=1, \ldots, n$ are indifferent, and all $Q$ that have $Q_{i}=R^{*}$ for all $i$ are indifferent. Hence if $<$ on $\mathscr{T}_{s}$ is a weak order then, if $P<Q$ for one such $P$ and $Q, P<Q$ for all such $P$ and $Q$ so that $<$ on $\mathfrak{R}$ is a "faithful" weak order. $C 2$ says that this weak order on $\Re$ applies to each of the $n$ factors. $C 3$ is a form of stationary condition, and compares with stationarity as defined in Definition 7.3 of Section 7.3.

The reasonableness of these conditions is, of course, doubtful in most situations.

THEOREM 11.4. Suppose that there is a real-valued function $u$ on $X=A^{n}$ that satisfies $P<Q \Leftrightarrow E(u, P)<E(u, Q)$, for all $P, Q \in \mathbb{T}_{0}$, that $P<Q$ for some $P, Q \in \mathbb{T}_{4}$, and that $C 1$ and $C 2$ hold. Then there is a real-valued function $\rho$ on $A$ and positive numbers $\lambda_{1}, \ldots, \lambda_{n}$ such that

$$
\begin{equation*}
P<Q \Leftrightarrow \sum_{i=1}^{n} \lambda_{i} E\left(\rho, P_{i}\right)<\sum_{i=1}^{n} \lambda_{i} E\left(\rho, Q_{i}\right), \quad \text { for all } P, Q \in \mathbb{V}_{i}, \tag{11.9}
\end{equation*}
$$

and $\rho^{\prime}$ on $A$ and positive $\lambda_{1}^{\prime}, \ldots, \lambda_{n}^{\prime}$ satisfy (11.9) along with $\rho$ and $\lambda_{1}, \ldots, \lambda_{n}$ if and only if there are real numbers $p>0, q>0$ and $r$ such that

$$
\begin{gather*}
\lambda_{i}^{\prime}=p \lambda_{i} \quad \text { for } i=1, \ldots, n  \tag{11.10}\\
\rho^{\prime}(a)=q p(a)+r \quad \text { for all } a \in A . \tag{11.11}
\end{gather*}
$$

If, in addition, $C 3$ holds and $n \geq 2$ then there is a unique number $\pi>0$ such that

$$
\begin{equation*}
P<Q \Leftrightarrow \sum_{i=1}^{n} \pi^{i-1} E\left(\rho, P_{i}\right)<\sum_{i=1}^{n} \pi^{i-1} E\left(\rho, Q_{i}\right), \quad \text { for all } P, Q \in \mathbb{J}_{s} \tag{11.12}
\end{equation*}
$$

Expression (11.9) compares with (7.9) and (11.12) compares with (7.13).
Proof. To obtain (11.9) we use Theorem 11.1 to obtain (11.1) for all $P, Q \in \mathscr{S}_{s}$, where each $u_{i}$ is defined on $A . C 1$ is used in this. It then follows from $C 2$ and the definition of $<$ on $\mathcal{R}$ that, for each $i, R<R^{*} \Leftrightarrow E\left(u_{i}, R\right)<$ $E\left(u_{i}, R^{*}\right)$ for all $R, R^{*} \in \mathscr{R}$. It follows from Theorem 8.4 that the $u_{i}$ are related by positive linear transformations, say $u_{j}=a_{j} u_{1}+b_{j}$ with $a_{j}>0$ for $j=2, \ldots, n$. Let $\rho \equiv u_{1}$ and $\lambda_{1}=1, \lambda_{j}=a_{j}$ for $j=2, \ldots, n$. Then (11.9) follows.

Suppose $\rho^{\prime}$ and $\lambda_{i}^{\prime}>0$ satisfy (11.9) also. Then, since the $\lambda_{i} \rho$ are unique up to similar positive linear transformations by Theorem 11.1, there are numbers $k>0$ and $\beta_{1}, \ldots, \beta_{n}$ such that $\lambda_{i}^{\prime} \rho^{\prime}=k \lambda_{i} \rho+\beta_{i}$ for $i=1, \ldots, n$. (11.10) and (11.11) then follow as in the proof of Theorem 7.4. $P<Q$ for some $P, Q \in \mathscr{T}$, is used in obtaining (11.10).

The proof for (11.12) follows the general lines given in the proof of Theorem 7.5 and will not be detailed here.

### 11.5 SUMMARY

When $X \subseteq \prod_{i=1}^{n} X_{i}$, the usual expected utility axioms along with a condition that says that $P \sim Q$ when the marginal measure of $P$ for $X_{i}$ equals the marginal measure of $Q$ for $X_{i}(i=1, \ldots, n)$ leads to the additive
form $P<Q \Leftrightarrow \sum_{i} E\left(u_{i}, P_{i}\right)<\sum_{i} E\left(u_{i}, Q_{i}\right)$. This was proved in general for $X=\prod_{i=1}^{n} X_{i}$ and for $X \subseteq X_{1} \times X_{2}$. (It is true also for simple measures when $X \subseteq \prod_{i=1}^{n} X_{i}$, but the proof of this was discovered too late for inclusion here.)

Under the additive, expected utility representation in the homogeneous context with $X=A^{n}$, a persistence condition leads to $P<Q \Leftrightarrow \sum_{i} \lambda_{i} E(\rho$, $\left.P_{i}\right)<\sum_{i} \lambda_{i} E\left(\rho, Q_{i}\right)$, and persistence and stationarity lead to $P<Q \Leftrightarrow$ $\sum_{1} \pi^{i-1} E\left(\rho, P_{i}\right)<\sum_{i} \pi^{i-1} E\left(\rho, Q_{i}\right)$.

## INDEX TO EXERCISES

1. $50-50$ indifference condition. 2. Binary relations on the $\mathbb{T}_{i}$. 3. Marginal expectations. 4. Additivity with finite $X \subseteq I I \quad X_{i}$. 5-8. Alternating sequences and cycles. 9. Markovian dependence in utility theory. 10. Admissible transformations. 11. Theorem 11.3 versus Theorem 11.2. 12. No time preference. 13-14. Theorem 11.4.

## Exercises

1. For the bridge-construction example of Section 10.1 let $x_{1}$ be cost and let $x_{2}$ be completion time in $\left(x_{1}, x_{2}\right) \in X_{1} \times X_{2}$. Assume that both factors are subject to uncertainty. With $X=X_{1} \times X_{2}$ argue that only $50-50$ gambles of the following form need to be used in testing the indifference condition of Theorem 11.1: $P$ gives ( $\$ 100$ million, 4 years) or ( $x_{1}$ million, $x_{2}$ years) each with probability .5; $Q$ gives ( $\$ 100$ million, $x_{2}$ years) or ( $x_{1}$ million, 4 years) each with probability .5.
2. Let $T$ be the set of simple probability measures on $X=\prod_{i=1}^{n} X_{i}$ and let $\Phi_{i}$ be the set of simple probability measures on $X_{i}$. With $a, b \in \mathscr{T}_{i}$ define $a \leqslant i b \Leftrightarrow P \leqslant$ $Q$ for every $P, Q \in \mathcal{T}$ such that $P_{i}=a, Q_{i}=b$, and $P_{i}^{c}=Q_{i}^{c}$, where $P_{i}^{c}\left(Q_{i}^{c}\right)$ is the marginal of $P(Q)$ on $\prod_{j \neq i} X_{i}$. Also let $a<_{i} b \Leftrightarrow\left(a \leqslant_{i} b\right.$, not $\left.b \leqslant_{i} a\right), a \sim_{i} b \Leftrightarrow$ ( $a \leqslant_{i} b, b \leqslant_{i} a$ ). We identify the following conditions:
A. $\leqslant$ on $T$ is transitive and connected;
B. $(P<Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$;
C. $(P \sim Q, 0<\alpha<1) \Rightarrow \alpha P+(1-\alpha) R \sim \alpha Q+(1-\alpha) R$;
D. $\left(P_{i}=Q_{i}\right.$ for $\left.i=1, \ldots, n\right) \Rightarrow P \sim Q$,
where $P<Q \Leftrightarrow(P \leqslant Q$, not $Q \leqslant P)$ and $P \sim Q \Leftrightarrow(P \leqslant Q, Q \leqslant P)$. Prove the foilowing theorems. The $\neq$ means "does not imply."
a. $\left(\leqslant\right.$ on $T$ is transitive) $\Rightarrow\left(\leqslant_{i}\right.$ on $T_{i}$ is transitive).
b. $\left(P_{i} \sim_{i} Q_{i}, P_{i}^{c}=Q_{i}^{e}\right) \Rightarrow P \sim Q$.
c. $\left(P_{i}<_{i} Q_{i}, P_{i}^{c}=Q_{i}^{c}\right) \nRightarrow P<Q$.
d. ( $\leqslant$ is transitive, $P_{i} \leqslant_{i} Q_{i}$ for all $\left.i\right) \Rightarrow P \leqslant Q$.
e. ( $A$, each $\leqslant_{i}$ on $\mathbb{T}_{i}$ is transitive and connected, $P_{i} \leqslant_{i} \boldsymbol{Q}_{i}$ for all $i, P_{i}<\boldsymbol{Q}_{i}$ for some $i) \neq P<Q$.
$f . D \Rightarrow$ on $T$ and $\leqslant$ on $T_{i}$ are refiexive.
g. $\left(n=2,<_{i}\right.$ is reflexive for $\left.i=1,2\right) \Rightarrow D$.
h. $(n>2, \leqslant$ is reflexive for each $i) \nRightarrow D$.
i. ( $n \geq 2, \leqslant_{i}$ is reflexive for each $i$, $\leqslant$ is transitive) $\Rightarrow D$.
$j .(A, D) \nRightarrow \leqslant_{i}$ on $T_{i}$ is transitive and connected.
k. ( $\leqslant$ is transitive, $\left.B, C, D, P_{i}=a, Q_{i}=b, P_{i}^{c}=Q_{i}^{c}, a<_{i} b\right) \Rightarrow P \prec Q$.
i. ( $\leqslant$ is transitive, $B, C, D, P_{i} \leqslant i Q_{i}$ for all $i, P_{i} \prec_{i} Q_{i}$ for some $i$ ) $\Rightarrow P<Q$.
$m$. When $C$ in $k$ and $l$ is replaced by $A$, the conclusions of the two theorems can be false.
n. $(A, B, C, D) \Rightarrow \leqslant_{i}$ on $T_{i}$ is transitive and connected.
o. $\left(A, B, C, D, P_{i} \leqslant_{i} Q_{i}, 0<\alpha<1\right) \Rightarrow \alpha P_{i}+(1-\alpha) R_{i} \leqslant_{i} \alpha P_{i}+(1-\alpha) R_{i}$.
P. $\left(A, B, C, D, P_{i}<_{i} Q_{i}, 0<\alpha<1\right) \Rightarrow \alpha P_{i}+(1-\alpha) R_{i}<_{i} \alpha Q_{i}+(1-\alpha) R_{i}$.
3. With $X \subseteq \prod_{i=1}^{n} X_{i}$ let $P_{i}$ be the marginal measure on $X_{i}$ of the probability measure $P$ on $X$ and let $f$ on $X$ and $f_{i}$ on $X_{i}$ be real-valued functions that satisfy $f\left(x_{1}, \ldots, x_{n}\right)=f_{i}\left(x_{i}\right)$ for all $x \in X$. Prove:
a. $\left(P\right.$ is simple, $\left.X=\Pi X_{i}\right) \Rightarrow E(f, P)=E\left(f_{i}, P_{i}\right)$.
b. $\left(P\right.$ is simple, $\left.X \subseteq \prod X_{i}\right) \Rightarrow E(f, P)=E\left(f_{i}, P_{i}\right)$.
c. $\left(f_{i}\right.$ is bounded, $\left.X \subseteq \Pi X_{i}\right) \Rightarrow E(f, P)=E\left(f_{i}, P_{i}\right)$.
4. Suppose that $T$ is the set of simple probability measures on a finite set $X \subseteq$ $\prod_{E=1}^{n} X_{i}$, that there is a real-valued function $u$ on $X$ that satisfies $P \prec Q \Leftrightarrow E(u, P)<$ $\underset{E}{ }(u, Q)$ for every $P, Q \in \mathcal{T}$, and that $\left(P, Q \in T, P_{i}=Q_{i}\right.$ for $\left.i=1, \ldots, n\right) \Rightarrow P \sim Q$. Then there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively that satisfy (11.1).

Prove this theorem using the following steps.
a. To establish $u\left(x_{1}, \ldots, x_{n}\right)=\sum u_{i}\left(x_{i}\right)$ for each $x \in X$ note that this system of equations is the same as

$$
\begin{equation*}
\sum_{k=1}^{N} a_{j k} v\left(y_{k}\right)=u\left(x^{j}\right) \quad j=1, \ldots, M \tag{11.13}
\end{equation*}
$$

when we let $X=\left\{x^{1}, \ldots, x^{M}\right\}, \quad X_{i}=\left\{x_{i 1}, \ldots, x_{i m_{i}}\right\}, \quad\left(y_{1}, \ldots, y_{N^{\prime}}\right)=$ $\left(x_{11}, \ldots, x_{1 m_{1}}, x_{21}, \ldots, x_{n 1}, \ldots, x_{n m_{n}}\right), N=\sum_{i=1}^{n} m_{i,}$, and define the $a_{j k} \in$ $\{0,1\}$ in an appropriate manner with $\sum_{k=1}^{N} a_{j k}=n$ for each $j$.
b. It is a well-known fact of linear algebra that (11.13) has a $v$-solution if and only
if for any non-zero vector ( if for any non-zero vector $\left(c_{1}, \ldots, c_{M}\right) \in \operatorname{Re}^{M}$

$$
\begin{equation*}
\left(\sum_{j=1}^{M} c_{j} a_{j k}=0 \text { for } k=1, \ldots, N\right) \Rightarrow \sum_{j=1}^{M} c_{j} u\left(x^{j}\right)=0 \tag{11.14}
\end{equation*}
$$

To verify this for a non-zero $\left(c_{1}, \ldots, c_{M}\right)$ let $A=\left\{j: c_{j}>0\right\}, B=\left\{j: c_{j}<0\right\}$, $P=\sum_{A}\left(c_{j} / \sum_{A} c_{j}\right) x^{j}$ and $Q=\sum_{B}\left(c_{j} / \sum_{B} c_{j}\right) x^{j}$, and show that the left side of (11.14) implies that $A \neq \varnothing$ and $B \neq \varnothing$, that $P_{i}=Q_{i}$ for $i=1, \ldots, n$, and that $\sum_{A} c_{j}=-\Sigma_{B} c_{j}$. Then use the indifference condition to establish (11.14).
5. In the $X \subseteq X_{1} \times X_{2}$ context of Section 11.2 verify:
a. $R$ in Definition 11.2 is an equivalence.
b. Lemma 11.1. (Consider a shortest sequence.)
c. A cycle has at least four elements.
6. Let $X=\left\{\left(x_{1}, x_{2}\right),\left(x_{1}, z_{2}\right),\left(y_{1}, x_{9}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, y_{2}\right),\left(z_{1}, z_{2}\right)\right\}$, and let $u$ on $X$
satisfy $P \prec Q \Leftrightarrow E(u, P)<E(u, Q)$ for a probability measures $P, Q$ on $X$. Prove:
a. $X$ is a cycle.
b. $X$ has no four-element cycle.
c. The 50.50 indifference condition of Theorem 11.1 holds.
d. (11.1) can be false.
7. Prove Lemma 11.2 by showing that if $D$ has more than one alternating sequence from $\left(x_{1}, x_{2}\right)$ to $\left(y_{1}, y_{2}\right)$ then $D$ includes a cycle.
8. Prove Lemma 11.3.
9. In the context of Section 11.3 let $I_{i}=\{i, i+1\}$ for $i=1,2, \ldots, n-1$ with $m=n-1$.
a. Veify that the indifference condition at the end of Theorem 11.3 impiies the following: $\left\{\left\{\left(x_{i}, x_{i+1}\right),\left(y_{i}, y_{i+1}\right)\right\}=\left\{\left(z_{i}, z_{i+1}\right),\left(w_{i}, w_{i+1}\right)\right\}\right.$ for $i=1, \ldots, n-$ $1] \Rightarrow \frac{1}{2} x+\frac{1}{2} y \sim \frac{1}{2} z+\frac{1}{2} w$. (The latter are $50-50$ gambles.)
.. Prove that Theorem 11.3 is true for the case at hand when the indifference condition in Theorem 11.3 is replaced by the $50-50$ indifference condition in (a). Obtain $u(x)=\sum_{i=1}^{n-1} u_{i}\left(x_{i}, x_{i+1}\right)$.
c. With $P \prec Q \Leftrightarrow E(u, P)<E(u, Q)$ for all $P, Q \in \mathscr{T}$, suppose that $u(x)=$ $\sum_{i=1}^{n-1} u_{i}\left(x_{i}, x_{i+1}\right)=\sum_{i=1}^{n-1} v_{i}\left(x_{i}, x_{i+1}\right)$ for all $x \in X$. Show that there are realvalued functions $f_{2}, \ldots, f_{n-1}$ on $X_{2}, \ldots, X_{n-1}$ such that

$$
\begin{aligned}
v_{1}(a, b)= & u_{1}(a, b)+f_{2}(b) \quad \text { for all } \quad(a, b) \in X_{1} \times X_{2}, \\
v_{i}(a, b)= & u_{i}(a, b)-f_{i}(a)+f_{i+1}(b) \quad \text { for all } \quad(a, b) \in X_{i} \times X_{i+1}, \\
& 2 \leq i \leq n-2, \\
v_{n-1}(a, b)= & u_{n-1}(a, b)-f_{n-1}(a) \quad \text { for all } \quad(a, b) \in X_{n-1} \times X_{n} .
\end{aligned}
$$

10. In the context of Section 11.3 suppose that $u(x)=\sum_{j=1}^{m} u_{j}\left(x^{j}\right)$ for all $x \in$ $\prod_{i=1}^{n} X_{i}$, as in the proof of Theorem 11.3. With $u$ fixed, describe the set of transformations on the $u_{j}$ that preserve equality. Note that, if $\left\{v_{j}\right\}$ is such a transformation of $\left\{u_{j}\right\}$ then $\sum u_{j}\left(x^{j}\right)=\sum v_{j}\left(x^{j}\right)$ and consequently $\sum_{k=1}^{m} v_{k}\left(\left[I_{j}\right]^{k}\right)=\sum_{k=1}^{m} u_{k}\left(\left[L_{j}\right]^{k}\right)$ for $j=1, \ldots, m$ so that

$$
v_{j}\left(x^{j}\right)=u_{j}\left(x^{j}\right)+\sum_{k \neq i}\left[u_{k}\left(\left[I_{j}\right]^{k}\right)-v_{k}\left(\left[I_{j} j^{k}\right)\right] .\right.
$$

If $I_{j} \cap I_{k}=\varnothing$, argue that $u_{k}\left(\left[I j_{j}\right)-v_{k}\left(\left[I_{j}\right]^{k}\right)\right.$ is constant as $x$ ranges over $X$, and if $I_{j} \cap I_{k} \neq \varnothing$ then the stated difference varies as $x$ ranges over $X$ but the variation is caused only by the $x_{i}$ for $i \in I_{j} \cap I_{k}$.
11. Argue that if the generalization of Theorem 11.2 were true for $X \subseteq \prod_{i=1}^{n} X_{i}$ with $n>2$, then Theorem 11.3 for simple measures would be an immediate corollary of the more general form of Theorem 11.2.
12. Show that the hypotheses in the first two lines of Theorem 11.4 along with $\left(P_{1}, \ldots, P_{\mathrm{n}}\right.$ is a permutation of $\left.Q_{1}, \ldots, Q_{n}\right) \Rightarrow P \sim Q$, imply that there is a real-valued function $p$ on $X$ such that, for all $P, Q \in \mathscr{T}_{s}, P<Q \Leftrightarrow \sum_{i} E\left(\rho, D_{i}\right)<$ $\sum_{i} E\left(\rho, Q_{i}\right)$.
13. Verify (11.12) in Theorem 11.4.
14. Can you imagine a situation in the context of Section 11.4 where any one of $C 1, C 2$, and $C 3$ seems reasonable with $n>1$ ?

## PART

## III

## STATES OF THE WORLD

Preference structures that incorporate uncertainty in the formulation of alternatives but do not presuppose probability have been expressed mostly in states of the world models. In such a model the uncertainty concerns which state in a set of mutually exclusive states (or environments) obtains, or is the "true state." It is generally assumed that (1) the decision maker does not know the "true state," (2) the act he selects has no effect on the state that obtains, and (3) the state that obtains affects the outcome of the decision in conjunction with the act selected.
Interest in expected-utility theories that are set in the states of the world formulation is due in large part to Leonard J. Savage's theory (Chapter 14), published in 1954. Before this, the now widely-referenced theory of Frank P. Ramsey (1931) was virtually unknown. Savage's theory reflects elements from Ramsey and from John von Neumann and Oskar Morgenstern: his interpretation of probability owes much to the pioneering work of Bruno de Finetti.
Some other theory for the states formulation is presented in Chapters 12 and 13.

## Chapter 12

## STATES OF THE WORLD

This chapter introduces the states of the world formulation for decision under uncertainty. The first section describes the usual states formulation and compares it with the approach of Part II. The second section examines the weak-order expected-utility model for the states formulation, and discusses several axiomatic approaches to the model. Several of these approaches are explored in the next two chapters.

The second section also points out two problems that arise in the theories. One of these, often referreri to as the "constant acts" problem, suggests an alternative approach to the expected-utility model. Axioms for the alternative approach have yet to be discovered. The second problem concerns the fineness of state descriptions and residual uncertainty. Some additive utility models that are designed for this possibility and which do not explicitly include state probabilities are discussed in the third section.

### 12.1 STATES AND STATES

In Part II of this book we thought of a decision under uncertainty in terms of a set $F$ of available acts or strategies and a set $X$ of consequences, one of which will follow from the selected act. We assumed that the decision maker's uncertainty about which $x \in X$ would occur if $f \in F$ were selected could be expressed by a probability measure $P_{s}$ on $X$. The axioms were based on sets of probability measures that supposedly included $\left\{P_{f}: f \in F\right\}$.

To enlarge on this let $S^{\prime}$ be the set of functions on acts to consequences. Each $s \in S^{\prime}$ assigns a consequence $s(f) \in X$ to each $f \in F$. Suppose, for example, that a young man will propose marriage to either Alice or Betsy, but not both in case one refuses him. Suppose further that he is interested only in the three consequences in (Marry Alice, Marry Betsy, Stay Single). In this case $S^{\prime}$ contains nine functions, but only four of these need be considered. The four are \{(Propose to Alice, Marry Alice), (Propose to Betsy, Marry Betsy)\}, \{(Propose to Alice, Marry Alice), (Propose to Betsy, Stay

Single)\}, \{(Propose to Alice, Stay Single), (Propose to Betsy, Marry Betsy)\}, and $\{($ Propose to Alice, Stay Single), (Propose to Betsy, Stay Single)\}. One of the five functions that is excluded is \{(Propose to Alice, Marry Betsy), (Propose to Betsy, Marry Alice)\}.

Suppose that if act $f$ is implemented then consequence $s(f)$ will occur and this is true for each $f \in F$. Then we say that $s$ nbtains. By $C^{\prime} \subseteq S^{\prime}$ obtains we mean that some $s \in C^{\prime}$ obtains. Suppose the decision maker has a probability measure $P^{\prime}$ on (the set of subsets of) $S^{\prime} . P^{\prime}\left(C^{\prime}\right)$ is interpreted as a measure of his belief in the truth of the proposition " $C$ ' obtains." Given $P$ ' we could define $P_{f}$ by

$$
\begin{equation*}
P_{f}(A)=P^{\prime}\left(\left\{s: s \in S^{\prime}, s(f) \in A\right\}\right) \quad \text { for all } A \subseteq X \tag{12.1}
\end{equation*}
$$

In the marriage example we would expect that $P^{\prime}\left(C^{\prime}\right)=0$ when $C^{\prime}$ is the set of the five "excluded" functions. Then we would have $P^{\prime}$ (either girl would say "yes") $+P^{\prime}$ (only Alice would say "yes") $+P^{\prime}$ (only Betsy would say "yes") $+P^{\prime}$ (neither girl would say "yes") $=1$. Here we have translated the four functions into conditions under which they will obtain. For example \{(Propose to Alice, Marry Alice), (Propose to Betsy, Stay Single)\} obtains if and only if only Alice would say "yes."

If $s \in S^{\prime}$ obtains it will obtain regardless of which $f$ is implemented. This is a result of the way $S^{\prime}$ has been formulated. Hence the decision maker's choice should not influence his beliefs about which $s$ might obtain. But we expect that his beliefs about which $s$ might obtain will influence his choice.

In most cases $P^{\prime}$ on $S^{\prime}$ contains more information about the decision maker's uncertainty than does $\left\{P_{f}: f \in F\right\}$ when the $P_{f}$ are probability measures defined from $P^{\prime}$ as in (12.1). To determine an act in $F$ that maximizes expected utility it is usually unnecessary to estimate all of $P^{\prime}$, a task that may be an order of magnitude more difficult than the estimation of the $P_{f}$.

Although four potentially nonzero $P^{\prime}(s)$ were noted in the marriage example, our young man would presumably be satisfied with estimating the two probabilites $p=P_{\text {propose to Alice }}$ (Marry Alice) $=P_{\text {propose to Alice }}$ (Alice would say "yes") and $q=P_{\text {propose to Betsy }}$ (Marry Betsy) $=$ $P_{\text {propose to }}$ Hetsy (Betsy would say "yes"). In fact, all he needs is an estimate of the ratio $p / q$ since $E(u$, Propose to Alice $)<E(u$, Propose to Betsy $) \Leftrightarrow$ $p / q<[u($ Marry Betsy $)-u($ Stay Single $)] /[u($ Marry Alice $)-u($ Stay Single $)]$.

## States of the World

In Savage's words (1954, p. 9) the worid is "the object about which the person is concerned" and a state of the world is "a description of the world, leaving no relevant aspect undescribed." The states are to incorporate all decision-relevant factors about which the decision maker is uncertain and should be formulated in such a way that the state that obtains does not depend on the act selected.

According to the last part of this description it would not seem out of place to call the elements in $S^{\prime}$ "states." However, the approach made popular by Savage and others does not usually proceed in this way. Instead of defining states as functions on acts to consequences, Savage defines acts as functions on states to consequences. With $S$ the set of states of the world, each $f \in F$ is a function on $S$ to $X: f(s)$ is the consequence that occurs if $f$ is implemented and $s \in S$ obtains.

Simple examples of states as they are often thought of in the Savage approach are: whether an unbrcken egg (the world) is good (state 1) or rotten (state 2 ); whether the next flip of this coin will result in a head ( $s_{1}$ ) or a tail ( $s_{2}$ ); whether the accused is guilty ( $s_{1}$ ) or innocent $\left(s_{2}\right)$; whether these mushrooms are harmless ( $s_{1}$ ) or poisonous ( $s_{2}$ ). If $f=$ "Eat the mushrooms" and $g=$ "Throw away the mushrooms" then $f\left(s_{1}\right)=$ "Enjoy a culinary treat," $f\left(s_{2}\right)=$ "Enjoy a culinary treat then die," and $g\left(s_{1}\right)=g\left(s_{2}\right)=$ "Throw away the bunch of mushrooms."

If $S$ is so formulated that at most one $s \in S$ can obtain, the decision maker cannot conceive of none of them obtaining, and the state that obtains does not depend on the act selected, then we might suppose that the decision maker has a probability measure $P^{*}$ on $S$ where $P^{*}(C)$ is his probability that some $s \in C$ with $C \subseteq S$ obtains. We would then define $P_{r}$ by

$$
\begin{equation*}
P_{r}(A)=P^{*}(\{s: s \in S, f(s) \in A\}) \quad \text { for all } A \subseteq X \tag{12.2}
\end{equation*}
$$

If in fact subsets of $S$ are more or less probable depending on which $f \in F$ is chosen, then new states defined as functions on $F$ into $S$ will remove this difficulty. In most discussions bastd on Savage's theory it is presumed that (12.2) holds.

## Comparisons of Two Formulations

The rest of this book is primarily concerned with utility theory based on Savage's conception of decision under uncertainty. Before we get into that it seems advisable to note that the two formulations presented above are not incompatible. In fact, they are virtually isomorphic when a certain consistent way of viewing uncertainties is adopted. A demonstration of this follows.

Whither $S^{\prime}$ and $S$ as conceived of above appear different, at least on the surface, suppose in fact that their probability measures $P^{\prime}$ and $P^{*}$ agree with each other. By this we mean that, for any $A!=X$ and $f \in F$,

$$
\begin{equation*}
P^{\prime}\left(\left\{s^{\prime}: s^{\prime} \in S^{\prime}, s^{\prime}(f) \in A\right\}\right)=P^{*}(\{s: s \in S, f(s) \in A\}) \tag{12.3}
\end{equation*}
$$

This says that the decision maker's probability of getting an $x \in A$ when $f$ is used is independent of the particular method used to describe his uncertainty.

Let $u$ on $X$ be the point utility function defined in such a way that for any two measures $P$ and $Q$ on $X, P<Q \Leftrightarrow E(u, P)<E(u, Q)$. We assume (see Chapter 10 if $X$ is infinite) that $u$ on $X$ is bounded. Let $u_{1}, u_{2}, \ldots$ be a sequence
of simple functions on $X$ that converges uniformly from below th 1 ( - 10.11). Consider one of these, say $u_{n}$. Let $u_{n}$ have $m$ values with $u_{n}\left(A_{i}\right)=c_{i}$ for $i=1, \ldots, m$ where $\left\{A_{1}, \ldots, A_{m}\right\}$ is a partition of $X$ and let

$$
C_{i}^{\prime}=\left\{s^{\prime}: s^{\prime} \in S^{\prime}, s^{\prime}(f) \in A_{i}\right\}, \quad C_{i}=\left\{s: s \in S, f(s) \in A_{i}\right\}
$$

Then $\left\{C_{1}^{\prime}, \ldots, C_{m}^{\prime}\right\}$ and $\left\{C_{1}, \ldots, C_{m}\right\}$ are partitions of $S^{\prime}$ and $S$ respectively and, by (12.3), $\sum_{i} c_{i} P^{\prime}\left(C_{i}^{\prime}\right)=\sum c_{i} P^{*}\left(C_{i}\right)$. It follows from Definition 10.12 that

$$
\begin{equation*}
E\left[u\left(s^{\prime}(f)\right), P^{\prime}\right]=E\left[u(f(s)), P^{*}\right] \tag{12.4}
\end{equation*}
$$

where ${ }^{\wedge}$ denotes the varying factor under $P^{\prime}$ or $P^{*}$. In terms of (12.1) the left side of (12.4) is $E\left(u, P_{f}\right)$. In terms of (12.2) the right side of (12.4) is $E\left(u, P_{f}\right)$.

Hence, under the agreement of (12.3), the two formulations give the same value for the expected utility of act $f$.

### 12.2 EXPECTED UTILITY PREVIEW

In viewing acts as functions on states to consequences, we shall be concerned with the expected-utility model

$$
\begin{equation*}
f<g \Leftrightarrow E\left[u(f(s)), p^{*}\right]<E\left[u(g(s)), p^{*}\right], \quad \text { for all } f, g \in F, \tag{12.5}
\end{equation*}
$$

where $P^{*}$ is a probability measure on the set of all subsets of $S$ and $u$ is a utility function on $X$.

A number of axiomatizations of (12.5) have been made. By far the best known of these is Savage's theory (1954), all of whose axioms can be stated in terms of $<$ on $F$. His axioms require, among other things, that $S$ be infinite and that if $B \subseteq S$ and $0 \leq \rho \leq 1$ then $\rho P^{*}(B)=P^{*}(C)$ for some $C \subseteq B$. He assumes also that every element in $X$ can occur under each state and that all constant acts-those that assign the same consequence to every state-are in $F$. His reason for doing this is to provide a way of defining preferences among consequences on the basis of preferences among (constant) acts. Moreover, this enables the derivation of a probability measure $P^{*}$ on $S$. Savage's theory will be presented in detail in Chapter 14.

One of the most criticized aspects of Savage's theory is the structural condition that all of $X$ is relevant under each $s \in S$. For the general situation let $X(s)$ denote the subset of consequences that might actually occur under the acts in $F$ if $s$ obtains. Then, viewing the consequences as complete descriptions of what might occur, it would not seem unusual to have $X(s) \cap X\left(s^{\prime}\right)=\varnothing$ when $s \neq s^{\prime}$. When this is so, there is no natural way of defining preferences on consequences in terms of preferences on acts. This suggests an alternative approach to (12.5) that is based on a pair of preference relations, $<$ on $F$ and $<^{\prime}$ on $X$. In this approach we would be interested in
conditions for $<$ and $<$ ' that imply the existence of a real-valued function $u$ on $X=U_{S} X(s)$ and a probability measure $P^{*}$ on $S$ that satisfy (12.5) along with $x<^{\prime} y \Leftrightarrow u(x)<u(y)$, for all $x, y \in X$. I do not presently know of any axiomatizatir 1 that does this, even when $X$ and $F$ are finite, and allows for no overlap of the $X(s)$.

## Extraneous Probabilities

In addition to Savage's approach to (12.5), a number of authors have developed theories that use a set of extraneous probabilities in the axioms. These probabilities may have nothing to do with $P^{*}$ which, like $u$, is to be derived from the axioms. Conceptually, the extraneous probabilities can be associated with the outcomes of chance devices such as roulette wheels, dice, or pointers spun on circular disks. The axioms in these cases apply $<$ to a set of elements constructed from $F$ and the extraneous probabilities. The set to which < is applied includes $F$ as a special subset.

Axioms for (12.5) that use extraneous probabilities from 0 to 1 have been presented by Chernoff (1954), Anscombe and Aumann (1963), Pratt, Raiffa, and Schlaifer (1964), Arrow (1966), and Fishburn (1969). The next chapter examines two versions of this theory. The first, which assumes that $S$ is finite, follows Pratt, Raiffa, and Schlaifer and assumes only a minimal overlap among the $X(s)$ for different $s \in S$. This overlap is necessary in order to have a base on which to define $P^{*}$. The second theory makes no restrictions on the sizes of $S$ and $X$, but it does assume that $X(s)=X$ for all $s$ as in Savage's theory. However, unlike Savage's theory, almost no restrictions are placed on $P^{*}$.
Axioms for (12.5) that use only the extraneous probability $1 / 2$ (or the notion of even-chance gambles) have been developed by Suppes (1956). Suppes' theory can be viewed as a logical completion of Ramsey's (1931) ideas. Suppes (1956) should be consulted for a more detaiied account. Some of the 50-50 theory is presented in the exercises of Chapter 13.

## Residual Uncertainty and Act-State Pairs

In practice it is seldom possible to ensure that the states will leave no relevant aspect of the world undescribed. No matter how finely we describe the potential realizations of the world, the descriptions will usually be incomplete even when the states meet the logical criteria of being mutually exclusive and collectively exhaustive. Thus the specification of act $f$ and state $s$ will enable us to say something about what will occur although we may never be precisely certain about exactly what will happen if $f$ is implemented and $s$ obtains. Part of this residual uncertainty can be identified explicitly by expanding $S$ to obtain a finer set of states. This may necessitate an expansion of $F$ also.

The practical question is thus seen as the question of how detailed to make the states in light of the purpose of the decision and the import of the potential consequences.
The possibility of residual uncertainty (given $f$ and $s$ we are still not precisely certain about what will happen) leads us to consider a formulation that does not attempt to detail exact consequences. In this formulation consequences $f(s)$ are replaced by act-state pairs $(f, s) \in F \times S$. Uncertainties not resolved by simply specifying act-state pairs might be mentally factored into the situation by the decision maker during his preference deliberations.

In this case no act-state pair appears under more than one state. Thus we have the kind of situation described above where $X(s) \cap X\left(s^{\prime}\right)=\varnothing$. With $u$ a utility function on $F \times S$ in the present formulation, we might ask for conditions for a binary relation $<$ on $F$ and a binary relation $<^{\prime}$ on $F \times S$ that imply the existence of a real-valued function $u$ on $F \times S$ and a probability measure $P^{*}$ on $S$ such that

$$
\begin{array}{r}
(f, s) \ll^{\prime}(g, t) \Leftrightarrow u(f, s)<u(g, t), \quad \text { for all }(f, s),(g, t) \in F \times S, \\
f<g \Leftrightarrow E\left[u(f, s), p^{*}\right]<E\left[u(g, s), p^{*}\right], \quad \text { for all } f, g \in F . \tag{12.7}
\end{array}
$$

I do not presently know of any more-or-less satisfactory axiomatization for this model.

### 12.3 MODELS WTHHOUT STATE PROBABILITIES

Despite the absence of axioms for the $F \times S$ model of (12.6) and (12.7) we can formulate axioms for more general but perhaps somewhat less interesting forms of that model. These forms posit additivity over the states but make no attempt to define state probabilities. I shall comment briefly on several of them. These comments apply also to the consequence formulation when $X(s) \cap X\left(s^{\prime}\right)=\varnothing$ whenever $s \neq s^{\prime}$. Throughout this section both $F$ and $S$ are assumed to be finite.

## An Order for Each State

In our first case we assume that the decision maker has a weak order $<$ on $F$ along with a weak order $<_{d}$ on $F$ for each $s$. Thus, $<_{s}$ orders $F$ under the hypothesis that $s$ obtains. If the decision maker does in fact have a weak order $<^{\prime}$ on $F \times S$, then $<$, would be obtained as the restriction of $<^{\prime}$ to $F \times\{s\}$. In this context we are interested in the existence of a real-valued function $v$ on $F \times S$ that satisfies

$$
\begin{align*}
& f<_{s} g \Leftrightarrow v(f, s)<v(g, s), \quad \text { for all } f, g \in F \text { and } s \in S,  \tag{12.8}\\
& f<g \Leftrightarrow \Sigma_{s} v(f, s)<\Sigma_{S} v(g, s), \quad \text { for all } f, g \in F . \tag{12.9}
\end{align*}
$$

Under the weak order conditions, an independence axiom across states that is necessary and sufficient for (12.8) and (12.9) can be derived from the Theorem of The Alternative (Theorem 4.2). One version of such an axiom is: if $f^{j} \leqslant g^{j}$ (i.e., $f^{j}<g^{j}$ or $f^{j} \sim g^{j}$ ) for $j=1, \ldots, m$ and if for each $s$ there is a permutation $f^{n}, \ldots, f^{a m}$ of $f^{1}, \ldots, f^{m}$ such that $g^{i} \leqslant s f^{u j}$ for $j=$ $1, \ldots, m$, then in fact $f^{j} \sim g^{j}$ and $g^{j} \sim_{j} f^{j}$ for all $j$ and $s$.

Apart from the question of intransitive indifference, one can criticize the model of (12.8) and (12.9) on the count that the decision maker might have a nonindifferent weak order $\alpha_{\text {, }}$ when he regards $s$ as virtually impossible. In (12.7) we can take care of this by setting $P^{*}(s)=0$, but the only way of reflecting " $s$ is impossible" in (12.9) in a general way is to have $v(f, s)$ constant on $F$ for the given $s$, and if (12.8) is to hold we then require $(f, s) \sim$, $(g, s)$ for all $f, g \in F$. The model given by (12.8) and (12.9) can easily be amended to handle this criticism by excluding all states that, in the judgment of the decision maker, cannot possibly obtain. Such states will be referred to as null states in the next two chapters.

The model and therefore the independence condition can easily be seen to be unreasonable when the "state" that obtains depends on the selected act. For example, suppose you want to sell something and can either advertise (at some cost) or not advertise. Let the "states" be $s=$ item is sold, $t=$ item is not sold. Then surely advertise $<_{3}$ don't advertise, and advertise $<_{t}$ don't advertise. According to the model this requires that advertise $<$ don't advertise, which, if we took it seriously, would say that one should never advertise.

## Perfect Information Acts

An alternative to using the $<$, directly is to work only with $<$ on a set that includes $F$. For example, let $\mathcal{F}$ be the set of functions on $S$ to $F$ : a function $f \in \mathscr{F}$, which assigns act $\mathfrak{f}(s)$ to state $s$ for each $s \in S$, is a perfect information act. We interpret $f$ as follows. Suppose the decision maker specifies an $\boldsymbol{j} \in \mathscr{F}$. He then gives this function to an imaginary second party who has perfect information about which state obtains and who proceeds to implement the $f(s) \in F$ for the $s$ that obtains. In terms of the $<_{s}$ the decision maker's most preferred $f$ would presumably be one that for each $s$ has $f \leqslant s f(s)$ for all $f \in F$. (This assumes that the state that obtains does not depend on the selected act.) $F$ is the subset of constant functions in $\mathcal{F}$.

Under this formulation we are interested in the existence of a real-valued function $v$ on $F \times S$ that satisfies

$$
\begin{equation*}
f<\mathfrak{g} \Leftrightarrow \sum_{s} v(f(s), s)<\sum_{s} v(g(s), s), \quad \text { for all } f, g \in \mathscr{F} \tag{12.10}
\end{equation*}
$$

Condition C of Theorem 4.1 applies directly to this case. That is, (12.10)
holds if and only if $\left[f^{1}(s), \ldots, \oint^{m}(s)\right.$ is a permutation of $g^{1}(s), \ldots, g^{m}(s)$ for each $s \in S, f^{\prime} \leqslant \boldsymbol{g}^{j}$ for $\left.j=1, \ldots, m-1\right] \Rightarrow$ not $f^{m}<\boldsymbol{g}^{m}$.

A probabilistic argument (using extraneous probabilities) that supports this independence condition proceeds as follows. Suppose $f^{1}(s), \ldots, f^{m}(s)$ is a permutation of $g^{1}(s), \ldots, g^{m}(s)$ for each $s$. Let $\sum(1 / m) f^{f}$ denote an "alternative" whose "implementation" is carried out as follows. A wellbalanced die with $m$ symmetric faces numbered 1 through $m$ is rolled and if face $j$ occurs then $f^{j}$ is used, with ( $\left.f^{j}(s), s\right)$ the resulting act-state pair if $s$ obtains. $\sum(1 / m) g^{\prime}$ has a similar interpretation. Supposing for convenience that all $f^{j}(s)$ are different for $j=1, \ldots, m$, if $s$ obtains then $\sum(1 / m) f^{j}$ gives each of ( $\left.f^{1}(s), s\right), \ldots,\left(f^{m}(s), s\right)$ an equal chance of resulting. The same: is true with respect to $\sum(1 / m) g^{d}$, and since $g^{1}(s), \ldots, g^{m}(s)$ is a permutation of $f^{1}(s), \ldots, f^{m}(s)$ it seems natural to regard $\Sigma(1 / m) f^{j}$ and $\Sigma(1 / m) g^{j}$ as essentially equivalent if $s$ obtains. Since this is true for each $s$ we would expect that $\Sigma(1 / m) f^{\prime} \sim \Sigma(1 / m) g^{i}$.

Now if in fact the condition is violated by $f^{j} \leqslant g^{j}$ for all $j<m$ and $f^{m}<\mathbf{g}^{m}$ we would then expect that $\sum(1 / m) f^{j}<\sum(1 / m) g^{j}$, which violates our "reasonable" conclusion that $\Sigma(1 / m) f^{\prime} \sim \sum(1 / m) g^{\prime}$.

## Extraneous Probabilities

The model given by ( 12.10 ) can be embedded in a model that uses extraneous probabilities. In particular, let $\mathbb{T}$ be the set of (simple) probability measures on $\mathcal{F}$. A pseudo-operational interpretation for $P \in \mathbb{T}$ is that, using $P$, an $f \in \mathcal{F}$ is determined: then, if $s$ obtains, $(f(s), s)$ is the resulting act-state pair. In this formulation the axioms of Theorem 11.1, letting $X_{i}=F \times\left\{s_{i}\right\}$, lead to

$$
\begin{equation*}
P<Q \Leftrightarrow \sum_{S} E\left[v(f, s), P_{s}\right]<\sum_{S} E\left[v(f, s), Q_{s}\right] \tag{12.11}
\end{equation*}
$$

in which $P_{g}$ is the marginal of $P$ on $F \times\{s\}$ and the $v(\cdot, s)$ for the $s \in S$ are unique up to similar positive linear transformations. (12.10) follows from (12.11) when we define $\mathrm{f}<\mathrm{g} \Leftrightarrow P<Q$ when $P(\mathrm{f})=Q(\mathrm{~g})=1$.

### 12.4 SUMMARY

The usual states of the world formulation views the acts in $F$ as functions on states to consequences. The states represent a partition of the potential realizations of the world, ideally leaving no relevant aspect undescribed. It is usually assumed that the state of the world that obtains does not depend on the act selected by the decision maker. If this is not true, new states that satisfy the independence criterion can be defined as functions on acts to the initial set of states. This reformulation is similar to the definition of states
as functions on acts to consequences, as suggested in this chapter in connection with the acts-consequences model of Part II. Under a fundamental agreement between the usual states model and the Part II model, the two models are seen to be alternative but equivalent ways to characterize decision under uncertainty with an expected-utility model.

In cases where acts and states are formulated but exact consequences may not be detailed, independence axioms over the states lead to additive utility models that do not explicitly include probabilities for the states.

## INDEX TO EXERCISES

1. Conditional consequence probabilities. 2. Equivalence of two approaches. 3. Jobchanging example. 4. Psychology of timing. 5. Independence axiom. 6. Win-lose example and state probabilities. 7-8. Penalty kick example. 9. Propose to the other girl. 10. Theorem of The Alternative for (12.8)-(12.9).

## Exercises

1. Use (12.1) and (10.5) to write the probability of " $f$ will result in an $x \in A$, given that $g$ will result in an $x \in A^{\prime \prime \prime}$ in terms of $P^{\prime}$. Then use (12.2) to write the probability in terms of $P^{*}$.
2. With all sets finite the utility of act $f$ in the Part II approach can be written as $\sum_{X} u(x) P_{f}(x)$, and as $\sum_{S} u(f(s)) P^{*}(s)$ in the states of the world model. Assuming that $P_{f}(x)=P^{*}\left(\{s: f(s)=x\}\right.$ ), show that $\sum_{S} u(f(s)) P^{*}(s)=\sum_{X} u(x) P_{f}(x)$.
3. A man currently making $\$ 10000$ per year has been offered $\$ 14000$ per year by another company. He decides to give his company notice that he will quit unless he gets a new salary of $\$ x$. He decides to make $x$ either 13000,14000 , or 15000 . The higher $x$ is, the more likely his company will be to reject his ultimatum: if they reject, he will take the new job at $\$ 14000$. Formulate his decision under the Part II approach. Then reformulate it in the states of the world manner so that the state that obtains doesn't depend on the selected $x$.
4. Suppose that you have to make a choice between $f$ and $g$ when the pay-off from jour choice will depend on the outcome of one flip of a slightly bent coin that you have been shown. Furthermore, you can either (1) select $f$ or $g$, after which the coin is flipped by a referee or (2) have the referee make the flip before you choose $f$ or $g$, but be informed of the outcome of the flip only after you have made your choice. Assuming that you believe the referee is thoroughly honest, do you feel that the procedure (1) or (2) that you select will in any way affect your decision between $f$ and $g$ ? Explain the reason(s) for your answer.
5. Adapted from Ellsberg (1961) and Raiffa (1961). An urn contains one white ball ( $W$ ) and two other balls. You know only that the two other balls are either both red ( $R$ ), or both green ( $G$ ), or one is red and one is green. Consider the two situations shown below where $W, R$, and $G$ represent the three "states" (which don't depend on the act selected) according to whether one ball drawn at random is white, red, or green. The dollar figures are what you will be paid after you make your choice and a ball is drawn.

|  | $\boldsymbol{W}$ | $\boldsymbol{R}$ | $G$ |  | W | $\boldsymbol{R}$ | $G$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $f$ | \$100 | \$0 | so | $f^{\prime}$ | \$100 | \$0 | \$100 |
| $g$ | \$0 | \$100 | \$0 | $g^{\prime}$ | \$0 | \$100 | \$100 |

a. Which of $f$ and $g$ do you prefer? Which of $f^{\prime}$ and $g^{\prime}$ do you prefer?
$b$. Show that the pair ( $g<f, f^{\prime}<g^{\prime}$ ) violates the following independence axiom: if $\left\{f_{1}(s), f_{2}(s)\right\}=\left\{g_{1}(s), g_{2}(s)\right\}$ for each $s \in S$ and if $f_{1}<g_{1}$ then not $f_{2}<g_{2}$. Use an argument like that following (12.10) to argue the "inconsistency" of ( $g<f, f^{\prime}<g^{\prime}$ ).
$c$. If your answers in (a) were $g<f$ and $f^{\prime}<g^{\prime}$, does (b) convince you that there is something "wrong" with your preferences? Discuss this.
6. Suppose a decision maker can choose one of two strategies, $f$ and $g$, and his "opponent" can independently choose one of two strategies, $f^{\prime}$ and $g^{\prime}$. Our decision maker is concerned only with the two consequences "win" and "lose." He believes that either might occur for each of the four strategy pairs in $\{f, g\} \times\left\{f^{\prime}, g^{\prime}\right\}$. Eight states, displayed along the top of Figure 12.1, can be used to partition his "world." Each state specifies the strategy chosen by his opponent and, for each of $f$ and $g$, specifies whether he will win or lose.
$a$. Does the state that obtains depend on the one of $f$ and $g$ that is chosen by our decision maker?
b. Suppose an additive expected-utility model without state probabilities, similar to that described by (12.11), is used as a basis for estimating the $v$ numbers in the matrix of Figure 12.1. According to this, $g$ is the better act since $3+1<$ $2+3$. In the usual states model, characterized by (12.5), we would have $\sum_{1}^{8} u\left(f\left(s_{i}\right)\right) P^{*}\left(s_{i}\right)$ as the expected utility for $f$ and $\sum_{1}^{8} u\left(g\left(s_{i}\right)\right) P^{*}\left(s_{i}\right)$ as the expected utility for $g$ with $f\left(s_{i}\right), g\left(s_{i}\right) \in\{$ win, lose $\}$ for each. $i$. Assuming that these two models agree with one another we should have $P^{*}\left(s_{2}\right)=3 a$,


Figure 12.1 A $v$ matrix.
$P^{*}\left(s_{8}\right)=2 a, P^{*}\left(s_{6}\right)=a$, and $P^{*}\left(s_{7}\right)=3 a$, where $a>0$. Explain why this is so. What car you teil about $P^{*}\left(\left\{s_{1}, s_{4}, s_{5}, s_{3}\right\}\right)$ from the data ? Is there any need to estimate $P^{*}\left(s_{1}\right), P^{*}\left(s_{4}\right), P^{*}\left(s_{6}\right)$, and $P^{*}\left(s_{8}\right)$ when the usual states model is applied?
7. In soccer, a direct penalty kick inside the box can be viewed as a two-person game between the kicker and the opposing goalkeeper. The goalkeeper can select one of three acts:
$f=$ stand firm until the kick is made;
$g=$ move right an instant before the ball is kicked;
$h=$ move left an instant before the ball is kicked.
Assume that the kicker will aim right or left (from goalkeeper's orientation), Assuming several symmetries, the goalkeeper's probabilities are presented in Figure 12.2: $\beta$ is the probability a goal will not be scored if he moves right and the kick is right. Surely $\beta>\alpha>\gamma$.


Figure 12.2 Conditional probabilities of consequences.
a. If the goalkeeper considers a right kick and a left kick equally likely (which may of course be false), show that $f$ is best if $2 \alpha>\beta+\gamma$ and that either $g$ or $h$ is best if $\beta+\gamma>2 \alpha$.
b. Reformulate this in the typical states model with acts $f, g$, and $h$ and 16 appropriate states.
8. (Continuation.) Suppose in the preceding example we use only the gross stater $=$ kick right and $t=$ kick left and that an estimate of $v$ on $\{f, g, h\} \times\{s, t\}$ in aculd with (12.11) gives $v(f, s)=2, v(g, s)=6, v(h, s)=0$, and $v(f, t)=3$, $v(g, t)=\mathrm{C}, v(h, t)=9$. According to this, which ac. is most preferred? Describe the best perfect information act. Do the $v *$ s suggest that the goalkeeper considers $s$ more ${ }_{r}$ "obable than $t$ ? Why?
9. Suppose an extraneous probability model like that described by (12.11) gives the following $v$ matrix on $F \times S$ for the marriage example of Section 12.1:

|  | $s_{1}$ (both "yes") $s_{2}$ (only Alice "yes") $s_{3}$ (only Betsy "yes") | $s_{4}$ (both "no") |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Propose to <br> Alice <br> Propose to <br> Be'sy <br> 1 | 0 | 2 | 0 | 0 |

a. Which girl would the $y$ ag man rather marry?
b. Which girl should he propose to? (Which act is preferred?)
c. Suppose that extraneoi probabilities are used to scale the young man's utilities on the three consequences, afte: the theory in Chapter 8, and that $u($ Stay Single $)=0, u$ (Marry Betsy) $=3, u$ (Marry Alice) $=4$. (That is, "Marry Betsy" is indifferent to a gamble with probability .75 for "Marry Alice" and probabiiity .25 for "Stay Single.") Argue that this data along with the figures in the above matrix suggest that $P^{*}$ (Hetsy would say "yes") = (14/9) $P^{*}$ (Alice would say "yes").
10. Use the Theorem of The Alternative to verify that the independence condition following (12.9) along with weak order is sufficient for (12.8)-(12.9).

## Chapter 13

## AXIOMS WITH EXTRANEOUS PROBABILITIES

This chapter gives two derivations of the expected-utility model

$$
\begin{equation*}
f<g \Leftrightarrow E\left[u(f(s)), P^{*}\right]<E\left[u(g(s)), P^{*}\right], \quad \text { for all } f, g \in F, \tag{13.1}
\end{equation*}
$$

that are based on extraneous probabilities as described in Section 12.2. The first derivation assumes that $S$ is finite and presupposes a minimal overlap of the relevant consequences under each state in $S$. The second makes no restriction on the size of $S$ but assumes that all consequences are relevant under each state. Both $P^{*}$ and $u$ are derived from the axioms. Section 13.4 shows how these axioms might apply to the decision model of Part II.

All probability measures in this chapter are defined on the set of all subsets of their basic set. " $P$ " on $S$ " is an abbreviation for " $P$ " on the set of all suisets of $S$."

### 13.1 HORSE LOTTERIES

The purpose of this section is to define many of the terms used later in this chapter and to prove a theorem for horse lotteries, which are the elements on which $<$ is applied in our axioms.

Throughout the chapter $S$ is the set of states of the world. Subsets of $S$, called events, will be denoted by $\{s\}, A, B, C, \ldots$. A partition of $S$ is a set of nonempty events that are mutually exclusive and whose union equals $S . A^{c}$ is the complement of $A$ in $S: A^{c}=\{s: s \notin A, s \in S\}$. $\left\{A, A^{c}\right\}$ is a two-part partition of $S$ provicied that $\varnothing \subset A \subset S$.
$F$ is the set of acts. Each $f \in F$ is a function on $S$ into $X$, the $2: t$ of consequences. $X(s)=\{f(s): f \in F\}$, the set of consequences under state $s$. $X=$ $\bigcup_{S} X(s) . \mathscr{S}(s)$ is the set of simple probability measures (extraneous) on $X(s) . \mathcal{T}$ is the set of simple probability measures on $X$.

The phrase "horse lottery" was introduced by Anscombe and Aumann (1963). A horse loitery is a function on $S$ that assigns a $P \in \mathscr{T}(s)$ to each $s \in S$.

He is the set of all horse lotteries. Horse lotteries are denoted in bold face as $\mathbf{P}, \mathbf{Q}, \mathbf{R}, \ldots$. We adopt the following pseudo-operational interpretation for $\mathbf{P} \in \mathcal{H}$. If $\mathbf{P}$ is "selected" and $s \in S$ obtains then $P(s) \in \mathscr{T}(s)$ is used to determine a resultant consequence in $X(s)$.

If $\mathbf{P}, \mathbf{Q} \in \mathscr{H}$ and $0 \leq \alpha \leq 1$ then $\alpha \mathbf{P}+(1-\alpha) \mathbf{Q}$ is the horse lottery in $\mathcal{H}$ that assigns $\alpha \mathbf{P}(s)+(1-\alpha) \mathbf{Q}(s) \in \mathscr{T}(s)$ to $s \in S$, for each $s \in S$. Under this interpretation, $\mathscr{H}$ is a mixture set (Definition 8.3).
Taking $<$ on $\mathscr{H}_{\mathrm{C}}$ as the basic binary relation, $\mathbf{P} \sim \mathbf{Q} \Leftrightarrow$ (not $\mathbf{P}<\mathbf{Q}$, not $\mathbf{Q}<\mathbf{P})$, and $\mathbf{P} \leqslant \mathbf{Q} \Leftrightarrow(\mathbf{P}<\mathbf{Q}$ or $\mathbf{P} \sim \mathbf{Q})$. Event $A \subseteq S$ is null $\Leftrightarrow \mathbf{P} \sim \mathbf{Q}$ whenever $\mathbf{P}(s)=\mathbf{Q}(s)$ for every $s \in A^{c}$. State $s$ is null $\Leftrightarrow\{s\}$ is null.
The following theorem is similar to Theorem 11.1.
THEOREM 13.1. Suppose that $S$ is finite and that the following hold for all $\mathbf{P}, \mathbf{Q}, \mathbf{R} \in \mathbb{K}$ :

A1. $<$ on $\operatorname{Je}$ is a weak order;
A2. $(\mathbf{P}<\mathbf{Q}, 0<\alpha<1) \Rightarrow \alpha \mathbf{P}+(1-\alpha) \mathbf{R}<\alpha \mathbf{Q}+(1-\alpha) \mathbf{R}$;
A3. $(\mathbf{P}<\mathbf{Q}, \mathbf{Q}<\mathbf{R}) \Rightarrow \alpha \mathbf{P}+(1-\alpha) \mathbf{R}<\mathbf{Q}$ and $\mathbf{Q}<\beta \mathbf{P}+(1-\beta) \mathbf{R}$ for some $\alpha, \beta \in(0,1)$. Then, with $S=\left\{s_{1}, \ldots, s_{n}\right\}$, there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X\left(s_{1}\right), \ldots, X\left(s_{n}\right)$ respectively such that

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i=1}^{n} E\left(u_{i}, \mathbf{P}\left(s_{i}\right)\right)<\sum_{i=1}^{n} E\left(u_{i}, \mathbf{Q}\left(s_{i}\right)\right), \quad \text { for all } \mathbf{P}, \mathbf{Q} \in \mathcal{H}, \tag{13.2}
\end{equation*}
$$

and the $u_{i}$ that satisfy (13.2) are unique up to similar positive linear transformations, with $u_{i}$ constant on $X\left(s_{i}\right)$ if and only if $s_{i}$ is null.

Proof. By Theorem 8.4, there is a real-valued function $u$ on $\mathscr{X}$ that satisfies $\mathbf{P}<\mathbf{Q} \Leftrightarrow u(\mathbf{P})<u(\mathbf{Q})$ and $u(\alpha \mathbf{P}+(1-\alpha) \mathbf{Q})=\alpha u(\mathbf{P})+$ ( $1-\alpha) u(Q)$ and is unique up to a positive linear transformation when it satisfies these properties. For convenience, we shall write $\mathbf{Q}=\left(\mathbf{Q}\left(s_{1}\right), \ldots\right.$, $\left.\mathbf{Q}\left(s_{n}\right)\right)=\left(Q_{1}, \ldots, Q_{n}\right)$, with $Q_{i} \in \mathscr{T}\left(s_{i}\right)$ for each $i$.

Fix $R=\left(R_{1}, \ldots, R_{n}\right)$ in $\mathscr{H}_{\text {and let }} P_{i}=\left(R_{1}, \ldots, R_{i-1}, P_{i}, R_{i+1}, \ldots, R_{n}\right)$. Then, with $\mathbf{P}=\left(P_{1}, \ldots, P_{n}\right),(1 / n) \mathbf{P}+((n-1) / n) \mathbf{R}=\sum_{i=1}^{n}(1 / n) \mathbf{P}_{i}$. Therefore $u(\mathbf{P})+(n-1) u(\mathbf{R})=\sum_{i=1}^{n} u\left(\mathbf{P}_{i}\right)$. Defining $u_{i}$ on $t\left(s_{i}\right)$ by

$$
u_{i}\left(P_{i}\right)=u\left(\mathbf{P}_{i}\right)-((n-1) / n) u(\mathbf{R}),
$$

summation over $i$ gives $\sum_{i=1}^{n} u_{i}\left(P_{i}\right)=\sum_{i=1}^{n} u\left(\mathbf{P}_{i}\right)-(n-1) u(\mathbf{R})$, so that $u(\mathbf{P})=\sum_{i=1}^{n} u_{i}\left(P_{i}\right)$.

Let $\mathbf{Q}_{i}=\left(R_{1}, \ldots, R_{i-\ldots}, Q_{i}, R_{i+1}, \ldots, R_{n}\right)$. Then, by the preceding result, $u\left(\alpha \mathbf{P}_{i}+(1-\alpha) \mathbf{Q}_{i}\right)=u_{i}\left(\alpha P_{i}+(1-\alpha) Q_{i}\right)+\sum_{j \neq i} u_{j}\left(R_{j}\right)$. In addition,

$$
\begin{aligned}
u\left(\alpha \mathbf{P}_{i}+(1-\alpha) \mathbf{Q}_{i}\right) & =\alpha u\left(\mathbf{P}_{i}\right)+(1-\alpha) u\left(\mathbf{Q}_{i}\right) \\
& =\alpha u_{i}\left(P_{i}\right)+(1-\alpha) u_{i}\left(Q_{i}\right)+\sum_{j \neq i} u_{j}\left(R_{j}\right),
\end{aligned}
$$

so that $u_{i}\left(\alpha P_{i}+(1-\alpha) Q_{i}\right)=\alpha u_{i}\left(P_{i}\right)+(1-\alpha) u_{i}\left(Q_{i}\right)$. Since the elements
in $\mathfrak{S}\left(s_{i}\right)$ are simple measures, $u_{i}\left(P_{i}\right)=E\left(u_{i}, P_{i}\right)$ and (13.2) follows with $u_{i}(x)=u_{i}\left(P_{i}\right)$ when $P_{i}(x)=1$.

Uniqueness up to similar positive linear transformations follows readily from the uniqueness property for $u$. If $v_{i}$ satisfy (13.2) along with the $u_{i}$ then, with $v(P)=\sum_{i=1}^{n} E\left(v_{i}, P_{i}\right), v=a u+b$ and $a>0$. Holding $P_{j}$ fixed for all $j \neq i$, it then follows that $v_{i}=a u_{i}+b_{i}$. This holds for each $i$.

Clearly, $u_{i}$ is constant on $X\left(s_{i}\right)$ if and only if $s_{i}$ is null.

### 13.2 FINITE STATES THEORY

In order to derive $u$ on $X=\bigcup_{S} X(s)$ and $P^{*}$ on $S$ on the basis of Theorem 13.1 when $S$ is finite, two more axioms will be used. The first of these ( $A 4$ ) assumes that two consequences $x_{*}$ and $x^{*}$ appear in every $X(s)$ and that they are not indifferent. Hence $\left\{x_{*}, x^{*}\right\} \subseteq X(s) \cap X(t)$ for $s, t \in S$. With a convenient abuse of rigor we shall say that a simple probability measure $P$ that assigns probability 1 to $X(s) \cap X(t)$ is in both $\mathcal{T}(s)$ and $\mathscr{F}(t)$, and write $P \in \mathscr{T}(s) \cap \mathfrak{T}(t)$.

The second new axiom (A5) is a monotonicity axiom. It says that if $s$ and $t$ are not null then there is the same order under both states for all $P \in \mathbb{T}(s) \cap$ $\mathcal{T}(t)$. In other words, preferences on consequences or simple probability measures on consequences that can occur under different states shall not be state dependent.

THEOREM 13.2. Suppose that the hypotheses of Theorem 13.1 hold and that, in addition,

A4. There are $x_{*}, x^{*} \in X(s)$ for every $s \in S$ such that $\mathbf{P}<\mathbf{Q}$ when $\mathbf{P}(s)[\mathbf{Q}(s)]$ assigns probability 1 to $x_{*}\left[x^{*}\right]$ for each $s \in S$;

A5. If $s, t \in S$, $s$ and $t$ are not null, $P, Q \in \mathscr{T}(s) \cap \mathscr{T}(t)$, and if $\mathbf{P} \in \mathfrak{H}$, then $(\mathbf{P}$ with $\mathbf{P}(s)$ replaced by $P)<(\mathbf{P}$ with $\mathbf{P}(s)$ replaced by $Q) \Leftrightarrow(\mathbf{P}$ with $\mathbf{P}(t)$ replaced by $P)<(\mathbf{P}$ with $\mathbf{P}(t)$ replaced by $Q)$.

Then there is a real-valued function $u$ on $X$ and a probability measure $P^{*}$ on $S$ such that

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow E\left[E(u, \mathbf{P}(s)), P^{*}\right]<E\left[E(u, \mathbf{Q}(s)), P^{*}\right], \quad \text { for all } \mathbf{P}, \mathbf{Q} \in \mathscr{H} \tag{13.3}
\end{equation*}
$$

with $P^{*}(s)=0$ if and only if $s$ is null. In addition, if $v$ on $X$ and a probability measure $Q^{*}$ on $S$ satisfy (13.3) along with $u$ and $P^{*}$ then $P^{*}=Q^{*}$ and there are numbers $a>0$ and $b$ such that $v(x)=a u(x)+b$ for all $x \in \bigcup_{\{s: s \text { not null }\}}$ $X(s)$.

If we define $<$ on $F$ from $<$ on $\mathcal{H}$ by $f<g \Leftrightarrow \mathbf{P}<\mathbf{Q}$ when $\mathbf{P}(s)[\mathbf{Q}(s)]$ assigns probability 1 to $f(s)[g(s)]$ for each $s \in S$, (13.1) follows immediately from (13.3).

Proof. Let $S=\left\{s_{1}, \ldots, s_{n}\right\}$. Beginning with the results of Theorem 13.1, $A 4$ implies that $I=\left\{i: s_{i} \in S\right.$ and $s_{i}$ is not null $\}$ is not empty. If (13.3) is to hold then $\gamma^{* *}\left(s_{i}\right) u$ must be a positive linear transformation of $u_{i}$ and hence $P^{*}(s)=0 \Leftrightarrow s$ is null.

If $I=\{i\},(13.3)$ follows from (13.2) on setting $P^{*}\left(s_{i}\right)=1$ and $u(x)=u_{i}(x)$ for all $x \in X\left(s_{i}\right)$. $u$ on the rest of $X$ is arbitrary. Clearly, $u$ on $X\left(s_{i}\right)$ is unique up to a positive linear transformation.

If $I$ has more than one element let $\mathscr{T}_{i j}$ denote the set of simple probability measures on $X_{i j}=X\left(s_{i}\right) \cap X\left(s_{j}\right)$ when $i, j \in I$. With a convenient lapse in rigor, take $P \in \mathscr{T}\left(s_{j}\right)$ and $P \in \mathscr{T}\left(s_{j}\right)$ when $P \in \mathscr{T}_{i z}$. By (13.2) and $A 5, E\left(u_{i}, P\right)<$ $E\left(u_{i}, Q\right) \Leftrightarrow E\left(u_{j}, P\right)<E\left(u_{j}, Q\right)$, for all $P, Q \in \mathcal{T}_{i j}$. Then, by $A 4$ and the latter part of Theorem 8.2, there is a unique $r_{i j}>0$ (invariant under similar positive linear transformations of $u_{i}$ and $u_{j}$ ) such that

$$
\begin{equation*}
u_{i}(x)-u_{i}\left(x_{*}\right)=r_{i j}\left[u_{j}(x)-u_{j}\left(x_{*}\right)\right] \quad \text { for all } x \in X_{i j} . \tag{13.4}
\end{equation*}
$$

Fix $t \in I$ and define $P^{*}$ and $u$ by

$$
\begin{array}{cc}
P^{*}\left(s_{i}\right)=r_{i t} / \sum_{i \in I} r_{i t} & \text { for all } i \in I \\
P^{*}\left(s_{i}\right)=0 & \text { for all } i \notin I \\
u(x)=\left[u_{i}(x)-u_{i}\left(x_{*}\right)\right] / P^{*}\left(s_{i}\right) & \text { when } x \in X\left(s_{i}\right) \text { and } i \in I
\end{array}
$$

and $u(x)=0$ when $x \notin \mathrm{U}_{I} X\left(s_{i}\right)$. To show that $u$ is well defined we need to prove that

$$
\begin{equation*}
u_{i}(x)-u_{i}\left(x_{*}\right)=\frac{r_{i t}}{r_{j t}}\left[u_{j}(x)-u_{j}\left(x_{*}\right)\right] \quad \text { when } i, j \in I \quad \text { and } \quad x \in X_{i j} . \tag{13.5}
\end{equation*}
$$

By (13.4), $r_{i t} / r_{j t}=\left(\left[u_{i}\left(x^{*}\right)-u_{i}\left(x_{*}\right)\right] /\left[u_{t}\left(x^{*}\right)-u_{t}\left(x_{*}\right)\right]\right) /\left(\left[u_{j}\left(x^{*}\right)-u_{i}\left(x_{*}\right)\right] /\right.$ $\left.\left[u_{i}\left(x^{*}\right)-u_{t}\left(x_{*}\right)\right]\right)=\left[u_{i}\left(x^{*}\right)-u_{i}\left(x_{*}\right)\right] /\left[u_{j}\left(x^{*}\right)-u_{i}\left(x_{*}\right)\right]=r_{i j}$, so that (13.5) follows from (13.4) for $i, j$. Substitution for $u_{i}$ into (13.2) then yields (13.3).

It follows easily from $u\left(x_{*}\right)<u\left(x^{*}\right)$ and the uniqueness assertions of Theorem 13.1 that $P^{*}$ is unique and $u$ on $U_{I} X\left(s_{i}\right)$ is unique up to a positive linear transformation.

### 13.3 HOMOGENEOUS HORSE LOTTERY THEORY

The definitions of Section 13.1 apply to this section.
When $S$ is infinite, the horse-lottery approach meets serious mathematical difficulties if we assume only a minimal overlap of the $X(s)$. Therefore, we shall assume throughout this section that $X=X(s)$ for all $s \in S$. Some additional definitions follow.
$\mathbf{P}$ is constant on event $A \Leftrightarrow \mathbf{P}(s)=\mathbf{P}(t)$ for all $s, t \in A$. When $\mathbf{P}(s)=P$ (in $\mathbb{T}$ ) for all $s \in A$, we shall say that $\mathbf{P}=P$ on $A . \mathbf{P}=\mathbf{Q}$ on $A \Leftrightarrow \mathbf{P}(s)=\mathbf{Q}(s)$ for each $s \in A$. Thus $A$ is null $\Leftrightarrow \mathbf{P} \sim \mathbf{Q}$ whenever $\mathbf{P}=\mathbf{Q}$ on $A^{c}$.

With $P, Q \in \mathfrak{T}$, we define $<$ on $\mathfrak{T}$ on the basis of $<$ on $\mathscr{H}$ thus: $P<Q \Leftrightarrow$ $\mathbf{P}<\mathbf{Q}$ when $\mathbf{P}=P$ and $\mathbf{Q}=Q$ on $S$. Also, $P<\mathbf{Q} \Leftrightarrow \mathbf{P}<\mathbf{Q}$ when $\mathbf{P}=P$ on $S . P \sim Q, P \sim \mathbf{Q}, \mathbf{P} \leqslant Q, \ldots$ are defined in similar fashion.

After stating our main theorem we shall prove it by proving a series of lemmas.

THEOREM 13.3. Suppose that the following axioms hold for all $\mathbf{P}, \mathbf{Q}, \mathbf{R} \in$ Ne:

B1. <on JE is a weak order;
B2. $(\mathbf{P}<\mathbf{Q}, 0<\alpha<1) \Rightarrow \alpha \mathbf{P}+(1-\alpha) \mathbf{R}<\alpha \mathbf{Q}+(1-\alpha) \mathbf{R}$;
B3. $(\mathbf{P}<\mathbf{Q}, \mathbf{Q}<\mathbf{R}) \Rightarrow \alpha \mathbf{P}+(1-\alpha) \mathbf{R}<\mathbf{Q}<\beta \mathbf{P}+(1-\beta) \mathbf{R}$ for some $\alpha, \beta \in(0,1)$;

B4. $P<Q$ for some $P, Q \in \mathcal{T}$;
B5. (Event $A$ is not null, $\mathbf{P}=P$ and $\mathbf{Q}=Q$ on $A, \mathbf{P}=\mathbf{Q}$ on $\left.A^{a}\right) \Rightarrow$ ( $\mathbf{P}<\mathbf{Q} \Leftrightarrow P<Q$ );

B6. $\mathbf{P}(s)<\mathbf{R}$ for all $s \in S \Rightarrow \mathbf{P} \leqslant \mathbf{R} . \mathbf{R}<\mathbf{Q}(s)$ for all $s \in S \Rightarrow \mathbf{P} \leqslant \mathbf{Q}$.
Then there is a real-valued function $u$ on $X$ and a probability measure $P^{*}$ on $S$ that satisfy (13.3). Moreover, when (13.3) holds for $u$ and $P^{*}$,
Ci. Every $\mathbf{P} \in \mathscr{H}$ is bounded. That is, given $\mathbf{P} \in \mathscr{H}$, there are real numbers $a$ and $b$ such that $P^{*}(\{s: a \leq E(u, \mathbf{P}(s)) \leq b\})=1$;

C2. For all $A \subseteq S, P^{*}(A)=0 \Leftrightarrow A$ is null;
C3. $u$ is bounded if there is a denurterable partition of $S$ such that $P^{*}(A)>0$ for every event in the partition;

C4. A real-valued function $u^{\prime}$ on $X$ and a probability measure $Q^{*}$ on $S$ satisfy (13.3) in place of $u$ and $P^{*}$ if and only if $Q^{*}=P^{*}$ and $u^{\prime}$ is a positive linear transformation of $u$.
$B 4$ says that there is some pair of constant horse lotteries that are not indifferent. $B 4$ and $X=X(s)$ for all $s \in S$ supplant $A 4$ of Theorem 13.2.
$B 5$ is an obvious monotonicity axiom for nonnull events. $B 6$ is a form of sure-thing or dominance axiom. It is similar to axiom $A 4 a$ in Section 10.4 and to P7 in the next chapter. B6 is needed only if $S$ is infinite.

In addition to the noted conclusions of Theorem 13.3 it should be remariked that $P^{*}$ has no special properties apart from those of a probability measure. If $S$ is infinite, it may or may not be true that $P^{*}(A)=1$ for some finite $A \subseteq S$. If $P^{*}(A)<1$ for every finite $A \subseteq S$ it may or may not be true that $S$ can be partitioned into an arbitrary finite number of events each with equal probability. In addition, $u$ has no special properties other than those noted
in C3 and C4, except that it cannot be constant on $X . u$ might be unbounded when the condition of $C 3$ does not hold.

## Proof of Theorem 13.3

To prove the theorem we shall prove a series of statements that, taken together, establish all conclusions of the theorem. For convenience we first list these statements. $u$ and $P^{*}$ for $S 2-S 5$ are defined as in $S 1$.
$S 1 . B 1-B 5 \Rightarrow(13.3)$ for all $\mathbf{P}, \mathbf{Q} \in \mathscr{H}_{0}$ where $\mathscr{H}_{0}=\{\mathbf{P}: \mathbf{P} \in \mathfrak{H}$ and $\mathbf{P}$ is constant on each event in some finite partition of $S\}$, $u$ and $P^{*}$ for (13.3) on $\mathbb{H}_{0}$ are unique up to a positive linear transformation and unique, respectively, and $P^{*}(A)=0$ if and only if $A$ is null.
$S 2$. $B 1-B 6 \Rightarrow$ (13.3) fcr all bounded horse lotteries. (See C1.)
S3. (B1-B6, there is a denumerable partition of $S$ such that $P^{*}(A)>0$ for every $A$ in the partition) $\Rightarrow u$ on $X$ is bounded.

S4. If for each positive integer $n$ there is an n-event partition of $S$ for which each event has positive probability under $P^{*}$, then there is a denumerable partition of $S$ such that $P^{*}(A)>0$ for every $A$ in the partition.

S5. If the hypotheses of S4 are false then B1-B6 imply that all horse lotteries are bounded. (In this case it is not necessarily true that $P^{*}$ is a simple probability measure. See Exercises 5 and 6.)

Note that $S 3, S 4$, and $S 5$ imply that all horse lotteries are bounded. If the hypotheses of $S 4$ are true then, by $S 3, u$ on $\alpha \prime$ is bounded and hence all $\mathbf{P} \in \mathcal{J}$ must be bounded. On the other hand, if the hypotheses of $S 4$ are false then, by $S 5$, all $\mathbf{P} \in \mathscr{H}$ are bounded even thougin $u$ on $X$ might be unbounded.

Proof of $S /$. Let $\left\{B_{1}, \ldots, B_{n}\right\}$ be a firite partition of $S$. Then, by essentially the same proof used for Theorem 13.2, there are nonnegative numbers $P_{B}^{*}\left(B_{1}\right), \ldots, P_{B}^{*}\left(B_{n}\right)$ that sum to one and there is a real-valued function $u_{B}$ on $X$ such that, whenever $\mathbf{P}=P_{i}$ on $\mathbf{Q}=Q_{i}$ on $B_{i}(i=1, \ldots, n)$

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i=1}^{n} P_{B}^{*}\left(B_{i}\right) E\left(u_{B}, P_{i}\right)<\sum_{i=1}^{n} P_{B}^{*}\left(B_{i}\right) E\left(u_{B}, Q_{i}\right) \tag{13.6}
\end{equation*}
$$

and when this holds $P_{B}^{*}\left(B_{i}\right)=0$ if and only if $B_{i}$ is null, $P_{B}^{*}$ is unique, and $u_{B}$ is unique up to a positive linear transformation.

Let $\mathscr{K}_{c}$ be the set of all constant horse lotteries in $\mathfrak{H}$. Thus $\mathscr{K}_{c} \subseteq \mathscr{K}_{0}$. If $P, Q \in \mathbb{T}$ and if $\left\{B_{1}, \ldots, B_{n}\right\}$ and $\left\{C_{1}, \ldots, C_{m}\right\}$ are partitions of $S$ then, by (13.6), $E\left(u_{B}, P\right)<E\left(u_{B}, Q\right) \Leftrightarrow E\left(u_{C}, P\right)<E\left(u_{C}, Q\right)$. Hence, noting that $\mathcal{H e}_{c}$ is a mixture set for which $B 1, B 2$, and $B 3$ hold, it follows from Theorem 8.4 that $u_{C}$ on $X$ is a positive linear transformation of $u_{B}$ on $X$. Therefore, we can drop the partition-specific subscript on $u$ and have, in place of (13.6),

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i=1}^{n} P_{B}^{*}\left(B_{i}\right) E\left(u, P_{i}\right)<\sum_{i=1}^{n} P_{B}^{*}\left(B_{i}\right) E\left(u, Q_{i}\right), \tag{13.7}
\end{equation*}
$$

in which $u$ is unique up to a positive linear transformation.

For event $A \subseteq S$ let $\mathscr{H}_{A}=\left\{\mathbf{P}: \mathbf{P} \in \mathscr{X}\right.$ and $\mathbf{P}$ is constant on $A$ and on $\left.A^{c}\right\}$. If $\left\{B_{1}, \ldots, B_{n}\right\}$ and $\left\{C_{1}, \ldots, C_{m}\right\}$ are partitions of $S$ and if $A$ is an element in each partition then (13.7) implies that, for all $\mathbf{P}, \mathbf{Q} \in \mathcal{H}_{A}$, with $\mathbf{P}=\boldsymbol{P}_{\boldsymbol{A}}$ and $\mathbf{Q}=Q_{A}$ on $A$, and $\mathbf{P}=P_{A}^{c}$ and $\mathbf{Q}=Q_{A}^{c}$ on $A^{c}$,

$$
\begin{aligned}
P_{B}^{*}(A) E\left(u, P_{A}\right)+P_{B}^{*}\left(A^{c}\right) E\left(u, P_{A}^{c}\right) & <P_{B}^{*}(A) E\left(u, Q_{A}\right)+P_{B}^{*}\left(A^{c}\right) E\left(u, Q_{A}^{c}\right) \\
& \Leftrightarrow P_{C}^{*}(A) E\left(u, P_{A}\right)+P_{\sigma}^{*}\left(A^{c}\right) E\left(u, P_{A}^{c}\right) \\
& <P_{C}^{*}(A) E\left(u, Q_{A}\right)+P_{C}^{*}\left(A^{c}\right) E\left(u, Q_{A}^{c}\right)
\end{aligned}
$$

It then follows from the version of (13.7) for the partition $\left\{A, A^{0}\right\}$ that $P_{B}^{*}(A)=P_{C}^{*}(A)$, so that we can drop the partition-specific subscript on $P^{*}$ and write (13.7) as

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i=1}^{n} P^{*}\left(B_{i}\right) E\left(u, P_{i}\right)<\sum_{i=1}^{n} P^{*}\left(B_{i}\right) E\left(u, Q_{i}\right) . \tag{13.8}
\end{equation*}
$$

Adding $P^{*}(\varnothing)=0$ to complete $P^{*}$, it follows that $P^{*}$ is uniquely determined and that $P^{*}(A)=0$ if and only if $A$ is null. Finite additivity for $P^{*}$ is easily demonstrated using partitions $\left\{A, B,(A \cup B)^{c}\right\}$ and $\left\{A \cup B,(A \cup B)^{c}\right\}$ with $A \cap B=\varnothing$ in an analysis like that leading to (13.8).

Finally, to obtain (13.3) for all of $\mathscr{H}_{0}$, let $\mathbf{P}=P_{i}$ on $B_{i}$ and $\mathbf{Q}=Q_{i}$ on $C_{i}$ for partitions $\left\{B_{1}, \ldots, B_{n}\right\}$ and $\left\{C_{1}, \ldots, C_{m}\right\}$. Applying (13.8) to the partition $\left\{B_{i} \cap C_{j}: i=1, \ldots, n ; j=1, \ldots, m ; B_{i} \cap C_{j} \neq \varnothing\right\}$, we get $\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i} \sum_{i} P^{*}\left(B_{i} \cap C_{i}\right) E\left(u, P_{i}\right)<\sum_{i} \sum_{i} P^{*}\left(B_{i} \cap C_{j}\right) E\left(u, Q_{j}\right)$. By finite additivity, the last expression is $\sum_{i} P^{*}\left(B_{i}\right) E\left(\mu, P_{i}\right)<\sum_{j} P^{*}\left(C_{i}\right) E\left(u, Q_{i}\right)$.

Proof of $S 2$. Since $\mathscr{H}$ is a mixture set, Theorem 8.4 implies that there is a real-valued function $v$ on $\mathscr{H}$ that satisfies $\mathbf{P}<\mathbf{Q} \Leftrightarrow v(\mathbf{P})<v(\mathbf{Q})$ and $v(\alpha \mathbf{P}+(1-\alpha) \mathbf{Q})=\alpha v(\mathbf{P})+(1-\alpha) v(\mathbf{Q})$. Since these expressions hold on $\mathscr{H}_{0} \subseteq \mathscr{K}^{2}$ it follows from (13.3) for $\mathscr{H}_{0}$ and Theorem 8.4 that $w$ on $\mathscr{H}_{0}$ defined by $w(\mathbf{P})=E\left[E(u, \mathbf{P}(s)), P^{*}\right]$, is a positive linear transformation of the restriction of $v$ on $\mathscr{H}_{0}$. Without loss in generality we can therefore specify that

$$
\begin{equation*}
v(\mathbf{P})=E\left[E(u, \mathbf{P}(s)), P^{*}\right] \tag{13.9}
\end{equation*}
$$

for all $\mathbf{P} \in \mathscr{K}_{0}$, with

$$
\begin{gather*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow v(\mathbf{P})<v(\mathbf{Q}), \quad \text { for all } \mathbf{P}, \mathbf{Q} \in \mathfrak{H}  \tag{13.10}\\
v(\alpha \mathbf{P}+(1-\alpha) \mathbf{Q})=\alpha v(\mathbf{P})+(1-\alpha) v(\mathbf{Q}), \\
\text { for all }(\alpha, \mathbf{P}, \mathbf{Q}) \in[0,1] \times \mathfrak{X}^{2} .
\end{gather*}
$$

According to (13.10), $S 2$ is proved if (13.9) holds for all bounded $\mathbf{P} \in \mathbb{X}$.
Our first step toward this end will be to show that

$$
\begin{equation*}
c=\inf \{E(u, \mathbf{P}(s)): s \in A\} \leq v(\mathbf{P}) \leq \sup \{E(u, \mathbf{P}(s)): s \in A\}=d \tag{13.12}
\end{equation*}
$$

holds when $P^{*}(A)=1$ and $c$ and $d$ as defined are finite. Let $\mathbf{Q}=\mathbf{P}$ on $A$ and $c \leq E(u, \mathbf{Q}(s)) \leq d$ on $A^{c}$. Since $A^{c}$ is null, $\mathbf{Q} \sim \mathbf{P}$ and $v(\mathbf{P})=v(\mathbf{Q})$ by (13.10). To verify $c \leq v(\mathbf{Q}) \leq d$ with $c$ and $d$ finite, suppose to the contrary that $d<v(\mathbf{Q})$. With $c \leq E\left(u, Q^{\prime}\right) \leq d$ and $\mathbf{Q}^{\prime}=Q^{\prime}$ on $S$, let $\mathbf{R}=\alpha \mathbf{Q}+$ $(1-\alpha) Q^{\prime}$ with $\alpha<1$ near enough to one so that $d<v(\mathbf{R})=\alpha v(\mathbf{Q})+$ $(1-\alpha) v\left(\mathbf{Q}^{\prime}\right)<v(\mathbf{Q})$. Then $\mathbf{R}<\mathbf{Q}$ by (13.10). But since $E(u, \mathbf{Q}(s)) \leq$ $d<v(\mathbf{R})$, it follows from (13.10) that $\mathbf{Q}(s)<\mathbf{R}$ for all $s \in S$ and hence by $B 6$ that $\mathbf{Q} \leqslant \mathbf{R}$, a contradiction. Hence $v(\mathbf{Q}) \leq d$. By a symmetric proof, $c \leq v(Q)$.

With $P$ bounded let $A$ with $P^{*}(A)=1$ be an event on which $E(u, \mathbf{P}(s))$ is bounded and define $c$ and $d$ as in (13.12). If $c=d$ then (13.9) is immediate. Henceforth assume that $c<d$ : for convenience we shall take $c=0, d=1$. Let $\mathbf{Q}$ be defined as in the preceding paragraph so that $v(\mathbf{P})=v(\mathbf{Q})$ and $E\left[E(u, \mathbf{P}(s)), P^{*}\right]=E\left[E(u, \mathbf{Q}(s)), P^{*}\right]$, the latter by Exercise 10.22 . To show that $v(\mathbf{Q})=E\left[E(u, \mathbf{Q}(s)), P^{*}\right]$, let $\left\{A_{1}, \ldots, A_{n}\right\}$ be the partition (ignoring empty sets) of $S$ defined by

$$
\begin{aligned}
& A_{1}=\{s: 0 \leq E(u, \mathbf{Q}(s)) \leq 1 / n\} \\
& A_{i}=\{s:(i-1) / n<E(u, \mathbf{Q}(s)) \leq i / n\} \quad i=2, \ldots, n
\end{aligned}
$$

and let $P_{i} \in T$ be such that

$$
\begin{equation*}
(i-1) / n \leq E\left(u, P_{i}\right) \leq i / n \quad \text { for } i=1, \ldots, n \tag{13.13}
\end{equation*}
$$

The existence of such $P_{i}$ is guaranteed by (13.12). Let $\mathbf{P}_{i}=\mathbf{Q}$ on $A_{i}$ and $\mathbf{P}_{i}=P_{i}$ on $A_{i}^{c} \quad(i=1, \ldots, n)$; let $\mathbf{P}_{0}=\sum_{i=1}^{n}(1 / n) \mathbf{P}_{i} ;$ and let $\mathbf{R}=$ $\sum_{j \neq i}(1 /(n-1)) P_{j}$ on $A_{i}$ for $i=1, \ldots, n$. Then $\mathbf{P}_{0}(s)=\sum_{i}(1 / n) P_{i}(s)=$ $(1 / n) \mathbf{Q}(s)+((n-1) / n) \sum_{j \neq i}(1 /(n-1)) P_{j}$ when $s \in A_{i}$, so that $\mathbf{P}_{0}=$ $(1 / n) \mathbf{Q}+((n-1) / n) \mathbf{R}$. Hence, by (13.11) and $\mathbf{P}_{0}=\sum_{i}(1 / n) \mathbf{P}_{i}$,

$$
\begin{equation*}
v(\mathbf{Q})=\sum_{i=1}^{n^{\prime}} v\left(\mathbf{P}_{i}\right)-(n-1) v(\mathbf{R}) \tag{13.14}
\end{equation*}
$$

Since $\mathbf{R} \in \mathcal{H}_{0}$, (13.9) implies that $v(\mathbf{R})=\sum_{i} E\left(u, \sum_{j \neq i}(1 /(n-1)) P_{j}\right) P^{*}\left(A_{i}\right)=$ (1/(n-1)) $\sum_{i}\left[\sum_{j_{* i}} E\left(u, P_{j}\right)\right] P^{*}\left(A_{i}\right)$. Substituting this in (13.14) gives

$$
\begin{equation*}
v(\mathbf{Q})=\sum_{i=1}^{n} v\left(\mathbf{P}_{i}\right)-\sum_{i=1}^{n} \sum_{j \neq i} E\left(u, P_{j}\right) P^{*}\left(A_{i}\right) . \tag{13.15}
\end{equation*}
$$

Now by (13.13), (13.12), and the definition of $P_{i}$

$$
\begin{equation*}
(i-1) / n \leq v\left(\mathbf{P}_{i}\right) \leq i / n \quad \text { for } i=1, \ldots, n . \tag{13.16}
\end{equation*}
$$

Since $0=\inf \{E(u, \mathbf{Q}(s)): s \in S\}$ and $1=\sup \{E(u, \mathbf{Q}(s)): s \in S\}, P_{i}$ that satisfy (13.13) can be selected so that either

$$
\begin{equation*}
E\left(u, P_{1}\right)=1 / n, \text { and } E\left(u, P_{i}\right)=(i-1) / n \quad \text { for } i>1 \tag{13.17}
\end{equation*}
$$

or

$$
\begin{equation*}
E\left(u, P_{i}\right)=i / n \quad \text { for } i<n, \text { and } \quad E\left(u, P_{n}\right)=(n-1) / n \tag{I3.18}
\end{equation*}
$$

Applying (13.17) and the left side of (13.16) to (13.15), we get

$$
\begin{aligned}
v(\mathbf{Q}) & \geq \sum_{i=1}^{n} \frac{i-1}{n}-\frac{n-1}{2} P^{*}\left(A_{1}\right)-\sum_{i=2}^{n}\left[\frac{n-1}{2}-\frac{i-1}{n}+\frac{1}{n}\right] P^{*}\left(A_{i}\right) \\
& =\frac{n-1}{2}-\frac{n-1}{2}+\sum_{i=2}^{n} \frac{i-1}{n} P^{*}\left(A_{i}\right)-\frac{1}{n}\left[1-P^{*}\left(A_{1}\right)\right] \\
& \geq \sum_{i=1}^{n} \frac{i-1}{n} P^{*}\left(A_{i}\right)-\frac{1}{n} .
\end{aligned}
$$

Applying (13.18) and the right side of (13.16) to (13.15), we get

$$
\begin{aligned}
v(Q) & \leq \sum_{i=1}^{n} \frac{i}{n}-\sum_{i=1}^{n-1}\left[\frac{n-1}{2}-\frac{i}{n}+\frac{n-1}{n}\right] P^{*}\left(A_{i}\right)-\frac{n-1}{2} P^{*}\left(A_{n}\right) \\
& =\sum_{i=1}^{n} \frac{i}{n} P^{*}\left(A_{i}\right)+\frac{1}{n}\left[1-P^{*}\left(A_{n}\right)\right] \\
& \leq \sum_{i=1}^{n} \frac{i}{n} P^{*}\left(A_{i}\right)+\frac{1}{n}
\end{aligned}
$$

By the definition of $E, \quad \sum((i-1) / n) P^{*}\left(A_{i}\right) \leq E\left[E(u, \mathbf{Q}(s)), P^{*}\right] \leq$ $\sum(i / n) P^{*}\left(A_{i}\right)$, so that $\left|v(\mathrm{Q})-E\left[E(u, Q(s)), P^{*}\right]\right| \leq 2 / n$ for $n=1,2, \ldots$. Hisnce, $v(\mathbf{Q})=E\left[E(u, \mathbf{Q}(s)), P^{*}\right]$.

Proof of $S 3$. Let $A$ be a denumerable partition of $S$ with $P^{*}(A)>0$ for all $A \in \mathcal{A} .\left\{P^{*}(A): A \in A\right\}$ must have a largest element, say $P^{*}\left(A_{1}\right)$. Then $\left\{P^{*}(A): A \in \mathcal{A}-\left\{A_{1}\right\}\right\}$ must have a largest element, say $A_{2}$. Continuing this, we get a sequence $A_{1}, A_{2}, \ldots$ with $\left\{A_{1}, A_{2}, \ldots\right\}=A$ and $P^{*}\left(A_{i}\right) \geq P^{*}\left(A_{i+1}\right)$ for $i=1,2, \ldots$.

Contrary to $S 3$ suppose that $u$ is unbounded above. By a linear transformation of $u$ we can assume that $[0, \infty) \subseteq\{E(u, P): P \in \mathcal{T}\}$. Let $P_{i} \in \mathscr{T}$ be such that

$$
\begin{equation*}
E\left(u, P_{i}\right)=1 / P^{*}\left(A_{i}\right) \quad \text { for } i=1,2, \ldots \tag{13.19}
\end{equation*}
$$

Let $\mathbf{P}=P_{i}$ on $A_{i}(i=1,2, \ldots)$ and let $\mathbf{Q}_{n}$ be constant on each $A_{i}$ for $i \leq n$ and constant on $\bigcup_{i=n+1}^{\infty} A_{i}$ with

$$
\begin{array}{ll}
E\left(u, Q_{n}(s)\right)=P^{*}\left(A_{n}\right)^{-1}-P^{*}\left(A_{i}\right)^{-1} & \text { for all } s \in A_{i} ; \quad i=1, \ldots, n \\
E\left(u, Q_{n}(s)\right)=0 & \text { for all } s \in \bigcup_{i=n+1}^{\infty} A_{i} .
\end{array}
$$

Let $v$ on $\mathfrak{K e}$ satisfy (13.10) and (13.11) and also (13.9) on $\mathscr{H}_{0}$. Then

$$
\begin{align*}
v\left(\mathbf{Q}_{n}\right) & =\sum_{i=1}^{n}\left[P^{*}\left(A_{n}\right)^{-1}-P^{*}\left(A_{i}\right)^{-1}\right] P^{*}\left(A_{i}\right) \\
& =P^{*}\left(A_{n}\right)^{-1} \sum_{i=1}^{n} P^{*}\left(A_{i}\right)-n \quad \text { for } n=1,2, \ldots \tag{13.21}
\end{align*}
$$

By (13.19) and (13.20), $E\left(u, \frac{1}{2} P(s)+\frac{1}{2} Q_{n}(s)\right)=\frac{1}{2} P^{*}\left(A_{i}\right)^{-1}+\frac{1}{2}\left[P^{*}\left(A_{n}\right)^{-1}-\right.$ $\left.P^{*}\left(A_{i}\right)^{-1}\right]=\frac{1}{2} P^{*}\left(A_{n}\right)^{-1}$ for all $s \in \bigcup_{1}^{n} A_{i}$ and, by $P^{*}\left(A_{i}\right) \geq P^{*}\left(A_{i+1}\right)$ and (13.20), $E\left(u, \frac{1}{2} P(s)+\frac{1}{2} Q_{n}(s)\right) \geq \frac{1}{2} P^{*}\left(A_{n}\right)^{-1}$ for all $s \in \cup_{n+1}^{\infty} A_{i}$. Therefore $\inf \left\{E\left(u, \frac{1}{2} \mathrm{P}(s)+\frac{1}{2} \mathrm{Q}_{n}(s)\right): s \in S\right\}=\frac{1}{2} P^{*}\left(A_{n}\right)^{-1}$. Hence, by ${ }^{n+1}(13.12), v\left(\frac{1}{2} P+\right.$ $\left.\frac{1}{2} Q_{n}\right) \geq \frac{1}{2} P^{*}\left(A_{n}\right)^{-1}$, which on using (13.11) and (13.21) implies that

$$
v(\mathbf{P}) \geq P^{*}\left(A_{n}\right)^{-1}-P^{*}\left(A_{n}\right)^{-1} \sum_{i=1}^{n} P^{*}\left(A_{i}\right)+n \geq n \quad \text { for } n=1,2, \ldots
$$

But this requires $v(\mathbf{P})$ to be infinite. Hence $u$ is bounded above. A symmetric proof shows thai $u$ is bounded below under $S 3$ 's hypotheses.

Proof of S4. For each integer $n \geq 2$ let $\mathcal{A}^{n}$ be an $n$-part partition of $S$ each event in which has positive probability. Define a new set of partitions $\mathfrak{S B}^{2}, \mathfrak{B}^{3}, \ldots$ recursively as follows:

$$
\begin{aligned}
\mathfrak{B}^{2} & =\mathfrak{A}^{2} \\
\mathfrak{B}^{n} & =\left\{A \cap B: A \in \mathcal{A}^{n}, B \in \mathfrak{B}^{n-1}, A \cap B \neq \varnothing\right\}, \quad n=3,4, \ldots
\end{aligned}
$$

It is easily verified that $\mathfrak{B}^{n}$ contains at least $n$ events with positive probability and that $\mathfrak{B}^{n+1}$ is as fine as $\mathfrak{B}^{n}$ so that $B \in \mathfrak{B}^{n+1} \Rightarrow C \in \mathfrak{B}^{n}$ for some $C$ that includes $B$. For each $A \in \mathfrak{B}^{2}$ let
$N_{n}^{1}(A)=$ number of events in $\mathfrak{B}^{n}(n>2)$ that are included in $A$ and have positive probability.
With $\mathfrak{B}^{2}=\left\{A, A^{c}\right\}$ it follows that $N_{n}^{1}(A)+N_{n}^{1}\left(A^{c}\right) \geq n$ for $n=3,4, \ldots$. Thus, as $n$ gets large, at least one of $N_{n}^{1}(A)$ and $N_{n}^{1}\left(A^{c}\right)$ approaches infinity. Let $A_{1}$ be an event in $\mathfrak{B}^{2}$ for which $N_{n}^{1}\left(A_{1}\right) \rightarrow \infty$ and let $B_{1}=A_{1}^{c}$. Then $P^{*}\left(B_{1}\right)>0$ and $B_{1}$ will be the first element in our desired denumerable partition.

Let $n(1)$ be an integer for which $\mathfrak{B}^{n(1)}$ contains more than one subset of $A_{1}$ that has positive probability. For each $A \subseteq A_{1}$ and $A \in B^{n(1)}$ let
$N_{n}^{2}(A)=$ number of events in $\mathfrak{B}^{n}(n>n(1))$ that are included in $A$ and have positive probability.
Let $\mathcal{A}=\left\{A: A \subseteq A_{1}, A \in \mathfrak{B}^{n(1)}\right\}$. Then $\sum_{\mathcal{A}} N_{n}^{2}(A)=N_{n}^{1}\left(A_{1}\right)$ so that, since $N_{n}^{1}\left(A_{1}\right) \rightarrow \infty$ as $n \rightarrow \infty$, at least one $N_{n}^{2}(A) \rightarrow \infty$ as $n \rightarrow \infty$. Let $A_{2} \in \mathcal{A}$ be such an $A$ and let $B_{2}=A_{1} \cap A_{2}^{c}$. Then $P^{*}\left(B_{2}\right)>0$ and $\left\{B_{1}, B_{2}, A_{2}\right\}$ is a partition of $S$ with $N_{n}^{2}\left(A_{2}\right) \rightarrow \infty$ as $n \rightarrow \infty$.

Continuing this construction in the obvious way gives a denumerable sequence $B_{1}, B_{2}, B_{3}, \ldots$ of mutually disjoint events each of which has positive probability. The conclusion of $S 4$ follows.

Proof of $S 5$. If the hypotheses of $S 4$ are false then there is a unique positive integer $m$ for which there is an $m$-event partition of $S$ that has
positive probability for eacn event and such that no partition of $S$ has positive probability on more than $m$ of its events.

For convenience assume that $u(y)=0$ for some $y \in X$. Suppose then, contrary to the conclusion of $S 5$, that $\mathbf{Q}$ is unbounded above. Let $\mathbf{P}$ be obtained from $\mathbf{Q}$ by replacing each $x$ for which $\mathbf{Q}(s)(x)>0$ and $u(x)<0$ by $y$ with $u(y)=0$, for all $s \in S$. Then $E(u, \mathbf{P}(s)) \geq 0$ for all $s$ and $\mathbf{P}$ is unbounded above. Then, for every $n>0$,

$$
P^{*}\{E(u, \mathbf{P}(s)) \geq n\}=P^{*}(\{s: E(u, \mathbf{P}(s)) \geq n\})>0
$$

By the preceding paragraph, $P^{*}\{E(u, \mathbf{P}(s)) \geq r\}$ can change no more than $m$ times as $n$ increases. Hence there is an $N$ and an $\alpha>0$ such that

$$
\begin{equation*}
P^{*}\{E(u, \mathbf{P}(s)) \geq n\}=\alpha \quad \text { for all } n \geq N \tag{13.22}
\end{equation*}
$$

Let $E\left(u, P_{i}\right)=i$ for $i=1,2, \ldots$, let $\mathbf{Q}_{n}=\mathbf{P}$ i: $\{s: E(u, \mathbf{P}(s)) \geq n\}$, $\mathbf{Q}_{n}=P_{n}$ on $\{s: E(u, \mathbf{P}(s))<n\}$, and let $\mathbf{R}_{n}=r_{;}$on $\{s: E(u, \mathbf{P}(s)) \geq n\}$, $\mathbf{R}_{n}=\mathbf{P}$ on $\{s: E(u, \mathbf{P}(s))<n\}$. Then, with $\mathbf{P}_{n}=P_{n}$ on $S$, $\frac{1}{2} \mathbf{P}+\frac{1}{2} \mathbf{P}_{n}=$ $\frac{1}{2} \mathbf{Q}_{n}+\frac{1}{2} \mathbf{R}_{n}$, so that with $v$ on He as given by (13.10) and (13.11) and satisfying (13.9) for all bounded horse lotteries,

$$
\begin{equation*}
v(\mathbf{P})+n=v\left(\mathbf{Q}_{n}\right)+v\left(\mathbf{R}_{n}\right) \quad n=1,2, \ldots \tag{13.23}
\end{equation*}
$$

Since $\mathbf{R}_{n}$ is bounded, (13.9) and (13.22) give $v\left(\mathbf{R}_{n}\right)=E\left[E\left(u, \mathbf{R}_{n}(s)\right), P^{*}\right] \geq n \alpha$ for all $n \geq N$. Since $P_{n-1}<Q_{n}(s)$ for all $s \in S, B 6$ implies that $P_{n-1} \leqslant \mathbf{Q}_{n}$ so that $v\left(\mathbf{Q}_{n}\right) \geq n-1$ for all $n$. Then, using (13.23),

$$
v(\mathbf{P}) \geq n \alpha-1 \quad \text { for all } n \geq N
$$

which contradicts the finiteness of $v(\mathbf{P})$. Hence $\mathbf{Q}$ is not unbounded above. A symmetric proof shows that $\mathbf{Q}$ is bounded below.

### 13.4 THE PART II DECISION MODEL

Beginning with the set $F$ of acts and the set $X$ of consequences as in the Part II approach, let $S$ be the set of all functions on $F$ to $X$ (see $S^{\prime}$ in Section 12.1). Then the subset of $X$ that is inmediately relevant under "state" $s \in S$ is $X(s)=\{s(f): f \in F\}$. For many $s \in S, X(s)$ will be a proper subset of $X$, and for each constant $s$ that assigns the same $x$ to each $f, X(s)=\{x\}$. Hence the horse-lottery theory of Sections 13.2 and 13.3 cannot be used in establishing the Part II model unless we assume that consequences other than those in $X(s)$ can be considered relevant under state $s$.

Suppose in fact that we assume the extreme, that all consequences are relevant under every state. Then, under $B 1-B 6$ of Theorem 13.3, (13.3) follows. With $f \in F, Y \subseteq X$, and $P_{f}(Y)=P^{*}(\{s: s(f) \in Y\})$ we then obtain $E\left(u, P_{f}\right)=E\left[E(u, \mathrm{P}(s)), P^{*}\right]$ when $\mathbf{P}(s)(s(f))=1$ for each $s \in S$. Then under
the natural definition of $<$ on $F$ in terms of $<$ on $\mathbb{X}$,

$$
\begin{equation*}
f<g \Leftrightarrow E\left(u, P_{f}\right)<E\left(u, P_{\imath}\right), \quad \text { for ail } f, g \in F, \tag{13.24}
\end{equation*}
$$

which is the Part II model. Although extraneous probabilities are used in deriving this, note that $P_{f}, P_{q}, \ldots$ are defined from $P^{4}$, which may have nothing to do with tine extraneous probabilities and is itself derived from the axioms.

It may of course be stretching things too far to assume that consequences not in $X(s)$ are relevant under $s$. However, it may be possible to say something about state probabilities even when this assumption is not made.

Suppose, for example, that $F=\{f, g\}$ and $X=\{$ win, lose $\}$. Then $S$ has four elements: $s_{1}(f)=s_{1}(g)=$ win; $s_{2}(f)=$ win, $s_{2}(g)=$ lose; $s_{3}(f)=$ lose, $s_{3}(g)=\operatorname{win} ; s_{4}(f)=s_{4}(g)=$ lose. Let $\mathcal{H}=\mathscr{T}\left(s_{1}\right) \times \mathscr{T}\left(s_{2}\right) \times \mathscr{T}\left(s_{3}\right) \times \mathscr{T}\left(s_{4}\right)$. The conditions of Theorem 13.1 then give $\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{i} E\left(u_{i}, \mathbf{P}\left(s_{i}\right)\right)<$ $\sum_{i} E\left(u_{i}, \mathbf{Q}\left(s_{i}\right)\right)$. Since $X\left(s_{1}\right)=\{$ win $\}$ and $X\left(s_{4}\right)=\{$ lose $\}$, the first and fourth terms drop out of this and we are left with

$$
\begin{equation*}
\mathbf{P}<\mathbf{Q} \Leftrightarrow E\left(u_{2}, \mathbf{P}\left(s_{2}\right)\right)+E\left(u_{3}, \mathbf{P}\left(s_{3}\right)\right)<E\left(u_{2}, \mathbf{Q}\left(s_{2}\right)\right)+E\left(u_{3}, \mathbf{Q}\left(s_{3}\right)\right) \tag{13.25}
\end{equation*}
$$

According to our definition $s_{1}$ and $s_{4}$ are null, but this is onily because $X\left(s_{1}\right)$ and $X\left(s_{4}\right)$ each contain a single consequence: the deciri: maker might consider $s_{1}$ to be the most probable state. In such a ca:.. e would regard $P^{*}\left(s_{1}\right)$ and $P^{*}\left(s_{4}\right)$ as indeterminate within the structure of our axioms. This indeterminacy actually causes no difficulty since the $i=1$ and $i=4$ terms do not appear in (13.25).

With regard to $s_{2}$ and $s_{3}, \mathfrak{T}\left(s_{2}\right)=\mathscr{T}\left(s_{3}\right)$ since $X\left(s_{2}\right)=X\left(s_{3}\right)=\{$ win, lose $\}$. If condition $A 5$ of Theorem 13.2 is used it follows from (13.25) that (assuming some strict preference) there are $\lambda_{2} \geq 0$ and $\lambda_{3} \geq 0$ with $\lambda_{2}+\lambda_{3}>0$ and there is a real-valued function $u$ on $X$ such that $\mathbf{P}<\mathbf{Q} \Leftrightarrow \lambda_{2} \Sigma\left(u, \mathbf{P}\left(s_{2}\right)\right)+$ $\lambda_{3} E\left(u, \mathbf{P}\left(s_{3}\right)\right)<\lambda_{2} E\left(u, \mathbf{Q}\left(s_{2}\right)\right)+\lambda_{2} E\left(u, \mathbf{Q}\left(s_{3}\right)\right)$. Here we would interpret $\lambda_{2}$
 $\lambda_{2} / \lambda_{3}=P^{*}\left(s_{2}\right) \mid P^{*}\left(s_{3}\right)$. If $u($ win $)>u$ (lose) it is easily seen from this that $f<g \Leftrightarrow P^{*}\left(s_{2}\right)<P^{*}\left(s_{3}\right)$.

### 13.5 SUMMARY

The usual states expected-utility decision model can be derived from axioms that involve extraneous probabilities when there is sufficient overlap among consequences considered relevant under different states. When the number of states is finite, the assumption that there are two nonindifferent consequences that are relevant under every state is sufficient. For the more general case, in whici the size of $S$ is arbitrary, it was assumed that all consequences are
relevant under every state. Even when there may be no overlap among the consequences under different states, the expected-utility axioms of Chapter 8 when applied to horse lotteries with $S$ finite lead to an additive-utility representation that is similar to additive forms of Section 11.1 and (12.11).

Although the horse-lottery approach presumes a continuum of extraneous probabilities, this appears to be offset by its general applicability since it places almost no restrictions on the sizes of $S$ and $X$. Moreover, it places no unusual restrictions on the utility function on $X$ or on the probability measure $P^{*}$ on $S$.

## INDEX TO EXERCISES

1. Insufficiently connected $X(s)$. 2. $P^{*}=1$ for a finite subser. 3. Intersections of partitions. 4. S4. 5-6. Zero-one measures and S4. 7. Additivity when $X=\Pi X_{i} .8-15 . \mathrm{P}(s) \leqslant$ $\mathbf{Q}(s)$ ivr all $s \in S \Rightarrow \mathbf{P} \leqslant \mathbf{Q}$. 16-19. Even-chance theory.

## Exercises

1. Let $S=\left\{s_{1}, s_{2}, s_{3}\right\}, X\left(s_{1}\right)=\{x, y, z, w\}, X\left(s_{2}\right)=\{x, y, r, t\}, X\left(s_{3}\right)=\{z, w$, $r, t\}$. Let the hypotheses of Theorem 13.2 with the exception of $A 4$ hold, and let the following values of $u_{i}(i=1,2,3)$ satisfy (13.2):

a. Verify that, for each $i, j$ there is a unique $r_{i j}$ such that $u_{i}(p)=r_{i j} u_{j}(p)$ for all $p \in X\left(s_{i}\right) \bigcap X\left(s_{i}\right)$. Is $r_{23}=r_{21} / r_{31}$ ?
b. Show that it is impossible to define $u$ on $X=\zeta X\left(s_{i}\right)$ and $P^{*}$ on $S$ so as to statisfy (13.3).
2. Prove that if $P^{*}(A)=1$ for some finite $A \subseteq S$ then $B 1-B 5$ imply (13.3) in the structural context of Section 13.3.
3. Let $D$ be a set of fartitions of $S$. Show that $\left\{\bigcap_{D \in D} f(D): f(D) \in D\right.$ for each $\left.D \in D, \cap_{D \in \mathcal{D}} f(D) \neq \varnothing\right\}$ is a partition of $S$.
4. In connection with $S 4$ and its proof, suppose that $s^{2}, s^{3}, \ldots$ is a sequence of partitions of $S$ such that (1) $3^{n}$ contains exactly $n$ events, each with positive probability, and (2) $A \in B^{n+1} \Rightarrow A \subseteq B$ for some $B \in B^{n}$. Show that it may be impossible to select one event from each $\mathbf{B}^{n}$ so that the selected events are mutualiy disjoint.
5. Let $P^{*}$ on $S$ be deffred in such a way that there is a set $t$ of subsets of $S$ such that $P^{*}(A)=1$ if $A \in A$, and $P^{*}(A)=0$ if $A \neq A$. Fove that if $\cap_{A} A \neq \varnothing$ then this intersection contains exactly one $s$ and, for this $s, p^{*}(s)=1$.
6. Let $S$ be infinite and let $\mathcal{G}$ be the set of all sets $A$ of subsets of $S$ that have the following four properties:
7. $\varnothing \in A$ and $\{s\} \in A$ for all $s \in S$;
8. $A \in A \Rightarrow A^{C} \frac{1}{4} A ;$
9. $A, B \in A \Rightarrow A \cup B \in A$;
10. $(A \in A, B \subseteq A) \Rightarrow B \in A$.
a. Is the set of all finite subsets of $S$ in $\mathcal{G}$ ?
b. Use (4) to show that $(A \in G, A \cup B \in A) \Rightarrow A, B \in A$.
c. Prove that $(A \in \mathcal{G}, A \in A, B \notin A) \Rightarrow A \cup B \notin \mathcal{A}$.
a. Use Zorn's Lemma to prove thay there is an $\mathcal{A} \in \mathcal{G}$ that is maximal with respect to (1) through (4). Let $A^{*}$ be maximal (if $A^{*} \approx A^{\prime}$ then $A^{\prime} \notin \mathcal{G}$ ) and let $\mathbf{S N}^{*}$ be the set of all subsets of $S$ that are not in $A^{*}$.
e. Prove that $A, B \in B^{*} \Rightarrow A \cap B \neq \varnothing$. For this suppose that $A, B \in B^{*}$ and $A \cap B=\varnothing$. Then show that $A^{0}=A^{*} \cup\left\{C \cup D: C \subseteq A, D \in A^{i}\right\}$ is in $S$, contradicting the maximality of $A^{*}$.
$f$. Let $P^{*}(A)=0$ if $A \in A^{*}$ and $P^{*}(A)=1$ if $A \in \mathfrak{B}^{*}$. Show that $P^{*}$ is a probability measure on $S$. Note that $\bigcup_{B^{*}} A=\varnothing$ and compare with the preceding exercise.
$g$. Explain why the failure of the hypotheses of $S 4$ dues not imply that $P^{*}$ on $S$ is a simple probability measure.
11. Suppose the hypotheses of Theorem 13.3 hold and, in addition $X=\prod_{i=1}^{n} X_{i}$ and, with $P_{j}$ the marginal of $P \in \mathbb{T}$ on $X_{j},\left(P=P\right.$ on $S, Q=Q$ on $S, P_{j}=Q$; for $j=1, \ldots, n) \Rightarrow \mathbf{P} \sim \mathbf{Q}$. Show that there are real-valued functions $u_{1}, \ldots, u_{n}$ on $X_{1}, \ldots, X_{n}$ respectively such that

$$
\mathbf{P}<\mathbf{Q} \Leftrightarrow \sum_{j=1}^{n} E\left[E\left(u_{j}, \mathbf{P}(s)_{j}\right), P^{*}\right]<\sum_{j=1}^{n} E\left[E\left(u_{j}, \mathbf{Q}(s)_{j}\right), P^{*}\right], \text { for all } \mathbf{P}, \mathbf{Q} \in \mathcal{J}
$$ where $\mathbf{P}(s)_{j}$ is the marginal of $\mathbf{P}(s)$ on $X_{j}$.

Note: Exercises 8-15 are set in the context of Section 13.3. Axiom B7 is: $\mathbf{P ( s )} \leqslant$ $\mathbf{Q}(s)$ for all $s \in S \Rightarrow \mathbf{P} \leqslant \mathbf{Q}$.
8. Prove that $\left(B 1, B 7, A^{t}\right.$ is null, $\mathbf{P}(s) \leqslant Q(s) f n-a l l s \in \rightarrow \mathbb{Q} \rightarrow \mathbf{Q}$.
9. Prove that $\left(E_{i}, B 7\right) \Rightarrow$ if $\mathbf{P}=P$ and $\mathbf{Q}=\mathbf{Q}$ on $A, \mathbf{P}=\mathbf{Q}$ on $A^{c}$, and $\mathbf{P}<\mathbf{Q}$ then $P<Q$. (This is one half of $B 5$.)
10. By a straightforward partition proof show that if $X$ has a least preferred and a most preferred consequence then $(B 1-B 5, B 7) \Rightarrow$ (13.3).
11. Show that ( $B 1-B 5, B 7$, there is a denumerable partition $A$ of $S$ for which $P^{*}(A)>0$ for every $\left.A \in A\right) \Rightarrow u$ on $X$ is bounded. (Use S1.)
12. (Continuation.) Prove $S 2$ when $B 6$ in its hypotheses is replaced by $B 7$. To do this you need only verify (13.12) when $P^{*}(A)=1$ and $c$ and $d$ are finite. This is the critica! point for $B 6$ and therefore for $B 7$.
13. (Cominuotion.) I'se Exerctses 11 and 12 to argue that the concluswons of Theorem 13.3 ; e valifs when $B 6$ in its hypotheses is replaced by $B 7$.
14. Let $S=\{1,2,3, \ldots\}, \gamma=[0,1), u(x)=x$, and let $P^{*}$ be a probability measure on $S$ that has $P^{*}(s)=0$ for $s=1,2, \ldots$. Suppose $\mathbf{P}<\mathbf{Q} \Leftrightarrow v(\mathbf{P})<$ $v(\mathbf{Q})$ where

$$
\left.v(\mathbf{P})=E\left[E\left(u_{s} \mathbf{P}(s)\right), P^{*}\right]+\inf { }_{i}^{\{ } E\left[P(s)\{x \geq 1-\epsilon\}, P^{*}\right]: \epsilon>0\right\}
$$

with $\mathbf{P}(s)\{x \geq 1-c\}$ the probability assigned by the simple measure $\mathbf{P}(s)$ to the subset $\{x: x \geq 1-\epsilon, x \in X\}$ of $X$. Show that $B 1-B 5$ hold and that $B 6$ and $B 7$ do not hold.
15. (Continuation.) Let $S, X, u$, and $P^{*}$ be as given in Exercise i4 with $P^{*}\{1,3$, $5, \ldots\}=P^{*}\{2,4,6, \ldots\}=1 / 2$, and let $\mathbf{P}<\mathbf{Q} \Leftrightarrow v(\mathbf{P})<v(\mathbf{Q})$ where

$$
v(\mathbf{P})=E\left[E(u, \mathbf{P}(s)), P^{*}\right]+\inf \left\{P^{*}\{E(u, \mathbf{P}(s)) \geq 1-\epsilon\}: \epsilon>0\right\}
$$

a. Prove that $(0<\alpha<1, P, R \in \mathscr{H}) \Rightarrow \inf \left\{P^{*}\{E(u, \alpha P(s)+(1-\alpha) R(s)) \geq\right.$ $1-\epsilon: \epsilon>0\}=\inf \left\{P^{*}(\{E(u, P(s)) \geq 1-\epsilon\} \cap\{E(u, R(s)) \geq 1-\epsilon\}): \epsilon>0\right\}$. Note: $\{E(u, P(s)) \geq 1-\epsilon\}=\{s: E(u, P(s)) \geq 1-\epsilon\}$.
b. Show that B1, B4, B5, and B7 hold.
c. By specific example, show that $B 2$ does not hold.
d. By specific example, show that $B 3$ does not hold.
$c$. By specific example, show thot $B 6$ dnes not hold.
Note: In the remaining exercises, $F$ is the set of all functions on $S$ to $X,(f, g) \in F^{2}$ is interpreted as an even-chance alteriative, $x^{*}$ is the act in $F$ that assigns $x \in X$ to every $s \in S$, and $A \subseteq S$ is null $\Leftrightarrow(f, g) \sim\left(f^{\prime}, g^{\prime}\right)$ whenever $(f(s), g(s))=\left(f^{\prime}(s)\right.$, $\left.g^{\prime}(s)\right)$ for all $s \in A^{0}$. Let $D 1$ through $D 7$ be the folluwing axioms:

D1. $<$ on $F \times F=F^{2}$ is a weak order.
D2. $\left[\left(f, g^{\prime}\right) \leqslant\left(f^{\prime}, g^{*}\right),\left(f^{\prime}, g\right) \leqslant\left(f^{*} \cdot g^{\prime}\right)\right] \Rightarrow(g, f) \leqslant\left(g^{*}, f^{*}\right)$.
D3. $(X, G)$ is a connected and separable topological space.
D4. $\left\{(f, g):(f, g) \in F^{2},(f, g)<\left(f^{\prime}, g^{\prime}\right)\right\} \in \mathcal{G}^{2 n}$ and $\left\{(f, g):(f, g) \in F^{2},\left(f^{\prime}, g^{\prime}\right) \prec\right.$ $(f, g)\} \in \tau^{2 n}$ for each $\left(f^{\prime}, g^{\prime}\right) \in F^{2}$.
D5. $\left(x^{*}, x^{*}\right)<\left(y^{*}, y^{*}\right)$ for some $x, y \in X$.
D6. (A is not null; $f=x, g=y, f^{\prime}=z, g^{\prime}=$ won $A ;\{f(s), g(s)\}=\left\{f^{\prime}(s), g^{\prime}(s)\right\}$ for each $\left.s \in A^{c}\right) \Rightarrow\left[\left(x^{*}, y^{*}\right)<\left(z^{*}, w^{*}\right) \Leftrightarrow(f, g)<\left(f^{\prime}, g^{\prime}\right)\right]$.
D7. $\left[\left(f(s)^{*}, g(s)^{*}\right)<\left(f^{\prime}, g^{\prime}\right)\right.$ for all $\left.s \in S\right] \Rightarrow(f, g) \leqslant\left(f^{\prime}, g^{\prime}\right) ;\left[\left(f^{\prime}, g^{\prime}\right) \prec\right.$ $\left(f(s)^{*}, g(s)^{*}\right)$ for all $\left.s \in S\right] \Rightarrow\left(f^{\prime}, g^{\prime}\right) \leqslant(f, g)$.
16. Prove that if $S$ is finite and $D 1-D S$ hold then there is a real-valued function $u$ on $X$ and a probability measure $P^{*}$ on $S$ such that

$$
\begin{aligned}
(f, g)<\left(f^{\prime}, g^{\prime}\right) \Leftrightarrow E\left[u(f(s)), P^{*}\right]+E[u(g(s)), & \left.P^{*}\right] \\
& <E\left[u\left(f^{\prime}(s)\right), P^{*}\right]+E\left[u\left(g^{\prime}(s)\right), P^{*}\right]
\end{aligned}
$$

for all $(f, g),\left(f^{\prime}, g^{\prime}\right) \in F^{2}$, with $P^{*}$ unique and $u$ unique up to a positive linear transformation when this holds.
17. Let $S$ be oi any size and assume that there is a real-valued function $v$ on $F$ that satisfies

$$
(f, g)<\left(f^{\prime}, g^{\prime}\right) \Leftrightarrow v(f)+v(g)<v\left(f^{\prime}\right)+v\left(g^{\prime}\right), \quad \text { for all }(f, g),\left(f^{\prime}, g^{\prime}\right) \in F^{2}
$$

and is unique up to a positive linear transformation when it satisfies this. Assume also that the restriction of $v$ to $\left\{x^{*}:-X\right\}$ is unique up to a positive linear trangformation when it saticfles

$$
\left(x^{*}, y^{*}\right)<\left(2^{*}, w^{*}\right) \Leftrightarrow v\left(x^{*}\right)+v\left(y^{*}\right)<v^{( }\left(z^{*}\right)+v\left(w^{*}\right), \quad \text { for all } x, y, z, w \in X,
$$

and that $D S$ and $D 6$ iovid.
Let $F_{0}=\{f: f \in F$ and $\{f(s): s \in S\}$ is finite $\}$. Prove that, with $u(x)=v\left(x^{*}\right)$, there is a unigue probability measure $P^{*} \operatorname{cn} S$ such that

$$
\begin{equation*}
v(f)=E\left[u(f(s)), P^{*}\right] \tag{13.26}
\end{equation*}
$$

for all $f \in F_{0}$, with $A$ nuil $\Leftrightarrow P^{*}(A)=0$. (Compare with $S 1$.)
18. (Continuation.) Along with the assumptions of the preceding exercise assume that $D 7$ holds and that for any $x, y \in X$ there is a $z \in X^{\prime}$ such that

$$
\begin{equation*}
\left(x^{*}, y^{*}\right) \sim\left(z^{*}, z^{*}\right) \tag{13.27}
\end{equation*}
$$

Call $f \in F$ bounded $\Leftrightarrow P^{*}\{a \leq u(f(s)) \leq b\}=1$ for some numbers $a$ and $b$. Use the following steps to prove that $(13,26)$ holds when $f$ is bounded.
a. Show that $P^{*}\{a \leq u(f(s)) \leq b\}=1 \Rightarrow a \leq v(f) \leq b$. [Let $A=\{s: a \leq$ $u(f(s)) \leq b\}$, let $d=\sup \{u(f(s)): s \in A\}$, suppose $a^{\prime}<v(f)$ and use $D 7$ to obtain a contradiction.]
b. With $f$ bounded on $A$ and $P^{*}(A)=1$, for convenience assume inf $\{u(f(s))$ :s $\in$ $A\}=0$ and $\sup \{u(f(s)): s \in A\}=1$, and assume (with no loss in generality since $A^{c}$ is null) that $0 \leq u(f(s)) \leq 1$ on $A^{c}$. Given a nositive intesci $n$ let $A_{1}=\{s: 0 \leq u(f(s)) \leq 1 / n\}, A_{i}=\{s:(i-1) / n<u(f(s)) \leq i / n\}$ for $i=$ $2, \ldots, n$. By (13.27) there are $x_{i} \in X$ for whicit $(i-1) / n \leq u\left(x_{i}\right) \leq i / n$ for $i=1, \ldots, n$. Detine $f_{i}, g_{i} \in F$ by

$$
\begin{aligned}
& f_{i}=f \text { on } A_{i} ; \quad f_{i}=x_{i} \text { on } A_{i} \quad \quad \quad(i=1, \ldots, n) \\
& g_{i}=x_{i+1} \text { on } \bigcup_{j=1}^{i} A_{j} ; \quad g_{i}=x_{i} \text { on } \bigcup_{j=i+1}^{n} A_{j} \quad(i=1, \ldots, n-1) .
\end{aligned}
$$

Use the fact that $\left\{f^{\prime}(s), g^{\prime}(s)\right\}=\left\{f^{\prime \prime}(s), g^{*}(s)\right\}$ for all $s \in S$ implies $\left(f^{\prime}, g^{\prime}\right) \sim$ ( $f^{\prime \prime}, g^{\prime \prime}$ ) along with the first $\Longleftrightarrow$ expression in Exercise 17 to prove that

$$
\begin{equation*}
v(f)+\sum_{i=1}^{n-1} v\left(g_{i}\right)=\sum_{i=1}^{n} v\left(f_{i}\right) . \tag{13.28}
\end{equation*}
$$

c. Under the conditions in (b), it follows from (13.27) that for any $<>0$ and any $i \in\{1, \ldots, n\}$ there are $x \in X$ with $|u(x)-i / n|<\epsilon$. Use this, (13.28), (13.26) for $F_{0}$, and the bounds on the $v\left(f_{i}\right)$ implied by step ( $a$ ) to show that $\sum_{i} P^{*}\left(A_{i}\right)(i-1) / n-1 / n \leq v(f) \leq \sum_{i} P^{*}\left(A_{i}\right) / i n+1 / n$. Then argue that $v(f)=E\left[u(f(s)), P^{*}\right]$.
19. (Continuation.) Under the assumptions of the preceding exercise prove (a) $u$ on $X$ is bounded if there is a denumerable partition of $S$ that has $P^{*}(A)>0$ for every $A$ in the partition, (b) every $f \in F$ is bounded.

## Chapter 14

## SAVAGE'S EXPECTED. UTLLTY THEORY

The most brilliant axiomatic theory of utility ever developed is, in my epinion, the expected-utility theory of Savage (1954). It is an eminently suitable theory with which to conclude this book.

As has been true of significant developments throughout the history of mathematics, Savage's theory was not developed in a vacuum. He acknowledges and draws on the prior ideas of Ramsey (1931), de Finetti (1937), and von Neumann and Morgenstern (1947). His general approach is not unlike that presented by Ramsey in outline form. Unlike Ramsey, who proposed to first derive utility on the basis of an "ethically neutral proposition" or evenchä̈ce event and inen to derive probabilities on the basis of utilities, Savage reverses this procedure. In his axiomatization of

$$
f<g \Leftrightarrow E\left[u(f(s)), P^{*}\right]<E\left[u(g(s)), P^{*}\right], \quad \text { for all } f, g \in F,
$$

which is based solely on the binary relation $<$ on $F$, Savage first obtains the probability measure $P^{*}$ on the set of subsets of $S$. This development owes much to de Finetti's work in probability theory. Using $P^{*}$ Savage then obtains a structure much like that used by von Neumann and Morgenstern in their utility theory (Theorem 8.2), ard proceeds to specify $u$ on $X$. One final axiom then leads to the above representation on all of $F$. Savage's theorem is given in the next section which contains also an outline of later sections.

### 14.1 SAVAGE'S EXPECTED-UTIIITY THEOREM

The main purpose of this chapter is to explore Theorem 14.1, which may appropriately be referred to as Savage's expected-utility theorem. This section presents the theorem and discusses its conditions and conclusions. Some preliminary definitions are required.
$S$ is the set of states, is the set of consequences, and $F$ is the set of all functions on $S$ into $X, A, B \subseteq S ; x, y \in X, f, g \subset X .-\operatorname{F} F$ is the basic binary reiation with $\sim$ and $\leqslant$ defined in the usual way: $f \sim \quad \rightarrow$ (not $f<g$, not $g<f)$, and $f \leqslant g \Leftrightarrow(f<g$ or $f \sim g)$.
$f=g$ on $A \ll f(s)=g(s)$ for all $s \in A . f=x$ on $A \Leftrightarrow f(s)=x$ fer all $s \in A$. Partitions of $S$ and complements are defined as in Section 13.1. $A$ is $n!i l \longrightarrow f \sim g$ whenever $f=g$ on $A^{c}$.
$x<y \Leftrightarrow f<g$ when $f=x$ and $g=y$ on $S . x<f \Leftrightarrow g<f$ when $g=x$ on $S$. Similar definitions hold for $x \sim y, f \sim y, x \leqslant f$, and so forth.

Conditional preference is defined as follows: $f<g$ given $A \Leftrightarrow f^{\prime}<g^{\prime}$ whenever $f=f^{\prime}$ and $g=g^{\prime}$ on $A$, and $f^{\prime}=g^{\prime}$ on $A^{c} \sim$ given $A$ and $\leqslant$ given $A$ are defined in the usual way. $x<g$ given $A$ means that $f<g$ given $A$ whenever $f=x$ on $A$.

THEOREM 14.1. Suppose that the following seven conditions hold for all $f, g, f^{\prime}, g^{\prime} \in f^{\prime}, A, B \subseteq S$, and $x, y, x^{\prime}, y^{\prime} \in X$ :

P1. $\langle$ on $F$ is a weak order;
P2. $\left(f=f^{\prime}\right.$ and $g=g^{\prime}$ on $A, f=g$ and $f^{\prime}=g^{\prime}$ on $\left.A^{\circ}\right) \Rightarrow(f<g \Leftrightarrow$ $f^{\prime}<g^{\prime}$ );

P3. ( $A$ is not null, $f=x$ and $g=y$ on $A) \Rightarrow(f<g$ given $A \Leftrightarrow x<y)$;
P4. $\left[\left(x<y, f=y\right.\right.$ on $A, f=x$ on $A^{c}, g=y$ on $B, g=x$ on $\left.B^{c}\right)$ and ( $x^{\prime}<y^{\prime}, f^{\prime}=y^{\prime}$ on $A, f^{\prime}=x^{\prime}$ on $A^{c}, g^{\prime}=y^{\prime}$ on $B, g^{\prime}=x^{\prime}$ on $\left.\left.B^{c}\right)\right] \Rightarrow$ $\left(f<g \Leftrightarrow f^{\prime}<g^{\prime}\right) ;$

P5. $x<y$ for some $x, y \in X$;
P6. $(f<g, x \in X) \Rightarrow$ there is a finite partition of $S$ such that, if $A$ is any event in the partition, then $\left(f^{\prime}=x\right.$ on $A, f^{\prime}=f$ on $\left.A^{c}\right) \Rightarrow f^{\prime}<g$, and $\left(g^{\prime}=x\right.$ on $A, g^{\prime}=g$ on $\left.A^{c}\right) \Rightarrow f<g^{\prime}$;

P7. $(f<g(s)$ given $A$, for all $s \in A) \Rightarrow f \leqslant g$ given $A$. $(g(s)<f$ given $A$, for all $s \in A) \Rightarrow g \leqslant f$ given $A$.

Then, with <*defined on the set of all subsets of $S$ by $A<* B \Leftrightarrow f<g \quad$ whenever $(x<y, f=y$ on $A$,

$$
\begin{equation*}
\left.f=x \text { on } A^{c}, g=y \text { on } B, g=x \text { on } B^{c}\right) \tag{14.1}
\end{equation*}
$$

there is a unique probability measure $P^{*}$ on the set of all subsets of $S$ that satisfies

$$
\begin{equation*}
A<* B \Leftrightarrow P^{*}(A)<P^{*}(B), \quad \text { for all } A, B \subseteq S, \tag{14.2}
\end{equation*}
$$

and $P^{*}$ has the property that

$$
\begin{equation*}
(B \subseteq S, 0 \leq \rho \leq 1) \Rightarrow P^{*}(C)=\rho^{*}(B) \quad \text { for some } C \subseteq B: \tag{14.3}
\end{equation*}
$$

and, with $P^{*}$ as given, there is a real-valued function $u$ on $X$ for which

$$
\begin{equation*}
f<g \Leftrightarrow E\left[u(f(s)), P^{*}\right]<E\left[u(g(s)), P^{*}\right], \quad \text { for all } f, g \in F \tag{14,4}
\end{equation*}
$$

and when $u$ uatisffes this it is bounded and :nique up to a positive linear transformation.

The final condition, P7, is similar to $A 4 a$ of Section 10.4 and $B 6$ of Section 13.3. It is an ob rious dominance (or sure-thing, or independence) condition and it is not required in the derivation of $P^{*}$ that satisfies (14.2), just as $B 6$ was not required in the derivation of $P^{*}$ for Theorem 13.3. The form of $P 7$ given in the theorem is slightly weaker than (does not assume as much as) Savage's original form which has $\leqslant$ where $<$ appears in $P 7$, but the two are equivalent in the presence of the other conditions, P1-P6.
$P 2$ and $P 3$ explicate Savage's "sure-thing principle." $P 2$ says that preferences between acts should not depend on those states that have identical consequences for the two acts. It is closely related to the independence condition of Chapter 8 and is found reasonable by many persons provided that the state that obtains does not depend on the act that is actually implemented. Together, $P 1$ and $P 2$ imply that $<$ given $A$ is a weak order on $F$ for every $A \subseteq S$.
$P 3$, as a companion to $P 2$, says that if $f=x$ and $g=y$ on $A$ and if $A$ is not nuil, then $f<g$ given $A \Leftrightarrow f^{\prime}<g^{\prime}$ when $f^{\prime}=x$ and $g^{\prime}=y$ on $S$. This sets up a reasonable correspondence between preferences on consequences (constant acts) and conditional preferences on events that the decision maker regards as possible.
$<^{*}$ as defined in (14.1) is a qualitative probability relation on the set of events. We read $A<^{*} B$ as " $A$ is less probable than $B$." As noted in (14.1), "is less probable than" is defined in terms of "is less preferred than." The principle objective of $P 4$ in this connection is to ensure that <* on the events is a weak order. Suppose you prefer $y$ to $x$ and can either take your chances on getting $y$ if $A$ obtains or on getting $y$ if $B$ obtains. In either case if the event you tak- your chances on does not obtain you will receive the less preferred $x$. If you select $B$ then it seems reasonable to suppose that you regard $B$ as more probable than $A . P 4$ says that if you prefer to take your chances on getting $y$ if $B$ obtains then, with two other consequences $y^{\prime}$ and $x^{\prime}$ with $y^{\prime}$ preferred to $x^{\prime}$, you would (or ought to) rather take your chances on getting $y^{\prime}$ if $B$ obtains than on getting $y^{\prime}$ if $A$ obtains. As in the case of $P 2$, this seems reasonable as long as the state that obtains does not depend on the consequences assigned to the states by any particular act.
$P 5$ says that indifference does not hold between every pair of constant acts. It is needed to ensure the uniqueness of $P^{*}$. If $P 5$ were false then $<^{*}$ would be reflexive. For further remarks see Section 14.3.

The effect of $P 6$, which is a rather strong assumption, can best be seen from (14.3) which in the presence of (14.2) follows from P1-P6. Among other things, (14.3) says that $S$ must be uncountable, that $P^{*}(s)=0$ for every $s \in S$, and that for any positive integer $n$ there is an $n$-event partition of $S$

partitions as unform partifions.
In guaranteeing $A-A_{\infty} \ldots P^{*}(A)<P^{*}(A)$. $P$ tas an ummbatable Aichimedean quality. In effect it says that no conse uence is "infmitely desirable" (which would negate $f^{\prime} \leqslant g$ if $x$ were so d-sirable) and that no consequence is "infmitely undesirable" (which would negate $f<g^{\prime}$ if $x$ were so undesirable). If $S$ is allowed to be infinite, something like $P 6$ is required to ensure the existence of real-valued order ( $x^{*}$ ) preserving probabilities. As Savage points out, weaker versions of $P 6$ are sufficient for (14.2), but may not yield (14.3) as well. The usefulness of (14.3) will become apparent when we see how it is used as a point of departure in defining gambles on $X$ that lead to the definition of the utility function $u$ on $X$.
$P i$ through $P 6$ are suficient to ehtein (14.4) for all acts in $F$ that assign no more than a finite number of consequences to all the states in some event $A$ for which $P^{*}(A)=1 . P 7$ is then used (as was $B 6$ in the preceding chapter) to verify that (14.4) holds for all acts, and it ensures that $u$ on $X$ is bounded. When he wrote The Foundations of Statistics, Savage had the impression that $P 1-P 7$ do not imply that $u$ is bounded. Some jears later, when we were working on the theory that appears in Chapter 10 of Part II, we discovered that this impression was false. Because of the falsc impression, Savage did not state (14.4) for all acts but, in light of the boundedness of $u$, he did in fact prove (14.4) as it is presented here. In other words, he proved (14.4) for a'li bounded acts. Since $u$ is bounded, all acts are bounded. The prooi of boundedness given later is essentially his.

In preving Theorem 14.1 I shall follow the pattern usea by Savage. Here is a sectional outline.

Section 14.2 shows that (14.2) and (14.3) follow from five conditions (Fl-F5) for $<^{*}$ on the set of events.

Section 14.3 under definition (14.1) shows that $P 1-P 6 \Rightarrow F 1-F 5$.
Section 14.4 establishes, from $P 1-P 6$, the three preference axioms of Theorem 8.2, which shows that (14.4) holds for acts confined with probability one to a finite subset of consequences.

Section 14.5 proves that $u$ on $X$ is bounded. This uses $P 7$.
Section 14.6 uses $P 7$ to verify (14.4) for all acts.
The proofs that follow are essentially Savage's. I have added some details to them in places where I felt that this would aid some readers.

### 14.2 AXIOMS FOR PROBABILITY

In this section we shall prove the following theorem.
THEOREM 14.2. Suppose that $<^{*}$ on the set of all subsets of $S$ satisfies the
following conditions for all $A, B, C \subseteq S$ :
F1. not $A<* \varnothing$,
F2. $\varnothing<{ }^{*} S$,
F3. $<^{*}$ is a weak order,
F4. $A \cap C=B \cap C=\varnothing \Rightarrow(A<* B \Leftrightarrow A \cup C<* B \cup C)$,
F5. $A<* B \Rightarrow$ there is a fini. partition $\left\{C_{1}, \ldots, C_{m}\right\}$ of $S$ for which $A \cup C_{i}<^{*} B$ for $i=1, \ldots, m$.

Then there is one and only one probability measure $P^{*}$ on the set of all subsets of $S$ that satisfies (14.2), and (14.3) holds for this measure.
$F 1-F 4$, which detine $<^{*}$ as a qualitative probability, are necessary for (14.2), but collectively they are not sufficient. $F 1-F 5$ as noted are sufficient but $F 5$ is not necessary for (14.2) although it does follow from (14.2) and (14.3).

As usual we define $A \sim^{*} B \Leftrightarrow\left(\operatorname{not} A<^{*} B\right.$, $\left.\operatorname{not} B<^{*} A\right)$, and $A \leqslant * B \Leftrightarrow$ $\left(A<* B\right.$ or $\left.A \sim^{*} B\right)$. Throughout this section and the rest of this chapter, l shall use $A / B$ (" $A$ but not $B$ ") to denote the complement of $B$ relative to $A$ :

$$
\begin{equation*}
A \mid B=A \cap B^{c} \tag{14.5}
\end{equation*}
$$

In approaching Theorem 14.2 we begin with a series of consequences of $F 1-F 5$. C1 through C4 presuppose only $F 1-F$. The rest presuppose all of $F 1$ through F5.
$C 1 . B \subseteq C \Rightarrow \varnothing \leqslant * B \leqslant * C \leqslant * S$.
$C 2\left(\sim^{*}\right) .\left(A \sim^{*} B, B \cap C=\varnothing\right) \Rightarrow A \cup C \leqslant{ }^{*} B \cup C$.
$C 2\left(<^{*}\right) .\left(A<^{*} B, B \cap C=\varnothing\right) \Rightarrow A \cup C<^{*} B \cup C$.
$C 3\left(\sim^{*}\right) .\left(A \sim^{*} B, C \sim^{*} D, B \cap D=\varnothing\right) \Rightarrow A \cup C \leqslant{ }^{*} B \cup D$.
$C 3\left(<^{*}\right) .\left(A \leqslant{ }^{*} B, C<^{*} D, B \cap D=\varnothing\right) \Rightarrow A \cup C<^{*} B \cup D$.
C4. ( $\left.A \sim^{*} B, C \sim^{*} D, A \cap C=B \cap D=\varnothing\right) \Rightarrow A \cup C \sim^{*} B \cup D$.
$C 5$. $\varnothing<{ }^{*} A \Rightarrow A$ can be partitioned into two events $B$ and $C$ for which ( $\varnothing<{ }^{*} R, \varnothing<^{*} C$ ).

C6. $\left(A, B\right.$, and $C$ are pairwise disjoint, $\left.A \leqslant{ }^{*} B, B<^{*} A \cup C\right) \Rightarrow$ there is $a D \subseteq C$ for which $\varnothing<^{*} D$ and $B \cup D<^{*} A \cup(C / D)$.
$C 7 .\left(\varnothing<^{*} A, \varnothing<^{*} B, A \cap B=\varnothing\right) \Rightarrow B$ can be partitioned into $C$ and $D$ for which $C \leqslant \leqslant^{*} \leqslant^{*} A \cup C$.
$C 8 . \varnothing<^{*} A \Rightarrow A$ can be partitioned into $B$ and $C$ with $B \sim^{*} C$.
C9. $\varnothing<^{*} A \Rightarrow$ for any positive integer $n$ there is a $2^{n}$ part partition of $A$ such that $\rightarrow$ * holds between each two events in the parrition.

## Proofs of C1 through C9

Cl. The pronf is easy and is left to the reader.
$C 2\left(\sim^{*}\right)$. Assume $\left(A \sim^{*} B, B \cap C=\varnothing\right)$. Since $A=(A / C) \cup(A \cap C)$ and $A \cap(C \mid A)=\varnothing, F 4 \Rightarrow(A / C) \cup(A \cap C) \cup(C \mid A) \sim^{*} B \cup(C \mid A)$, or $A \cup C \sim^{*} B \cup(C / A)$. By $C l, B \cup(C / A) \leqslant * B \cup C$. Hence, by $F 3$, $A \cup C \leqslant * B \cup C$.

C2( $<^{*}$ ). Replace $\sim^{*}$ by $<^{*}$ in preceding proof.
$C 3\left(\sim^{*}\right)$. Assume ( $A \sim^{*} B, C \sim^{*} D, B \cap D=\varnothing$ ). Since $(C / B) \cap B=$ $\varnothing, C 2\left(\sim^{*}\right) \Rightarrow A \cup(C / B) \leqslant * B \cup(C / B)=B \cup C$. Also, since $(B / C) \cap$ $D=\varnothing, C 2\left(\sim^{*}\right)$ and $C \sim^{*} D$ imply $B \cup C=C \cup(B / C) \leqslant{ }^{*} D \cup(B / C)$. By $F 3, A \cup(C / B) \leqslant * D \cup(B / C)$. This, $C 2$, and $(B \cap C) \cap(D \cup(B / C))=$ $\varnothing$ then imply that $A \cup(C / B) \cup(B \cap C) \leqslant * D \cup(B / C) \cup(B \cap C)$, or $A \cup C \leqslant * D \cup B$.
$C 3\left(<^{*}\right)$. Replace $C \sim^{*} D$ by $C<^{*} D$ in preceding proof. Use $C 2\left(<^{*}\right)$.
C4. Assume ( $A \sim^{*} B, C \sim^{*} D, A \cap C=B \cap D=\varnothing$ ). By $C 3\left(\sim^{*}\right)$, $A \cup C \leqslant * B \cup D$ and $B \cup D \leqslant * A \cup C$. Hence $A \cup C \sim * B \cup D$.

C5. Assume $\varnothing<^{*} A$. $F^{\prime} \Rightarrow$ there is a partition $\left\{D, \ldots, D_{m}\right\}$ of $S$ for which $D_{i}<^{*} A$ for each $i . C 1 \Rightarrow D_{i} \cap A \leqslant{ }^{*}\left(D_{i} \cap A\right) \cup\left(D_{i} / A\right)=D_{i}$. Hence $D_{i} \cap_{i} A<^{*} A$ for all $i$. If $D_{i} \cap A \sim^{*} \varnothing$ for each $i$ then, by $C 4$, $\bigcup_{i}\left(D_{i} \cap A\right) \sim^{*} \varnothing$, or $A \sim^{*} \varnothing$, a contradiction. If $\varnothing<^{*} D_{i} \cap A$ for only sne $i$, say $i=1$, then $A \sim^{*} D_{1} \cap A$ which contradicts $D_{1} \cap A<{ }^{*} A$. Hence $\varnothing<{ }^{*} D_{i} \cap A$ for at least two $i$.

C6. Assume ( $A \cap B=A \cap C=B \cap C=\varnothing, A \leqslant * B, B<* A \cup C$ ). $(F i, F 4) \Rightarrow \varnothing<^{*} C$. Since $B<^{*} A \cup C$ and $\varnothing<^{*} C$, it follows from $F 5$ that there is a $D_{1} \subseteq C$ for which $\varnothing<^{*} D_{1}$ and $B \cup D_{1}<* A \cup C$. By $C 5$ and $F 3, D_{1}$ can be partitioned into $D$ and $D^{\prime}$ with $\varnothing<^{*} D \leqslant{ }^{*} D^{\prime}$, so that $B \cup D \cup D^{\prime}<^{*} A \cup(C \mid D) \cup D . F 4 \Rightarrow B \cup D^{\prime}<^{*} A \cup(C / D)$. $(F 4$, $\left.D \leqslant{ }^{*} D^{\prime}\right) \Rightarrow B \cup D \leqslant{ }^{*} B \cup D^{\prime}$. Hence $B \cup D<^{*} A \cup(C / D)$.
$C 7$. Assume ( $\varnothing<^{*} A, \varnothing<{ }^{*} B, A \cap B=\varnothing$ ). If $B \leqslant * A$ the conclusion follows easily from C5. Assume that $A<{ }^{*} B . F 5 \Rightarrow$ there is a partition $\left\{G_{1}, \ldots, G_{n}\right\}$ of $B$ such that $G_{i}<^{*} A$ for each $i$. For definiteness assume that $G_{1} \leqslant * \ldots \leqslant G_{n}$. Let $m$ be such that $U_{1}^{m} G_{i} \leqslant{ }^{*} U_{m+1}^{n} G_{i} \leqslant{ }^{*} U_{1}^{m+1} G_{i}$. Let $C=\bigcup_{1}^{m} G_{i}$ and $D=U_{m+1}^{n} G_{i}$. Then $C \leqslant \leqslant^{*} C \cup G_{m+1}$ which, since $G_{m+1}<^{*} A$, implies by $F 4$ and $F 3$ that $D<{ }^{*} C \cup A$.
$C 8$. Assume $\varnothing<^{*} A$. It follows from $C 5$ that $A$ can be partitioned into $B_{1}, C_{1}, D_{1}$ such that $B_{1} \leqslant C_{1} \cup D_{1}$ and $C_{1} \leqslant{ }^{*} B_{1} \cup D_{1}$. If one of these two $\leqslant{ }^{*}$ is $\sim^{*}$, the conclusion of $C 8$ holds. Henceforth assume that $B_{1}<{ }^{*} C_{1} \cup$ $D_{1}$ and $C_{1}<* B_{1} \cup D_{1}$. Then $\varnothing<* D_{1}$. For definiteness take $B_{1} \leqslant C_{1}$. Then $C 6 \Rightarrow$ there is a $C^{2} \subseteq D_{1}$ such that $\varnothing<{ }^{*} C^{2}$ and $C_{1} \cup C^{2} \leqslant B_{1} \cup$ ( $D_{1} / C^{2}$ ). Hence $\varnothing<^{*} D_{1} / C^{2}$ and, by $C 7, D_{1} / C^{2}$ can be partitioned into $B^{2}$ and $D_{2}$ such that $B^{2} \leqslant D_{2} \leqslant C^{2} \cup B^{2}$. Since $B_{1} \leqslant C_{1}, B_{1} \cup B^{2} \leqslant *$ $C_{1} \cup D_{2}<{ }^{*} C_{1} \cup D_{1} \cup C^{2}$, all by $F 4$. Let

$$
B_{2}=B_{1} \cup B^{2} \text { and } C_{2}=C_{1} \cup C^{2}
$$

We then obtain a partition $\left\{B_{2}, C_{2}, D_{2}\right\}$ of $A$ for which

1. $B_{2}<{ }^{*} C_{2} \cup D_{2}$ and $C_{2}<{ }^{*} B_{2} \cup D_{2}$,
2. $B_{1} \subseteq B_{2}, C_{1} \subseteq C_{2}, D_{2} \subseteq D_{1}$,
3. $D_{2} \leqslant D_{1} / D_{2}$.

By repeating this pre ess it follows that there is a sequence $\ldots,\left\{B_{n}, C_{n}\right.$, $\left.D_{n}\right\}, \ldots$ of three part patitions of $A$ such that, for each $n \geq 1$,

1. $B_{n}<{ }^{*} C_{n} \cup D_{n}$ and $C_{n}<^{*} B_{n} \cup D_{n}$,
2. $B_{n} \subseteq B_{n+1}, C_{n} \subseteq C_{n+1}, D_{n+1} \subseteq D_{n}$,
3. $D_{n+1} \leqslant * D_{n} / D_{n+1}$,
so that $\varnothing<* D_{n}$ for all $n$, and $D_{n}$ contains two disjoint events ( $D_{n+1}$ and $\left.D_{n} \mid D_{n+1}\right)$ each of which is as probable as $D_{n+1}$. Hence, using (3) and C3( $<^{*}$ ), $\left(E_{1}<{ }^{*} D_{n+1}, E_{2}<{ }^{*} D_{n+1}\right) \Rightarrow E_{1} \cup E_{2}<{ }^{*} D_{n}$.

Now for any $G$ with $\Omega<^{*} G, D_{n}<^{*} G$ for sufficiently large $n$. For example, if $G \leqslant{ }^{*} D_{n}$ then, with $\left\{E_{1}, \ldots, E_{m}\right\}$ for $\varnothing<^{*} G$ as in $F 5$ with $E_{i}<{ }^{*} G$ for all $i, E_{i}<{ }^{*} D_{n}$ for all $i$ so that $E_{1} \cup E_{2}<{ }^{*} D_{n-1}, E_{3} \cup E_{4}<{ }^{*}$ $D_{n-1}, \ldots$ and then $U_{1}^{4} E_{i}<^{*} D_{n-2}, \cup_{5}^{8} E_{i}<^{*} D_{n-2}, \ldots$ and so forth, so that witin $n$ sufficiently large $\bigcup_{i=1}^{m} E_{i}<^{*} D_{1}$, or $S<^{*} D_{1}$, which is false. In additicn, $\varnothing \sim^{*} \bigcap_{n=1}^{\infty} D_{n}$, for if $\varnothing<^{*} \bigcap_{n=1}^{\infty} D_{n}$ then $D_{m}<^{*} \cap D_{n}$ for sufficiently large $m$, and this is false since $\bigcap D_{n} \subseteq D_{m}$.

Let

$$
B=\bigcup_{n=1}^{\infty} B_{n} \quad \text { and } \quad C=\left(\bigcup_{n=1}^{\infty} C_{n}\right) \cup\left(\bigcap_{n=1}^{\infty} D_{n}\right)
$$

$\{B, C\}$ is a partition of $A$ since $\left(\cup B_{n}\right) \cap\left(\cup C_{n}\right)=\left(\cup B_{n}\right) \cap\left(\cap D_{n}\right)=$ $\left(U C_{n}\right) \cap\left(\cap D_{n}\right)=\varnothing$. To verify $B \sim^{*} C$ note first that $C \sim \sim^{*} \cup C_{n}$ since $\cap D_{n} \sim^{*} \varnothing$. Suppose that $B<{ }^{*} C$. Then $B<{ }^{*} \cup C_{n}$ and, by $C 6$, there is a $G \subseteq \cup C_{n}$ for which $\varnothing<^{*} G$ and

$$
B \cup G<{ }^{*}\left(\cup \mathcal{C}_{n}\right) / G
$$

Since $B \cap G=\varnothing$ and $B_{n} \leqslant * B$ (since $B_{n} \subseteq B$ ), $F 4$ implies

$$
B_{n} \cup G \leqslant * B \cup G
$$

For large $n D_{n}<{ }^{*} G$ so that, again by $F 4$,

$$
B_{n} \cup D_{n}<B_{n} \cup G
$$

Since $D_{n} \cap\left(\cup C_{n}\right)<{ }^{*} G$ for large $n$ and $\cup C_{n}=\left(\cup C_{n} / G\right) \cup G=$ $\left(\cup C_{n} \mid D_{n}\right) \cup\left(\left(\cup C_{n}\right) \cap D_{n}\right)$, it follows by $C 3\left(<^{*}\right)$ that for large $n$

$$
\cup C_{n} / G \leqslant *\left(\cup C_{n}\right) / D_{n}
$$

Finally, since $\left(\cup C_{n}\right) / D_{n} \subseteq C_{n}, C l \Rightarrow\left(\cup C_{n}\right) / D_{n} \leqslant{ }^{*} C_{n}$. This and the four preceding dispiayed expressions yield $B_{n} \cup D_{n}<{ }^{*} C_{n}$ by transitivity (for large $n$ ) which contradicts $C_{n}<B_{n} \cup D_{n}$ in (1). Therefore, not $B<{ }^{*} C$. By a similar proof, not $\cup C_{n}<^{*}\left(\cup B_{n}\right) \cup\left(\cap D_{n}\right)$ so that not $C<^{*} B$.

C9. This follows from $\mathrm{C} 3\left(<^{*}\right)$ and C 8 .
We now complete the proof of Theorem 14.2.
Proof of (14.2)
Let $F 1-F 5$ hold. We shall call a partition $\left\{A_{1}, \ldots, A_{m}\right\}$ of $A$ a u.p. (uniform partition) when $\varnothing<^{*} A$ and $A_{1} \sim^{*} A_{2} \sim^{*} \cdots \sim^{*} A_{m}$, and let
$C\left(r, 2^{n}\right)=\left\{A: A\right.$ is the union of $r$ events in some $2^{n}$ part u.p. of $\left.S\right\}$.
We shall establish (14.2) through a series of steps, each of which proves a key assertion.

1. $\left[A, B \in C\left(r, 2^{n}\right)\right] \Rightarrow A \sim^{*} B$. First, if $A, B \in C\left(1,2^{n}\right)$, and if $A<^{*} B$, it follows easily from $C 3\left(<^{*}\right)$ that $S<^{*} S$. Hence, if $A, B \in C\left(1,2^{n}\right)$, then $A \sim^{*} B$. Therefore, if $A, B \in C\left(r, 2^{n}\right), A \sim^{*} B$ follows from $C 4$.
2. $\left[A \in C\left(r, 2^{n}\right), B \in C\left(r 2^{m}, 2^{n+m}\right)\right] \Rightarrow A \sim^{*} B$. First, if $A \in C\left(1,2^{n}\right)$ and $B \in C\left(2^{m}, 2^{n+m}\right)$, then $A \sim^{*} B$, for otherwise, by step 1 and $C 3\left(<^{*}\right)$ we get $S<* S$. The desired conclusion follows from $C 4$.
3. $\left[A \in C\left(r, 2^{n}\right), B \in C\left(t, 2^{m}\right)\right] \Rightarrow\left(A \leqslant * B \Leftrightarrow r / 2^{n} \leq t / 2^{m}\right)$. If $r / 2^{n}=t / 2^{m}$ then $r 2^{m}=t 2^{n}$ and, with $D \in C\left(r 2^{m}, 2^{n+m}\right)$ it follows from step 2 that $A \sim^{*} D$ and $B \sim^{*} D$, so that $A \sim^{*} B$. If $r 2^{m}<t 2^{n}$ then, with $D_{1} \in$ $C\left(r 2^{m}, 2^{n+m}\right)$ and $D_{2} \in C\left(t 2^{n}, 2^{n+m}\right)$ we get $A \sim \sim_{1} D_{1}$ and $B \sim^{*} D_{2}$. But surely $D_{1}<^{*} D_{2}$ when $r 2^{m}<t 2^{n}$. Therefore $A<^{*} B$.
4. For $A \subseteq S$ let $k\left(A, 2^{n}\right)$ be the largest integer $r$ (possibly zero) such that $B \leqslant{ }^{*} A$ when $B \in C\left(r, 2^{n}\right)$, and define

$$
\begin{equation*}
p^{*}(A)=\sup \left\{k\left(A, 2^{n}\right) / 2^{n}: n=0,1,2, \ldots\right\} \tag{14.6}
\end{equation*}
$$

Clearly, $P^{*}(\varnothing)=0, P^{*}(S)=1$, and $P^{*}(A) \geq 0$ for all $A \subseteq S$. Moreover,

$$
\begin{equation*}
A \in C\left(r, 2^{n}\right) \Rightarrow p^{p *}(A)=r / 2^{n} \tag{14.7}
\end{equation*}
$$

If $A \in C\left(r, 2^{n}\right)$ then, by (14.6), $P^{*}(A) \geq r / 2^{n}$. If, in fact $P^{*}(A)>r / 2^{n}$ then for some $B \in C\left(t, 2^{m}\right)$ with $r / 2^{n}<t / 2^{m}, B \leqslant{ }^{*} A$. But this is impossible by step 3.
5. $A \leqslant{ }^{*} B \Rightarrow P^{*}(A) \leq P^{*}(B)$. This is obvious from (14.6).
6. $P^{*}$ is finitely additive. Let $A \cap B=\varnothing$. It follows that, for each $n$, there is a $2^{n}$ part u.p. of $S$ for which $A_{n}$ and $B_{n}$ are unions of elements in this partition, with $A_{n} \cap B_{n}=\varnothing, A_{n} \in C\left(k\left(A, 2^{n}\right), 2^{n}\right), B_{n} \in C\left(k\left(B, 2^{n}\right), 2^{n}\right)$, $A_{n} \leqslant{ }^{*} A, B_{n} \leqslant{ }^{*} B$. Hence $A_{n} \cup B_{n} \leqslant{ }^{*} A \cup B$ by $C 3$, and $k\left(A, 2^{n}\right)+$ $k\left(B, 2^{n}\right) \leq k\left(A \cup B, 2^{n}\right)$. Since, for any $A \subseteq S$, it is easily seen that
$\boldsymbol{k}\left(A, 2^{n}\right) / 2^{n}$ does not decrease as $\boldsymbol{n}$ increases, it follows from Exercise 10.7 that

$$
P^{*}(A)+P^{*}(B) \leq P^{*}(A \cup B) .
$$

If we now define $k^{*}\left(A, 2^{n}\right)$ as the smallest integer $r$ such that $A \leqslant{ }^{*} B$ when $B \in C\left(r, 2^{n}\right)$, it readily follows from the fact that $\left\{r / 2^{n}: r=0, \ldots, 2^{n}\right.$; $n=0,1, \ldots\}$ is dense in $[0,1]$ that $\inf \left\{k^{*}\left(4,2^{n}\right) / 2^{n}: n=0,1, \ldots\right\}=$ $\sup \left\{k\left(A, 2^{n}\right) / 2^{n}: n=0,1, \ldots\right\}$. A proof symmetric to that just completed then implies that

$$
P^{*}(A \cup B) \leq P^{*}(A)+P^{*}(B) \quad \text { when } A \cap B=\varnothing
$$

so that $P^{*}(A \cup B)=P^{*}(A)+P^{*}(B)$.
7. $\varnothing<{ }^{*} A \Rightarrow 0<P^{*}(A)$. Let $\varnothing<^{*} A$. By $F 5$ there is a partition $\left\{A_{1}, \ldots, A_{n}\right\}$ of $S$ for which $A_{i}<{ }^{*} A$ for each $i$. Then, by step $5, P^{*}\left(A_{i}\right) \leq$ $P^{\boldsymbol{*}}(A)$. Finite additivity then requires that $P^{*}(A)>0$.
8. $A<{ }^{*} B \Rightarrow P^{*}(A)<P^{*}(B)$. Suppose $A<{ }^{*} B$. Then, using $F 5$, there is a $C \subseteq S$ for which $\varnothing<^{*} C, C \cap A=\varnothing$, and $C \cup A<^{*} B$. By finite additivity and step $5, P^{*}(C)+P^{*}(A) \leq P^{*}(B)$. Since $P^{*}(C)>0$ by step 7, $P^{*}(A)<P^{*}(B)$.

Steps 5 and 8 imply (14.2) and it is obvious that $P^{*}$ as defined here is the only probability measure on $S$ that satisfies (14.2).

Proof that $(B \subseteq S, 0 \leq \rho \leq 1) \Rightarrow P^{*}(C)=\rho P^{*}(B)$ for some $C \subseteq B$
If $P^{*}(B)=0$ the result is obvious. Assume then that $P^{*}(B)>0$, and consider a sequence $\left\{A_{1}^{1}, A_{2}^{1}\right\},\left\{A_{1}^{2}, \ldots, A_{4}^{2}\right\}, \ldots,\left\{A_{1}^{n}, \ldots, A_{2^{n}}^{n}\right\}, \ldots$ of $2^{n}$ part u.p.'s of $B$ for which $\left\{A_{2 i-1}^{n+1}, A_{2 i}^{n+1}\right\}$ is a 2 part u.p. of $A_{i}^{n}$. For a given $n$ let $m=\sup \left\{j: P^{*}\left(\bigcup_{i=1}^{i} A_{i}^{n}\right)<\rho P^{*}(B)\right\}$ so that

$$
P^{*}\left(\bigcup_{1}^{m} A_{i}^{n}\right)+2^{-n} P^{*}(B) \geq \rho P^{*}(B),
$$

and let $k=\inf \left\{j: P^{*}\left(\bigcup_{i=1}^{2 n} A_{i}^{n}\right)<(1-\rho) P^{*}(B)\right\}$ so that

$$
P^{*}\left(\bigcup_{k}^{2^{n}} A_{i}^{n}\right)+2^{-n} P^{*}(B) \geq(1-\rho) P^{*}(B) .
$$

Let $C_{n}=\bigcup_{i m 1}^{m} A_{i}^{n}$ and $D_{n}=\bigcup_{i=k}^{2^{n}} A_{i}^{n}$ so that $C_{1} \subseteq C_{2} \subseteq \cdots, D_{2} \subseteq$ $D_{2} \subseteq \cdots, C_{n} \cap D_{n}=\varnothing$ for all $n$, and $P^{*}\left(C_{n}\right) \geq \rho^{*}(B)-2^{-n P *}(E)$ and $P^{*}\left(D_{n}\right) \geq(1-\rho) P^{*}(B)-2^{-n} P^{*}(B)$ for all $n$. Since $C_{n} \subseteq U_{n} C_{n}$ and $D_{n} \subseteq \bigcup_{n} D_{n}, \rho P^{*}(B) \leq P^{*}\left(\cup C_{n}\right)$ and $(1 \cdots p) P^{*}(B) \leq P^{*}\left(U_{n} D_{n}\right)$. Moreover, $\left(\cup C_{n}\right) \cap\left(\cup D_{n}\right)=\varnothing$. Hence, by finite additivity, $C 1$, and (14.2),

$$
P^{*}\left(\cup C_{n}\right)+P^{*}\left(\cup D_{n}\right)=P^{*}\left(\left(\cup C_{n}\right) \cup\left(\cup D_{n}\right)\right) \leq P^{*}(B)
$$

which requires $P^{*}\left(\cup C_{n}\right)=\rho^{P^{*}}(B)$ and $P^{*}\left(\cup D_{n}\right)=(1-\rho) P^{*}(B)$.

### 14.3 PROBABILITIES FROM PREFERENCES

This section shows how F1-F5 of Theorem 14.2 follow from PI-P6 and (14.1), which is

$$
\begin{align*}
& A<{ }^{*} B \Leftrightarrow\left[\left(x<y, f=y \text { on } A, f=x \text { on } A^{c}, g=y \text { on } B,\right.\right. \\
& g=x\text { on } \left.\left.B^{c}\right) \Rightarrow f<g\right] . \tag{14.1}
\end{align*}
$$

If $x \sim y$ for all $x, y \in X$ then $A<* B$ for every $A, B \subseteq S$. P5 clears up this potential snag. [Savage, who uses a different definition than (14.1), gets $A \sim^{*} B$ for all $A, B \subseteq S$ when $P 5$ is false. His definition is $A \leqslant * B \Leftrightarrow$ [ $(x<y, \ldots) \Rightarrow f \leqslant g]$. The main difference here is stylistic.]

Since $P 5$ says that $x<y$ for some $x, y \in X$, it then follows from (14.1) and PI that $<^{*}$ is asymmetric: $A<{ }^{*} B \Rightarrow$ not $B<{ }^{*} A$. Suppose not $A<^{*} B$ and not $B<{ }^{*} C$. With $x<y$ it follows from P4 and (14.1) that ( $f=y$ on $A, f=x$ on $A^{c}, g=y$ on $B, g=x$ on $B^{c}$, not $f<g$ ) and that ( $g=y$ on $B, g=x$ on $B^{c}, h=y$ on $C, h=x$ on $C^{c}$, not $g<h$ ), so that, using $P 1$, $\left(f=y\right.$ on $A, f=x$ on $A^{c}, h=y$ on $C, h=x$ on $\left.C^{c}, \operatorname{not} f<h\right)$, so that not $A<{ }^{*} C$. Hence $(P 1, P 4, P 5) \Rightarrow F 3,<*$ on the set of all subsets of $S$ is a weak order.

Letting $A=\varnothing$ and $B=S$ in (14.1), $\varnothing<* S$ follows immediately from the definition of $<$ on $X . \varnothing<^{*} S$ is $F 2$.

Suppose $A$ is null and $\left(x<y, f=y\right.$ on $A, f=x$ on $A^{c}, g=x$ on $S$ ). Then, since $f=g$ on $A^{c}, f \sim g$. Hence not $A<{ }^{*} \varnothing$. If $A$ is not null and ( $x<y, f=x$ on $S, g=y$ on $A, g=x$ on $A^{c}$ ) then $f<g$ given $A$ by $P 3$, and since $f=g$ on $A^{c}, f<g$ by the definition of conditional preference. It then follows that $\varnothing<{ }^{*} A$. This verifies $F 1$ in the presence of $F 3$.
$F 4$ is implied by $P 2$ and $P 4$. Assume $A \cap C=B \cap C=\varnothing$. If $P 5$ is false then $A<{ }^{*} B$ and $A \cup C<{ }^{*} B \cup C$ follow. Assume then that $x<y$. Let

$$
\begin{array}{rlrlrl}
f & =y & \text { on } A, & f & =x & \text { on } A^{c} \\
g & =y & \text { on } B, & g & =x & \text { on } B^{c} \\
f^{\prime} & =y & \text { on } A \cup C, & f^{\prime}=x & \text { on }(A \cup C)^{c} \\
g^{\prime} & =y & \text { on } B \cup C, & g^{\prime}=x & \text { on }(B \cup C)^{c} .
\end{array}
$$

Since $f=f^{\prime}$ and $g=g^{\prime}$ on $C^{c}$, and $f=g$ and $f^{\prime}=g^{\prime}$ on $C, P 2$ says that $f<g \Leftrightarrow f^{\prime}<g^{\prime}$. If $A<{ }^{*} B$ then $f<g$ by (14.1), then $f^{\prime}<g^{\prime}$, then $A \cup C<* B \cup C$ by (14.1) and P4. By the reverse procedure $A \cup C<*$ $B \cup C \Rightarrow A<{ }^{*} B$.

To verify $F 5$ suppose $A<{ }^{*} B$. Take $x<y$ by $P 5$. With $f, g$ as in (14.1), $f<g$. By P6 there is a partition $\left\{C_{2}, \ldots, C_{m}\right\}$ of $S$ such that $f_{i}<g$ when $f_{i}=y$ on $C_{i}$ and $f_{i}=f$ on $C_{i}$. Since $f_{i}=y$ on $A \cup C_{i}$ and $f_{i}=x$ on $\left(A \cup C_{i}\right)^{c}$ and $f_{i}<g$, (14.1) and $P 4$ imply $A \cup C_{i}<{ }^{*} B$.

Thus, $F 1-F 5$ follow from $P_{1-P 6}$ under (14.1). Therefore, by Theorem 14.2, $P 1-P 6$ imply the existence of $P^{*}$ as specified in (14.2) and (14.3).

### 14.4 UTILITY FOR SIMPLE ACTS

$P^{*}$ as specified in (14.2) and (14.3) induces a probability measure $P_{f}$ on (the set of subsets of) $X$ for cach $f \in F$ as follows:

$$
\begin{equation*}
P_{f}(Y)=P^{*}\{f(s) \in Y\} \quad \text { for each } Y \subseteq X, \tag{I4.8}
\end{equation*}
$$

where, as usual, $P^{*}\{f(s) \in Y\}$ means $P^{*}(\{s: f(s) \in Y\})$. Let $T$, be the set of all simple probability measures on $X$ and let $\mathscr{T}=\left\{P_{f}: f \in F\right\}$. With $F$ the set of all functions on $S$ to $X$ it follows from (14.3) that $\mathbb{T}_{s} \subseteq \mathscr{T}$.

Later in this section we shall prove that the three conditions of Theorem 8.2 follow from PI-P6. Before doing that we note that for any $P \in \mathbb{T}$ there may be many different acts in $F$ that have this $P$ as their measure on $X$ induced by $P^{*}$. Clearly then, if (14.4) is to hold it is absolutely essential to have $f \sim g$ when $P_{f}=P_{g}$.

THEOREM 14.3. $\left(P 1-P 6 ; P_{f}=P_{g} ; P_{f}, P_{g} \in \mathbb{T}_{s}\right) \Rightarrow f \sim g$.
Preparatory to proving this we shall prove two lemmas, the first of which will be used extensively in later developments.

LEMMA 14.1. ( $P 1, P 2,\left\{A_{1}, \ldots, A_{n}\right\}$ is a partition of $A, f \leqslant g$ given $A_{i}$ for each $i) \Rightarrow f \leqslant g$ given $A .\left(P 1, P 2,\left\{A_{1}, \ldots, A_{n}\right\}\right.$ is a partition of $A, f \leqslant g$ given $A_{i}$ for each $i, f<g$ given $A_{i}$ for some $\left.i\right) \Rightarrow f<g$ given $A$.

LEMMA 14.2. ( $P 1-P 4, A \cap B=\varnothing, A \sim * B, f=x$ and $g=y$ on $A$, $f=y$ and $g=x$ on $B) \Rightarrow f \sim g$ given $A \cup B$.

Proof of Lemma 14.I. Let the hypotheses of the first part hold. Let $f^{\prime}=f$ and $g^{\prime}=g$ on $A$, and $f^{\prime}=g^{\prime}$ on $A^{c}$. By (P1, P2), $f \leqslant g$ given $A \Leftrightarrow f^{\prime} \leqslant g^{\prime}$. For $i=1, \ldots, n-1$ let

$$
\begin{aligned}
& f_{i}=g^{\prime}=g \quad \text { on } \bigcup_{j=1}^{i} A_{j} \\
& f_{i}=f^{\prime}=f \quad \text { on } \bigcup_{j=i+1}^{n} A_{j} \\
& f_{i}=f^{\prime}=g^{\prime} \quad \text { on } A^{c} .
\end{aligned}
$$

Since $f \leqslant g$ given $A_{i}$ for each $i,(P 1, P 2) \Rightarrow f^{\prime} \leqslant f_{1}, f_{1} \leqslant f_{2}, \ldots, f_{n-1} \leqslant g^{\prime}$ and hence $f^{\prime} \leqslant g^{\prime}$. If $f<g$ given $A_{i}$ for some $i$ also then one $\leqslant$ in the sequence is $<$ and hence $f^{\prime}<g^{\prime}$, or $f<g$ given $A$.

Proof of Lemma 14.2. Let the hypotheses of the lemma hold. Let

$$
\begin{array}{llll}
f^{\prime}=y & \text { on } B, & f^{\prime}=x & \text { on } B^{c} \\
g^{\prime}=y & \text { on } A, & g^{\prime}=x & \text { on } A^{c} .
\end{array}
$$

If $x<y$ then $f^{\prime} \sim g^{\prime}$ by $A \sim^{*} B$, (14.1), and P4. Since $f^{\prime}=g^{\prime}=x$ on $(A \cup B)^{c}, P i \Rightarrow f^{\prime} \sim g^{\prime}$ given $(A \cup B)^{c}$. Then $f^{\prime} \sim g^{\prime}$ given $A \cup B$ for otherwise, by Lemma 14.1, either $f^{\prime}<g^{\prime}$ or $g^{\prime}<f^{\prime}$. Since $f=f^{\prime}$ and $g=g^{\prime}$ on $A \cup B,(P 1, P 2) \Rightarrow f \sim g$ given $A \cup B$. If $y<x$ the conclusion is the same. Finally, suppose $x \sim y$. If $A(B)$ is null then $f \sim g$ given $A(B)$ follows from the definitions of conditional preference and null events. If $A(B)$ is not null then $f \sim g$ given $A(B)$ follows directly from P3. Hence, by Lemma 14.1, $f \sim g$ given $A \cup B$.

Proof of Theorem 14.3. Let $P 1-P 6$ hoid. We are to prove that if the $x_{i}$ are all different and if

$$
\begin{gathered}
f=x_{i} \text { on } A_{i}, g=x_{i} \text { on } B_{i} \quad \text { for } i=1, \ldots, n \\
0<P^{*}\left(A_{i}\right)=P^{*}\left(B_{i}\right) \quad \text { for } i=1, \ldots, n, \quad \text { and } \sum_{i} P^{*}\left(A_{i}\right)=1,
\end{gathered}
$$

then $f \sim g$. Under these hypotheses $S / \cup A_{i}$ and $S / \cup B_{i}$ are null events (Exercise 17). Hence, with $f^{\prime}=f$ on $\cup A_{i}, f^{\prime}=x_{1}$ on $S / \cup A_{i}, g^{\prime}=g$ on $\bigcup B_{i}$, and $g^{\prime}=x_{1}$ on $S / \bigcup B_{i}, f^{\prime} \sim f$ and $g^{\prime} \sim g$ so that $f \sim g \Leftrightarrow f^{\prime} \sim g^{\prime}$. Thus it will suffice to prove that $f \sim g$ when $\left\{A_{1}, \ldots, A_{n}\right\}$ and $\left\{B_{1}, \ldots, B_{n}\right\}$ are partitions of $S$.
$f \sim g$ if $n=1$. Using induction on $n>1$ we shall "eliminate" $x_{n}$. Thus, assume the theorem is true for $n-1$, and with $n>1$ let

$$
A=A_{n} \cap B_{n}^{c} \quad \text { and } B=B_{n} \cap A_{n}^{e}
$$

so that $A \cap B=\varnothing$ and $P^{*}(A)=P^{*}(B)$, the latter by $P^{*}\left(A_{n} \cap B_{n}^{c}\right)+$ $P^{*}\left(A_{n} \cap B_{n}\right)=P^{*}\left(A_{n}\right)=P^{*}\left(B_{n}\right)=P^{*}\left(B_{n} \cap A_{n}^{c}\right)+P^{*}\left(B_{n} \cap A_{n}\right)$. Let $D_{i}=B \cap A_{i}$ for $i=1, \ldots, n$ so that $\left\{D_{1}, \ldots, D_{n-1}\right\}$ is a partition of $B$. Then, by (14.3), there is a partition $\left\{C_{1}, \ldots, C_{n-1}\right\}$ of $A$ for which

$$
\begin{equation*}
P^{*}\left(C_{i}\right)=P^{*}\left(D_{i}\right) \quad i=1, \ldots, n-1 . \tag{14.9}
\end{equation*}
$$

Let $f_{0}=f$ and define $f_{1}, \ldots, f_{n-1}$ recursively thus: $f_{i}=f_{i-1}$ on $\left(C_{i} \cup D_{i}\right)^{e}$, $f_{i}=x_{n}$ on $D_{i}, f_{i}=x_{i}$ on $C_{i}$. Figure 14.1 illustrates this along with $g$. By (14.9) and Lemma 14.2, $f_{i} \sim f_{i-1}$ given $C_{i} \cup D_{i}$ for $i=1, \ldots, n-1$. Since $f_{i}=f_{i-1}$ on $\left(C_{i} \cup D_{i}\right)^{d}, f_{i} \sim f_{i-1}$ given $\left(C_{i} \cup D_{i}\right)^{e}$. Therefore, by Lemma 14.1, $f_{i} \sim f_{i-1}$ for $i=1, \ldots, n-1$ so that $f \sim f_{n-1}$.


Figure 14.1
It remains to show that $f_{n-1} \sim g$. With $B_{n}=B \cup\left(A_{n} \cap B_{n}\right)$ let

$$
\begin{array}{rlrlrl}
f^{\prime} & =f_{n-1} & \text { on } & B_{n}^{c} & g^{\prime} & =g \\
& =x_{n-1} & \text { on } & \text { on } B_{n} & & \\
& =x_{n-1}^{c} & \text { on } & B_{n} .
\end{array}
$$

Then, as shown by Figure 14.1, the only consequences that can occur with $f^{\prime}$ and $g^{\prime}$ are $x_{1}, \ldots, x_{n-1} . x_{n}$ has been eliminated. By (14.9) and Figure 14.1, $P^{*}\left\{f_{n-1}(s)=x_{i}\right\}=P^{*}\left\{f(s)=x_{i}\right\}$. Hence

$$
\begin{gathered}
P^{*}\left\{f^{\prime}=x_{i}\right\}=P^{*}\left\{g^{\prime}=x_{i}\right\}=P^{*}\left(B_{i}\right) \quad \text { for } i=1, \ldots, n-2, \\
P^{*}\left\{f^{\prime}=x_{n-1}\right\}=P^{*}\left\{g^{\prime}=x_{n-1}\right\}=P^{*}\left(B_{n-1}\right)+P^{*}\left(B_{n}\right)
\end{gathered}
$$

which fits our initial format with $n$ replaced by $n-1$. Thus $f^{\prime} \sim g^{\prime}$ by the induction hypothesis. Then, since $f^{\prime} \sim g^{\prime}$ given $B_{n}$, Lemma 14.1 requires $f^{\prime} \sim g^{\prime}$ given $B_{n}^{c}$. Then, since $f_{n-1}=f^{\prime}$ and $g=g^{\prime}$ on $B_{n}^{c}, f_{n-1} \sim g$ given $B_{n}^{c}$. Also, since $f_{n-1}=g$ on $B_{n}, f_{n-1} \sim g$ given $B_{n}$. Hence $f_{n-1} \sim g$ by Lemma 14.1.

## The Axioms of Chapter 8

Defining $<$ on $\mathscr{T}_{\text {s }}$ by

$$
\begin{equation*}
P<Q \Leftrightarrow f<g \quad \text { whenever } P_{f}=P \quad \text { and } \quad P_{g}=Q \tag{14.10}
\end{equation*}
$$

$P 1$ and Theorem 14.3 imply that $<$ on $\int_{z}$ is a weak order. The second and third conditions of Theorem 8.2 follow from the next two lemmas.

LEMMA 14.3. ( $\left.P, Q, R \in \mathcal{T}_{s}, 0<\alpha<1, P 1-P 6\right) \Rightarrow(P<Q \Leftrightarrow \alpha P+$ $(1-\alpha) R<\alpha Q+(1-\alpha) R)$.

LEMMA 14.4. $\left(P, Q \in \mathscr{S}_{3}, f \in F, P<Q, P \leqslant f \leqslant Q, P 1-P 6\right) \Rightarrow$ there is one and only one $\alpha \in[0,1]$ such that $f \sim \alpha P+(1-\alpha) Q$.

Of course $f<P \Leftrightarrow f<g$ when $P_{0}=P$, with similar definitions for $f \leqslant P$, $f \sim P, \ldots$. Theorem 14.3 guarantees no ambiguity here as long as $P \in \mathcal{F}_{a}$. The fact that Lemma 14.4 holds for any $f \in F$ will be used in the next section.

Proof of Lemma 14.3. Throughout this proof and the proof of Lemma 14.4 we shall take $\left\{x_{1}, \ldots, x_{n}\right\}=\{x: P(x)>0\}$ with $P\left(x_{i}\right)=\alpha_{i},\left\{y_{1}, \ldots, y_{m}\right\}=$ $\{x: Q(x)>0\}$ with $Q\left(y_{i}\right)=\beta_{j}$, so that $\sum \alpha_{i}=\sum \beta_{i}=1$, and let $w$ be $a$ most preferred consequence in $\left\{x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{m}\right\}$. $A(\alpha)$ will denote an event in $S$ for which $P^{*}=\alpha$. Equation (14.3) will be used freely to construct events with various probabilities.

For Lemma 14.3 we shall consider $f<g$ given $D(\alpha)$ with $D(\alpha>0) \subseteq S$, $P_{D}^{*}\left(f=x_{i}\right)=\alpha_{i}(i=1, \ldots, n)$ and $P_{D}^{*}\left(g=y_{j}\right)=\beta_{j}(j=1, \ldots, m)$. In view of Theorem 14.3 and the first paragraph of its proof, $f<g$ given $D(1) \Leftrightarrow P<Q$, and $f<g$ given $D(\alpha) \Leftrightarrow \alpha P+(1-\alpha) R<\alpha Q+(1-\alpha) R$. (When $\alpha<1$ let $f=g$ on $D(\alpha)^{c}$ with probabilities on $D(\alpha)^{c}$ equal to ( $1-\alpha$ ) times the positive $R(x)$.) To prove the lemma we shall show that if $f<g$ given $D(\alpha)$ for one $\alpha \in(0,1]$ then $f<g$ given $D(\alpha)$ for every $\alpha \in(0,1]$.

Thus suppose that $f<g$ given $D(\gamma)$. Then, by considering $n$ part uniform partitions of $D(\gamma)$, it follows from Lemma 14.1 that $f<g$ given $D(\gamma / n)$ for every positive integer n. Moreover, $f<g$ given $D(r \gamma)$ for every rational number $r \in(0,1 / \gamma]$.

Let $0<\beta<1$ be such that $f<g$ given $D(\beta)$. Let

$$
f^{*}=f \text { and } g^{*}=g \quad \text { on } D(\beta), \quad f^{*}=g^{*}=w \quad \text { on } D(\beta)^{c}
$$

so that $f^{*}<g^{*}$. Then, using $P 6 m$ times (once for each $y_{j}$ ) and Lemma 14.1 if necessary (so as not to exhaust all of $1-\beta$ before the $m$ uses of $P 6$ are completed), we obtain $g^{\prime \prime}$ with $f^{*}<g^{\prime \prime}$ and

$$
\begin{aligned}
g^{\prime \prime} & =g^{*}=g \quad \text { on } D(\beta) \\
& =y_{j} \text { on } C_{j}\left(\lambda_{j}\right) ; \lambda_{j}>0, C_{j}\left(\lambda_{j}\right) \subseteq D(\beta)^{e}, C_{j} \cap C_{k}=\varnothing, \\
& =w \text { on }\left(D(\beta) \cup\left(\bigcup_{j=1}^{m} C_{j}\left(\lambda_{j}\right)\right)\right) .
\end{aligned}
$$

Taking $C_{j}\left(\delta \beta_{j}\right) \subseteq C_{i}\left(\lambda_{j}\right)$ for $j=1, \ldots, m$ with $\delta>0$, let $g^{0}=g^{\prime \prime}$ except that $g^{0}=w$ on $C_{i}\left(\lambda_{j}\right) / C_{j}\left(\delta \beta_{j}\right)$. Since $y_{j} \leqslant w$, Lemma 14.1 implies that $g^{\prime \prime} \leqslant g^{\circ}$, with

$$
\begin{aligned}
g^{\theta} & =g \text { on } D(\beta+\delta)=D(\beta) \cup\left(\bigcup_{j=1}^{m} C_{j}\left(\delta \beta_{j}\right)\right) \\
& =w \text { on } D(\beta+\delta)^{c} .
\end{aligned}
$$

Also take $f^{0}=f^{*}$ except that $f^{0}=x_{i}$ on $E_{i}\left(\delta \alpha_{i}\right)$ where the $E_{i}$ iorm a partition of $\bigcup_{j=1}^{m} C_{j}\left(\delta \beta_{j}\right)$. Since $x_{i} \leqslant w, f^{0} \leqslant f^{*}$ by Lemma 14.1 with

$$
\begin{aligned}
& f^{0}=f \quad \text { on } \quad D(\beta+\delta) \\
& =w \text { on } D(\beta+\delta)^{c} .
\end{aligned}
$$

Then $f^{0}<g^{0}$ since $f^{0} \leqslant f^{*}<g^{\prime \prime} \leqslant g^{0}$, and hence $f<g$ given $D(\beta+\delta)$. Since this holds for all $\delta$ in some interval ( $0 . t$ ], it follows from this and the preceding paragraph that $f<g$ given $D(\alpha)$ for all $\alpha \in(0,1)$. Also, since $f<g$ given $D(1 / 2)$, Lemma 14.1 gives $f<g$ given $D(1)$.

Proof of Lemma 14.4. As in the proof of $C 1$ of Theorem 8.3, ( $P, Q \in T_{s}$, $P<Q, 0 \leq \alpha<\beta \leq 1) \Rightarrow \beta P+(1-\beta) Q<\alpha P+(1-\alpha) Q$ follows readily from Lemma 14.3. Thus, under the hypotheses of Lemma 14.4 there is one and only one $\alpha \in[0,1]$ such that

$$
\begin{array}{ll}
\beta P+(1-\beta) Q<f & \text { if } \beta>\alpha \\
f<\beta P+(1-\beta) Q & \text { if } \beta<\alpha \tag{14.12}
\end{array}
$$

Clearly, only $\alpha$ can satisfy $f \sim \alpha P+(1-\alpha) Q$.
Suppose then that $\alpha P+(1-\alpha) Q<f$. This requires $\alpha>0$. Let

$$
\begin{aligned}
g & =x_{i} \quad \text { on } & D\left(\alpha a_{i}\right) & & i=1, \ldots, n \\
& =y_{j} \text { on } & D\left((1-\alpha) \beta_{j}\right) & & j=1, \ldots, m
\end{aligned}
$$

where $\left\{D\left(\alpha \alpha_{1}\right), \ldots, D\left((1-\alpha) \beta_{m}\right)\right\}$ is a partition of $S$. Then $P_{g}=\alpha P+$ $(1-\alpha) Q$. Hence $g<f$ by Theorem 14.3 and $P 1$. Then by repeated uses of $P 6$ obtain $g^{\prime}<f$ where $g^{\prime}=g$ except that $g^{\prime}=w$ on $C_{i}\left(\gamma_{i}>0\right) \subseteq D\left(\alpha \alpha_{i}\right)$ for $i=1, \ldots, n$. With $\beta<\alpha$ and $\alpha-\beta$ small, take $C_{i}\left(\gamma_{i}^{\prime}>0\right) \subseteq C_{i}\left(\gamma_{i}\right)$ with $\gamma_{i}^{\prime}=(\alpha-\beta) \alpha_{i}$ and let $g^{0}=g^{\prime}$ except that $g^{0}=x_{i}$ on $C_{i}\left(\gamma_{i}\right) / C_{i}\left(\gamma_{i}^{\prime}\right)$. By Lemma 14.1, $g^{0} \leqslant g^{\prime}$ with

$$
\begin{array}{rlrlrl}
g^{0} & =x_{i} \text { on } & & D\left(\beta \alpha_{i}\right) \subset D\left(\alpha \alpha_{i}\right) & & i=1, \ldots, n \\
& =y_{j} \text { on } D\left((1-\alpha) \beta_{j}\right) & & j=1, \ldots, m \\
& =w \text { on } D(\alpha-\beta) . & &
\end{array}
$$

Now change $g^{0}$ to $h$ by partitioning $D(x-\beta)$ into $\left\{D\left(\beta_{1}(\alpha-\beta)\right), \ldots\right.$, $\left.D\left(\beta_{m}(\alpha-\beta)\right)\right\}$ and replacing $w$ on $\left.D\left(\beta_{j}{ }^{\prime} \alpha-\beta\right)\right)$ by $y_{j}$. By Lemma 14.1, $h \leqslant g^{0}$, so that by transitivity $h<f$. But $P_{\mathrm{n}}=\beta P+(1-\beta) Q$ by construction and since $\beta<\alpha$ we have obtained a contradiction to (14.12). Hence $\alpha P+(1-\alpha) Q<f$ is false. Similarly, $f<\alpha P+(1-\alpha) Q$ is false for this leads to a contradiction of (14.11). Hence $f \sim \alpha P+(1-\alpha) Q$.

In view of the results of this section and those of Chapter 8 we can state the following theorem, in which $P^{*}$ is as given by (14.2) and (14.3) through (14.1).

THEOREM 14.4. P1-P6 imply that there is a real-valued function $u$ on $X$ such that

$$
f<g \Leftrightarrow E\left[u(f(s)), P^{*}\right]<E\left[u(g(s)), P^{*}\right], \quad \text { for all } P_{f}, P_{q} \in \mathbb{T}_{n}
$$

and when $u$ satisfies this representation it is unique up to a positive linear transformation.

In the rest of this chapter, $u$ is assumed to satisfy (14.13).

### 14.5 UTILITIES ARE BOUNDED

In proving that $u$ on $X$ is bounded, we shall use the foliowing lemma, whose proof follows easily from $P 7$.

LEMMA 14.5. ( $P 1, P 2, P 7, x<f$ given $A$ and $x<g$ given $A$ for every $x \in X) \Rightarrow f \sim g$ given $A$. ( $P 1, P 2, P 7, f<x$ given $A$ and $g<x$ given $A$ for every $x \in X) \Rightarrow f \sim g$ given $A$.

In the proof of the following theorem $\sup T=\infty$ means that $T$ is a set of real numbers and, if $c \in \operatorname{Re}, t>c$ for some $t \in T$. sup $T=\infty$ means that $T$ is unbounded above. In addition, when $f$ is such that $P^{*}\{u(f(s))>d\}=1$ for some number $d, E\left(u, P_{f}\right)=\infty$ means that sup $\left\{E\left[\inf \{u(f(s)), c\}, P^{*}\right]: c \in\right.$ $R e\}=\infty$.

THEOREM 14.5. $(P 1-P 7) \Rightarrow u$ on $X$ is bounded.
Proof. Let Pl-P7 hold and suppose that $u$ on $X$ is unbounded above. Using (14.3) construct a sequence $B_{1}, B_{2}, \ldots$ of disjoint events in $S$ with $P^{*}\left(B_{n}\right)=2^{-n}$ for $n=1,2, \ldots$. If $\cup_{n=1}^{\infty} B_{n}$ does not exhaust $S$, add $S / \cup B_{n}$ to $B_{1}$. Take $u\left(x_{n}\right) \geq 2^{n}$ for each $n$ and let

$$
f=x_{n} \quad \text { on } \quad B_{n}, \quad n=1,2, \ldots,
$$

so that $E\left[u(f(s)), P^{*}\right]=\infty$ since

$$
E\left[\inf \left\{u(f(s)), 2^{n}\right\}, p^{*}\right] \geq \sum_{i=1}^{n} P^{*}\left(B_{i}\right) u\left(x_{i}\right) \geq \sum_{i=1}^{n} 2^{-i} 2^{i}=n
$$

for $n=1,2, \ldots$. Let $x$ be any consequencc. Then, for some $y \in\left\{x_{1}, x_{2}, \ldots\right\}$,

$$
\begin{equation*}
u(x)<E\left[\inf \{u(f(s)), u(y)\}, P^{*}\right] . \tag{14.14}
\end{equation*}
$$

Let $f^{\prime}=f$ on $\{s: f(s) \leqslant y\}$ and $f^{\prime}=y$ on $\{s: y<f(s)\}$. Then $P_{f^{\prime}} \in \mathcal{S}_{s}$ and $E\left[u\left(f^{\prime}(s)\right), P^{*}\right]=E\left[\inf \{u(f(s)), u(y)\}, P^{*}\right]$ so that, by Theorem 14.4 and (14.14), $x<f^{\prime}$. But $f^{\prime} \leqslant f$ by Lemma 14.1 since, by $P 7, f^{\prime} \leqslant f$ given $\{s: y<f(s)\}$. Hence $x<f$. Therefore $x<f$ for every $x$.

Next, let $z$ be such that $u\left(x_{1}\right)<u(z)$. Let $g=z$ on $B_{1}$ and $g=f$ on $B_{j}^{c}$. As in the preceding paragraph, $x<g$ for every $x$, so that $f \sim g$ by Lemma - 14.5. But $f<g$ given $B_{1}$ since $x_{1}<z$ and $P^{*}\left(B_{1}\right)>0$, and $f \sim g$ given $B_{1}^{\circ}$ since $f=g$ on $B_{i}^{e}$. Hence $f<g$ by Lemma 14.1, a contradiction. Hence $u$ is bounded above. A syinmetric proof shows that $u$ is bounded below.

### 14.6 UTILITY FOR ALL ACTS

To establish $f<g \Leftrightarrow E\left(u, P_{f}\right)<E\left(u, P_{g}\right)$ for all acts we shall first prove two lemmas.

With $P \in T_{n}, g \doteq P$ on $A$ means that $P^{*}\{s \in A$ and $g(s)=x\}=P^{*}(A) P(x)$ for all $x \in X$. We define $f<P$ given $A \Leftrightarrow f<g$ given $A$ for every $g \Rightarrow P$ on $A$. $P<f$ given $A$ is similarly defined, and $f \sim P$ given $A$ and $f \leqslant P$ given $A$ are defined in the usual way. Note that, by Theorem 14.3, if $f<g$ given $A$ for one $g=P \in \mathbb{f}$, on $A$, then $f<h$ given $A$ for every $h \doteq P$ on $A$. If $A$ is nuil, $g \doteq P$ on $A$ for every $g$.

LEMMA 14.6. $\quad(P 1-P 7, A \neq \varnothing, f \leqslant x$ given $A, u(f(s))<c$ for all $s \in A) \Rightarrow$ ithere is $a P \in \mathcal{T}$, for which $f \leqslant P$ given $A$ and $E(u, P) \leq c .(P 1-P 7, A \neq \varnothing$, $x \leqslant f$ given $A, c<u(f(s))$ for all $s \in A) \Rightarrow$ there is a $P \in \mathcal{J}_{s}$ for which $P \leqslant f$ given $A$ and $c \leq E(u, P)$.

LEMMA 14.7. ( $P 1-P 7,\left\{B_{1}, \ldots, B_{n}\right\}$ is a partition of $S, u(f(s))<c_{i}$ for all $\left.s \in B_{i}(i=1, \ldots, n), P \in T_{0}, P \leqslant f\right) \Rightarrow E(u, P) \leq \sum_{i=1}^{n} P^{*}\left(B_{i}\right) c_{i} .(P 1-P 7$, $\left\{B_{1}, \ldots, B_{n}\right\}$ is a partition of $S, c_{i}<u(f(s))$ for all $s \in B_{i}(i=1, \ldots, n)$, $\left.P \in \mathscr{S}_{s}, f \leqslant P\right) \Rightarrow \sum_{i=1}^{n} P^{*}\left(B_{i}\right) c_{i} \leq E(u, P)$.

It will suffice to prove the first jart of each lemma. In each proof the hypotheses of the first part are assumed to hold.

Proof of Lemma 14.6. If $u(x) \leq c$ let $P(x)=1$. Then $f \leqslant P$ given $A$ by hypothesis and $E(u, P)=u(x) \leq c$. Henceforth suppose that $c<u(x)$. Let $y$ be any consequence for which $u(y) \leq c$, as assured by $A \neq \varnothing$ and $u(f(s))<c$ for all $s \in A$. Let $P$ be the unique combination of $x$ and $y$ for which $E(u, P)=c$. If $A$ is null then $f \leqslant P$ given $A$ and the proof is complete. Henceforth assume that $P^{*}(A)>0$.

Fix. $t \in A$. Let $g \doteq P$ on $A$ and $g=f(t)$ on $A^{d}$. Since $u(f(t))<c$,

$$
\begin{aligned}
u(f(t))=P^{*}(A) u(f(t))+ & P^{*}\left(A^{c}\right) u(f(t)) \\
& <P^{*}\left(A \mid E(u, P)+P^{*}\left(A^{*}\right) u(f(t))=E\left[u(g(s)), P^{*}\right]\right.
\end{aligned}
$$

so that, by Theorem 14.4, $f(t)<g$. Hence $f(t)<g$ given $A$. Since this holds
for each $t \in A, P 7$ implies that $f \leqslant g$ given $A$. Since $g \doteq P$ on $A, f \leqslant P$ given A.

Proof of Lemma 14.7. Suppose the conclusion is false for some $f$ and $P$ so that $\sum P^{*}\left(B_{i}\right) c_{:}<E(u, P)$. Since this can't hold if $P$ is confined with probability 1 to worst consequences, it follows that there is a $Q \in \mathbb{T}$, for which $\sum P^{*}\left(B_{i}\right) c_{i}<E(u, Q)$ and $Q<P \leqslant f$. Hence, if the lemma is true when its $P \leqslant f$ hypothesis is replaced by $P<f$ then the original lemma must be true. Thus, it will suffice to show that if PI-P7 hold, if $\left\{B_{1}, \ldots, B_{n}\right\}$ is a partition of $S$ and if

1. $u(f(s))<c_{i}$ for all $s \in B_{i}, i=1, \ldots, n$, and
2. $P \in \mathscr{S}_{s}$ and $P<f$,
then $E(u, P) \leq \sum_{i=1}^{n} P^{*}\left(B_{i}\right) c_{i}$.
To prove this we show first that $f$ can be modified, if necessary, so thai (1) and (2) hold for the modified $f$ and, for each $i$, there is a $y_{i}$ such that modified $f \leqslant y_{i}$ given $B_{i}$. If there is a $y_{i}$ such that $f \leqslant y_{i}$ given $B_{i}$, we cease to worry about this $i$. On the other hand, suppose $x<f$ given $B_{i}$ for every $x \in X$. Then $B_{i}$ can't be null so that $P^{*}\left(B_{i}\right)>0$. For this $B_{i}$ take $y<z$ and $u(y)<c_{i}$. With $P<f$ by (2), it follows from $P 6$ that there is a non-null $A \subseteq B_{i}$ for which $P<f^{\prime}$ when $f^{\prime}=f$ except on $A$ where $f^{\prime}=y$. Let $f^{*}=f$ except on $A$ where $f^{*}=z$. Since $y<z, f^{\prime}<f^{*}$ given $A$. Hence $f^{\prime}<f^{*}$ given $B_{i}$ by Lemma 14.1. It cannot be true that $x<f^{\prime}$ given $B_{i}$ for every $x \in X$ for otherwise, by Lemma $14.5, f^{\prime} \sim f^{*}$ given $B_{i}$, a contradiction. Hence there is a $y_{i} \in X$ such that $f^{\prime} \leqslant y_{i}$ given $B_{i}$. Since (1) and (2) hold for $f^{\prime}$ we see that, by considering each $i$, we obtain an act $g$ that satisfies
3. $u(g(s))<c_{i}$ for all $s \in B_{i}, i=1, \ldots, n$,
4. $P \in \mathcal{T}_{s}$ and $P<g$,
5. There is a $y_{i} \in X$ for which $g \leqslant y_{i}$ given $B_{i}, i=1, \ldots, n$.

Given such a $g$, Lemma 14.6 implies that, for each $i$, there is a $Q_{i} \in \mathcal{T}_{s}$ such that $g \leqslant Q_{i}$ given $B_{i}$ and $E\left(u, Q_{i}\right) \leq c_{i}$. Let $h \doteq Q_{i}$ on $B_{i}$ for $i=1, \ldots, n$. Then, by Lemma 14.1, $g \leqslant h$ so that $P<h$. Since $P_{h}=\sum P^{*}\left(B_{i}\right) Q_{i}$, Theorem 14.4 implies that $E(u, P)<E\left[u(h(s)), P^{*}\right]$. Since $E\left[u(h(s)), P^{*}\right]=$ $\sum P^{*}\left(B_{i}\right) E\left(u, Q_{i}\right) \leq \sum P^{*}\left(B_{i}\right) c_{i}, E(u, P)<\sum P^{*}\left(B_{i}\right) c_{i}$.

Expected Utility for All Acts
THEOREM 14.6. $P I-P 7 \Rightarrow$ (14.4).
Proof. By an appropriate positive linear transformation of $u$, we use P5 and Theorem 14.5 to specify

$$
\inf \{u(x): x \in X\}=0, \quad \sup \{u(x): x \in X\}=1
$$

Each act in $F$ falls into exactly one of the following classes:

1. $f$ is big $\leftrightarrow x<f$ for every $x \in X$,
2. $f$ is little $\Leftrightarrow f<x$ for every $x \in X$,
3. $f$ is normal $\Leftrightarrow x \leqslant f \leqslant y$ for some $x, y \in X$.

Suppose first that $f$ is normal. Lemma 14.4 guarantees that there is a $P \in \mathbb{T}_{s}$ such that $P \sim f$. Divide $S$ into $A_{1}=\{s: 0 \leq u(f(s)) \leq 1 / n\}, A_{i}=\{s:(i-1) \mid$ $n<u(f(s)) \leq i / n\}$ for $i=2, \ldots, n$. Some of the $A_{i}$ may be empty. By the definition of expectation (Definition 10.12, Exercise 10.16), $\boldsymbol{\Sigma}_{i} P^{*}\left(A_{i}\right)(i-1) \mid$ $n \leq E\left[u(f(s)), P^{*}\right] \leq \sum_{i} P^{*}\left(A_{i}\right) i / n$. Also, by Lemma 14.7, $\sum_{i} P^{*}\left(A_{i}\right)(i-$ $1-\epsilon) / n \leq E(u, P) \leq \sum_{i} P^{*}\left(A_{i}\right)(i+\epsilon) / n$ for any $\in>0$. Letting $n$ get large it follows that

$$
\begin{equation*}
E\left[u(f(s)), P^{*}\right]=E(u, P) \quad \text { when } f \sim P, P \in \mathbb{T} \tag{14.15}
\end{equation*}
$$

Suppose next that $f$ is big. By Lemma 14.5, all big acts are indifferent. We shall prove that
$f$ is big $\Rightarrow u(x)<1$ for all $x, P^{*}\{u(f(s)) \geq 1-\epsilon\}=1$

$$
f o r \in>0, E\left[u(f(s)), P^{*}\right]=1
$$

With $f$ big suppose first that $u(w)=1$ for $w \in X$. Take $x<w$, using P5. Let $A=\{s: u(f(s))<1\}, A^{c}=\{s: u(f(s))=1\}$. Then, using P7 if $A$ is not null, as in the final part of the proof of Lemma 14.6, it follows that $f \leqslant w$ given $A$. [Suppose that $w<f$ given $A^{c}$ (requiring $A^{c}$ to be non-null). Then, by $P 6$, there is a non-null $B \subseteq A^{c}$ with $w<f^{\prime}$ given $A^{c}$ and $f^{\prime}=f$ except on $B$ where $f^{\prime}=x$. Let $f^{\prime \prime}=f$ except on $B$ where $f^{\prime \prime}=w$. Then $f^{\prime}<f^{\prime \prime}$ given $A^{e}$ by Lemma 14.I. But then, using Lemma $14.5, f^{\prime} \sim f^{\prime \prime}$ given $A^{c}$, a contradiction.] Hence $f \leqslant w$ given $A^{0}$ so that $f \leqslant w$ by Lemma 14.1. But $f \leqslant w$ contradicts $f$ 's bigness. Hence $f$ is $\operatorname{big} \Rightarrow u(x)<1$ for all $x \in X$.

Suppose next that for big $f$ there is an $\epsilon>0$ for which $P^{*}\{u(f(s)) \geq$ $1-\epsilon\}<1$. Then, with $A=\{s: u(f(s))<1-\epsilon\}, P^{*}(A)>0$. It follows from the preceding paragraph that we can select $y, z \in Y$ so that

$$
1-\epsilon<u(y)<u(z)<\mathrm{i} .
$$

Let $f^{\prime \prime}=f^{\prime}=f$ except on $A$ where $f^{\prime}=y$ and $f^{\prime \prime}=z$. Then, since $u(f(s))<$ $u(y)$ for all $s \in A, f \leqslant y$ given $A$. This leads to $f \leqslant f^{\prime}<f^{\prime \prime}$. But since $f$ is big $f^{\prime \prime}$ is then big also and hence $f \sim f^{\prime \prime}$ by Lemma [4.5, a contradiction. Therefore $P^{*}\{u(f(s)) \geq 1-\epsilon\}=1$ for every $\epsilon>0$. Therefore $E\left[u(f(s)), P^{*}\right] \geq$ 1 - $\epsilon$ for every $\epsilon>0$ and, since $E$ can't exceed 1 (Exercise 10.22a), $E\left[u(f(s)), P^{*}\right]=1$.

By a symmetric proof for little acts it follows that
$f$ is little $\Rightarrow 0<u(x)$ for all $x, P^{*}\{u(f(s)) \leq \epsilon\}=1$

$$
\text { for } \epsilon>0, E\left[u(f(s)), P^{*}\right]=0,
$$

and, by Lemma 14.5, all little acts are indifferent to each other.
(14.4) follows readily from Theorem 14.4, Lemma 14.5 , the fact that every normal act is indifferent to some $P \in \mathcal{S}_{A}$, and from (14.15) and the implications for big and little acts.

### 14.7 SUMMARY

Savage's axioms for expected utility apply $<$ to the set $F$ of all functions on $\Sigma$ to $X$ (states to consequences). When $<^{*}$ (is less probable than) is defiged on the basis of $<$ is an appropriate way, his first six axioms imply that there is a probability measure $P^{*}$ on $S$ that satisfies $A<^{*} B \Leftrightarrow P^{*}(A)<$ $P^{*}(B)$, for all $A, B \subseteq S$, and, when this holds, $(B \subseteq S, 0 \leq p \leq 1) \Rightarrow$ $P^{*}(C)=\rho P^{*}(B)$ for some $C \subseteq B$, and $P^{*}$ is unique. This latter property implies that the set $\left\{P_{f}: f \in F\right\}$ of probability measures on $X$ induced by $P^{*}$ on $S$ includes the set $\mathscr{S}_{\text {, of }}$ all simple measures on $X$. By showing that axioms similar to those of Chapter 8 follow for $<$ on $\mathscr{S}_{a}$, we obtain an expectedutility representation for $\mathcal{S}_{\mathbf{n}}$, or for the set of simple acts. Savage's seventh axiom then implies that the utility function $u$ on $X$ is bounded and that the expected-utility representation $f<g \Leftrightarrow E\left[u(f(s)), P^{*}\right]<E\left[u(g(s)), P^{*}\right]$, or equivalently $f<g \Leftrightarrow E\left(u, P_{f}\right)<E\left(u, P_{g}\right)$, holds for all acts.

Savage's book (1954) contains an excellent section on "Historical and critical comments on utility" (pp. 91-104) that should be studied by everyone interested in utility.

## INDEX TO EXERCISES

1-2. Probability axioms for finite sets. 3. A/B. 4. C1. 5. Qualitative probability implications. 6. F5. 7-9. Uniform partitions, almost agreeing measures. 10-14. Fine and tight qualitative probabilities. 15. $<$ given $A$. 16. Failure of $P 2.17 . A$ is null $\Leftrightarrow A \sim \varnothing$. 18. Discrete measures in T. 19. Conditional probability. 20. P1-P6 hold, P7 fails. 21. A variant of $P$ 7. 22. $P 1-P 7$ do not imply: $P^{*}\{f(s)<g(s)\}=1 \Rightarrow f<g$.

## Exercises

1. Kraft, Pratt, and Seidenberg (1959), Scott (1964). Use the Theorem of The Alternative (Theorem 4.2) to prove the following theorem. Suppose that $S$ is finite. Then there is a binary relation $<^{*}$ on th' ${ }^{\text {s }}$ set of all subsets of $S$ that satisfies (14.2) if and only if, for all $s \in S$, all $A_{1}, \ldots, B_{m} \leq S$ and all $m \geq 2$ :
2. not $\{s\}<{ }^{*} \varnothing$,
3. $\varnothing \prec^{*} S$.
4. $\left(\sum_{1}^{m} A_{j}=\sum_{i}^{m} B_{j}, A_{j} \prec^{*} B_{j}\right.$ or $A_{j} \sim^{*} B_{i}$ for each $\left.j<m\right) \Rightarrow \operatorname{not} A_{m}<^{*} B_{m}$.

In (3), $A \sim B \Leftrightarrow\left(\operatorname{not} A<^{*} B, \operatorname{not} B<^{*} A\right)$, and $\sum_{1}^{m} A_{j}=\sum_{1}^{m} B_{j} \Leftrightarrow$ for each $s$, the number of $A_{i}$ that contain $s$ equals the number of $B$, that contain $s$.
2. (Contimuation.) Kraft, Pratt, and Seidenberg (1959). Let $S=\{p, q, r, s, r\}$ and denote a subset of $S$ such as $\{p, q, t\}$ by pgt. Let $<^{*}$ on the set of all events be given by

$$
\begin{aligned}
& \varnothing<^{*} p<^{*} q<^{*} r<^{*} p q<^{*} p r<^{*} s<^{*} p s \\
& <^{*} q r<^{*} t<^{*} p q r<^{*} q s<^{*} r s<^{*} p t<^{*} p q s<^{*} q t \\
& <^{*} p r s<^{*} r t<^{*} q r s<^{*} p q t<^{*} p r t<^{*} s t<^{*} p q r s \prec^{*} p s t \\
& <^{*} q r t<^{*} p q r t<^{*} q s t<^{*} r s t<^{*} p q s t<^{*} p r s t<^{*} q r s t<^{*} p q r s t,
\end{aligned}
$$

in which the order of the last two rows is the order of the complements the first two rows in reverse. Clearly, F1, F2, and F3 of Theorem 14.2 hold.
a. Show that F4 holds.
b. Show that condition (3) in Exercise 1 fails.
3. For any $A, B \subseteq S$ verify that
a. $(A \mid B) \cap(A \cap B)=\varnothing$ and $(A / B) \cup(A \cap B)=A$,
b. $A \cup(B / A)=B \cup(A \mid B)=A \cup B$,
c. $(A \mid B) \cap(B / A)=\varnothing$,
d. $(A \mid B) \cup(B / A)=(A \cup B) /(A \cap B)$,
e. $(A / B) \cup(B / A) \cup(A \cap B)=A \cup B$,
$f .(A / B) \cup(B / C)=(A / C) \cup((A \cap C) / B) \cup(B /(A \cap C))$, with $A / C,(A \cap C) / B$, and $B /(A \cap C)$ mutually disjoint.
4. Prove C1 of Section 14.2.
5. Let $\prec^{*}$ satisfy $F 1-F 4$. Verify
a. $A \prec^{*} B \Leftrightarrow A / B \prec^{*} B / A$,
b. $A<^{*} B \Leftrightarrow B^{e}<^{*} A^{e}$,
c. $\left(A<^{*} A^{c}, B<^{*} B^{c}\right) \Rightarrow A<^{*} B^{c}$,
d. $S \leqslant \leqslant^{*} B \Rightarrow B \sim^{*} S$ and $A \cap B \sim \sim^{*} A$,
e. $\left(A \sim^{*} B, C \sim D, A \cup B \sim^{*} C \cup D, A \cap B=C \cap D=\varnothing\right) \Rightarrow A \sim C$.
6. Without using $C 5-C 9$, prove that $\left(F 1-F S, \varnothing \prec^{*} A, \varnothing \prec^{*} B\right) \Rightarrow \varnothing \prec^{*} C \prec^{*}$ $A$ for some $C \subseteq B$.
7. (Continuation.) Let $F 6$ be: If $\varnothing<* A$ then $A$ can be partitioned into $B$ and $C$ with $B \sim^{*} C$, as in C8. On examining the proof of (14.2) through step 6, argue that $F 1-F 4$ and 56 imply that there is a unique probability measure $P^{* *}$ on the set of events that satisfies

$$
\begin{equation*}
A \leqslant{ }^{*} B \Rightarrow P^{*}(A) \leq P^{*}(B), \quad \text { for all } A, B \subseteq S \tag{14.16}
\end{equation*}
$$

8. (Continuation.) Show that the proof of (14.3) holds for the situation of the proceding exercise, so that F1-F4 and F6 imply (14.3) when $P^{*}$ sotisfies (14.16).
9. Let $F 7$ be: For every position integer $n$ there is an n part u.p. of $S$. On examining the proof of (14.2) through step 6, argue that F1-F4 and F7 imply that there is a unique probability measure $P^{*}$ on the set of events that satisfies (14.16). Also prove that $(F 1-F 4, F 7) \Rightarrow$ (14.3).
10. Following Savage (pp. 36-37) we define the following terms for a qualitative probability <* on the events in $S$ (that satisfics F1-F4):
$<^{*}$ is fine $\Leftrightarrow$ ( $\varnothing<^{*} A \Rightarrow$ there is a finite partition of $S$ cach element of which is not more probable than A).
$<^{*}$ is tight $\Leftrightarrow A \sim^{*} B$ whenever $A<^{*} B \cup C$ and $B \ll^{*} A \cup D$ for all $C$ and $D$ that satisfy ( $B \cap C=A \cap D=\varnothing, \varnothing<^{*} C, \varnothing<^{*} D$ ).

Given $F 1-F 4$, preve that $\prec^{*}$ is both fine and tight $\leftrightarrow F 5$ holds.
11. (Continuation.) Following Savage (p. 41), let $S_{1}=[0,1], S_{9}=[2,3]$ and let $P_{i}$ be a finitely additive probability measure on the set of all subsets of $S_{i}(i=1,2)$ that agrees with Lebesgue measure [e.g., $P_{1}([a, b])=b-a$ when $\left.0 \leq a \leq b \leq 1\right]$ on the Lebesgue measurable subsets of $S_{i}$. Let $S=S_{1} \cup S_{\mathrm{g}}$ and, for any $A \subseteq S$ let $A_{1}=A \cap S_{1}$ and $A_{1}=A \cap S_{2}$. Define $<^{*}$ on the set of all subsets of $S$ as follows: $A \ll^{*} B \Leftrightarrow P_{1}\left(A_{1}\right)<P_{1}\left(B_{1}\right)$ or $\left(P_{1}\left(A_{1}\right)=P_{1}\left(B_{1}\right), P_{1}\left(A_{2}\right)<P_{2}\left(B_{2}\right)\right.$ ).
a. Verify that $<^{*}$ is a qualitative probability. ( $F 1-F 4$ hold.)
b. Prove that $<^{*}$ is not fine. [Let $A=S_{2}$ and argue that any finite partition of $S$ must contain a $B$ for which $A<{ }^{*} B$.]
c. Prove that $<^{*}$ is tight.
d. With $P^{*}(A)=P_{1}\left(A_{1}\right)$ for all $A \subseteq S$, does $P^{*}$ satisfy (14.16)?
12. (Continuation.) Let $S_{1}, S_{2}, P_{1}, P_{1}$, and $S$ be defined as in the preceding exercise, let $A_{1}=A \cap S_{1}$ and $A_{1}=A \cap S_{8}$ for any $A \subseteq S$, and define $A<{ }^{*} B \Leftrightarrow$ $P_{1}\left(A_{1}\right)+P_{2}\left(A_{2}\right)<P_{1}\left(B_{1}\right)+P_{8}\left(B_{2}\right) \quad$ or $\quad\left(P_{1}\left(A_{1}\right)+P_{3}\left(A_{2}\right)=P_{1}\left(B_{1}\right)+P_{2}\left(B_{2}\right)\right.$, $P_{1}\left(A_{1}\right)<P_{1}\left(B_{1}\right)$ ).
a. Show that $<$ * is a qualitative probability.
b. Prove that $<^{*}$ is fine.
c. Prove that $<^{*}$ is not tight. [Let $A=S_{1}, B=S_{2}$ and show that if $\prec^{*}$ is tight then $A \sim^{*} B$. But, by definition, $B \prec^{*} A$.]
d. With $P^{*}(A)=\frac{1}{8}\left[P_{1}\left(A_{1}\right)+P_{2}\left(A_{2}\right)\right]$, does $P^{*}$ satisfy (14.16)?
13. (Continuation.) Let $S_{1}, S_{2}, P_{1}$, and $\Gamma_{2}$ be as given in Exercise 11. Let $S_{2}=$ [ 4,5$]$ and let $P_{3}$ be a finitely additive extension of Lebesgue measure on $S_{3}$. Take $S=S_{1} \cup S_{2} \cup S_{9}$, let $A_{i}=A \cap S_{i}$ for $1,2,3$ and any $A \subseteq S$, and define $<{ }^{*}$ by $A<^{*} B \Leftrightarrow P_{1}\left(A_{1}\right)<P_{1}\left(B_{1}\right)$ or $\left(P_{1}\left(A_{1}\right)=P_{1}\left(B_{1}\right), P_{2}\left(A_{2}\right)+P_{2}\left(A_{2}\right)<P_{2}\left(B_{2}\right)+\right.$ $\left.P_{3}\left(B_{2}\right)\right)$ or $\left(P_{1}\left(A_{1}\right)=P_{1}\left(B_{1}\right), P_{2}\left(A_{2}\right)+P_{2}\left(A_{2}\right)=P_{2}\left(B_{2}\right)+P_{3}\left(B_{2}\right), P_{2}\left(A_{2}\right)<P_{2}\left(B_{2}\right)\right)$.
a. Verify that $<^{*}$ is a qualitative probability.
b. Show that $<^{*}$ is not fine.
c. Show that $<^{*}$ is not tight.
d. With $P^{*}(A)=P_{1}\left(A_{1}\right)$, does $P^{*}$ satisfy (14.16)?
14. (Continuation.) In each of the three preceding exercises argue that, for each positive integer $n$, there is an $n$ part uniform partition of $S$. It then follows from Exercise 9 that $P^{*}$ as defined for each of the three preceding exercises is the only probability measure on $S$ that satisfies (14.16). Then show that, in each of the three cases, there are $A, B \subseteq S$ for which $A<^{*} B$ and $P^{* \prime}(A)=P^{*}(B)$, so that (14.2) cannot hold.

Note: In the remaining exercises $F$ is the set of all functions on $S$ to $X$.
15. Prove that $(P 1, P 2) \Rightarrow<$ given $A$ is $:$ weak order.
16. Savage (correspondence). Let $S=[0,1]$ with $P^{*}$ on $S$ an extension of Lesbesgue mcasure on $[0,1]$ so that, for example, $P^{*}([a, b])=b-a$ when $0 \leq$ $a \leq b \leq 1$. Let $X=[0, \infty)$ and take $u(x)=x$, so that $F$ is the set of all nonnegative real functions on [0,1]. Admitting the case of $E\left[u(f(s)), P^{*}\right]=E\left(f, P^{*}\right)=\infty$ (see Section 14.5), with $\infty=\infty$, take $f<g^{\prime}$ if and only it $E\left(f, P^{*}\right)<E\left(g, P^{*}\right)$.
a. Show that $P 2$ fails in this situation, by considering four acts with $f=f^{\prime}=1$, $g=g^{\prime}=0$ on $A=\left[0, \frac{1}{2}\right)$, and $f=g$ and $f^{\prime}=g^{\prime}$ on $A^{0}$ with $E\left(f, P^{*}\right)=\infty$ and $E\left(f^{\prime}, P^{*}\right)$ finite.
b. Verify that P1 and P3-P7 hold.
17. Prove that if $P 1-P 5$ hold then $A$ is null $\Leftrightarrow A \sim^{*} \varnothing$.
18. Verify that (14.3) implies that all discrete probability measures on $X$ are in $f=\left\{P_{f}: f \in F\right\}$ under (14.8).
19. Let $P_{4}^{*}$ be the conditional proba bility measure of $P^{*}$ given $A$ when $P^{*}(A)>0$, with $P_{A}^{*}(B)=P^{*}(A \cap B) / P^{*}(A)$ for all $B \subseteq S$. Verify that $P 1-P 7$ imply, for all $f, g \in F$ and $A \subseteq S$, that $f<g$ given $A \Leftrightarrow P^{*}(A)=0$, or $E\left[u\left(f(s), P_{A}^{*}\right] \leq\right.$ $E\left[u(g(s)), P_{4}^{*}\right]$ when $P^{*}(A)>0$.
20. Savage (p. 78). Let $S=(1,2, \ldots\}$, let $X=[0,1)$, and let $P^{*}$ be a diffuse measure on $S$ with $P^{*}(s)=0$ for all $s \in S$ and $P^{*}\{n+j, 2 n+j, 3 n+j, \ldots\}=1 / n$ for all $n>0, j \geq 0$. Define $<$ on $F$ by $f<g \Leftrightarrow w(f)<w(g)$ where

$$
w(f)=E\left(f, P^{*}\right)+\inf \left\{P^{*}\{f(s) \geq 1-\epsilon\}: \epsilon>0\right\} .
$$

a. Prove that if $\left\{A_{1}, \ldots, A_{n}\right\}$ is a partition of $S$ and if $I=\left\{i: P^{*}\left(A_{i}\right)>0\right\}$ then, with $P_{A_{1}}^{*}$ as defined in Exercise 19,

$$
w(f)=\sum_{l} P^{*}\left(A_{i}\right)\left[E\left(f, P_{A_{i}}^{*}\right)+\inf \left\{P_{A_{i}^{*}}^{*}\{f(s) \geq 1-\epsilon\}: \epsilon>0\right\}\right] .
$$

b. Verify that P1-P6 hold.
c. Show that $P 7$ is violated by $f$ and $g$ where $f=0$ and $g=\frac{1}{2}$ on the odd integers and $f(n)=g(n)=n /(n+1)$ for each even integer $n$.
21. (Continuation.) In Chapter 10 we saw that Axiom A4b (Section 10.4) is not sufficient for the general expected-utility result when the measures in $\$$ are not all countably additive. In the context of the present chapter the correspondent of $A 4 b$ is P7b: If $x \leqslant g(s)$ given $A$ for all $s \in A$ then $x \leqslant g$ given $A$; if $g(s) \leqslant x$ given $A$ for all $s \in A$ then $g \leqslant x$ given $A$. Verify that $P 7 b$ holds for the example of the preceding exercise.
22. Modify the example of Exercise 20 to give a case where P1-P7 hold and where the following assertion is false: If $f(s)<g(s)$ for all $s \in A$ and $A$ is not null, then $f<g$ given $A$.

## ANSWERS TO SELECTED EXERCISES

2.1b. For each $i \in\{\ldots,-2,-1,0,1,2, \ldots\}$, let $f(0)=1, f(i)=2 i$ when $i>0$ and $f(i)=-2 i+1$ when $i<0$.
2.4n. $\sim$ is reflexive since $\leqslant$ is reflexive. $\sim$ is symmetric from its definition. If $x \sim y$ and $y \sim z$ then $(x \leqslant y, y \leqslant x)$ and ( $y \leqslant z, z \leqslant y$ ), which by the transitivity of $\leqslant$ yield $(x \leq 2, z \leqslant x)$.
2.5. If $x<^{t} x$ then not $x<^{t} x$ by asymmetry, a contradiction. Hence $<^{t}$ is irreflexive.

Suppose $x<^{t} y, y<^{t} z_{\text {. }}$ Then $x<x_{1}, x_{1}<x_{2}, \ldots, x_{m} \prec y, y<y_{1}, y_{1}<y_{2}, \ldots$, $y_{n}<z$, so that $x<^{t} z$.
2.7. $X=\{x, y, z\}$ with $x<y, y<z$, and $x \sim z$.
2.9. Define $x$ and $y$ as equivalent if and only if they are in the same element of the partition.
2.11. Suppose $<$ is transitive and $x \sim y \Longleftrightarrow I(x) \cap I(y) \neq \varnothing$. Clearly, $<$ is irreflexive since $I(x) \cap I(x) \neq \varnothing$. Suppose $(x<y, z<w)$ so that $I(x) \cap I(y)=\varnothing$ and $I(x) \cap I(w)=\varnothing$. Then either $I(x) \cap I(w)=\varnothing$ in which case either $x<w$ or $w<x$ (and hence $z<y$ by transitivity); or $I(x) \cap I(z)=\varnothing$ in which case either $x<z$ (and hence $x<w$ by transitivity) or $z<x$ (and hence $z<y$ ); or $I(y) \cap I(z)=\varnothing \cdots$; or $I(y) \cap I(w)=\varnothing \cdots$.
3.14. $T E \Rightarrow$ Transitivity. Let $T E$ hold. Suppose Transitivity fails with $y \in F(\{x, y\})$, $z \in F(\{y, z\})$, and $\{x\}=F(\{x, z\})$. Then $z \notin F(\{x, y, z\})$ by TE. If $y \in F(\{x, y, z\})$ then $z \notin F(\{y, z\})$ by TE, a contradiction. Hence $y \notin F(\{x, y, z\})$. Therefore $\{x\}=F(\{x, y, z\})$. Then, by $T E, y \notin F(\{x, y\})$, another contradiction. Therefore $F(\{x, y, z\})=\varnothing$, which is false. Hence Transitivity must hold when TE holds.
2.15. $f\left(x_{1}, x_{2}\right)=x_{1}+.5\left(x_{1}+x_{2}-9\right)\left(x_{1}+x_{2}-1\right)$ gives a one-to-one correspondence.
2.17. $u\left(x_{1}, x_{2}\right)=a x_{1}+x_{2}$ with $a>1$ will do.
2.21b. $(x, y) \in(A \cup B)^{\prime} \Leftrightarrow(y, x) \in A$ or $(y, x) \in B .(x, y) \in A^{\prime} \cup B^{\prime} \Leftrightarrow(y, x) \in A$ or $(y, x) \in B .(x, y) \in(A \cap B)^{\prime} \Longleftrightarrow(y, x) \in A$ and $(y, x) \in B$.
3.1. If the subset is countable let it be enumerated as $0 . x_{11} x_{91} x_{31} \cdots, 0 . x_{12} x_{92} x_{32} \cdots$, $0 . x_{18} x_{23} x_{33} \cdots, \cdots$. Let $x_{i} \neq x_{i i}$ for all $i, x_{i} \in\{1,2\}$. Is $0, x_{1} x_{2} x_{3} \cdots$ in the enumeration?
3.3. Let $U(x)=(|x|, x)$. Then $x<y$ if and only if $U(x)<L U(y)$ where $(a, b)<L(c, d)$ if and only if $a<c$ or $[a=c$ and $b<d]$.
3.6c. (1, $-2,4,-3$ ).
3.7b. 130.
3.8. Let $X$ be the unit square with $(0,1)<(1,0)$. The set of all $\alpha(0,1)+$ $(1-\alpha)(1,0)=(1-\alpha, \alpha)$ is the straight line segment from $(0,1)$ to $(1,0)$. Can you draw a valid indifference curve that intersects this segment at several places?
3.12. Yes. If the $x \in X$ are numbers, $X$ is finite, and $t=\{A \cap X: A \in \mathcal{G}\}$, then $w$ on $X$ is continuous in 6.
3.16. Given $c \in(u(x), u(y))$ suppose $c ; u(z)$ for overy $: \in X$. Let $Y=\{z: s \in X, u(x)<c\}$, $\boldsymbol{Z}=\{2 ; z \in X, c<u(x)\}$. $Y$ and $Z$ are nonempty, dinjoint, $Y \cup Z=X$, and since $\{b: b<c\}$ and $\{a: c<a\}$ are in $U$ and $u$ is continuous, $Y, Z \in T$, contradicting the connectedness of $(X, 75)$.
3.23. If $X$ is not connected then it can be partitioned into nonempty, disjoint subsets $Y$ and $Z$ that are both in $\left\{A \cap X: A \in \mathcal{U}^{n}\right\}$. If $X$ is convex and $y \in Y, z \in \mathcal{Z}$, thim $L(y, z)=\{\alpha y+(1-a) z: \alpha \in[0,1]\}$ is in $X$ and $\left(L(y, z),\left\{A \cap L(y, z): A \in \alpha L^{n}\right\}\right)$ is connected. But by $X$ not being connected we must conclude that $L(y, z) \cap Y$ and $L(y, z) \cap Z$ are nonempty, disjoint open sets in $\{A \cap L(v, z): A \in \mathscr{U}, n\}$ that partition $L(y, z)$, so that $L(y, s)$ is not connected, a contradiction.
4.2. 4! = 24. Eight are additive.
43. $a, c, f, g$.
44. $x_{1} x_{2}+\left(x_{1} x_{2}\right)^{2}=x_{1} x_{2}\left(1+x_{1} x_{y}\right)$. With $a, b \geq 1, a \leq b \Leftrightarrow a(1+a) \leq b(1+b)$. See Exercise 3a.
4.5. Hint: Include in () $E_{4}()$ the six elements whose utilities are duplicated (8,9, 15).

### 4.12. Yes.

4.15. For Theorem 4.2 let $C=\left(\mu_{1}\left(x_{11}\right), \mu_{1}\left(x_{1 \ell}\right), \ldots, \mu_{n}\left(x_{n r}\right), \sigma\left(x^{1}\right), \sigma\left(x^{*}\right), \ldots, \sigma\left(x^{n}\right)\right.$.
4.17. Let $c=\left(u_{1}\left(x_{11}\right), \ldots, u_{n}\left(x_{n r}\right), 1\right)$.
5.1a. $u_{1}(0)=0, u_{1}(1)=2, u_{8}(r)=2-e^{-r}$ when $r \geq 0$ and $u_{2}(r)=e^{r}$ when $r<0$ will do.
5.1b. Assume additive utilities exist, let $\alpha=u_{2}(1)-u_{2}(0)>0, M=u_{1}(1)-u_{1}(0)>0$. $\beta_{i}=u_{1}(1 / i)-u_{1}(l /(1+i))$ for $i=1,2, \ldots$ and show that $M>m \alpha$ for every positive integer $m$.
5.4. Suppose $m=3, n=-2$. Then $3 x-2 x=x+x+(x-x)-x=$ $x+x+e-x=x+(x-x)=x+e=x$.
5.12. $X$.
5.13. $\Pi * G_{i} \subseteq \Pi G_{i}$ since $\prod_{i=1}^{n} A_{i} \in \Pi \mathcal{G}_{i}$ when $A_{i} \in \mathcal{G}_{i}$ for each $i$. Suppose $A \neq \varnothing$, $A \in \Pi \sigma_{i}$. For $x \in A$ let $A_{i}(x) \in \mathcal{\sigma}_{i}$ be such that $x_{i} \in A_{i}(x), \Pi A_{i} \subseteq A, \Pi A_{i} \in \Pi^{*} \sigma_{i}$. Also, $U_{x \in \mathcal{A}}\left(\Pi A_{i}(x)\right)=A$ so that $A \in \Pi^{*} \mathcal{V}_{i}$. Thus, $\Pi T_{i} \subseteq \Pi^{*} \mathcal{T}_{i}$.
5.19. Suppose $U \in U$. Then $U=U_{i \in T} A(t)$, where $A(t)$ is an open interval in Re for each $t \in T$, by Exercise 18. Therefore $f^{-1}(U)=U_{t \in T} f^{-1}(A(t))$ is in $G$ when $f^{-1}(A(t))$ is in $\boldsymbol{T}$ for every $t \in T$.
5.23. $\left(x_{1}, y_{1}, z_{1}, x_{2}, y_{2}, z_{2}\right)=(2,1,3,1.5,5,8)$ gives $u\left(x_{1}, x_{2}\right)<u\left(y_{1}, y_{2}\right), u\left(y_{1}, x_{4}\right)<$ $u\left(z_{1}, x_{2}\right)$, and $u\left(z_{1}, y_{2}\right)<\mu\left(x_{1}, z_{2}\right)$, which contradict $Q 1$.
6.16. $\left[x^{1}, \ldots, x^{m}, y^{1}, \ldots, y^{m}\right.$ is a permutation of $x^{1}, \ldots, a^{m}, w^{1}, \ldots, w^{m}$, $\left(x^{j}, y^{j}\right)<\left(x^{j}, w^{j}\right)$ or $\left(x^{j}, y^{j}\right) \sim\left(z^{j}, w^{j}\right)$ for all $\left.j<m\right] \Rightarrow$ not $\left(x^{m}, y^{m}\right)<\left(z^{m}, w^{m}\right)$. Alternatively, $\left[\left(x^{1}, y^{1}\right), \ldots,\left(x^{m}, y^{m}\right) E_{m}\left(x^{1}, w^{1}\right), \ldots,\left(z^{m}, w^{m}\right),\left(x^{j}, y^{j}\right)<\left(x^{j}, w^{j}\right)\right.$ or $\left(x^{j}, y^{j}\right) \sim\left(x^{j}, w^{j}\right)$ for all $\left./<m\right] \Rightarrow \operatorname{not}\left(x^{m}, y^{m}\right)<\left(z^{m}, w^{m}\right)$, and $(x, y) \sim(y, x)$ for all $x, y \in X$.
6.5. $x-y \sim \sim^{*} z-w \Rightarrow$ not $\left.x-y<{ }^{*} z-w \Rightarrow \operatorname{not} x-z<^{*} y-w(b y, 6.2)\right) \Rightarrow$ $\left[x-z \sim^{*} y-w\right.$ or $\left.y-w<^{*} x-4\right]$ the latter of which gives $z-x<{ }^{*} w-y$
by (6.1). Also, $x-y \sim^{*} z-w \Rightarrow \operatorname{not} z-w<{ }^{*} x-y \Rightarrow$ not $z-x<{ }^{*} w-y$ by (6.2). Therefore $x-y \sim^{*} z-w \Rightarrow x-z \sim^{*} y-w$. (And 20 forth.)
6.9. For nogative tranativity, not $x<y \Rightarrow y-x<{ }^{*} x-x$ and not $y<\varepsilon \Rightarrow z-y<{ }^{*}$ $y-y$. Hence $z-y<{ }^{*} x-x$, then $z-x<{ }^{*} y-x$, then $z-x<{ }^{*} z-x$.
6.15a. Asymmetry of $\prec^{*}$ is immediate from asymmetry of $<$. For negative transikivity, not $x-y<{ }^{+} z-w \Rightarrow$ not $f(x, w)<f(x, y) \Rightarrow f(x, y) \leqslant f(x, w)$, and not $z-w<{ }^{*} s-t \Rightarrow \operatorname{not} f(x, t)<f(s, w) \Rightarrow f(s, w)<f(z, t)$. Using C3, C2, C3, C2, and $C 3$ again, $f(f(s, y), f(w, z)) \sim f(f(s, w), f(y, z)) \leqslant f(f(x, t), f(y, z)) \sim$ $f(f(x, y), f(t, z))<f(f(x, w), f(t, z)) \sim f(f(x, t), f(w, z)):$ by transitivity, $f(f(s, y), f(w, z))<f(f(x, t), f(w, z))$, whence $f(s, y)<f(x, t)$ by $C 2$, which says that $s-t \leqslant{ }^{*} x-y$, or not $x-y<{ }^{*} s-t$.
6.16. To show that $f(f(x, y), f(x, w)) \sim f(f(x, z), f(y, w))$ let $a=f(x, y), b=f(z, w)$, $c=f(x, x), d=f(y, w)$. We are to show that $a-d \sim c-b$. The permutation condition of $B_{4}$ holds for $x-a \sim^{*} a-y, w-b \sim^{*} b-s, c-z^{*} \sim^{*} x-c$, $d-y \sim^{*} w-d, b-d ? c-a, a-d ?^{*} c-b$. If ? $=$ * $^{*}$ then not $a-d<^{*} c-b$ by $B_{0}$, and hence $c-b<^{*} a-d$ by $B_{b}$, and hence $c-a<^{*} b-d$ by (6.2), which contradicts $b-d<^{*} c-a$. Similarly $c-a<^{*} b-d$ can't hold. Hence $b-d \sim^{*}$ $c-a$, which by $B_{c}$ yields $a-d \sim \sim^{*} c-b$.
7.1. Since $\left(x_{1}, \ldots, x_{n}\right) \sim\left(x_{2}, \ldots, x_{n}, x_{1}\right) \sim \cdots \sim\left(x_{n}, x_{1}, \ldots, x_{n-1}\right), \sum u_{i}\left(x_{i}\right)=$ $\sum \rho\left(x_{i}\right) / n$.
7.41. $x<\left(x_{1}, \ldots, x_{n-1}, y_{n}\right)<\left(x_{1}, \ldots, x_{n-2}, y_{n-1}, y_{n}\right)<\cdots<y$.
7.5. For the last part: $A=\{a, b\}, n=2,(a, a)<(b, a),(a, a)<(a, b),(a, b)<(b, b)$, $(b, a)<(b, b)$ and $(a, a) \sim(b, b)$.
7.13k. Suppose $\alpha \neq 0, \alpha=M / N$ where $M, N$ are nonzero integers. Then $x \sim y \Leftrightarrow M x \sim M y$ by $e$ and $j$. Since $\alpha N=M, x \sim y \Leftrightarrow N \alpha x \sim N \alpha y$, and by $e$ and $j, N \alpha x \sim N \alpha y \Leftrightarrow \alpha x \sim \alpha y$.
8.1. Expected net profit maximized at about $x=235000$.
8.4a. $v(z)=3, v(w)=9$. (d) $v=5 u+5$.
8.5. $\alpha=.4$.
8.6d. Show that (conditions 1,2 , not 3$) \Rightarrow$ not 4 . In violation of 3 assume that
$P<Q<R$ and $Q \leqslant \alpha P+(1-\alpha) R$ for all $\alpha \in(0,1)$. Show first that, for every $\alpha, \beta \in(0,1),(1-\beta) Q+\beta R \leqslant(1-\alpha)(1-\beta) P+[\beta+(1-\beta) \alpha] R<$ $(1-\alpha)(1-\beta) Q+[\beta+(1-\beta) x] R$. (Note that $Q<\alpha P+(1-\alpha) R$ for all $\alpha \in(0,1)$. Why?) Suppose that $S<T \Longleftrightarrow u(S)<u(T)$ for all $S, T \in T_{z}$. Let $f(\beta)=$ $u((1-\beta) Q+\beta R), g(\beta)=u((1-\beta) P+\beta R)$ for all $\beta \in(0,1)$ and note that if $\beta<\gamma$ then $f(\beta) \leq g(\gamma)<f(\gamma)$, with $\gamma=\beta+(1-\beta) \alpha$. Show that $\sup \{f(\beta): \beta<\gamma\}<f(\gamma)$ so that $f$ is discontinuous at every point in $(0,1)$. This is impossible (why?) and therefore such a $u$ does not exist. Then use Theorem 3.1 to show that condition 4 is false.

### 8.7. See Exercise 6c.

8.11a. For $(A, C), P(\$ 30)=.27, P(\$ 70)=.63, P(\$ 80)=.03, P(\$ 120)=.07$. The theory of this chapter does not say that ( $B, D$ ) will be preferred.
8.13. No. Yes.
8.16a. $y \doteq \$ 15000$.
8.166. $y^{\prime}=y$. Given $A$, he would sell it for an amount with the same utility.
8.16c. $50 \sim(\$ 40000-2$ with pr. $1 / 2$ or $50-z$ with pr. $1 / 2) . z \doteq \$ 18000$. If he paid $\$ 18000$ for $A$ he would be taking a $50-50$ gamble between net increments of $\$ 22000$ and $-\$ 18000$, which has a utility of about zero, which is what he started with.
8.16d. Of course not. In the two situations he is considering different amounts of total wealth. He would sell it for $\$ 18000$ or more.
8.16e. ( $\$ 25000$ with pr. $1 / 2$ or $-\$ 15000$ with pr. $1 / 2$ ) $\sim w-\$ 15000$. $w \doteq \$ 20000$.
8.16f. With $y$ as in part $a_{3} y \sim(50-r$ with pr. $1 / 4$ or $\$ 40000-r$ with pr. $1 / 2$ or $\$ 80000-r$ with pr. 1/4).
8.16g. ( $\$ 25000$ with pr. $1 / 2$ or $-\$ 15000$ with pr. $1 / 2$ ) $\sim(50-\$ 15000-s$ with pr. $1 / 4$ or $\$ 40000-\$ 15000-s$ with pr. $1 / 2$ or $\$ 80000-\$ 15000-s$ with pr. 1/4). $s \doteq \$ 12500$.
9.1. For the converse of $E 3$ suppose $\alpha P+(1-\alpha) R \propto \alpha Q+(1-\alpha) R$ with $\alpha \in(0,1)$ and not $P \backsim Q$. Then, for example, $P \sim T$ and $T<Q$. By $B 2, \alpha P+(1-\alpha) R \sim$ $\alpha T+(1-\alpha) R$. By $B 1, \alpha T+(1-\alpha) R \prec \alpha Q+(1-\alpha) R$. These contradict $\alpha P+(1-\alpha) R \approx \alpha Q+(1-\alpha) R$.
9.3. Suppose $P \sim Q, Q \sim R$. Then $\frac{1}{2} P+\frac{1}{2} R \sim \frac{1}{2} Q+\frac{1}{2} R$ and $Q \sim \frac{1}{8} Q+\frac{1}{2} R$ by $B 2$. Therefore $\frac{1}{2}\left(\frac{1}{2} P+\frac{1}{2} R\right)+\frac{1}{2} Q \sim \frac{1}{2} R+\frac{1}{2} Q$ by $B 4$. Therefore $\frac{1}{2} P+\frac{1}{2} R \sim R$ by $(B 1, B 2)$. Hence $P \sim R$ by (B1, B2).
9.5. If $P \sim Q$ but $P \neq Q$ then by a $\$ 1$ change in a consequence of $P$ or else a small change in two probabilities in $P$ it would seem possible to get a $P^{*}$ that is indifferent to $Q$ but either preferred to $P$ or less preferred than $P$.
9.7. Suppose $(z-y)^{2}>\inf \left\{(x-y)^{2}: x \in X\right\}$ for all $x \in \bar{X}$. Then there is a sequence $x_{1}, z_{2}, \ldots$ in $X$ such that $\left(z_{1}-y\right)^{2}>\left(z_{2}-y\right)^{2}>\cdots$ and inf $\left\{\left(z_{n}-y\right)^{2}: n=1,2, \ldots\right\}=\inf \left\{(x-y)^{2}: x \in X\right\}$. Then there is a $z$ such that every open set in $\mathrm{Re}^{n}$ that contains $z$ must contain some $z_{n}$. Since the closure of $X$ is $X$ it follows that $z \in X$ and that $(z-y)^{2}=\inf \left\{\left(z_{n}-y\right)^{2}: n=1,2, \ldots\right\}$, which contradict the original supposition.
9.9. $\{(\alpha, \alpha): 0 \leq \alpha \leq 1\}$.
9.13(2). $\lambda_{i} \geq 0$ for all $i$ and $\sum \lambda_{i}>0$.
10.4c. ( 0,1 ) except for $1 / 2,1 / 3,1 / 4, \ldots$.
10.5. All subsets of Re that contain either a countable number of elements or all but a countable number of elements in Re .
10.7. If $\sup \{r+s: r \in R, s \in S\}<\sup R+\sup S$ then $\sup \{r+s: \cdots\}<r+s$ for some $r \in R$ and $s \in S$, so that $r+s<r+s$.
10.9. If $\sup \left\{\sum_{1}^{\infty} \alpha_{j} \beta_{i j}: i=1,2, \ldots\right\}<\sum_{1}^{\infty} \alpha_{j}\left\{\sup \left\{\beta_{i j}: i=1,2, \ldots\right\}\right]$ then $\sum_{j=1}^{\infty} \propto \bar{\beta}_{i j}+\epsilon<\sum_{i=1}^{m} \alpha_{j}\left[\sup \left\{\beta_{i j}: i=1,2, \ldots\right\}\right]$ for some $m_{1}$ some $\&>0$, and $t=1,2, \ldots$. Let $\beta_{i j j}$ be such that $\sup \left\{\beta_{i j} ; i=1,2, \ldots\right\} \leq \beta_{i j j}+\varepsilon / M$ for $j=1,2, \ldots, m$. Let $s$ be the largest such $i_{j}$. Then sup $\left\{\beta_{i j} ; i=1,2, \ldots\right\} \leq$ $\beta_{i j}+\epsilon / M$ for $j=1,2, \ldots, m$, and $\sum_{j=1}^{m} \alpha_{i} \sup \left\{\beta_{i j}: i=1,2, \ldots\right\} \leq$ $\sum_{j=1}^{m} \alpha_{j}\left[\beta_{s j}+\epsilon / M\right]<\sum_{j=1}^{m} \alpha_{j} \beta_{s j}+\varepsilon$. Hence $\sum_{j=1}^{\infty} \alpha_{j} \beta_{t j}<\sum_{j=1}^{m} \alpha_{j} \beta_{y j}$ for all $t$ and hence for $t=s$, which is impossible.
Suppose $\sum_{j=1}^{\infty} \alpha_{j} \sup \left\{\beta_{i j}: i=1,2, \ldots\right\}<\sup \left\{\sum_{j=1}^{\infty} \alpha_{j} \beta_{i j}: i=1,2, \ldots\right\}$. Then $\sum_{i=1}^{\infty} \alpha_{j} \sup \left\{\beta_{i j} i i=1,2, \ldots\right\}+\in<\sum_{j=1}^{\infty} \alpha_{j} \beta_{k i}$ for some $k$, some e $>0$ and all $n$. Hence $\sum_{j=1}^{j} \alpha_{j} \sup \left\{\beta_{i j} ; i=1,2, \ldots\right\}<\sum_{j=1}^{m} \alpha_{j} \beta_{k j}$ for some $m$ and all $n$. But $\sum_{j=1}^{m} \alpha_{j} \beta_{k j} \leq \sum_{j=1}^{m} \alpha_{j} \sup \left\{\beta_{i j} ; i=1,2, \ldots\right\}$ and a contradiction is obtained.
10.13. Let $A_{1}, A_{2}, \ldots$ be mutually disjoint elements in $A$ with $\bigcup_{j=1}^{\infty} A_{1} \in A$. Then $\sum_{j=1}^{\infty} \alpha_{i} P_{i}\left(U_{j=1}^{\infty} A_{j}\right)=\sum_{i} \alpha_{i} \sum_{i} P_{i}\left(A_{j}\right)=\sum_{i} \alpha_{i} \sup \left\{\sum_{j=1}^{n} P_{i}\left(A_{j}\right): n=1,2, \ldots\right\}=$ $\sup \left\{\sum_{i=1} \alpha_{i}\left(\sum_{j=1}^{n} P_{i}\left(A_{j}\right)\right): n=1,2, \ldots\right\}[$ by Exercise 9$]=\sup \left\{\sum_{j=1}^{n} \sum_{i=1}^{\infty} \alpha_{i} P_{i}\right.$ $\left.\left(A_{j}\right): n=1,2, \ldots\right\}=\sum \sum_{i} \alpha_{i} P_{i}\left(A_{j}\right)$.
10.15. Let $f_{1}, f_{2}, \ldots$ and $g_{1}, g_{2}, \ldots$ be sequences of simple $A$-measurable functions satisfying (1) and (2) of Definition 10.11, and suppose that $\sup \left\{E\left(f_{n}, P\right)\right\}<$ $\sup \left\{E\left(g_{n}, P\right)\right\}$. Then $E\left(f_{n}, P\right)+\epsilon<E\left(g_{m}, P\right)$ for some $m$, some $\epsilon>0$, and all $n$. Let $A_{n}=\left\{x: g_{m}(x) \leq f_{n}(x)+\varepsilon / 2\right\}$ so that $A_{1} \leq A_{2} \leq \cdots$ and $P\left(A_{1}\right) \leq P\left(A_{2}\right) \leq \cdots$. Also, $X=\bigcup_{n=1}^{\infty} A_{n}$ so that $1=P\left(\bigcup_{n=1}^{\infty} A_{n}\right)=\sup \left\{P\left(A_{n}\right): n=1,2, \ldots\right\}$ by Lemma 10.2. Let $M=\sup \left\{g_{m}(x)-f_{m}(x): x \in X\right\}$. Then for $n \geq m$, $E\left(g_{m}, P\right)-E\left(f_{n}, P\right)=E\left(g_{m}-f_{n}, P\right) \leq M\left[1-P\left(A_{n}\right)\right]+P\left(A_{n}\right) e / 2$, the equality coming from Exercise 17. As $n$ gets large, the right side of this approaches $\varepsilon / 2$ and hence $E\left(g_{m}, P\right)-E\left(f_{n}, P\right)<$ e for some $n$, a contradiction.
10.18. $E(f, \alpha P+(1-\alpha) Q)=\sup \left\{E\left(f_{n}, \alpha P+(1-\alpha) Q\right): n=1,2, \ldots\right\}=$ $\sup \left\{\alpha E\left(f_{n}, P\right)+(1-\alpha) E\left(f_{n}, Q\right)\right\}=\alpha \sup \left\{E\left(f_{n}, P\right)\right\}+(1-\alpha) \sup \left\{E\left(f_{n}, Q\right)\right\}$ $[$ Exercises $6,8,22 a]=\alpha E(f, P)+(1-\alpha) E(f, Q)$.
10.21c. Use the results of Exercises 2ia and 19.
10.22a. Let $a<f(x) \leq b, a<g(x) \leq b$ for all $x$. Let $A_{i, n}$ and $f_{n}$ be defined by (10.9) and (10.10), and let $B_{i, n}=\{x: a+(i-1)(b-a) / n<g(x) \leq a+i(b-a) / n\}$ and $g_{n}(x)=a+(i-1)(b-a) / n$ for all $x \in B_{i, n}$. Let $c_{i n}=a+(i-1)(b-a) / n$. $E\left(f_{n}, P\right)=\sum_{1}^{n} P\left(A_{i, n}\right) c_{i_{n}}$ and $E\left(g_{n}, P\right)=\sum_{1}^{n} P\left(B_{i, n}\right) c_{i n} . E\left(f_{n}, P\right) \leq E\left(g_{n}, P\right)$ follows from $\sum_{1}^{k} P\left(B_{i, n}\right) \leq \sum_{1}^{k} P\left(A_{i, n}\right)$ for $k=1, \ldots, n$, which in turn follows from $P(f(x) \leq g(x))=1$.
10.25. $\{x: x \in X, y<x<z\}=\left[\{x: y<x\}^{\circ} \cup\{x: x<z\}^{c}\right]^{c}$.
10.26. For Theorem 10.2 let $P(x)=0$ for all $x, R=\frac{1}{2} P+\frac{1}{2} 1$.
10.27. Show that if $\mathcal{G}^{*} \subseteq \boldsymbol{\mathcal { G }}$ has elements weakly ordered by $\subset$ then $\mathcal{S}^{*}=$ Ug* $\mathcal{S}$ is in $\boldsymbol{G}$.
11.2c. It can be true for some pair $P, Q \in \mathcal{T}$ that $P \sim Q$ when $P_{i}<_{i} Q_{i}$ and $P_{i}^{c}=Q_{i}^{c}$. For some other $P, Q$ pair, $P<Q$.
11.2d. Let $R^{k}, k=1,2, \ldots, m-1$, be such that $R_{1}^{1}=Q_{1}, R_{1}^{10}=P_{1}^{c} ; R_{k}^{k}=Q_{k}$, $R_{k}^{k c}=R_{k}^{k-1 c}$ for $k=2,3, \ldots, m-1$. Then $P \leqslant R^{1}, R^{1} \leqslant R^{2}, \ldots, R^{m-1} \leqslant Q$.
11.2e. Let $n=2,\left(x_{1}, x_{2}\right) \sim\left(y_{1}, x_{2}\right) \sim\left(x_{1}, y_{2}\right)<\left(y_{1}, y_{2}\right) \sim P$ for all $P$ on $\left\{x_{1}, y_{1}\right\} \times\left\{x_{2}, y_{9}\right\}$ that are not one-point measures. Show that $\leqslant_{1}$ and $\leqslant_{2}$ are transitive and connected, that $x_{1}<_{1} y_{1}, x_{2} \sim_{2} y_{2}$, but $\left(x_{1}, x_{2}\right) \sim\left(y_{1}, x_{2}\right)$.
11.23. An example where $A$ and $D$ hold but $\leqslant_{1}$ is not connected: $\dot{X}=\left\{x_{1}, y_{1}\right\} \times\left\{x_{2}, y_{3}\right\}$, $\left(x_{1}, x_{2}\right)<\left(y_{1}, x_{2}\right)<\left(x_{1}, y_{2}\right)<\left(y_{1}, y_{2}\right)<P \sim Q$ for any $P, Q$ that are not one-point measures.
11.2k. With $a<_{i} b$ there are $R, S \in \mathbb{T}$ such that $R<S, R_{i}=a, S_{i}=b$, and $R_{i}^{c}=S_{i}^{c}$. Let $T=\frac{1}{2} R+\frac{1}{2} Q, T^{\prime}=\frac{1}{2} S+\frac{1}{2} P . T \sim T^{\prime}$ by $D$. With $R<S$, if $Q \sim P$, then
 definition of ${ }_{2}$. Hence $P<Q$ since $P \sim Q$ is false.
11.2m. Let $X=\left\{x_{1}, y_{1}\right\} \times\left\{x_{2}, y_{2}\right\}$, take $P \leqslant Q \Leftrightarrow\left(P_{1}\left(x_{1}\right), P_{9}\left(x_{2}\right)\right) \leqslant\left(Q_{1}\left(x_{1}\right), Q_{2}\left(x_{2}\right)\right)$ and on $[0,1] \times[0,1]$ take $(\alpha, \beta)<(\gamma, \delta)$ if and only if $\alpha<\gamma$ or $[\alpha=\gamma$ and $\alpha \beta<\gamma \delta]$, with $<$ on $[0,1]^{\text {a }}$ transitive and connected. $D$ holds since $(\alpha, \beta) \sim(\alpha, \beta)$. Moreover, $(0,0) \sim(0,1)$ and $(1,0)<(1,1):$ that is, $\left(y_{1}, y_{2}\right) \sim\left(y_{1}, x_{2}\right)$ and $\left(x_{1}, y_{2}\right)<\left(x_{1}, x_{2}\right)$, from which it follows that $y_{2}<_{2} "_{2}$ but $\left(y_{1}, y_{2}\right) \sim\left(y_{1}, x_{2}\right)$. B says
that if $(\alpha, \beta)<(\gamma, \delta)$ and $(j, k) \in[0,1\}^{A}$ and $t \in(0,1)$, then $(f \alpha+(1-t) j$, $t \beta+(1-t) k)<(t \gamma+(1-t) j, t \delta+(1-t) k)$, which is easily seen to be true.
11.20. Let $\left.P_{i}^{c}=Q_{i}^{d}=K_{i}^{c}, P_{i}\right\}_{i} Q_{i}, \alpha \in(0,1)$. Then $P \leq Q$. By $B$ and $C$, $\alpha F+(1-\alpha) R \leq \alpha Q+(1-\alpha) R$. Since $\alpha P_{i}^{q}+(1-\alpha) R_{i}^{d}=\alpha Q_{i}^{e}+(1-\alpha) R_{i}^{e}$, if $\alpha Q_{i}+(1-\alpha) R_{i}<_{i} \alpha P_{i}+(1-\alpha) R_{i}$ then, by Exercises $2 f$ and $2 l$, $\alpha Q+(1-\alpha) R<\alpha P+(1-\alpha) R$, a contradiction. Since $\alpha_{i}$ is connected (Exercise $2 n), \alpha P_{i}+(1-\alpha) R_{i} \leqslant_{i} \alpha Q_{i}+(1-\alpha) R_{i}$. For the latter part of the theorem take $P_{i}<_{i} Q_{6}$.
11.3a. $E(f, P)=\sum x f_{i}\left(x_{i}\right) P\left(x_{1}, \ldots, x_{n}\right)=\sum X_{i} f_{i}\left(x_{i}\right) P\left(X_{1} \times \cdots \times X_{i-1} \times\right.$ $\left.\left\{x_{i}\right\} \times X_{i+1} \times \cdots \times X_{n}\right)=\sum X_{i} f_{i}\left(x_{i}\right) P_{i}\left(x_{i}\right)=E\left(f_{i}, P_{i}\right)$.
11.9b. The condition of part a leads directly to $u\left(x_{1}, \ldots, x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{9}\right)$
$+u\left(x_{1}^{0}, \ldots, x_{i-1}^{0}, x_{i}, x_{i+1}, x_{i+2}^{0}, \ldots, x_{n}^{0}\right)=u\left(x_{1}, \ldots, x_{i+1}, x_{i+8}^{0}, \ldots, x_{n}^{0}\right)$
$+u\left(x_{1}^{0}, \ldots, x_{i-1}^{0}, x_{i}, x_{i+1}^{0}, \ldots, x_{n}^{0}\right)$. Let $u_{i}\left(x_{i}, x_{i+1}\right)=u\left(x_{1}^{0}, \ldots, x_{i-1}^{0}, x_{i}\right.$, $\left.x_{i+1}, x_{i+2}^{0}, \ldots, x_{n}^{0}\right)-u\left(x_{1}^{0}, \ldots, x_{i}^{0}, x_{i+1}, x_{i+2}^{0}, \ldots, x_{n}^{0}\right)$ for $i=1, \ldots, n-2$, and $u_{n-1}\left(x_{n-1}, x_{n}\right)=u\left(x_{1}^{0}, \ldots, x_{n-2}^{0}, x_{n-1}, x_{n}\right)$.
12.1. $P^{\prime}\left(\{s: s(f) \in A\} \cap\left\{s: s(f) \in A^{\prime}\right\}\right) / P_{g}\left(A^{\prime}\right)$.

12,6b. $\left[v\left(f, s_{2}\right)-v\left(g, s_{2}\right)\right] a=P^{\star}\left(s_{2}\right)[u($ win $)-u($ lose $)],\left[v\left(g, s_{g}\right)-v\left(f, s_{2}\right)\right] a=$ $P^{*}\left(s_{y}\right)[u($ win $)-u($ lose $)]$, and so forth.
12.9. He would rather marry Alice but should propose to Betsy. Use $a=P^{*}\left(s_{1}\right)[4-3]$, $2 a=P^{*}\left(s_{2}\right)[4-0]$, and $4 a=P^{*}\left(s_{3}\right)[3-0]$.
13.4. The simplest example is $\mathscr{B}^{2}=\{A, B\}, \mathscr{B}^{3}=\left\{A_{1}, A_{2}, B\right\}$, and $B^{4}=\left\{A_{1}, A_{2}, B_{1}, B_{2}\right\}$. If $A$ is selected from $\mathcal{B}^{2}$ then $B$ must be selected from $B^{3}$, but $A \cup B=S$. If $B$ is selected from $\mathfrak{B}^{2}$ and $A_{1}$ (or $A_{2}$ ) is selected from $\mathfrak{B}^{3}$ then $A_{2}$ (or $A_{1}$ ) must be selected from $\mathbb{S}^{4}$. But $P \cup A_{1} \cup A_{2}=S$.
13.5. Let $B=\bigcap_{A} A$ with $B \neq \varnothing$. If $P^{*}(B)=0$, then $P^{*}\left(B^{c}\right)=1$ so that $B^{c} \in A^{\prime}$, which contradicts $B=\bigcap_{A} A$. Hence $P^{*}(B)=1$. If $B$ has more than one element then $B$ can be partitioned into $C$ and $D$ with $P(C)=0$ and $P(D)=1, D \subset B$, which contradicts $B=\bigcap_{A} A$.
13.10. Let $u$ be such that $u\left(x_{\psi}\right)=\inf \{u(x): x \in X\}=0$ and $u\left(x^{*}\right)=\sup \{u(x): x \in X\}=1$.

Given $P \in \mathcal{J}$ let $A_{1, n}=\{s ; 0 \leq E(u, P(s)) \leq 1 / n\}$ and $A_{i, n}=\{s:(i-1) / n<$ $E(u, \mathrm{P}(s)) \leq i / n\}$ for $i=2, \ldots, n$. Define $\mathrm{P}_{n}$ and $\mathrm{Q}_{n}$ in $\dot{\operatorname{je}}$ by $\mathbf{P}_{n}(s)=[(i-1) / n] x^{*}+[(n-i+1) / n] x_{i}$ for all $s \in A_{i, n}$ and $Q_{n}(s)=(i / n) x^{*}+$ $[(n-l) / n] x_{n}$ for all $s \in A_{i, n} ; l=1, \ldots, n$. It follows from $B 7$ that $\mathbf{P}_{n} \leqslant \mathbf{P} \leqslant \mathbf{Q}_{n}$ and hence that $v\left(\boldsymbol{P}_{n}\right) \leq v(\mathbf{P}) \leq v\left(\mathbf{Q}_{n}\right)$ for all $n$, where $v$ is as defined in the proof of $S 2$. Hence, by (13.9) for all horse lotteries in $\mathcal{H}_{0}, E\left[E\left(u_{1}, \mathrm{P}_{n}(s)\right), P^{*}\right] \leq v(\mathbf{P}) \leq E\left[E\left(u, \mathrm{Q}_{n}(s)\right), P^{*}\right]$ for all $n$.
13.12. Let Q be as defined following (13.12). Assume $c=0, d=1$ fer convenience. [If $c=d$ the result is immediate.] Let $\mathbf{R}_{i}=R_{i}$ on $S$ with $E\left(u, R_{i}\right)=1 / 4$ for $i=1,2,3$. Since $0 \leq E(u, Q(s)) \leq 1$ for all $s, 1 / 4 \leq E\left(u, \frac{1}{2} Q(s)+\frac{1}{2} R_{2}\right) \leq 3 / 4$ for all $s \in S$. Therefore $R_{1} \leqslant \frac{1}{2} Q(s)+\frac{1}{2} R_{2} \leqslant R_{3}$ for all $s \in S$. Hence, by $B 7$, $\mathbf{R}_{1} \leqslant \frac{1}{2} \mathbf{Q}+\frac{1}{2} \mathbf{R}_{2} \leqslant \mathbf{R}_{8} . \mathrm{By}^{2}(13.10)$ and $(13.11), v\left(\mathbf{R}_{1}\right) \leq \frac{1}{\frac{1}{2}} v\left(\mathbf{R}_{2}\right)+\frac{1}{2} v(\mathbf{Q}) \leq v\left(\mathbf{R}_{9}\right)$. Then by (13.9) for $x_{0}, 1 / 4 \leq \frac{1}{2} v(Q)+1 / 4 \leq 3 / 4$, or $0 \leq v(Q) \leq 1$.
13.15a. Given $\epsilon>0$ let $B(\varepsilon)=\{s: \alpha E(u, P(s))+(1-\alpha) E(u, \mathbf{R}(s)) \geq 1-\alpha\}$ and $C(c)=\{s: s \in B(c)$, and $E(u, P(s))<1-c$ or $E(u, \mathbf{R}(s))<1-i\}$. Let $\delta=\alpha(1-\alpha) \epsilon$. Then, if $s \in C(\epsilon), s$ cannot be in $B(\delta)$ since $\alpha(1-\alpha)+(1-\alpha)$ $<1-$ and $\alpha+(1-\alpha)(1-\alpha)<1-\kappa$. Hence the only elements in $B(\epsilon)$
for any $\mathbb{>}>0$ that can contribute to inf $\left\{P^{*}\{\alpha E(u, P(s))+(1-\alpha) E(u, \mathbf{R}(s))\right.$
$\geq 1-\epsilon\}: \epsilon>0\}$ are those for which both $E(u, P(s)) \geq 1-\epsilon$ and
$E(u, \mathbf{R}(s)) \geq 1-$ c. As a consequence, inf $\left\{P^{*}\{\alpha E(u, P(s))+(1-\alpha) E(u, \mathbf{R}(s))\right.$ $\geq 1-\varepsilon\}: \subset>0\}=\inf \left\{P^{\star}(\{E(u, P(s)) \geq 1-\epsilon\}\right.$ © $\left.\{E(u, \mathbf{R}(s)) \geq 1-\epsilon\}) ;<>0\right\}$.
13.15c. Let $\mathbf{P}, \mathrm{Q}, \mathbf{R} \in \mathcal{X}$ be as follows. On the even integers, $E(u, P(s))=s /(1+s)$,
$E(u, \mathbf{Q}(s))=E(u, Z .(s))=0$. On the odd integers, $\mathbf{P}(s)\left(\frac{1}{4}\right)=1$, and $E(u, \mathbf{Q}(s))$ $=E(u, \mathbf{R}(s))=s /(1+s)$. Then $v(\mathbf{P})=\left[\frac{1}{2}+\left(\frac{1}{2}\right)\left(\frac{1}{2}\right)\right]+\frac{1}{2}=5 / 4, v(\mathbf{Q})=\frac{1}{2}+\frac{1}{2}=1$, $v\left(\frac{1}{2} P+\frac{1}{2} R\right)=\frac{1}{2}(3 / 4)+\frac{1}{2}\left(\frac{1}{2}\right)+0=5 / 8$, and $v\left(\frac{1}{2} Q+\frac{1}{2} R\right)=\frac{1}{2}\left(\frac{1}{2}\right)+\frac{1}{2}\left(\frac{1}{2}\right)+\frac{1}{2}=1$.
Hence $\mathbf{Q}<\mathbf{P}$ and $\frac{1}{2} \mathbf{P}+\frac{1}{2} \mathbf{R}<\frac{1}{2} \mathbf{Q}+\frac{1}{2} \mathbf{R}$.
14.2b. Consider $p r<{ }^{*} s, p s<^{*} q r, r s<^{*} p t$, and $q t \prec^{*} p r s$.
14.4. $B \subseteq C \Rightarrow C=B \cup(C / B)$. By (F1,F3), $\varnothing \leqslant{ }^{*} C / B$ so that, by (F3,F4), $\varnothing \cup B<{ }^{*}(C \mid B) \cup B$, or $B<{ }^{*} C$. If $S<{ }^{*} C$ then $C \cup C^{\epsilon}<{ }^{*} C$, which by $F 4$ implies $C^{c}<{ }^{+} \varnothing$, contradicting $F 1$.
14.5e. $A \prec^{*} C \Rightarrow B<{ }^{*} D \Rightarrow A \cup B<^{*} C \cup D$ by $C 3$ (<*), a contradiction.
14.10. Let $F 5$ hold. Then, by $F 5$ directly, $<^{*}$ is fine. If $A<^{*} B$, it follows easily from $F 5$ and the other properties of $<^{*}$ that $A \cup D<^{*} B$ for some $D$ for which $A \cap D=\varnothing$ and $\varnothing<{ }^{*} D$. A similar result is obtained if $B<* A$. Hence, if the " $A \leqslant * B \cup C$ and $B \leqslant * A \cup D$ for all $\cdot$. '" conditiuns of tightness hold, then neither $A<^{*} B$ nor $B<{ }^{*} A$, which requires $A \sim^{*} B$ by $F 3$.

On the other hand, suppose $F 1-F 4$ hold and $<^{*}$ is fine and tight. Take $A<{ }^{*} B$. Suppose, for all $B_{1} \subseteq B$ for which $B_{1}<^{*} B, B_{1} \leqslant * A$. Then consider $\varnothing<^{*} D$ and $A \cap D=\varnothing$. Dy fineness, it follows that there is a $B_{2} \subseteq B$ such that $\varnothing<^{*} B_{2} \leqslant{ }^{*} D$. Then since $\varnothing<{ }^{*} B_{2}, B \mid B_{2}<{ }^{*} B$ so that $B / B_{2} \leqslant{ }^{*} A$, which along with $B_{2} \leqslant{ }^{*} D$ gives $B \leqslant * A \cup D$ by C3. Tightness then requires that $A \sim^{*} B$, which is false. Hence, with $A<^{*} B$, there is a $B_{1} \subseteq B$ for which $A<^{*} B_{1} \prec^{*} B$. Since $\varnothing<{ }^{*} B / B_{1}$ and $<^{*}$ is fine, there is a partition $\left\{C_{1}, \ldots, C_{m}\right\}$ of $S$ with $C_{i} \leqslant{ }^{*} B / B_{1}$ for each $i$. Along with $A<{ }^{*} B_{1}$, this gives $A \cup C_{i}<{ }^{*} B$ by $\mathbf{C 3}$ ( $\prec^{*}$ ).
14.11c. Given $A, B$ let the "whenever" conditions of tightness hold. If no $C$ satisfies $B \cap C=\varnothing$ and $\varnothing<{ }^{*} C$ then $B \sim^{*} S$ so that $A \leqslant{ }^{*} B$. If some $C$ satisfies $\varnothing<{ }^{*} C$ and $B \cap C=\varnothing$ then, for any such $C$, either $P_{1}\left(A_{1}\right)<P_{1}\left(B_{1}\right)+P_{1}\left(C_{1}\right)$ or $P_{1}\left(A_{1}\right)=P_{1}\left(B_{1}\right)+P_{1}\left(C_{1}\right)$ and $P_{2}\left(A_{2}\right) \leq P_{2}\left(B_{2}\right)+P_{2}\left(C_{2}\right)$. If $P_{2}\left(C_{2}\right)=0$ for all such $C_{2}$ then $P_{8}\left(B_{9}\right)=1$ which insures $P_{8}\left(A_{2}\right) \leq P_{8}\left(B_{2}\right)$, and since $P_{1}\left(C_{1}\right)>0$ can be made arbitrarily small, we get also $P_{1}\left(A_{1}\right) \leq P_{1}\left(B_{1}\right)$. Hence, if $P_{2}\left(C_{2}\right)=0$, $A \leqslant * B$. If $P_{8}\left(C_{2}\right)>0$ for some such $C_{8}$, then we can take a $C_{1}$ with $P_{1}\left(C_{1}\right)=0$ and get $P_{1}\left(A_{1}\right) \leq P_{1}\left(B_{1}\right)$, where, if equality holds, it must then be true that $P_{5}\left(A_{9}\right) \leq P_{8}\left(B_{2}\right)$. Again, $A \leqslant * B$. By a similar proof we get $B \leqslant *$ for all cases. Hence $A \sim^{*} B$.
14.13c. Let $A=\left[0, \frac{1}{2}\right) \cup S_{2}, B=\left(\frac{1}{2}, 1\right] \cup S_{3}$. If $<^{*}$ is tight, then $A \sim^{*} B$. But $B<{ }^{*} A$ by the definition of $\prec^{*}$.
14.17. If $A$ is not null then, with $x<y$ and $f=x$ on $A, f=y$ on $A^{e}$ and $g=y$ on $S$, $f<g$ given $A$ by $P 3$ so that $f<g$ by Lemma 14.1. But if $A \sim \varnothing$ then $f \sim g$. Therefore $\varnothing \sim * A$ implies that $A$ is null.
14.20\%. For $P 6$, suppose $f<g$ or $w(f)<w(g)$. Let $w(g)-w(f)=d$. Take a partition $\{\{1, n, 2 n, \ldots\},\{2, n+1,2 n+1, \ldots\}, \ldots,\{n-1,2 n-1, \ldots\}\}$ with $n$ large enough so that $2<d n$, and use the answer to part (a).

## REFERENCES

The references given here are those cited in the text. For a more complete bibliography see Fishburn (1968) and the other surveys cited in its introduction.

Adams, E. W. (1965). Elements of a theory of inexact measurement. Philosophy of Science, 32, 205-228.
Allais, M. (1953). Le comportement de l'homme rationnel devant le risque: Critique des postulats et axiomes de l'ecole Americaine. Econometrica, 21, 503-546.
Anscombe, F. J. and Aumann, R. J. (1963). A definition of subjective probability. Amnals of Mathematical Statistics, 34, 199-205.
Armstrong, W. E. (1939). The determinateness of the utility function. Economic Journal, 49, 453-467.
(1950). A note on the theory of consumer's behaviour. Oxford Economic Papers, 2, 119-122.
Arrow, K. J. (1959). Rational choice functions and orderings. Economica, 26, 121-127.
—__ (1966). Exposition of the theory of choice under uncertainty. Synthese, 16, 253-269.
Aumann, R. J. (1962). Utility theory without the completeness axiom. Econometrica, 30, 445-462.

- (1964). Utility theory without the completeness axiom: a correction. Econometrica, 32, 210-212.
——— (1964). Subjective programming. In M. W. Shelly and G. L. Bryan (Eds.), Human judgments and optimality. Wiley, New York.
Bernoulli, D. (1738). Specimen theoriae novae de mensura sortis. Commentarii Academide Scientiarum Imperialis Petropolitanae, 5, 175-192. Translated by L. Sommer, Econometrica, 22 (1954), 23-36.
Birkhoff, G. (1948). Lattice theory, Rev. Ed. American Mathematical Society, New York.
Blackwell, D. and Girshick, M. A. (1954). Theory of games and statistical decisions. Wiley, New York.
Blaschke, W. (1928). Topologische Fragen der Differentialgeometrie. I. Thomsens Sechseckgewebe. Zueinander diagonale Netze. Mathematische Zeitschrift, 28, 150-157.
Chernoff, H. (1954). Rational selection of decision functions. Ecomometrica, 22, 422-443.
Chipman, J. S. (1960). The foundations of utility. Ecomometrica, 28, 193-224.

Coombs, C. H. (1964). A theory of data. Wiley, New York.
Cramer, H. (1956). A theorem on ordered sets of probability distributions. Theory of Probability and Its Applications, 1, 16-21.
Debreu, G. (1954). Representation of a preference ordering by a nusnerical function. In R. M. Thrall, C. H. Coombs, and R. L. Davis (Eds.), Dectsion processes. Wiley, New York.

- (1959). Theory of value. Wiley, New York.
-_ (1960). Topological methods in cardinal utility theory. In K. J. Arrow, S. Karlin, and P. Suppes (Eds.), Mathenatical methods in the social sciences, 1959. Stanford University Preas, Stanford, California.
(1964). Continuity propertiea of Paretian utility. International Economic Review, 5, 285-293.
de Finetti, B. (1937). La prevision; ses lois logiques, ses sources subjectives. Amales de l'Instifut Menrl Poincare, 7, 1-68. Translated by H. E. Kyburg in Kyburg and Smokler (1964).
Diamond, P. A. (1965). The evaluation of infinite utility streams. Econometrica, 33, 170-177.
Dubins, L. E. and Savage, L. J. (1965). How to gamble if you must: inequalities for stochastic processes. McGraw-Hill, New York.
Eilenberg, S. (1941). Ordered topological spaces. American Journal of Mathematics, 63, 39-45.
Ellsberg, D. (1954). Classic and current notions of "measurable utility." Economic Journal, 64, j28-556. - (1961). Risk, ambiguity, and the Savage axioms. Quarterly Journal of Economics, 75, 643-669.
Fishburn, P. C. (1964). Decision and value theory. Wiley, New York.
—__(1967). Methods of estimating additive utilitics. Management Science, 13, 435-453.
- (1968). Utility theory. Management Science, 14, 335-378.
—__ (1969). A general theory of subjective probabilities and expected utilities. Annats of Mathematical Statistics, 40, 1419-1429.
Friedman, M. and Savage, L. J. (1948). The utility analysis of choices involving risk. Journal of Political Economy, 56, 279-304.
—_ and _-_ (1952). The expected-utility hypothesis and the measurability of utility. Journal of Political Economy, 60, 463-474.
Frisch, R. (1926). Sur une probleme d'Economic pure. Norsk Mathematish Forenings Skrifter, 1, 1-40.
- (1964). Dynamic utility, Econometrica, 32, 418-424.

Fuchs, L. (1963). Partially ordered algebraic systems. Addison-Wesley, Reading, Massachusetts. Copyright: Akadémia Kiado, Budapest.
Galanter, E. (1962). The direct measurement of utility and subjective probability. American Journal of Psychology, 75, 208-220.
Goldman, A. J. (1936). Resolution and separation theorems for polyhedral convex sets. In H. W. Kuhn and A. W. Tucker (Eds.), Linear inequalities and related systems, Annals of Mathematics Study 38, Princeton University Press, Princeton, New Jersey.

Halmon, P. R. (1950). Measure theory, Van Nostrand, New York.
Hausner, M. (1954). Multidimensional utilities. In R. M. Thrall, C. H. Coombe, and R. L. Davis (Eds.), Decision procasses. Wiky, New York.

Herstein, I. N. and Milnor, J. (1953). An axiomatic approach to measurable utility. Ecomometrica, 21, 291-297.
Holder, O. (1901). Die Axiome der Quantitit: und die Lehre vom Mass. Berichte Verhand. König. Satchs. Gesell. Wiss. (Leipzig), Math. Phys. Cl., 53, 1-64.
Hurwicz, L. and Richter, M. K. (1970). Revealed preference without demand continuity assumptions. In J. S. Chipman, L. Hurwice, M. K. Richter, and H. Sonnenschein (Eds.), Studies in the marhematical foundations of utility and demand theory: a symposium at the University of Michigan, 1968. Harcourt, Brace and Worid, Inc.
Jensen, N. E. (1967). An introduction to Bernoulian utility theory. I. Utility functions. Swedish Jourmal of Economics, 69, 163-183.
Kannai, Y. (1963). Existence of a utility in infinite dimensional partially ordered apaces. Israel Journal of Mathematics, 1, 229-234.
Kelley, J. L. (1955). General topology. Van Nostrand, Princeton, New Jersey.
Koopmans, T. C. (1960). Stationary ordinal utility and impatience. Econometrica, 28, 287-309.
-, Diamond, P. A. and Williamson, R. E. (1964). Stationary utility and time perspective. Econometrica, 32, 82-100.
Kraft, C. H., Pratt, J. W, and Seidenberg, A. (1959). Intuitive probability on finite sets. Annals of Mathematical Statistics, 30, 408-419.
Krantz, D. H. (1964). Conjoint measurement; the Luce-Tukey axiomatization and some extensions. Journal of Mathematical Psychology, 1, 248-277.
-__ (1967). A survey of measurement theory. Michigan Mathematical Psychology Program, MMPP 67-4. University of Michigan, Ann Arbor.
Kyburg, H. E. and Smokler, H. E. (Eds., 1964). Studies in subjective probability. Wiley, New York.
Lodve, M. (1960). Probability theory, 2nd Ed. Van Nostrand, Princeton, New Jersey.
Luce, R. D. (1956). Semiorders and a theory of utility discrimination. Econometrica, 24, 178-191.
-_ (1966). Two extensions of conjoint measurement. Journal of Marhematical Psychology, 3, 348-370.
——_ and Raiffa, H. (1957). Games and decisions. Wiley, New York.
—__ and Suppes, P. (1965). Preference, utility, and subjective probability. In R. D. Luce, R. R. Bush, and E. Galanter (Eds.), Handbook of Maihematical Psychology, 1II. Wiley, New York.
___ and Tukey, J. W. (1964). Simultaneous conjoint measurument: a new type of fundamental measurement. Journal of Mathematical Psychology, 1, 1-27.
Marschak, J. (1950). Rational behavior, uncertain prospects, and measurable utility. Ecomometrica, 18, 111-141.
Newman, P. and Read, R. (1961). Representation problems for preference orderings. Journal of Ecomomic Behavior, 1, 149-169.
Pareto, V. (1927). Manuel d'economie politique, 2nd Ed. Giard, Paris.
Pfanzagl, J. (1959). A general theory of measurement: applications to utlity. Noval Research Logistics Quarterly, 6, 283-294.
Pratt, J. W., Raiffa, H. and Schlaifer, R. (1964). The foundations of decision under
uncertainty: an elementary exposition. Journal of the American Statistical Astociat10n. 59, 353-375.
Rader, J. T. (1963). The existence of a utility function to represent preferences. Review of Economic Studies, 30, 229-232.
Raifia, H. (1961). Risk, ambiguity, and the Savage axioms: comment. Quarterly Journal of Economics, 75, 690-694.
and Schlaifer, R. (1961). Applied stotistical decision theory. Division of Research, Harvard Business School, Boston.
Ramsey, F. P. (1931). Truth and probability. In F. P. Ramsey, The foundations of mathematics and other logleal essays. Harcourt, Brace and Co., New York, Reprinted in Kyburg and Smokler (1964).
Richter, M. K. (1966). Revealed preference theory. Econometrica, 34, 635-645.
Roberts, F. S. (1969). Indifference graphs. In F. Harary (Ed.), Proof techniques in graph theory. Academic Press, New York.
Savage, L. J. (1954). The foundations of statistics. Wiley, New York.
Scott, D. (1964). Measurement structures and linear inequalities. Journal of Mathematical Psychology, 1, 233-247.
——_ and Suppes, P. (1958). Foundational aspects of theories of measurement. Journal of Symbolic Logic, 23, 113-128.
Suppes, P. (1956). The role of subjective probability and utility in decision-making. Proceedings of the Third Berkeley Symposium on Mathematical Statistics and Probability, 1954-1955, 5, 61-73.
—__ and Winet, M. (1955). An axiomatization of utility based on the notion of utility differences. Management Science, 1, 259-270.
———and Zinnes, J. L. (1963). Basic measurement theory. In R. D. Luce, R. R. Bush, and E. Galanter (Eds.), Handbook of Mathematical Psychology, I. Wiley, New York.
Swalm, R. O. (1966). Utility theory-insights into risk taking. Harvard Business Review, November-December, 123-136.
Szpilrajn, E. (1930). Sur l'extension de l'ordre partiel. Fundamenta Mathematicae, 16, 386-389.
Thielman, H. P. (1953). Theory of functions of real variables. Prentice-Hall, Englewood Clifis, New Jersey.
Thomsen, G. (1927). Un teorema topologico sulle schiere di curve e una caratterizzazione geometrica delle superficie isotermoasintotiche. Bollettimo della Unione Matematica Italiama, 6, 80-85.
Tucker, A. W. (1956). Dual systems of homogeneous linear relations. In H. W. Kuhn and A. W. Tucker (Eds.). Linear inequalities and related systerns, Annals of Mathematics Study 38. Princeton University Press, Princeton, New Jersey.
Tversky, A. (1964). Finite additive structures. Michigan Mathematical Prychology Program, MMPP 64-6. University of Michigan, Ann Arbor.
(1967). A general theory of polynomial conjoint measurement. Jourmal of Mathematical Psychology, 4, 1-20.
von Neumann, J. and Morgenstern, O. (1947). Theory of games and economic behapior, 2nd Ed. Princeton University Press, Princeton, New Jersey.

Raflerances
Weidon, J. C. (1950). A note on measures of utility. Camadian Journal of Ecomomics and Political Sctence, 16, 227-233.
Williams, A. C. and Namar, J. I. (1966). Financial measurement of capital investments. Manggement Seience, 12, 851-864.
Winkler, R. L. (1967a). The assesment of prior distributions in Bayesian analysis. Journal of the Amertcan Statistical Association, 62, 776-800.
(1967b). The quantification of judgment: some methodological suggestions.
Journal of the American Statistical Association, 62, 1105-1120.
Wold, H. (1943). A synthetis of pure deniand analyais: I, II, III. Skamdhavisk Aktwarietidekrift, 26.
——and Jureen, L. (1953). Demand analysis. Wiley, New York.
Yokoyama, T. (1956). Continuity conditions of preference ordering. Osaka Ecomomle Papeft, 4, 39-45.

## AUTHOR INDEX

Adams, E. W., 46, 47, 82, 83, 223
Allat, M., 109, 223
Anscombe, F. J., 167, 175, 223
Armstrong, W. E., 12, 80, 81, 85, 223
Arrow K. J., 24, 167, 223
Aumann, R. J., 46, 121, 126, 127, 167, 175, 223

Bernoulli, D., 103, 130, 223
Birkhoff, G., 14, 29, 223
Blackwell, D., 103, 145, 147, 223
Blaschke, W., 65, 223
Chernoff, H., 5, 167, 223
Chipman, J. S., 25, 223
Coombs, C. H., 20, 224
Cramer, H., 103, 224
Debreu, G., 29, 36, 37, 54, 62, 65ff, 84, 88, 94, 96, 97, 224
de Finetti, B., 4, 161, 191, 224
Diamond, P. A., 89, 224, 225
Dubins, L. E., 132, 224
Eilenberg, S., 37, 224
Ellsberg, D., 82, 172, 224
Fiahburn, P. C., 2, 4, 43, 104, 167, 223, 224
Friedman, M., 103, 224
Frisch, R., 81,82, 224
Fuchs, L., 55, 224
Galanter, E., 88, 224
Girehick, M. A., 103, 145, 147, 223
Goldman, A. J., 46, 224
Halmos, P. R., 131, 225

Hausner, M., 110, 225
Herstein, 1. N., 103, 110, 225
Holder, O., 55, 225
Hurwice, L., 39, 225

Jensen, N. E., 110, 225
Jureen, L., 37, 227
Kannai, $Y$., 121, 225
Kelley, J. L., 16, 225
Koopmans, T, C., 89, 96, 225
Kraft, C. H., 210, 211, 225
Krantz, D. H., 2, 54, 58, 59, 78, 225
Kyburg, H, E, 4, 225
Levine, M., 87
Loeve, M., 131, 225
Luce, R. D., 2, 18, 20, 29, 54, 57, 58, 59, $65,76,87,103,110,225$

Marschak, J., 103, 225
Milnor, J., 103, 110, 225
Morgenstern, O., 101, 103, 161, 191, 226
Nassar, J. I., 96, 98, 227
Newman, P., 37, 225
Pareto, V., 81, 82, 225
Pfanzaci, J., 85, 86, 87, 88, 115, 118, 225
Pratt, J. W., 104, 167, 210, 211, 225
Rader, J. T., 37, 226
Raiffa, H., 2, 103, 104, 167, 172, 225, 226
Ramsey, F. P4, 101, 161, 167, 191, 226
Read, $\mathbf{R}_{, 1}$ 37, 225
Richter, M. K., 30, 39, 225, 226
Roberts, F. S., 24, 226
Rubin, H., S

Savige, L. J., 2, 4, 5, 105, 109, 122, 138,
161, 164, 165, 166, 167, 191ff, 224, 226
Schlaifer, R., 2, 104, 167, 225, 226
Soctt, D., 18, 22, 43, 45, 46, 52, 83, 84, 210, 226
Siedenberg, A., 210, 211, 225
Smokler, H. E., 4, 225
Suppes, P., 14, 18, 22, 29, 43, 15, 80, 84, 85, 87, 110, 225, 226
Swain, R, O., 104, 226
Szpilrajn, E., 16, 226
Thiolman, H, P., 35, 226
Thomsen, G., 65, 226
Tucker, A. W., 46, 226

Tukoy, J. W., 54, 57, 65, 76, 87, 225
Tversky, A., 46, 51; 76, 226
von Noumann, J., 101, 103, 161, 191, 226
Woldon, J. C., 82, 227
Witiams, A. C., 96, 98, 227
Williamson, R. E., 89, 225
Winet, M., 80, 84, 226
Winkler, R. L., 103, 227
Wold, H., 37, 39, 41, 227
Yokoyama, T., 37, 227
Zinnet, 3. L., 14, 22, 84, 85, 87, 226

## SUBJECT INDEX

Absolute preference-difference comparisons, 80
Absolute value, 27
Act, big, 209
bounded, 209
constant, $166,179,193$
as function on states to consequences, 165 , 175, 192
Hitle, 209
normal, 209
perfect information, 169
Act-state pair, 167
Additive utility, 42, 44, 54, 91
in expected utility, 148ff
in states model, 168 ff
unbounded, 58
unique up to similar positive linear transformations, 54
weighted, 93
Algebra of sets, 130
generated, 131
Alternating sequence, 151
Antisymmetry, 10
Asymmetry, 10
Axiom of Choice, 17
Binary relation, 10 ff
properties of, 10, 11, 18
transitive closure of, 24
see also Equivalence, Order, Qualltative probability
Bisection axiom, 85
Bisymmetry axiom, 85
Boolean algebra, 130
generated, 131
Borel albebra, 131
Borel tht, 131
Boundary point, 123

Bounded act, 190
Bounded utility, 138, 206
Buying price, 118 I
Cancellation law, 51
Cartesian product, 25, 35, 42
Certainty equivalent, 117
Choice function, 24
Closed interval, 26
Closure, under conditional probabilities, 134
convex, 122
under countable convex combinations, 132
under group operation, 54
under mixture set operation, 110
in topological space, 62
Compensation axiom, 57
Complement, 130, 175
relative, 195
Complete binary relation, 11
Component, 26
Conditional preference, 192
Conditional probability measure, 133
Cone, 123
convex, 123
Connected binary relation, 11
Connected topological space, 40, 62
Consoquence, 103, 166, 175
Constant act, 166, 179, 193
Consumption theory, 35, 82
Continuity, 35, 64
of additive utilities, 65,72
upper semi-, 38
Wold's axiom for, 41
Convergence, nonuniform, 137
uniform from above, 146
uniform from beluw, 135
Convex closure, 47
Convex combination of measures, 106
countable, 131, 132
Convex cone, 123
Convex ret, 41, 122
clogure of, 122
Countable additivity, 132
compared to finite additivity, 136 f
Cycie, 151
Decision making, 1
under cartainty, 2
under uncertainty, 4
Degree of preference, 80,88
Difference of sets, 27, 195
Diffuse probability measure, 132
Discount factor, 93
constant, 96
Diecrete probability measure, 133
Dominance conditions, $32,108,137,179$, 192

Equivalence, relation, 11
*, 15
$\mathrm{E}_{\mathrm{m}}, 44$
Equivalence classes, 11
notation for, 12
Essential factor, 71
Ethically neutral proposition, 191
Euclidean space, 26, 31
Even-chance gamble, 86, 149, 189, 191
Event, null, 176, 192
as subset of states, 175
Expected utility, additive, 148ff
Archimedean axiom for, 109
from extrancous probabilities, 175 ff
independence axiom for, 108
lexicographic, 110
maximum, 105
for probability measures, 129 ff
Savage's theory of, 191ff
scaling of, 104
with simple measures, 103 ff
for states model, $166 f$
Expected value, 106, 135, 136
Extension, linear, 142
of strict partial order, 16
Extraneous probabilities, 167,175 ff
Finite additivity, 105
Function, bounded, 135
linear, 118
measurable, 135
see aiso Expected utility, Utility
Gamble, 108
buying and selling prices of, 118 f
50-50 (even-chance), 86, 149, 189, 191
see also Probability measure
Gap in function, 36
Greatest lower bound, see Infimum
Group, 54f
Homogeneous product set, 89,156, 178
Horse lottery, 175
bounded, 179
homogeneous, 178
Ideal point, 20
Impatience, 90
Independence among sets, 43 test fCr, 46
Indifference, 9, 12
intransitive, 12, 15f, 81, 138, 169
Indifference curve, 31
Indifference hypersurface, 74
Indifference interval, $20 f$
Indifference loci, 31
Indifference map, 31
Induced probability measure, 201
Infimum (in), 28
Intersection of sets, 35
Interval, closed, 26 open, 26
Interval graph, 24
Interval order, 20
Intransitive indifference, see Indifference
Inverse, of function, 64, 66
of group element, 55
Irreflexivity, 10
Isoutility contour, 31
Least upper bound, see Supremum
Lexicographic order (<L), 25,48
Linear extension, 14
Linear function, 118
Linear order, see Strict order
Lottery, 116
see also Gamble, Horse lottery, Probability measure

Marginal consistency, 98

Marginal probability measure, 148, 153
Markup factor, 93
Maximal independent subset, 141
Maximum net profit, 115
Measurable function, 135
bounded, 135
simple, 135
Measurable utility, 82
Measure, see Probability measure
Midpoint axiom, 85
Mixture set, 110
Monotonicity condition, 32
Negative transitivity, 10
Nonsaturation condition, 32
Normal probability distribution, 79
Null event, 176, 192
Null state, 169
Open interval, 26
Open set, 35
Order, interval, 20
lexicographic, 25, 48
quasi, 24, 121, 127
semi-, 20
strict, 11
strict partial, 15
weak, 11
Order dense, 27
Ordered pair, 10
Order-preserving utility function, 14
Partition, 24, 175
uniform, 194, 198
Perfect information act, 169
Persistent preference, 90, 156
Persistent preference differences, 92
Preference, 1
conditional, 192
consistent judments of, 109
degree of, 80,88
impetient, 90
marginally consistent, 98
persistent, 90, 92, 156
single-peaked, 19
stationary, 96, 156
strict, 9
time, 89 fI
see also Order
Preference differences, 80ff
nontopological axiome for, 85
persistent, 92
topological axioms for, 84
Preference independence, 43
Preference-indifference, 13
Preference intensity, see Degree of preference
Preorder, see Quasi order
Probability, axioms for, 194, 210
extraneous, 167
from preference, 200
qualitative, see Qualitative probability
subjective, personal, 4
Probability distribution, geometric, 133
normal, 79
Poisson, 133
Probability measure, 131
conditional, 133
convex combination of, 106, 131
countably additive, 132
diffuse, 132
discrete, 133
finitely additive, 105
on homogenous product set, 156
induced, 201
marginal, 148, 153
simple, 105
on states, 164,165
zero-one, 188
Product, scalar, 40, 46
of sets, see Product set
of topological spaces, 63
Product set, 25, 32, 42
homogeneous, 89, 156, 178
Product space, 63
Projection, 154
Qualitative probability, 193, 195
fine, 212
tight, 212
Quasi order, 24, 121, 127
Random variable, 135
Reflexivity, 10
St. Petersburg game, 130
Scalar product, 40, 46
Selling price, 118 f
Semiorder, 20
Separable topological space, 62
Set, Borel, 131
closure of, 62
complement of, 130
convex, 41, 122
convex closure of, 47
countable, 9
denumerable, 9
open, 35
uncountable, 26
Sets, Boolean algebra of, 130
Borel algebra of, 131
difference of, 27, 195
intersection of, 35
product of, 25, 42
$\sigma$-algebra of, 130
union of, 27, 35
Simple probability measure, 105
Single-peaked preferences, 19
Solvability assumption, $57,58,60,65$
States, as functions on acts to consequences, 163, 185
null, 169
probability measures on, $164,16.5$
of the world, 164
Stationary preference, 96,156
Strength of preference, see Degree of preference
Strictly ordered group, 55
Strict order, 11
Strict partial order, 15
extension of, 16
Subset, 10
maximal independent, 141
Supremum (sup), 27, 206
Sure-thing axioms, 138, 179, 193
Symmetry, 10
Szpirrajn's theorem, 16
Temporal consistency, 96
Theorem of The Alternative, 46
applications of, $52,169,174,210$
Time preference, 89ff
Topological space, 35
connected, 40, 62
connected subset of, 62
scparsble, 62

Topole : $\because, 35$
discre. . 40
product, 63
relative usual, 35
usual, 35
Trade-off curve, 31
Transformations of utility functions, 15,54 , 84
Transitive closure, 24
Transitivity, 10
negative, 10
Unbounded utility, 58,116
Uncountable set, 26
Uniform convergence, 135,146
Uniform partition, 194, 198
Union of sets, 27, 35
Uniqueness, up to a positive linear transformation, 84
up to similar positive linear transformations, 54
Upper semicontinuity, 37
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