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SUMMARY

The ARPA Computer Netwcrk will provide communication
paths between 2 set of computer cz2nters distributed across the
United States. The purpose of the network is to inexpensively
and rapidly make available to all of the network's users, the
special capabilities of each of the computer centers. The
ARPA Contract with the Neﬁwork Analysis Corporation inwvolves
the analysis and design of this network and a study of the

properties of networks of this type.
The objectives of the project are:

{1} To develop computer programs whirh can determine

economical data line locations and line Capacities.

(2) To operate the program3 in order to determine the
appropriate data lines to be leased from AT&T, and the cost-
throughput~time delay characteristics for store-and-forward

networks such as the ARPA Network.

(3) To study the properties of large store-and-forward
computer networks and to develop a specific example exhibiting

the cost-throughput characteristics of a large network.




(4) To study the effect on network performance of
alternate routing procedures and the amount of storage at

each node.

Each network to be designed must satisfy a number of
constraints. It wust be reliable, it must be able to accommo=
date variations in traffic flow without significant degradation
in performance, and it must be capable of efficient expansion
when new‘nodes and links are added at a later date. FEach de-
sign must have an average response time for short messages no
greater than 0.2 seconds. The goal of the coptimization is to
satisfy all of the constraints with the least possible cost per

bit of transmitted information.

Objectives (1) - (2) of the project have been completea
and objective (3) will be completed shortly. An operational
computer program has been developed. This progrum is capable of:
(1) analyzing proposed network designs, and (2) finding
economical combinations of lines which lead to highly efficient
low cost network designs. The general design philosophy followed
as well as the specific elements considered in the implementation
of the program are described in the report. The computer program
was used to determine the most economical lines which can be

leased to satisfy the communication requirements of the ARPA Net-
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work. It has alsc been used to study the relationships bectwzaen
traffic level, link capacities, and cost as a function of the
number of nodes in the network. Extensive studies have been
made for twelve, sixteen, eighteen, and twenty node rnetworks
where each node was a potential site for the ARPA Network. A
number of the results of these studies are summarized in this

report.

2 Highly efficient algorithias have been developed
and programmed for the study of large computer networks. Methods
for optimizing the design of c¢entralized networks have been dis-
covered. These methods, thch are described here, are presently

being used to design large decentralized hierarchal networks.

The rroblem of routing is under investigation and

preliminary results will be reported shortly.
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INTRODUCTION

The ARPA Network will provide store-and-forward communi-
cation paths between a set of computer centers distributed across
the continental United States. The message handling tasks at
each node in the network is performed by a special purpose Inter-
face Message Processor (IMP) located at each computer center.

The centers will be interconnected through the IMPS by fully

duplex telephone lines, of typically 50 kilobit/sec capacity.

When a message is ready for transmission, it will be
broken up into a set of packets, each with appropriate header in-
formation. Each packet will independently make its way through
the network to its destinaticn. When a packet is transmitted
between any pair of nodes, the transmitting IMP must receive a
positive acknowledgment from the receiving IMP within a given
interval of time. If this acknowledgment is not received, the
packet will be retransmitted, either over the same or a different

channel depending on the network routirg doctrine being employed.

One of the design goals of the system is to achieve a
response time of less than 0.2 scconds for short messages. A
mecasure of the efficiency with which this criterion is met is the

cost per bit of information transmitted through the network when




the total netwerk traffic is at the level which yields 0.2 second
average time delay. The goal of the network design is to achieve
the required respense time with the least possible cost per bit.
The final network design is subject to a number of additicnal con-
straints. It must be reliable. it must have reasonably flexible
capacity in order Lo accommodate variations in traffic flow without
significan*t degradation in performance, and it must be neatly ex-
paudable so that additional nodes and links can be added at later
dates. The sequence and allowable variations with which the nodes
are added to the network must also be taken into account. At any
stage in the evolution of .the network, there must be at least one
communication path between any pair of nodes that have already been
activated. 1In order to achieve a reasonable level of reliability,
the network must be designed sc that at least‘two nodes and/or

links must fail before the network becomes disconnected.

To plan the orderly growth of the network, it is
necessary to predict the behavior of proposed netwerk designs. 7o
do this, traffic flows must be projected and netwcrk routing pro-
cedures svecified. The time delay analysis problem has been
(1, 2]
studied by Kleinroc who considered several mathematical

models of the ARPA Network. Kleinrock's comparison of his aralvs:is

with computer simulations indicates that network bhehavior can re
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cqualitatively predicted with reasonable confidence. Howcver,
additional study in this arca is nceded before all the significant
parameters which describe the system can be incorporated into the
nodel. For the present, it appears that a combination of analysis
and simulation can best be applied to determine a specific net-

work's behavior.

Even if a proposed network can be accurately analyzed,
the most economical networks which satisfy all of the constraints
are not easily found. This is because of the enormous number of
combinations of links that can be used to connect a relatively
small number of nodes. It‘is not possible to examine even a small
fraction of the possibkle network topologies that might lead to
econcnical designs. In fact, the direct enumeration of all such
configurations for a twenty node network is beyond the capabilities

of the most powerful present day computer.




TOPOLOCICAIL OPTIMIZATION

As part of NAC's study of computer network design, a
computer program was developed to f£ind low cost topologies which
satisfy the construints on network time delay, reliability, con-

gestion, and other performance parameters. This prograw is

u

tructured to allow the network designer to rapidly investigate
the tradeoffs between average time delay per message, networx

cost, and other factors of interest.
The inputs to the program are:
1. Existing network configuration (i.e., lines
and nodes already installed and ordered)

2. Estimated *traffic between nodes

3. Maximum average delay desired for short
messages

In addition, the user may specify to the program a maximum cost

that no network design will be allowed to exceed.

The output of the program is a sequence of low cost net

works. Each network is identified by the fcllowing inZormation:

1. Network topology
2. Cost per month
3. Maximum throughput

4. Estimated averagc traffic

I




5. Message cost per megabit at maximum throughput

6. Average message delay for short messages

Bach acceptable network design also conforms to the standard
that at least two nodes and/or links must fail before all

communication paths between any pair of nodes are disrupted.




APPROACH

The general design propnlem as stated above is similar to

These precblems include thre

[3]

other network ~esign problems for which computaticnally practical

the minimum ceost
(4]

salutions have recently been obtained.
|

minir cost design of survivable networks,
selectic and interconnection of Telpaks in telepnhcne networks,
[5]
the design of offshore natural gas pipeline networks, and thne
(€]
These problems have lon

classical Traveling Salesman problem.
however, recent work on approximate

resisted exact solution;
ods has been extremely successful and has led to efficient

o+

meen
methods ¢f finding low cost solutions in practical computaticn

times.

Design Philosophy
all

Tne
solution, we mean one which satisfies

" frasible

By a
By an "optimal" networlk, w2 mean the

oI the network constraints.
feasiltle network with the least possible cost. Our goal is to

devaelop a method that can handle rea’istically large problems
olutions

reasonable computation time and which can f£ind feasibie

a

a4 A
- aa

costs close to optimal.




The method to be used has two main parts called the

tartinag routine and the optimizing routine. The starting

routine generates a feasible solution. The optimizing routine
then exanines networks derived from this starting network by
means of local transformations applied o the networr topology.
When a feasible network with lower cost is found, it is adopted
&s a new starting network and the process is continued. 1In this
way, & rfeasible network is eventually reached whose cost can not

oe reduced by applying additional local transformations of the

1
(0]

ype being considered. Such a network is called a locallv

3

ontimum network.

Once a locally optimum network is found, the entire pro-

cedure is repeated by &_ain using the starting. routine. The
starcting routine may incorporate suggestions made by a human de-

. ]
signer. ?Po

Lot

aR2A NetworX have been used. Alternatively, if desired, the
starting routine may generate feasible networks without such ad-
vice. At the present time, our starting rcutine is cawnable of

generating about 100,000 low cost networks.

example, .ie present tentative configurations for the

2y finding local optima from different starting notworks,

a variety of solutions can be gererated. Figure 1 shows a dia-

grammatic representation of the proces

. L€ SDPOCe O Ieasionld
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DIAGRAMATIC REPRESINTATION OF THE

CPTIMIZATION PROCESS

FIGURE 1




solutiony 1s represented by the area enclosed by the outer

border ol the figurce; starting solutions are represented by
light c¢ircles and local optima by dark circles. The practicality
sZ the aporoach is based oan the assumption that with a high pro-
wabilicy some of the local optima found are close in cost to the
global optimum. Naturally, this assumption is sensitive to the
varticular transformation used in the optimizing routine. A

slock diagram of the optimization procedure is shown in Figure 2.

ocal Transf ations
A local transformation on a network 1s generated by

b

identifying a set of links, removing these links, ané adding a
new set Lo the network. The method of selection of the number
and location of the links to be rerwoved and added determines the

wsefulness of the transformation and its applicebility Lo

}-
('f‘
]

pronien in hand. For example, in the problem 0f eccnonically

Jesigning offshore natural gas pipeline networks, dramztic cosc

reductions were achieved by removing and adding one link at 2
(3]
RS On the other hand, in a problem of the minimum cost le-
cign ol survivable networks, the most usaful i1ink exchange ceon-
(2]
sigtcd of remmeving and adding two links at a tina. In genexzal,

it 1s no% necessary that the same numder of links be added and

removed during each application of the transformation.
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DESIGN CONSTRAINTS

The preceding section has a given general apprecach for
the design of low cost feasible networks. To implement this
approach, a number of specific problems must be considered.

These include:

1l. The distribution of network traffic.
2. Network Route Selection.
3. Link capaciiyv assignment.

4. Node and Link Time Delays.

Distribution of Traftic

At the present time, it is difficult to estimate tre pre-
cise magnitude and distribution of the Host-to-~Host traffic.

However, one design goal is that the amount cf £flow that can be

rt
5
©

transmitted between nodes should not significantly wvary with
iocations of sender and receiver. Hence, two users several
thousand miles apart should receive the same service as two users
several hundred miles apart. A reasonable rcquirement is therefore
thit the network be designed s¢ that it can accommodate egual

trarfilc between all pairs of nodes. However, it is Xnown that

certain nodes have larger traffic requirements to and from the

L
3
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ity of Illinois' Illiac IV than to other nedes. Con-




sequently, information of this type is inccrporated into the model.

The magnitude of the network traffic is treated as variable.
A "base" traffic requirement of 500°n bits per second (n is a
positive real number) between all nodes is assun.~d. An additional
50G*n bits per second is then added to and from the iversity of
Illinois (node No. 9) and nodes 4, 5, 12, 18, 19, and 20. The
base traffic is used to determine the flows in each link and th
link capacities as discussed in the following sections. n is then
increased until the average time delay exceeds .2 seconds. The
average numbexr of hits per second per node at average delay ecual
.2 seconds is taken as a measure of performance and the corresponding

cost per bit is taken as a measure of efficiency of the retwerk.

Route Selection

In ordér to avoid the prohibitivecly long computation times
reguired to analyze dynamic routing strategies, a fixed routing
procedure is used. This procedure is similar to the one which will
be used in the operating network but it has the advantage that it
can be readily incorvorated inte analysis procedures which do not

depvend on simulation.

The routing procedure is determined by the assumption that

for each message a path which contains the fewest number of inter-




*
re tlate nodes from origin to destination is most desirable.

=

@

iven a proposed network topology and traffic matrix, routes are

determined as fol..ows: For each i (i =1, 2, ..., N= 20):

1. With node i as an initial node, use a labelling
procedure [7] to generate all paths containing the fewest number
oI intermediate nodes, to all nodes which have non-zero traffic

from node i. Such paths are called feasible paths.

2. If node i has non-zero traffic to node j (3 = 1,
... » N, j # 1) and the feasible paths from 1 to j contain more

than seven nodes, the topology is considered infeasible.

3. Nodes are grouped as follows:

(a) All nodes connected to node i.

(b) All nodes ccnnected to node i by a feasible
path with one intermediate node.

(c) All nodes connected to node i by a feasible
path with two intermediate nodes.

(@) = ===~ - - - - -

* A node j # s,t is called an intermediate node with respect to

message with origin s and destination t if the path from

s to t over which the message is transmicted contains node 3.

13.

2,

a




14.

{(£) All ncdes connected to node 1 by a feasikble

path with five intermediate nodes.

Traffic is first routed from node i to any node j which is
directly connected to i over link (i,j). Consequently, after this
stage, some flows have been assigned to the network. Each node in
group (b) is then considered. For any node j in this group, all
feasibie paths from i to j are examined, and the maximum flow thus
far assigned in any link in each such path is fournd. All paths
with the smallest maximum flow are then gonsidered. The patn whose
total length is minimum is then selected and all traffic oricinating
at 1 and destined for j is routed over this path.* Ail ncdes in
group {b) are treated in this manner. The same procedure is then

applied to all nodes in group (¢), (d), (e) and (f) in that order.

Capacity Assignment

Link capacities could be assigned prior to routing. Then
after route selection, if the flow in any link exceeds its assigned
capacity, the network would be considered infeasible. On the other

hand, link capacities may be assigned after all traffic is routed:

* It is also possible to divide the traffic from i to j and send
it over more than one feasible path, but for uniform trafiic

this is not an important factor.




15.

we adopt this approach. The capacity of each link is chosen to

Do the least expensive option available from AT&T which satisfies
the Jlow requirement. The line options which are presently being
considered are: 50,000 bits/sec (bps), 108,000 bps, 230,400 bps,
and 460,000 bps. Monthly link costs are the sum of a fixed
terminal charge and a linear cost per mile. Thus, to satisfy a
requirement of 85,000 bps, depending on the length of the link

it is sometimes cheaper to use two 50,000 bps parallel links and

sometimes cheaper to use a single 108,000 bps link.

The following line options and cusis have been in-

vestigated:

Tyoe Speead Cost Per Month
7ull Group (303 data set) 50 KR $ 850 + S 4.20/mile
Full Group (304 data set)” 108 KB $ 2400 + $ 4.20/mile
Telpak C 230.4 K3 $ 1300 + $ 21.00/mile
Telpak D 460 KB $ 1300 + $ 60.00/mile

Lirk and Node De.ays

Response time T is defined as the average time a message
taxes to make its way thrcugh the network from its origin to its

destination. Short messages are considered to correspond to a single

* Not a standard AT&T offering.




packece which may be as long as 1008 bits or as short as few kits,

plus the header. If T, is the mean deleav time for a packet passing
- M
through the i-th link, then 7 = 1 Y. Ti , Where r is
- EE : i
-1

the total IMP -to~ IMP traffic rate, y, £ is the average traffic rate
i
in the ith link, and M is the total number of links. T. can be
i

approximated with the Pollaczak-Khinchin formula as:

t r v. (1+ = 1

.= - l+ 1
i pMC L 2 (e, - v, )

1 1

T

where 1/ is the average packet length (in bits), C. is the
g g .
s

capacity of the ith link (in bits/second), a is the coeificient

of variance for the packet length.

These parameters are evaluated as follows:

1) r is the sum of all elements in the traffic matrix
(

th

after each element has been adjusted to include headers, parity

¢neck and requests for next message (RFNM).

(2) vy. is determined by the routing strategv.
Y. 9 g

(3) In calculating l/fL , we consider thnree kinds of
packets: (a) packets generated by short messages and all cther
packets {except RFNM's) with length less than 1008 bits; (D) ful:l

lengtn packets of 1008 bits belonging to long messages: (¢) RFN's.
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t is assumad that the packets of part (a) are uniformly

(]
L4g}

r
!

¥
4]
s
[
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U

buted with mean length equal to 560 bits. The packet length
Zor vart (b) is a constant equal to 1008 bits. The average packet
lengtia is then calculated by first estimating the average number
OLf packets with 1008 bits. It is assumed that each long message
consists of an average of 4 pcckets., In many o:f our computations,
we assume that 80% of the messages are short. The number of RFNM
vackets can then be estimated. Finally, since the average length
of each type of packet is known and the number of each type of

packet has been estimated, the average packet length can be esti-

nated.

(4) y. is adjusted to include the increaced traffic due
i

to acknowledgments. C, is then selected as already described.
i

(5) The larger the value of a, the larger the delay
time. For the exponential distribution a = 1: for a constant,
a = 0; and for many distributions 0 a € 1. Since it ig reason-
able to assume that the packet length distribution being considered
is very ~nJose to the combinaftion of an uniform distribution and a
constant, the value ¢f a should be less than one. To avoid

underestimating T, a 1is se: equal to one in all calculations.

The above analysis is based on the assummtion thac the

nunber ¢f available buffers is unlimited. When the trafiic is low,




'_J
&)
.

this assunption is very accurate. PFor nigh traffic, adjustments to

account for the limitation of buffer space are necessary.

There are itwe roies for buffers in an IMP; one for re-
assenbling messages destined for that IMP's Host and the other for
store-and-forward traffic. At the present time, about one half of
the IM2P's core is used for the operating program. The remainder
contains about 84 buffers each of which can store a single packet.
Up to 2/3 of the buffers may be used for reassembly. Buffers not
used rfor reassembly are available for store—and-forward traffic.
When no buffer is available for reassembly, any arriving packet
which requires reassembly but does not belong to any message in the

process of reassembly will be discarded and no acknowlecgment re-

creasad. In addition, each time z packet is retransmitted, its

delay time is not only increased by the extra waiting and transmitci

time, but also by the 100 ms time-out veriod. To account for thes

(11}

M
R

e

factors, an upoer bound on the probability that no buifer is a

<

a

3

e
nen

.

able is calc: .ated for each IMP. The traffic between IMPS is t

L,

-+reased and extra delay time for the retransmitted packets is

-

aiculated. The increase in delay time is then averaged over all

e

the packets.
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wacn no buffer is available for store-and-forward traific,
all inceoming links become inactive. Effectively, the averagc usable
capacitices of these links is lower than their actual capacities.
The probability that no buffer is available for store-and-forward

tral

H

ic is set equal to the average of an upper bound and a lower

3

U‘
fu

ound; <the upper bound is calculated by assuming that the ratio ol

flow to capacity ¢f sach link into the IMP is equal to the maximum
ratio Zor all links at that node wiile the lower bound is found by
assuming that the ratio of flow to capacity for each link is eqgual
to the minimum such ratio. Liuk capanities are then reduced to in-

clude this effect and the response time is then recaleculated. An

example of the effect of the above assumptions is shown in Pigure 4.

125

igure 4 relates average time delay and throughput per node for the
network shown in Figure 3. Two curves are shown. Cne is obtained
ov assuning that there are an infinite numuer of buffers at each
node. Tnre second cv ve is obtained by using the actual bufier

limitations of the ARPA network.
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COMPUTATIONAL RESULTS

The computer program described abeve was employed to
design many low cost networks under varying assumptions. In
1his saction, we summarize the most significant of these re-

sults. among the parameters that ware varied in the designs

1. nuwber and identity of nodes
2. 1link cawacities

3. traffic levels

A meximum of twenty nodes as identified in the table below were

9]

‘.sidered. Layouts contained all or a subset of these nodes.

The Zollewing cases wilil be discussed:

a. Twelve Node Networks containing Nodes 1-11, 14

b. Sixteen Node Networks containing Nodes 1-11, 13-17

c. Eighteen Node Networks containing Nodes 1-11, 13-15, 2

@ =

ALl ncdes were constrained to have no more than 5 incident links and

ncde 1, no more than 4 incident links.
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TABLE 1

to

(93]

0%

i

[

O

-

O

(g8

s Node Name Node Location
LAT. LONG.
UCLA 34 04 118 3%
SRI 37 22 122 10
SB 34 20 119 45
UTAH 40 40 111 50
RAND 34 00 118 35
B3N 42 30 71 20
SDC 34 01 118 33
MAC 42 30 71 12
ILLINOIS 46 05 88 30
HARVARD 42 30 71 15
CARNEGIE-MELLON 40 30 79 50
LRL 37 33 122 44
BTL 40 45 74 15
LIXCOLX LABS 42 25 71 20
CASE 41 30 8l 45
STANFORD 37 18 122 10
MITRE 39 03 77 00
NCAR DINVER 39 30 195 09
PRINCETON 40 30 7% 30

ATFWS OMAMA 41 00 96 C0



A major consideration is the effcct of the 204 Data
s¢t on network cost and performance. Thais cata scet will allow

-

(O xilobit line to be driven at 108 Kileobits at no edditcional

£
Ui

1in2 cost. An additional terminal charge for this data set is
reguired but this charge is independent of mileage and hence it

Se an economical means of increasing the capacities of cross

[

country linos. Since the capacities of the cross country lines

oZten limit the overall capability of the network, it is to be

o
“
o
0
ot
[0}
DJ
(g3

hat the 304 Data set option can enhiance the networx's
onerating performance. Networks were optimized with and without
this option. Graphs of cost versus throughput Zor these cases

are given below.

The effect of traffic levels and distribution upon ser-
Sorwance was also examined. Traffic load is typically assuwed
TO e at a unirorm base level except for 100% additional trarfiic
0 &nd from node 9 and nodes 4, 5, 12, 12, 19, and 20. The Tasc
levzl oI the *raffic is then a design parameter. For a speciZied
traZiic matrix, flows are routed and capacities assigned to the

_inxs. The elements of tie traffic matrix are then increase

(&N

Tnus increasing each link flow and the averazge time delay. Tha
nrocess 15 complete when the nctwork saturates. At cach sten In

1%
-

The Lteration a uniform percentage increase in the traffic matriw
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coiooexasinle.  Ilowever, in a few casces special studies were made

o

o aotermine tha effect of high concentrations of traffic between

(=

nodes 9, 15, and 19. These studies indicated that 2 "ncmally

loaded" network (10 Kilobits/sec/Node) could accommcdate this

odditional traffic without a substantial increase in cost 1

[@7]
'—-1
(@]
Q

Llozit lincs can be used.

Finally, the effect of using lincs leased as of

eptomber 30, 1968 in the designs was examined. As cf September,

’
[ €9}

twelve lines connecting nine nodes had been ordered Zrom AT&T

As part of our study, it was necessary to determine whether th

use oI these lines in the optimized networks would significantly
eZZect the operating characteristics and economias when compared

with the case when any lines could be used. Therefore, two ssets oI

rl‘

octimizations were performed:; in one, the lines indicated in
Table 2 were constrained to appear in a2ll network designs: in

The other, there were no such constraints. It was Zound thit nez-

-

works coataining these lines could be designed which were os

zonenica 2 the best networks found without these coastrainzs,
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TABLE

LEASED LINES AS OF SEPTEMBEK 30, 1969

(1,2), (1,5), (1,5}
(2,3), (2,4)

(3,7)

(4,7), (4,9)

(5,6), (5,7)

(6,8)

(8,9)

It is important to note that the costs given are the cost oI
lezsing lines and do not include the cost of the IMPS. Also, it

nust be emphasized that the results to be presented are eapirical.

Zence, we do not claim that the observations we present are cGelinitiva
and indeed it may be necessary to revise them. However, we feel thcz

the Zollowing results can provide a useful step towards a setter

[

nderstanding of the behavior of store-and-Iforward computer NaTwWoris.

2]
0]

an example of the studies performed, we will discuss tiic

»
#!

Gesign of twelve node networks. This is the smallest operating o=
worx which can be expected to test adequately the design pailosouiy

the ARPA Network. The twelve nodes considered are the Iirst wwolve

o]
ih

ne activated in the ARPA Installaticn schedule and arce ncaoes

o

ct
O




Iaoclied 1-11 and 14. Onc of the firct goals in ocur study was o
Sosicon actworks which would operate effectively as both twelve
nod swswems and then as twenty node systems when later cxpaended.
e neuworis designs can be represcented on a scatter diagram. The
cecoriinate of the horizoatal axis of the diagram is cost in dollars
5 The coordinate of the vertical axis is the average

*
throuyaput per node in bits per second for a specified distriknution
ol treffic. The graph shown in Figure 5 is drawn for a speciiied

maxinmum average message time delay of .19 seconds for short

messages. Each point in the graph corresponds to a network genhe-~

I
]

valuated, and o»timized by the computer.

To interpret these results, consider any point ' corres-
[}

-

conding to a network Nl. Draw a horizontal line starting at ?_ to

¢ richt ol P and a vertical line down Zrom P . a~ny point say P2
L 4

which Zalls within the guadrant defined by the two lines is said to

) -

e Sominated bv P, since in a sense, network N1 is "bexzter trh=ant
1

networx X . Similarly Nl is said to De a dominant networkx. Thet is,

r the same delay Nl provides at least as much throughput as N &t

~er cost. Horizoantal and vertical lines can be drawn throusa

SEEIRLR, POLRAEE B, oo g B so that all other points are dcminated
b
T et Least one of these, P, ... , P thes represent, i one szsns:,
1 n
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It should be noted that a network which is dominant £for
ne time deiny may not be dominant for another. Many networks
ais proverty have been found in our studies. T[Furthermore,
in scmoe cases a nctwork may be dominated but might still e
vreZerable to the netwerk whicn dominates it because of other
Zactors such as the order of leasing lines and plans for Iuture

growta. As an example, Pl is a dominant point and yet there

arce »oints which it dominates which are very close tg it and

Tigure 6 indicates the cost~throughput characteristics

Q

o a number of deominant networks. In addition to the line cost

t

ozr month and the average number of kilobits out of each noce,

w2z indicate whether the links given in Table 2 were constrained
<& D¢ in the design. The presence of 304 data sets in the design,
.34 thae "connectivity" (i.e. the minim nunpber of nodes and or
_inxs whose failure will disconnect the network) are a2lso indi-
ceted. Note that although many designs do not uss 304 data sects,

tnis option was available in all designs.

“rom Figure 6 it is clear that for rates below 295

L -

nilczits/sec/ncde, significantly greater econumies uare ostiinable

witli connectivity 1 networks than for connectivity 2 ne-wo ks.

AR ese lines nced e used, data may »
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throuch fawer long lines, and 304 data sets used for these lines.
By drawing a horizontal line between the connectivity 1 and
connectivity 2 curves, the ccst of the additional reliability of

the connectivity 2 networks can be measured.

Figure 7 shows a scattexr plot for 20 node networks de-
signed with the 108 Kilobit/second 304 Data Set Option. Figure 8
indicates cost-throughput tradeoffs for 20 node networks with and
without this option. Figure 3 presents this data in a different
form - as a function of cost per megabit of transmitted in-
formation versus the raquired investment to achieve this cost.
These costs were obtained by assuming that the network would be
in use Zor 24 hours per day and hence for lesser utilized systens,

the appropriate adjustments must be made.

Figure Y0 emmarizes the results of the network optimi-
zations eon 12, lb, 18, and 20 node networks without 108 kilobit
lines. One immediate observation is tha: the node location and
the traffic level are crucial factors in overall perfcrmance. In
this figure, we plo. total network cost against the total ost-to-
Host traffic. Fiqure 1l shows total —cost versus the average

throughput per node for lo, 18, and 20 node networks with and

without 108 kilobit lines.
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Figures 12 and 13 show the average cost per node
versus the total Host-to=Host traffic and the average traffic
per node, respectively. Cost-throughput characteristics are

given for systems with and without 108 kilobit lines.

Finally, Figures 14 (a), (b) and (c) show typical
computer designed networks. Figure 14 (a) shows a 12 node net-
work using a 108 kilobit line. This was the only 12 node net-
work (except for trivial modifications) which was found that
had connectivity 2 and still used a 108 kilobit line. This net-
work had the lowest cost - throughput ratio of all networks
generated. Figure 14 (b) shows a very ec;nomical 18 node network
designed without 108 kilobi’ lines. In addition to a low cost =
throughput ratio, this n2¢cwork has two other Ilesirable character-
istics. First, it is economical as a 16 node network if nodes
18 and 20 are deleted (as well as lines (4,18), (18,20) and (20,15))
and a 50 kilobit/sec line is added from node 4 to 15. Second, the
network's performance can be considerably enhanced by adding
50 Kilobit lines between nodes (3,7), (9,20), and (2,17). These
additions result in a throughput increase of 7 Kilobkits/sec node
at an additional monthly cost of only $15,060. Figure 14 (c¢) shows
a 20 node network, designed for low total cost at throughput levels
projected for the ARPA Network. The 108 Kilobit option is allowed.

To take advantage of this option the computer concentrates the
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traffic by transmitting the flow generated in the Los Angeles
area to the San Francisco area where all cross country traffic
is transmitted over high rate lines to the East Coast. A similar

pattern occurs on the East-to-West Coast Traffic.
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CENTRALIZED NETWORKS

Many computer networks consist of a set of remote sites
connected to a central node. For example, most time sharing systems,
computer reservation systems, accounting systems, «tc., are of this
type. In addition, many networks are hierarchal. That is, they are
interconnections of centralized networks. The ARPA network seen. tc
be evolving in this direction. At each node in the network a number
of computers and terminals may eventually be connected. In addition,
such systems must be considered in studying the econcmics of large
computer networks. Major problems which arise in designing these
systems are the layout and sizing of the connections between nodes.
In order to sclve these prohlems, the network designer is again faced
with a discrete design problem which is intractable using existing

integer programming m-thods for problems oi practical size.

The objective i to select linx locations and capacities so
that the aver: ime delay required to transmit a standard size
message from auy ..xde to the central node does not exceed a specified
number. This maximum allowable average delay time may, in scme
cases, vary from node to node. The design prcblem is then to £find
the least cost system which satisfies the time delay constraints

for specified level: of traffic between nodes.

A strong case can be made for 3Jesigning "tree" like

centralized computer networks, That is, the nodes are connected
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by the minimum numbei of possible links and there is exactly one
transmission path between ary pair of nodes. Although it is
possible to construct situations in which trees are not optimal,
they represent a reasonable class of networks for the layout
problem. However, even if one reduces his range of designs to

trees, the globhally optimal network is asually impossible to find.
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