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1% » "ZA method of coding a larpge t'ile for information retrieval is 4

discussed., Random superimposed coding of machine derived "roots" of 3 ,

the full v bulary is used to jenerste an easily updatable and very g :

- compact code file. WNo thesaurus or dictionary of terms i& nceded. ‘ 4

High speed is made possible by the simplicity of the searching algorithm ‘, 3

- E - as well as the ability to make a search for several key words simulte- h ‘

‘, neously. The simplicity of the search facilitates implementation of ,

the system on a small computer with access to a large bulk storage _
,-"ﬁ_ device. - - : —l
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The cost of storing information in machine-accessible form hes
declined markedly in the last decade, and promises are such that one
can look forward to having complete libraries available in such form.

This places increased importance on algorithms which make it possibvle
to search lavge {iles efficiently.

This paper describes an approach to this problem.

In practice, information 1n‘? large file can be more efficlently
accegsed il it is indexed in some manner. The method of indexing which
will be discussed 1s particularly well sulted for a file which:

1) is very dynamic with both deletions sud additions frequently
occurring.

2) contains an extensive vocabulary which is to be encoded.

Both of these characteristics are frequently found in files that are to
be coded. A file of information on recently published articles about
a given subject and a cord catalogue for a large library are good ex-~
anples of files which require a large amount of maintenance. If up~
dating the index (code file) is expensive and time-consuming, updating
is put of f until it is felt that the performence of the syatem has
deteriorated enough to justify the effort required to update it.

Until the updating takes place, information which i3 no longer of use
is still retrieved, and the new information, if present, is in a
secondary file. Keeping a secondary file containing recent additions
avoids the serious problem of not having new material aveilable, bLut
it does decrease the efficiency of the system since such a file must

be 3earched separately each time an inquiry is made of the main file.

The ability to utilize an extensive vocabulary is also very
important. In the proposed system the vocabulary to be used is
derived directly from words uvged in the original documents, thereby
e€liminating the time-consuming and expensive practice of manually
abstracting and chooaing indexing terms. Machine generated deriva-
tives of the original vocabulary retain more information about the
original content of the item than does the manual system of assigning
descriptors. In the manual case when sclected descriptors are as-

signed to a document, fssociations oi’ descriptors to words and to
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phrases are made. Such associations ure not made in exactly the same
monner by two trained indexers, and it 1s likely that the associations
made by the average interrogator of &n information retrieval system
will be even more diverse. Because of this lack of uniformity in
agssigning descriptors it is desirable to allow each searcher to deter-
mine words and phrases that he wishes to assoclate with the concept

on which he is doing a search. Postponing such asgsociations until

the time of the search can be accompliahed only if the entire word
content 18 preserved in the coded form.

Ease of update and freedom of vocabulary are not enough in
thenselves to make a coding slgorithm worthwhile. Factors such as
speed of access, ability to make Searches for combinations of words
and compactness of code file are also ilmportant considerations. All
of these characteristics will Le discussed for the coding scheme
discusgsed below.

THE SYSTEM

The information retrieval system which wes investigated can
be divided into three components: prepsration of the text, generaticn
of the code file, and the searching procedure. A general outline of
the first two components can be seen in Figure 1.

Since the form and format of the text to be used can be ex-
pected to vary greatly, the vext is standeardized as it is read in.
Flags are set to indicate boundaries between records as well as at
the ends of lines to make it easier to reproduce the document when it
is retrieved. Also, as a measure to reduce the bulk of the file
generated (text rile) extrs blanks in the input text are removed. In
the pilot system the text file was generated from two sources: a
bibliography of computer science and a ligting of authors and titles
from recent issues of The Computer Group News of the IEEE. Both ol
vhese texts were read, processed, and stored on & disk. The texti

file generated was 100,000 characters stored one character per byte.

Orce the text file is generated coding can proceed. The text
file is examined character by character until the end of a string which
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1s tu Ye coded {word) ie encountered. 7The unit coded 18 a string of
at lewst three alphabetic charscters surrounded by non-aiphebetic

sywmbols {an Eaglish word). After the word is found 1. 49 cowmpared with

& list of non-content worda. (i.e,, the Dalete List containing words
such ag: of, the, and etc). If the word iz found in the iclets List
there is no further processing of that word, and the next word ie
consgidared.

When o word is lound that 1a not in the Delete Lisn, the trdm-
ming algorithm is applied to reducc the word to & pssudo-root. Commen
endings auch as 8, od, ing aud compound endings such ak fully (se in
carefully) are removed. By romoving endings, different forms of the
same word are made into synomms. For example, the words ‘'couputer’
and 'conpubers’ will both be reduced to the base ‘comput.' Thig
derivad root ig then pessed on to the coding procedura. {further
discussion of trimning slgorithm in Appendix ¢).

In the coding procedure, & code word is generated for each
record. The code word can be thought of as a bit string containing
N bits, all of which are initialized vo zero at the begiining of the
coding operation. When a trimmed word is to be coded into the code
word, the numeric value of the letters in the trimmed word is eummed,
giving a number which 1a8 used to choose an element from the uniform
disiribuiion of integera between L and N. Thus the resultant laleger
(code value ol the word) 15 generated by an algorithm which given the
gome Lrimmed word in the future will generate the ldenticsal code
value for thai word. By using a fixed arithmetic procedure to pro-
duce the code velue for a word, the need for a dictionary of words
and assigned code values diseppears. This frees the large amount
of storage which such a dictionary would occupy a8 well as saving
the time required to0 search suwch a file.

If for a particular word the code val e generated is ¥, then
the K'th bit In the code word is set to one. The entire opsration of
finding a worl, checking the Delete List to see if it should not be
coded, trimming, and coding is repeated until the entire record is

procesged. The code word which 1& wniquely determined by the words
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in the record ia then otored in a file (code file) along with & pointer
to the beginning of the record in the text file. This procedure is
repeated until all the veocords have been coded.

(Figure 1)

Alter coding the tile ia ready for searching. The searahing
pProgram accepts any number of words, each of which is processed in
the same mannher as the words in the text lle. It ls looked for in
the belete List, trimmed, and used to generate o code value. This code
value 18 then used to produce a query code in exanctly the same way
a8 the code words were produced in the code file. Upon generation of
the query code the actual senrch may begin., TRach code word in the
code file is matched agains: the query code to see if the query code
is a swbset of it. (Here a bit string X is said to be a subset of
another, Y, 1f when the I'lh bit in X 18 one, the I'th bit in Y is
nlso one. i1.e., 1010 is a Bubset of 1011 while QLOL 18 not.) PBach
time that the query code is o gubset of the code word, the pointer to
the text file 13 used to pgain access to the corrasponding record which
can bo further processed to see not only if 1t contains the relevant
words, but that the words are in the corrsct order.

The above is a brief description of the coding sugmested for a
file of an information scanning program. BSome details such a8 the
exacl procedwre for ramoving endings and the use of several indepen-
dently generated code values to produce multiple code wordas for a
given record, were nob dealt with here. A more dete'led treatment ot
these problems can be found in the appendix.

RESULTS

From the pllot system, du.a was geained on the performance of
such o system of superimpoged coding. When possible, the performunce
of the superimposed coding system will be compared with that of a
threaded list and inverted file. (figures 2 and 3) The following
factors received major consideration:
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1) Lase of update

2) Bffect of o large vocabulary
3) Amount and type of storage
4) 8peed of search

%) Cost

Before making any compsrisons it would be beast to give u brier deserip-

Lion of Lhreaded lista and inverted files. An inverted file consigta

of two main parte, a vocabulary f£ile and en occurrence file. Ap racords

] are proccssed, cach signlficant w.~d 18 looked up in the vocabulory

| file. TIf the word han appeared before, it has associated with it a

pointer to an area in the occurrencs flle; 4f not, then gn area in the

» oceurrence file 18 sot azide far the word and o pointer to the firat

- location in that area 18 entered in the vooabulary file. After thisg

: pointay 18 fourd, an entry 18 mada in the first free location in the

corresponding area of ths occurrence file to indicate the racord in

= which the word occurred.

(Figure 2)

The throaded lisi or the other hand, has the same type of

% vocabulary file, but the oceurrcnce file {8 srr oged in p different

: manner. The pointer in the vocabuiery il uow indiontes a location
agsocipted with the firat reccerd containing the given word. This
location in the occwrrence file, in turn, containa o pointer to
another location in the occwrrance file amiociatod with the second
record which containa the word, and the pointer in this loecation
points... Thus a linked list of all the occurrences of the word i

: f‘ormed.a

(Figure 3)

g o N g gt e i T

- 1} Base of update

In the proposed system & record can bé added or deleted very
easily. To delate a record a ssarch ig performel which will retrieve
the desired document. This produces not only the pointer to the
record in the text file but the location of the record’'s code *n the

bt re e i o 2P




code file. The code word and pointer are removed from the code file,
and their location is recorded as being free to be used for & new
entry to the code file. The space that the text was occupying in
the text file is now also free to contain new text. In order to add
a record, which is the more comsmmon situation, the text of the new
record is added to the text file in the first free location of a
suitable size, or at the end. It is then processed in the same manner
a2 all the other records have been. 'The genersated code word and
pointer is inserted in the first free space in the code list. Here
no room is wasted since all of the code word and pointer combinatiions
sre of the same length. Thus any type of update in the code fil
will affect only the code for the record which is being changed.

The threaded list can be updated with slightly more effort.
The problem, and a minor one, 18 that the records in the occurrence
file are not all of the same lengtn, making it necessary to see if

there is enougn room in a given free area to insert the new entry.

The inverted file on the other hand is far more difficult to
update than either of the others. If a record is to be removed all
that need be done is to delete all pointers to it in the occurrence
file. The addition of a record however becomes a serious problem.
If for every word in the record there is room for an additional
pointer in the areas set aside for pointers to records containing
that word, then the update is easy. But if there is no rcoom, a
gsecondary file must be set up. The number of such files will grow
until it is felt that a thorough update shouid be made. Then the
entire text file must be re-inverted to produce a new vocabulary and

occurrence file. This 18 a very time-consuming and expensive project.

2) Effect of a large vocabulary

With cie superimposed coding there is no problem associnted
with having an arbitrarily large vocabulary. This is true becguse
the superimposed coding does not require a table of vocabular, words
like the inverted and threaded list files do. Since the vocalulary
file is not present and does not have to he searched, increasing the

vocabulary neither lengthens the time required for a search nor
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increases the amount of storage required to contain the coded informa-

F - - tion. 3
E .
3 3) Storage requirements o
3 : . The major advantage of superimposed coding lies in the great §'_i
E economy of storage. In the pilot program which was run, a text file . i

3 ,,;' g ’ of 100,000 byter was used Lo produce a code file requiring 3,000 | M

bytes. This reduction of 30 to 1 from the text to the code file is 32
. far bvetter than the ratio obtained with the threaded list and in- E
. verted riles. Such reductions are largest with small files such as

the one experimented with, but substantial reductions do exist even

in larger files. For cxample,; assume that the text file consisted of

‘ 10,000,000 bibliographic entries, each containing 12 words which will

{‘ @; i be coded. Such an author-title entry was found to have roughly 300

‘ 3 : characters in it, implying that the text file would be roughly 3 x 109 :
characters. Also assume that an average search contains at least i :
three significant words. Such an assumption is made on the grounds .
that a search based on fewer words would tend to return more titles '

Lo
i

il -

than would be of interest due to the very large size of the biblio- % ;'

P
At ¥

o graphy. TFrom these two assunptions, utilizing considerations ex-
S : plained in Appendix B, it is found that the code file would consist

of seven code words and one pointer for each record. Each of the

g

E

P

code words is produced in a manner similar to the single code word

mentioned before. Now, however, once the trimmed form of the word

T

is found seven different procedures are applied to produce the pseudo-
random nunber between 1L and N for each of the seven code words.

S R T T

Each of the code words will have 24 bits and the pointer will have 32 : i ]
s bits, thus indicating that each record will produce 25 bytes o~ code
; in the code file. The total size of the code file would then be % 3‘

2.9 x lO8 bytes, which still is a reduction of better than 10 to 1,

Such a reduction is far out of reach of an inverted file since
each record in the text would have to have twelve 2i bit pointers
pointing to it, and one 32 bit pointer from the record to the startin:
position of that record in the text file. This requires a total of

h x 108 bytes and indicates only a portion of the ruom teken up by

.
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the inverted file. It does not include *he vocabulary file which
would be substantial, nor does it encompass the overhead of the occur-
rence file consisting of markers for the boundary between lists of
pointers for a given word. Also it ignores the room which must be

set aside for a linking poihtey in case u new occurrence is to be

added .

An additional advantage of the superimposed coding lies in the
type of storage which can be used to store the code file. Since the
file will be Bearched serially the storage media need not be randon
&ecess. This permita the use of a cheaper sequential access storage
device such as magnetic tape, which could greatly decrease the coat
of such a system.

L) Speed of search

Evaluating the speed of a search using superimposed coding is
difficult since the speed of any implemented system depends heavily
on the characteristics of the storage media containing the code file

a5 well as on the obvious conhsideration of the size of the text file.
The search can be performed by reading the code file from bulk storage
into addressable memory and comparison of the query codes with code
words made by software. If this is done then the time required to
search the code file can be cubt to less than 6 x (the memory cycle
time of the machine) x (the total number of code words inh the code
file.) This speed can be achieved due to the simplicity of the com-
parison which the software must make. The program only needs to

tegt L1 X is a subset of Y by loading the accumulator with Y, doing
a logical AND of the accumulator with a register which contains X,

g and testing to see if the accumulator equals X, When large text

P I A Ty o) Lo E b

bl

S

Y

files are used, and there are several independently assigned code
words for each record, time is saved by being able to reject a record

when any one of the query codes fails Lo be a subset of the correspond-
ing code word. By taking advantage of this e substantial amount of
time can be saved. In the previously mentioned large file, with

seven code words for each record and an average search of three words,

i
!
"
{\
{]
i
1
4’

more than 90% of the records would be rejected after only the first
comparison was made. This means thul there would be 36 memory cycle
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times (the time allotted for the 6 comparisons which did not have to
be made) free to take care of the overhead in the searching program.

Even with this simple and fast searching procedure, a search
does require longer than the threaded list or ipnverted [ile. Although
the implementation of this technique in software is slower there are
several methods that radically reduce the amount of time required %o
search the code file.

Since the algorithm for sewrching the code file isz simple, the
actuul testing Lo see L[ X 158 a subset of Y can be done with very
gimple hardwarc. 100 Ghe T'Uh bit of X is ) and the I'th bit -of ¥ 48
O tor any ol the values of I I'vom O through '7, then X is ndL & aubabt,
at' ¥ and the value of /4 will be 1. If in no case is bit I of Y=0
and bit I of X:l, then X is a subset of Y and 2 iz O.

(Figure W)

Considering the speed of present day circultry the time required
to scarch a code file would Le reduced to the time required to bransfer
the data from bulk storage. Since the hardware is so simple, it is
practical to scan data from several sowrces simultaneously. An ale
ternative to having the f'ile searched externuily would be to wire
into read only memory the commands Lo test tor a subscs. By adding
instructions Lo use thue next code word and repeat the operation T
the test tails, the scarch will proceed throagh core memory at a
rapid rate making only one core access for each test. "The end of' the
list of* codkoords can be marked by o code word conteining all ones.
This has any possible query as a subset and would assure that the
loop was interrupted at that point.

A second technique which wnuld reduce the time reguired so
search the file is to sort it in some manuer. One such method which
generates & superimposed 8 bit code from 24 bit code is discussed in
Appendix A. Other methods such as carefully dividing code file into
small groups aend then doing a logical OR of the chosen code words
to form rejector vectors have heen suggested.h
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In comporing the speed of the gearch it should be unoted thet
with superimposed coding and when ssarching for seversl) words, the
gearch for all of tho words is carried out at once. In the threaded
list and inverted file a search for several words is made hy fiaking
a list of occurrences for each word and then finding the intersection
of the lists. Due to this parallelism of the search superimposed
coding can handle a multlple word search in a more efficient manner
than the other two methods.

At Plrat glance 1t appesred that searching the entire code
rilte would preclude the use ol superimposed coding on & large file.
With more carciul examination, howover, it is apparont that this
type of code file can be searched as rapidly as cither the threaded
list or the raster inverted file. TIactors which lead to this con-
clusion in¢lude:

A) The code file search can sasily be implemented in hardwara.
Such haxrdware is simple and very fast as well as being able
to handle several streams »f dats simultaneously.

B) If several sequential sccess devices cr & random access
gtorage device is used then the code {ile may be structured
Lo allow large blocks of the code file Lo be reJected with
only onc test.

C) The superimposed coded file is much more ef'ficient at
handling searches for records conbtaining several desired
keys.

5) Cost

The cost of implementing an int'ormation retrieval system
utilizing the type of superimposed coding suggested would be sub-
stantially less than the cost of implementing a threaded list or in-
verted file using the same text file. The reasons for this stem from
the reduced requirement for computational capability of the computer,
a8 well a5 & substantial reduction in the amount of storage required
for the coded information.

All threce syastems musl, decicate n lavyre amount ol stornse to

i 11 oy
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the actual text. This, in all of the cases, can be elther directly
accessible to the computar such as a large disk file, or may be unly
machine referable such as & maochi.¢ controllable nmicrofilm diasplay,
like the proposed system at the Univeraity of California, Santa Cruz
or the one belng wd ag parst of Project Intrex at M.I.'0”  The
difterencoe of storege cost 1s not found in the storage of the text
file but in the comparison of the cost of the storage of the code
['ile of the superimposed coding system with the cose of stording the
vocabulary and occurrence files of the thremded list end inverted
1£41e. The c¢cle ile is smaller and can be stored in a sequential
accods daeviow rather than & random access device. Both of thase
fastors tend to reduce the cost of the system.
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If scanning of the code file is implemented in hardware then
;: the requirements on the computer become very small. Al) that it is
responsible fox is processing the words in the inguiry in order to
generate the query codes, and then, while the search is in progress,
stand by to store the pointers to the text file which the one or,
poasibly several, hardware scanmers pass to it.

s st ol b ot :

s et

The trial program which processed the questions, generated
the gquery codes and handled the searching in

stantially under 16,000 bytes of code on an IBM 1130 with no ovev-
laying. Thus the requirement for expensive core storage is low.

f'iwars, was sub- -3
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The cost of the harvdware which would do the testing for the query o, :; % §
’ code being & subsob of the code ward and its intertacing with the . ’ ;
; computer would be very small compared to the cost of the neceggery E :
storage devices, ] . B

One phenomenon which is found in the superimposed coding and
not in same other forms of coding 1s the presence of spurious matches.
_! These occwr becanse, in a pglven code word the fact that the I'th bit
' is zero signifies that any word assigned the code value I is not in

[T E P S S,

the record. The converse is nol true. Since mony vocabulary worde
would cause the I'th blt Lo be one, the I'th bit beiny equal to one,
docd not indlcate Lhat a 8specific word 18 pregsent. By generating

several independenl code words for ecach record the number of times
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that superimponing will aauwse an irvolevant record to be retrleved
con be made arbitrarily small. Take for example the case where
twelve words were coded into soeven 24 LiG code wordB. In that cose
bhe probability that a record in which all soven of' the query codes
for a question werae o subsal oi' the coda words, and none of the three
words involvad in the search were in thae given record was 3 x 10'10.
(8ee formula in Appendix B, bdw.33, cwud.B, qce7?)

. 8ince the number of such spurious matchos can be limited to

: any dasired extent, although not entirely eliminated, it is con-
jf ) venlent to perform gome finel verifying operation Lo anasure that the
‘:2 words specifiod in the sesrch sre actunlly prasent. This verifica-
tion in the case of the pilot program was accomplished as n side
.gi result of the check to sae that the desired words occurrad in the
g specified order. Consoquently there was no penalty in making this
;52 extra check on the records which were retrjeved,

i
i

g g

The requirement that sdditional. checking ba done is not an
unreasonable one. The fact that & document cuntains the words in

I

which one is interested does not necessarily indicate that the docu-
7 ment is of interest. Therefore any key word searchiny prncedure can _
t'; only be the first step of an informetion retrieval system. Tha job i

DMl 1A

'%% of a key word search is to quickly reject records that do not contain : A

information of interest. In this sense any of the three types of

key word infornation retrieve) systems which have been mentioned are
more properly information screening procedures whlch can rapidly

R PR

AW IR i

i I -

!

eliminate a large portion of the text file as unlikely to contain

PN O 00 1 M T
»

relevant information. Such a system should be used to identify those

A

records which warrant further and more extenslve examination.

Aol
Ty
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CONCLUS ION ¢ 1

The method of superimposed coding which has been discugsed is

W

a simple and relatively junexpensive manner of scanning a loarge text e

ey e

tile. With a simple check for spwrious matches made after the gearch,

-~ such a system can stand alone as & key word information rcbrlieval
= system. On the obher hand since the npctual scuanning of Lhe toxt

2 Ml e e AL P o 13 L M

PV st AL i ot 4 1

can be caslly and repidly hondled by peripheral hardware  the nethiold Eg

b

R
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is very attractive ae an [irst stago aocrsening method. Although the
prospact ot having to search the entire code [ils for every inquiry,
at first glance, appears discouraxing, the aimplicity of the scanning
algorithm and the oase with which soarches can he carriad out in
parallel makes such a linear sesrch very roasonable.
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APFENDIX A

Besides implementation in hardware, meaguren can be taken to
sliminate the ngad lor ssarching the entire code file, thus reducing
the vequired search timg. One manner of doing this ia to uge the
rirst ¢oda word oif' éach racord to pgenerate a shortengd code word for
i{t. In the case of a 2h bit code word, the rirat three bita of the
accond lovel code word is the logical OR of the ['irst three bita of
the firet level code word. Bits b through 6 could also be ORed and
used as the second bit of the sccond levoel code word, Continuing
this process an 8 bit second level code word is produced basud on
the blts 1L through 24 of the original code word. Bince thers are
only 26 of these gecond level codes posaible, with each recordis
firat codo word veing mapped into one and only one of these classesn,
the file 1s parti.loned inte 26 seta characterized by the numbers
0 through 2. When it is time to search the code file, the element
of the partition that the firat query code belongs to ia detarmined.
If for example the quary code ia 000100000010000001000000 it would
belong to set 8 (01010100). The only sots which would have to be
senrched would be those characterized by numbers which have 8h as o
subget. {i.e., 11111111, 11111110, 11111100 would have to be Searched,
but 11111011 would not h#ve to be examined Turthor.) There would be
only 32 out of the 236 gels which would have to be searched, thus the
number of cods wovrds which would have to be compared with the quary
codes would be reduced. Using the scheme of coding 12 words into 2W
bite would cause voughly 10% of the code file to be classificd as
5 (L1111111) and Just over 3% to be classified by a number whoge
blnary repregentatinn containg 7 ones and one zero. Due to the non-
uniform distribution of the code words over the 2,6 sets, Lhe reduction
in the amouwnl of the code file Lo bo searched would not Le the 7/8
suggeated by the reduction in the number of sets which must be searched.
The reductlon would, however, be in the neighborhood of 30%. (3/6i of
the sets whose bineary representabion has seven onas wnd one zero and

IB/28 of those with six ones and two zeros can be eliminated.)
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APPENDIX B

Since care was taken to assipn the code vslues using numbers
from & uniforin distribullon, the cexpecled nuaber of spurious matchrs
can be predicted. By vavying the length and number of the code
words Lhe freguency ol spurious matches can be controlled. The number
of spurious matches is a function of the bit density, bd (i.e., the
number of ones in the code word divided by the number of bits in the
code word); the number of code words per rzecord, cw; the nuwnber of ones
in the gquery code, g¢; and the number of racords which are ccded

into the code file N.

The expected number of spurioug matches = Nx(bd) cw * qc

The number of bits used tou code one record = cw x (the number

of bits in the code word)

ly keeping the wmber of bits used mnd the number of onegs in a code
word constant in the above two equations, it is. found thal the minimum
nunmber of spurious matches occurs when the nunber of bits in the code
word is e times the number of ones in the code word. That is when the
bit density is 1l/e. The number of bits B to use for the code word

when there are M words to be coded in each record is roughly 2.2M.

This is found by considering that the probability that a given position
will be left blank is (1~J/B)M. The expected bit density would then

be 1-(1-1/13)“. Setting this equal to the 1l/¢ and solving for B yields
the desired results.3
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APPENDIX C

The trimming program wes divided into three sections. The first

step removes all 'e's, 'd's and 's's from the end of the word. These

letters were removed since there are many words such as ‘'attractions!

which have compound endings terminating in &, es, d, and ed. By re-

novinyg these letters, in the above, the suffix, 'tion', is left on

the end of the word where it can be easily identified and removed in ;
a later section of the program. Once this operation is completed the ’ :
endings 'er' then 'al' and then 'ly' are searched for and removed if P E
found. This procedure removes sndings such as the 'ally' on the end :
of 'functionally' and again is u technique to handle compound endings. :

After the mbove two trimmings have been sccomplished, the Trim
List is consulted. Buffixes found in the Trim List are arranged in
order by length, starting with the longest. The ending found in the
list is compared letter by letter with corresponding letters on the
end of the word remaining aftur the £ t two trimming stages have
been completed. Since all of the 's's, 'e's and 'd's have been re-
moved, the suffixes are in an unusual form. For example, 'nesa' would
have been trimmed to 'n' by the [irst stage of the trimmiug procedure.
Also 'ance' appears as 'anc' in the Trim List.

The reason for having suffixes in this form can be seen by
considering the problem of trimming the two words 'finance' and

'financed'. 1In the second case, when the 'ed' is found on the end
of' the word, it is difficult to decide if the 'ed®' or just the 'd"
should be removed. The decision was made {0 remove the ‘ed'. This

means that to trim 'financed', 'anc' must be in the Trim List.

P T IR RN RT T

However, 'finance' which should be reduced to the seme pseudo-root

requires either the ending 'ance' to appear in the list or the 'e’

RN

removed before the ending is compared with endings in the Trim List.

The second course of action was chosen because it reduces the length
of the Trim List and makes the first step of the trimming operation

very simple. i

The comparison of the endings in the Trim List is continued

until either the list is exhausted or a match is found and the ending




removed.

There are two more checks to ve made on the trimmed word.
First, the lasv two letters of the word are compared. If they are
he same, then the last letter is removed. This is done so that

a word such as 'trimming' will be cut back to 'trim'. PFirst the 'ing'
is removed to give 'trimm' and then the second 'm' removed to give the
desired root.

The final action provides some protection agsinst trimming
words too severely. The word 'deeds' would be trimmed to nothing.
To prevent such loss of information, any word which has been reduced
to less than three letters is restored to & length of three. At this
point the word is considered trimmed.

(Pigure 5)

There i~ [~ major problem which occurs with the use of a
trimming algorithm. Words which do not convey the same meaning can
be reduced to the zame root. An example would be that both 'informa-
tion' and 'informul' are reduced to 'inform'. Such a result may be

undesirable; it is unlilely that when searching for one of the words,

the other would be of interest. Unfortunately the effect of this type
3 ;_-'7 of false retrieval could not be observed in the small pilot program.

i '§‘ Such confusion of terms was rare due to the specialized nature of the
: text. In a system utilizing a larger text file containing a more
generalized vocabulary; the number of such erroncous replies may

3 {5 becone substantial. If e system utilizing a trimmed form of the

vocabulary words ¢ used for the first stage of an information re-

i Sansreii S

et

vrieval system, the problem of such extra records is uot a serious

b e

one, since the purpode of the search is to locate infovmation-rich

\
K

gections of the text. Further examination would determine whether

the record is of interest or nct.

The decision to utilize a trimming algorithm in the pilot pro-
grem was based on the reeling that the error of failing to relrieve
information was less tolerable than retrieving some irrelevant informa-
tion.
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APFENDIX D

DELETE LIST

had
hig
how
may
nor
our
the
was
also
does
from
have
noxre
nust

that

what
will
with
being
would
every
might
other
since
their
there
these
which
while
would
should
another
however
either

without
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