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I SBMARY .

The goal of this project is to create an environment suitable for
camputer research activities in the understand ing and in the development
of methods for infomnfion processina. In particular we will study camputer
network behavior within the ARPA experimental camputer network. Our studies
include the mathamatical modelling and analysis of the behavicr of computer
systems emphasizing time-snared conputers and carputer natworks. We also
seek to validate the results of such modellin¢ through the use of measure-
ment procedures and will serve as the network measurement center in the

ARPA network.

In September, 1969, UCLA became the firsi. node in the ARPA experimental
camputer network. This tock place when we received the special purpose
message switching camputer (interface message processor-IMP). Within 'days
after the arrivsl of the IMP, bits and nessag:s were being transferred
between the IMP and the UCLA lost camputer, tle XDS Sigma-7. Since then,
the néuvork has grown to include.fogr nodes (UCLA, SR_I, uCsB, and the
University of Utah); late in October, the first Host-Host messages were
transmi.tted between UCIA and SRI, marking a micjor milestone in the develcp-

.ment of the ARP? carputer network.

UCIA, which is to act as the network measurement center has coatributed
to develogment of the programs which now func:icn within the TP for measwze-
ment behavior. Simple mecasurements have alreudy been performed vhich deror -
strate the opereztion and the usefulness of those measurerents technicues.

It is expected that this effort will bring abeut uvaderstanding cnd insight

into the network cperatior and bechavier énviig th2 next rerorting wuricd.




Moreover, it is an ideal tool for validating the mathematical modelliny

analysis work to which we are devoted.

Progress in the afea of mathematical modelling and analysis of computer
systems has been significant. A nurber of papers have been submitted,
presented, and published in this area and these are listed as references
below. The effort has been directed, mainly, in two areas: time-shared
computer systems analysis; and camputer network analysis. Research results
in the fciwer area have led to the beginning of a corprehensive theory for
time-shared scheduling algoritlms and their analyses. These results have
been submitted and accepted to the highly respected Sixth International
Teletraffic Congress to be held in !lunich, Germany, Septembder 1970 [Ref. 8].
1his work has progressed so well, that it is now tire to direct efforts
in attempting to model other aspects of time-shared computer operations,
sucih as: memor;y hierarchy stiucture; paging .2ffects on the scheduling
algorithm; and other congestion points suclhi as input/output congestion.

The second area of theoretical results has be:n in Camuter Networks. In
the badly of this report we includa the peper "Analytic and Simulation
Methods in Computer Network Design" which has been submitted and accepted
for presentation and publication at the forth:soming Spring Joint Computer
Conference in Atlantic City, New Jersey. The session at which this paper
will be present:d is to be devoted entirely to the ARPA Camputer Network,
and will undouttedly becave the set of pagers rost referenced with regard
to the ARPA Metvork. The main thrust of this paper is that both analytic
and simulation methods have been extremely effective in predicting network

behavior and have lead to realistic rodals of the ARPX notwork.
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In addition to our principal roles as first node in ths ARPA network,
Network keasurement Center, end Cawputer Systcms Modelling Research Center,
we have also been active in establishing the important standards and procedares
for carrying out Host-fiost communication through appropriate protocol and
larguages. This effort has beon continuing s:.nce the earliest discussions
of the ARPA Network, and has resulted in a pajer "Host~Host Cammunication
Protocol in the ARPA Network" which also has leen accepted for presentation
and publication at the Spring Joint Canputer Conference in the session
devoted to the ARPA Network. The contents of that paper are included
also in the body of this report following. The concepts put forth in that
work represent the results of many people in addition to those of the authcrs,
and it is important to cament that an vnusually effective association and
interaction has been set up awong many network sites, wherein concerned parties
have cooperated to create the network protocol described in that paper. This
same kind of cojperation has resulted in many benefits to the development cf
the network, and we feel that the esprit de corps of this ARPA comwnity is an
extremely valuable, zibeit intangible asset. The significant aspects of tais
protocol paper involve design concepts for that protocol wi‘thin the: networ} .
System calls and control camands are defined and suggestions are made reg: xd-
ing the usex level languages. A nurber of problens are solved through the
stardards set forth in this paper, but as is to be expected, many more ave
created which ¢s yet need resolution frem among the users of this network.
Clearly growth in this area must continue anc will follew with this paper as

the major point. of departuvre.

The response from the cocmputer ccmunity to the activities taking place

at UCIA has becn more than encouraging. We have achieved reognition as ose




of the leading carputer systems modelling ani analyses centers in the world.
Our efforts in measurenent of the network beh:vior have stirred up considerahle
interest. The impact of the partial solutions offered to the Host-Fost

Protocol and Language problem are just ncw beginning to be felt.

II TECHNICAL REPORT

Among the mumerous areas of investigation carried out during this report-
ing period, we choose to elaborate upon two in this ieport. The first dwells
on analytic and simulation models suitable forr cumputer network design, as men-
tioned in che summary. This paper follows as Section II.l and is made up of

the paper submitted to the Spring Joint Compuier Confereice.
The second effort emphasized here is that of the HOST-HOST Communication
A
Protocol in the ARPA Nebwork\and is presented as Section 1I.2, also in the

form of the subritted peper for the Spring Jo:.nt Camputer Conference.

Each paper contains its own reference lisit and is thereby self-containad.
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ANALYTIC AND SIMULATION METHODS
IN CQMPUTER NEIWORK DESIGN#*

Leonard Kleinrock
Computer Science Depaitment
University of California at Los Angeles
Los Angeles, California 9002l

(213) 825-2543

ABSTRACT

This paper addresses itself to problems and solutions in the mathe-
matical analysis znd simulation of camputer netwerks. A framework is cori-
structed around which a useful theory of computer networks can be developed.
The results so far obtained provide meaningful insight and useful alds in
analysis and design of these systems. The ARPA experimental camputer network
is used as an exanple against which the methods of this paper can be camparec.

The paper divides in three parts. The first creates a mathematical
queuelng model vhich is then analyzed to yield “he average message delay fer
messages travelling through the network. Tnese analytic computations are then
compared to simulation results for the ARPA caruter network in a given con-

, f‘iguration 5 amodel 1s found for which the ag,rteemnt between theory and simu-
lationl 1s amazing'y goocd. The second part addr:sses itself to the cynthesis
and optimization quescion; this requires the definition of an apprépria‘ce
cost function for the network and we carefully examine a variety of such eerst

functions which resemble available data on commareial transmission systems.

¥This work was supported by th2 Advanced Rasearch Projects francy cf the
Department of Defense (DAH15-69-C-02£5).
c
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The optimizaticn then reduces to finding that distribution of channel capacity
within the network which minimizes the average nessage delay at a fixed net-
work cost. These cptimal designs are then compared on the basis of average
message delay, system cost, and throughput data rate. This campariscn shows
that the particulsrly simple lincar cost function (which is well understood
ard zauy te solve) approxinates a much more comdlicated (albeit more realistic)
cost function, nanely the power law cost function. The fact that the power
law case can be well approximated by the linear case is most valuable since
the linear case ylelds completely to analytic m:thods in solving for the opti-
mal distribution of capacity in networks. The third part considers some aspects
of the operating procedure within a computer ne:work. In particular, the
Important que:tion of how one should medify and update the network routing
procedure is considered. It 1s shovm from simulation that for the ARPA network
an asynchrcnous metiod for updating is superior to the synchronous method in
that it provides smaller average message delays; however, the cost for asyn-
chronous updating has yet to be accounted for o:id the software overhead for
this method must be studied in terms of its eff:ct on message delay and through-
put. It is aiso shown “hat the synchronous upditinrg method includes transient
locping effects which 1f removed can provide reiuced message delays as well.
The results obtained so far are most encou:oging and it is vital that
these ﬁzethods be extendea to consider other performance measures and network

parameters so as to sharpen these already useful tools.




ANALYTIC AND SLIULATION FETHODS
IN COMPUTER NETWORK DESICMN #

by
Leonard Kleinrock

INTRODUCTION

The Seventies are here and so are computer networks! The tin. sharing
Industry dominated the Sixties and it appears ti:al computer networks will
play a similar role in the Seventies. The need has now arlsen for many of
these time shared systems to share each others' resources by coupling then
together over a cormunication network thereby creating a comouter network.
The mini-computer will serve an important role nere as the sophisticated
terminal as well as, perhans, the message switcaing computer In our networks.

It is fair to say that the cornuter imdustry (as is true of most other
large industries in their early development) has been guilty of "leaping
before looking'"; on the other hand "losses due to hesitation" are not
especlally prevalent in this industry. In any case, it is clear that much

is to be gainel by an approvriate matheratical analysis of performance and

cost measures for these large systems, and that these analyses should most
profitably te undertaken hefore major design.ccmmitments are made. This
péper atterpts tc move Jn the direction of providing scine tcols for and
insight into the desien of comnuter networks through matheratical modeline,
analysis and slmulation. Franv, et al.u descrlbe teols for obtaining low
cost netuorks by choosing armong tonsolories usirg computationally efficlient

rethods from networiz flew theory; our arprozch conrderents theirs in that we

e e e - e e e ———e 4
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look for closed analytie expressions vheres possible. Our intent is to provide
underst ..ding of the behavlior and trade-offs avallable in some conputer net-
work situations thus creating a qualitative tool for choosing design options

and not a numerical tool for choosing vrecise dasipn parameters.

THE ARPA EXPERIMENTAL COMPUTER NETWORK - AN ﬁXAﬂPLE

The particular netvork which we shall use for purposes of example (and
with which we are mcst familiar) is the Defense Department's Advanced Research
Projects Agency (ARPA)‘experimental computer-network.2 The ccncepts basic to
this network vere clearly stated in Refererice 11 by L. Roberts of the Advanced
Research Projects Agency, who orisinally conceived this system. Reference 6.
which appears in these proceedings, provides a descripticn of the historical
develonment as well as the structural organization and immlerentatior. of the
ARPA network. We choose to veview some of that description below in order to
provide the reader with the motivation and understarding necessary for main-
taining a certaln degree of self containment ir: this paper.

As might be expected, the design specificetions and configuration of the
ARPA network have changed many times since its inception in 1967. In June,
196G, this author published a naner 8 in which a particular network configuri-
tion was describted and for which ce.tain analytical models were constructed
and studied. Thet network consisted of ninetecn nodes in the continental
United States. Since then this numnter has changed and the identity of the
nodes has chanred and the tonology hns changed, and so on. The paper by
Frank, et al.,“ publishted in these vroceedin~s, describes the btehavier and
tonological desiymn of one of these newer versions. | .eover, in order to te

consistent with our enrlier results, arnd since Lhe ARPA example 1s intended




as an illustration.of an approach rather than a precise desion computation,
we choose to continue to study and therefore to describe the original nine-
teen node network in this paper.

The network provides store-and-forward communication paths between the
set of nineteen corputer research centers. The computers located at the
various nodes are drawn from a variety of manuracturers and are highly incom-
patible both in hardware and software; this in fact presents the challenge of
the network experiment, narmely, to provicde effective communication among and
utilization of this collection of Ilnconpatible machines. The purpcse 1s
fundamentally for resource sharing where the résources themselves are nighly
specialized and take the form of unique hardware, programs, data btases, and
human talent. For example, Stanford Research Insticute will serve the func-
tion of networi: librarian as well as provide an efficlent text editing system;
thé University of Utah provides efficient alporithms for thé manipulation of
figures and for oicture processing; the University of Illinols will provide
-'through its ILLIAC IV the poweir of its fantastlc parallel processing capabllity;
UCLA will serve as network measurement center and also provide mathematical
models and sirmlation capability for network and time-shared system studies.

The example set of nineteen nodes 1s shovm in Figure 1 (as of
Spring 15969). The traffic matrix which describe§ the message flow
required between various pairs of nodes is givén in Reference 8 and will not
be rerpeated here. An underlying constraint placed upon the construction of
this network was that network operating procedures viould not Interfere in
any significant way with the operation of the already existins facilities
which were to be connected together throucn this networﬁ. Consequently the
message handling tasks (relay, acknowledgment, routirg, bufferinr, ete.) are

carried out in a speclal purpose Interface liessere Processor (IFP) co-located




with the principal ccirputer (denoted HOST corputer) at each of the conputer
research centers. The communication channels are (in most cases) 50 kilobit
per second full diplex telephone lines and only the IiPs are connected to
these lines throuth data‘ sets. Thus the commurnication net consists of the
lines, the IMPs and the data sets and serves as the store-ard-forward system
for the HOST compiter network. Messages which flow between HOSTs are broken
up into small entities referred to as packets (each of maximum size of
approximately 1C0) bits). The IIMP accepts up to eight of these packets to
create a maxirum size message from the HOST. The packets make their way
individually throigh the IMP network where the appropriate routing procedure
directs the traffic flow. A positive acknovwiedgment is expected within a
gliven time period for each inter-IMP packet transmission; the absence of an
acknowledgment forces the transmittine IMP to repeat the transmission
(perhaps over the same channel or some other alternate charnel). An acknov-
_ledg;nent may not oce returred for example, In the case of detected errors or
for lack of buffe~ space in the receiving IilF. Ve estimate the average
packet size to be 560 bits; the acknowledgrment length is assumed to be 140
bits. Thus, if w2 assume phat each packet transmitted over a channel causes
the generation of a positive acknovwledgment packet (the usual case, hopefully),
then the average opacket trén'smission over a 1lie iIs of size 350 bits. Much
of the short interactive traffic is of this nasure. Ye also anticipate mes-
sage traffic of nuch longer duration and vwe refer to this as multi-packet
traffic. The averare input data rate to the etire net is assumed to te 22°¢
kiiobits _ﬁer‘ second and apaln the reader is referred to Peference 8 for
further details ¢f this traffic distributicn.

So nuch for the desarintion of the ARPA natwerk. Protecol and oneratir:s




pr‘*oceciures for the ARPA computer network are described in References 1 and 6
in these proceedings in nmuch greater detail. The nistory, development, moti-
vation and cost of this network 1s described by its originator in Reference
12. Iet us now proceed £o the mathematical mod21ling, analysis and simulation

of such networks.

ANALYITC AND SIMULAJION METHODS

The matheratical tools for computer networ< desigm are currently in the
early stapes of development. In many ways we a-e still at the stage of at-
tempting to create computer network models which contain enough salient
features of the network so that behavior of such networks rmay be predictad
from the model bet.avior.

In this sect’on we begln with the orcblem of analysis for a glven net-
work structure. l'irst we review the author's eirlier analytic model of com-
munication networlis and then proceed “o identify tlnse feaztures which dis-
tinguish commuter networks from strict comunication netvorks. Some previously
published results on corputer networks are revizvied and then new im;)row 2nts
on these results are presented. ‘

We then cons’'der the synthesis and ontlmization question for networks.
We.pr'oéeed by firit discussing the nature of tre channel cest function as
available under vresent tariff and charging stractures. Ve consider a number
of different cost functions whicn atternt to arproxirmate th2 true data and
derive relstionchips for ontimizine the selection of channel capacities undes
these varicus cost fuacticns. Cenpmarisons anonz the ootimal solutions are

then made for the ARPA network.




Finally in this seclion we consider the operatinge rules for conpuler
networks. Ve present the results of sinulation for the ARPA network regard-
ing certaln =spects of the routing procedure which provide improvements in

performance.

A Model from Queueing, Theory - Analysis

P A e e e e e e e e e
In a recent work8 this author presented sone computer network models
which were derived from his earlier research o:. communication networks7.
An attempt was made at that tire to incorporate many of the sallent features
of the ARPA netwiork described above into this conputer network model. It
was pointed out trat comuter networks differ from communication networks as
studied in Reference 7 in at least the following; features: (a) nodal storage
capacity is finite and may be expected to fill occasionally; (b) channel and
modem errors occur and cause re-transmission; () acknowledgment messages in-
crease the messape traffic rates; (d) messages “rom HOST A to HOST B tybical]y
create return traffic (after some delay) from B to A; (e) nodal delays becore
imoortant and corrarable to channel transmission delays; (f) channel cost
functions are more complex. Ve intend to inclule some of these features in
our model below. .
The model prouposed for computer networks 13 drawn from our communicat’on
neéwork experience: and includes the folluwing assummtions. Ve assur2 that
the méssage arrivals form a Poisson process with averare rates taken from a
glven traffic matrix (such as in Reference 8), where the messape lengths are
exponentiaily distributed with a rmean 1/u of 350 bits (note that we are only
accountins for short mossases and neglectins Lre nulti-paclet traffic In

this model). As discuscted at lensth in Befererce 7, we also rake the




lndepe-ndence _asswnption which allows a very simple node by node analysis.
We further assume that a fixed routing procedure exists (that is, a unique
allowable path exists from origin to destinatic:: for each origin-destination
palr).

From the abov: assumptions one may calculate the average delay T, due to

i
walting for and tranmmitting over the 1th channel from Eq. (1),

ue, 2 e (1)

where A, 1s the average number of messages per second flowing over chamnel 1

i
(whose capacity is Ci bits per second). This wiis the appropriate expression
for the average channel delay in the study of coanunication r.f:ts7 and in that
study we chose as our major performancs measure the message delay T averaged

over the entire network as calculated from

y i
r=yY Lo (2)
T vi

where y equals the total inpuc data rate. Note that the average on Ti is

« formed. by weightirg the delay on channel Ci wit the traffic, A 12 carried on
that channel. In the study of communicaticn neas7 this last equation p.rovided
an excellent mean:. for calculating the averase aessage deluy. That study
vent on to optimiie the selection of chamnel canacity throushout the netvork

wxier the constraint of a fixed ccst which was asswicd to be Iincar with

capacity; wo elaborate upon this cost fuaction later in *bits soction.




’l;rlc computer network models studied in Refercnce 8 also made use of
Eg. (1) for the calculation of the channel delays (including queueing) where
parameter choices'were 1/u = 350 bits, Ci = 50 ]dlobits and )‘i = gverage mes-
sage rate on chanrel 1 (as deteymined from the uvraffic matrix, -the routim;
procedure, and accounting for the effect of acknowledgment traffic as men-
tioned in feature (c) above). In order to accomnt for feature (e) above, the
performance measure (taken as the average 'mcssage delay T) was calculated
from
M

. i -3
T—? Y(Ti+10 ) (3)

where again y = total Inpu. data rate and the term 10-3 = 1 millisecond
(nominal) is included to account for the aszumel (fixed) nodal processing
time. The result of this calculation for the ARPA netuork shown in Fig;ﬁre 1
may be found in Reference 8.

The computer networi model described above is essentially the one used
for calculating dele . in the topological studizs reported upon by Frarnk et
al. in these proceed.‘mgs.u '

A nunber of sinulation experimants have bezn carried out using a rather
detoiled description of the ARPA netwock and its operating procedurc. Some
of these results were reported upon in Referencz2 8 and a comparison was made
there betwecn the theoretical results obtained from Eq. (3) and the simulation
results. ’I:his comarison is reoprcduced in Figure 2 where the lowest curve
corresponds to the results of Eq. (3). Clearly the comparison between simuli-

tion and theory is only mildly satisfacteory. [s pointed out in Reference d,




the discrepaﬁcy is due to the fact that the acknowledgment traffic has been
improperly included in Equation 3. An attennt was made in Reference 8 to
properly account for the acknowledgment traffic; however, this adjustment

Qas unsat.isfactory. The problem is that the average messagze length has been
taken to be 350 bits and this lengsth has averaged the traffic due to aclimowl-
edgment messages along with traffic due to real messages. These acknowledg-
ments should not.be included among those nessages whose average system delay

is being calculat:d and yet acknowledgment traffic must be included to prpperly
account for the t-uc leading effect in the network. 1In faét, the appropriate
way to include this effect 1s to recognize that the time spent waiting for a
chanmnel is dependent upen the total traffic (including acknowledgments) whereas
the time spent in transmission over a channel shonld be proportional to the
message length of the real message traffic. [orecver, our theoretical equa-
tions have accounted only for transmission del:ys which come about due to the
‘finite rate at which bits may be fed into the chamel (i.e., %0 kilobits per
second); we are riquired however to include also the propagaticn time for a

bit to travel dowa the length of the charnel. Lastly, an additional one
millisecond delay is included in the final destination node in order to deliver
the messazge to ti2 destination HOST. These additional effects give rise to the

following expression for the average message delay T.

A 2. /uC '
1771 -3 -3
=y -1 (_,.n.- $ =3 4 PL, + 10 ) + 10 ()
T Y W0 WG- 1
where 1/p' = 550 bits (a real messare's averas: lencth) and PLi is the propa-

gation delay (derendent on the charnel lensth, Li) for the ith channel. ‘i'he




first term in parentheses is the average transmission timz and the second
term 1s the averag: walting time. The result of this calculation for the
ARPA network gives us the curve in Figurce 2 labealled "theory with correct
acknowledge adjustment and propagation delays."” The correspondence now
between simulation and theory is unbelievably good and we are encouraged that

- this approach appears to be a suitable one for {he prediction of computer net-
work performance for the assumptions made here. In fact, one can go further
and include the effect on messaze delay of the priority given to acknowledg-
ment traffic in the ARPA retwork; if one includes this etfect, one obtains
another éxcellent fit to th= simulation data labelled in Figure 2 as "theory
corrented and with priorities."

hs discussed in Peference 8 one may genera’ize the model considered

herein to account for morc general message leng'h distributions by making use
of the Pollaczek-Khinchin rnrula for the delay T* of a channel with ca?acity
Ci‘ where the message lengths have mean 1/u bits with variance 02, where Ai

is th2 average messege traffic rate and oy = Ai/uci vhich states

e
1 '_pi(1~+ u‘na}

T, = T + . (5)
i v C1 2(uCi - 3{Y’

This expression would replace the first two tenis in the parenthetical expre: -
sion of Eq. (U); of coursze by relaxing the assunption of an exponeﬁtial distri-
bution we rcmove the simplicity provided by the Ilarkovian prorerty of the
traffic flow. This approach, however, should provide a better approximation

to the true benavior when required.
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Having triefly considered the problem of analyzing computer networks
with regard to a single performance measure (average message delay), we now
move on to the considerction of synthesis questions. This investigation

inmediately leads into optimal synthesis procedures.

Optimization for Various Chamnei Cost Functlons--Synthesis

We are concerncd here with the optimization of the channel capacity
assignment under varilous qs:lswnptions regarc‘xing he ccst of these channels.
This optimization must be made under the constriint of fixed cest. Our prob-
lem statement then becomes:¥

Select the {Ci} so as to minimiza 7' 6
subject to a fixed cost constraint ’
where, for simplicity, ve use the expresslon in Eq. (2) to define T.

Wz are now faced with c¢hoosing an appropriate cost function for the
systecin of channels. Ve assume that the total cost of the neuvwork is contaired
in these chanrnel costs where we certainly permit fixed termination charges,
for example, to be included. In order to gel 2 feeling for the correct form
for the cost function let us examire same available data. TFrom Reference 3
we have available the costing data which we present in Table 1. Fram a sched-
~ule of costs for leascd conmunication lines.ave ilable tc ARPA we have the data

presented in Tabls 2.

¥The dual to this optimization problem may z21so be considered: "Select
the {C;} so as to minimize cost, D, swjcet to a fixea message delay con-
straint." The solution to this dusl prohlem gives the optinum Cq with the
sare functicnal depondence on >‘i as one obtalns for the orlginal cptimizaticn
protlen.
1%




PARLY, T--Publicly available leased transmission
y
line costs froa Refercnce 3

Cost/mile/month
(normalized to

Speed 1000 mile distance)
45 brs $ .70
56 bps ‘ .70
75 bps a7
2400 bps 1.79
i KB 15,00
82 KR ' 20;00
230 B 26.00
1 MB 60.00
12 MB 287.50

TABIE II--Estimated leased transmission line costs based on Telpak rates®

Cost Cost/mile/month
(termination + mileage) (normalized to

Speed /month . 1000 mile distance)
150 tps $ 77.50 + $ .12/nile $ .20
2400 Dbps 232, + .35/mile | .58
7200 bps 810 +  .35/mile 1.16
119.2 B 850 + 2.10/mile 2,95
50 KR 850 + b4,20/mile 5.05
108 KB 2400 + U4.20/mile 6.6C
230.4 KB 1300 + 21.00/miile | 22.30
465.8 KB 1300 4+ 60.00/mile 61.3G
1.304 "B 506  + 75.00/mile 80.00

¥Inese costs are, In sone caseg, first estirmtes and are not tn be
consldered as quoted rates.

12




Ve bave plotted these functicns in Figure 3. Ve must now atterpt to find an
analytic function shich fits cost functions of this gort. Clearly that ana-
lytic function will depend upon the rate scheduie available to the conputer
network designer and user. Many analytic fits 1,0 this function have been

proposed and in particular in References 3 a fi is proposed of the form:

0.44
i

Cost of line = 0.1 C $/mile/month 7N

Based upon rates available for private line chainels, Pfast:r*omonaco10 arrives
at the following fit for line costs where he has normalized to a distance of

50 miles (rather than 1000 miles in Eq. (7))

0.31€

Cost of line = 1.03 c, $/mile/month (8)

Referring now to Figure 3 we see that the ndlease costs frem Table II rise
as a fractional erponent of capacity (in fact with an exponent of .815) sug-

gesting the cost function shoem in Fg. (9) btelw

.815 .
Cost of line = A C, $/mile/month (9)

Thesc last three equations give the dollar cost per mile per month where the
capacity C1 is giren in pits per second. It .s interestinz toc note that all

three functions ae of the form

Cost of line = A Cia $/mi le/morith (10)

It is clear from these simple consideraticns trat the cost function approrriate

for a particular application dopends uson that arplication and therzfore it is

a

difricult to estanlish 2 unlaue cost function for all situations. Consequently,

13




we sat:isfy ourcelves belowr by conslderiny a nmunber of possible cost functions
and study optimizatior condilions and results which follow from those cost
functions. The desicner may then choose from anong these to match his given
tariff schedule. Thesc cost furctions will foriy the Tixed cost constraint
in Eq. (6). Let us now consider the collection of cost functions, and the

related optimization questions.

1. Linear cost function. Ve begin w_.th this case since the analysis

already exists in the author's Reference 7, whe:e the assumed cost constraint
took the form
D=3 4,0C, (11)
i
where D = total number of dcllars available to spend on chamnels, d g = the

dollar cost per urit of capacity on the ith chamel, and Ci once again is the

capecity of the ith

channel. Clearly Fq. (11) is of the same form as Eq. (10)
with a = 1 vhere ve now consider the cost of all channels in the system as
having a linear form. This cost function assumes that cost is strictly
linear with respect to capacity; of courss this same cost function allous the
assurption of a constant (for examle, teraination charges) plus a linear cost
function of capacity. This constant (temninatin charge) for each channel may
be sultractiu out of total cost, D, to create an equivalent problem of the furm
glven iﬁ Eq. (11). The constant, di’ allows on2 to account for the length of
the charnel since di may clearly be proportionnl to the lensth of the channcl
as weli as anything else roganding the particular channel involved such as,

for cxanple, the terraln over which the chanrel must be vlaced., As was done

in Refercence 7, one nay carry oul the ninimization glven by Fa. (£) uning, for

14
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exanple, the methed of Lagrangian undetermined nultipliers.” This precedure

yiclds the following equation for the capacity

N D\ VMY »
C, =-= 4+ [—}) — -1 (12;

1w 4/ Y Ad.

‘ 3 JJ

where
X.d

o 1% \
De =D —g: >0 (13)

When we substitute this result back into Eqg. . (2) we obtain that the perform-

ance ireasure for such a channel capacity assignnent is

2

n(Zi: A,d i/A) _.

T = L. (k)
uD,

where
> M
A

~

n= = % = average rath length (153

The resulting Eq. (12) is referred to as the scuarc root channel capacity
assignment; this particular assicrrent first provides to each channel a capacity
equal tg )‘i/“ vhich i1s mercly the averaze bit :ate which rust pass over that
éhannel and whiclt 1t niust obviously Le previdec if the channel is to carry

such traffic. In addition, surplus capacity (cue to excess dollars, De) is
assligned to this channel in proportion to the squarce root of the traffic car-
ried, hence the name. In Refercnce 7 the author studied in great detail the
partizular case for which di = 1 (the case for which all channcls cost the

sare regardless of lenmth) and considerable inforimtion recarding topological

[ ]
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desigﬁ and routing procedurces was thercoy cbtalned. However, in the case

of the ARPA nctwork a more reasonable choice for d:1 is that it should be
proportional to the length Li of the ith channel as indicated in Eq. (10)

(for a = 1) which giveslthe per mileage cost; twus we may take d; = ALi.

This second case was considered in Keferencce 8 and aiso in Reference 9. The
interpretation for' these two cascs regarding th:2 desirability of concentrating
traffic into a fev large and short channels as well és minimizing the average
length of lines traversed by a message wes well discussed and will not be
repeated here.

Ve observe in the ARPA network example since the charnel capacities are
fixed at 50 kilob:its that there is no frecdom lzft to optimize the choice of
channel capacities; however it was shorm in Refarence 8 that one could take
advantage of the optimization procedurc in the following way: The total cost
of the network using 50 kilebit chamnels may be calculated. Cne may then
optimize the network (in the sense of minimizirg T; by allowing the channel
capacities to vars while maintaining the cost fixed at this figure. The result
of suchioptimizatLon will provide a set of charnel capacities which vary con-
siderably from th: fixed capacity netwiork. It was shown in Reference 8 that
one could improve the performance of the nework in an efficient way by allow-
« Ing that channel +hich required the largest caracity as a result of optimiza-
tion to be increased from S0 kilobits in the fixed net to 250 kilopits. Thnis
of course iIncreas:s the cost of the system. Cre may then provide a 250 kilchit
channel for the s2cond "most needy" charnel from the optimization, increasivz
the cost further. Cn2 may then continue tnis procedure of increasing Lhe nea2dy
chamnels to 250 kilebil: wihille inercasing the cost of the netwerk and observe

the way In which messane dolay deersnncs as systen cect incroases. It wes

16




found that natural stopping points for this procedure existed at which the
cost increaséd rapidly without a sinllar sharp decrease in message delay
thereby providing some handle on the cost-performance trade-off.

Since we are more i‘nt;erested in the differonce between results obtained
when one varies tle cost function In more signilicant ways, we now study

additionnl cost finctions.

2. Loperithmic cost functions. The next case of intercst assumes

a cost function of the form

D= ? d; log, o C; (16)
where D again 1s the total dolla» cost provided for construrting the network,
di Is a coefficiert of cost which may depend upon lencth of channel, a is an
appropriate multiplier and Ci is the capacity cf the ith chennel, Ve consider
this cost function for two reasons: first, because it has the proper'ty. that
the incremental cost per bit decerecases as the chamnel size increases; and
secondly, because it leads to simple theoretical results. We now solve the
minimization problem expresscd in Eq. (6) where the fixed cost ceonstraint is
now given throuzh Eq. (1€). We o‘otai‘n the following equation for the capacity

of the 1th channe .

A 1 11 &Y

In this solution the Lagranzian nultipller f nust be adjusted so that trg. (1.3)'

is satisfied wnen Ci is substituled In frem Eq. (17). lNote the unusu=l shia-
L] + 2 . .~ . - 1
plicity for the colution of Ci’ nomely Lint Liv chnel capzeity for the iLll




channel 1o dircclly preoortional to the traffic carrled by that chanel,

A i/u. Contrast this result with the result Jn Mg. (12) where we had a square
root channel capacity assigmment. If we now take the siimle result given in

Fg. (17) and usc it in Eq. (2) to find the performance measure T we obtain

T= 3, = (18;

In this last result the performance measure depands upon the particular dis-
tribution of the internal traffic {Ai/u} through the constant 8 which is

adjusted as described above.

3. Tre power law cost function. As we saw in Egs. (7), (8), and

(9) it appears tkat many of the exlsting tariffs may be approxinated by a

cost function of the form glven #n Eq. (19) below.
- a
D= ), d;Cy (19)

where a is some appropriate exponent of the capacity and di is an arbitrary

multipli.er' which may of course depend upon the length of the channel and oth:r
f)er"tinent channel paramcters. Applying the Lagrrangian apain with an undeter-
min. 4 multiplier B we obtain as our condition for an optimal channel capacit:

the following nor.~lincar eguation:

1 _ 2 -
C; = =5 =0 ° gy =0 (20)




wnere

g = T (21)
1 nyRod;

Once again, B mus® be adjusted sc as tc satisfy the constraint Eq. (19).
It can be shown that the left hand side of Eq. (20) represents a convex
function and that it has a unique solution for scme positive value Ci' We

assume that o is in the range

O<ac<l

as suggested from the data in Figure 3. We may also show that the loca-

tion of the solutlon to Eq. (20) is not especclally sensitive to the parameter
setting.  Therefore, it 1s possible to use any efficient iterative technique
for solvins Eq. (20) and we have found that such teciniques converge quite

.rapldly to the optimal solution.

y, Qggaarison of solutions for various cost functicns. In the last

three subsections we have considercd three different cost functions: the
linear cost function; the logaritimic cost function; and the power law cost
function. Of coirsc we sec immediately that the linear cost function is a
special casc a = 1 of the power law cost function. We wish now to comparce the
perfornance and cost of compubter networks under thesc varlous cost functions.
We use for our eryample the ARPA computer network as deseribed ahove.

It is nol obvious how one should proceed in making this comarison. low-
ever, ve adept the followineg arprcach in on aticupt to make some nmeaninzful

o I = 0 .3 y T A 4., v, ., o X 3 -
comarisens, Ve enngider thy ARPA nolwort: ol a traffic lood of 100 of the
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full data rote, ramly 229 kilobits per sccond (denoted by YO). For the

50 kilobit net shown in Figure 1 we may calculate the line costs from Table

II (eliminating the termination charges since we recognize this causcs no
essential change in our‘optinﬁzation proced res, as mentioned above): the
resultant network cost is approximately $579,000 per year (which we denote

by DO). Using this y, and D (as well as the other given input pararecters)

we may then carry out the optimization indicated in Eg. (6) for the case of

a linear cost fun:tion where di = ALi and A is Immediately found from the
mileage cost in Table II. This calculation results in an average mescage
delay Tb (calculat.ed from Ea.(14))whose value is approximately 24 milliscconds.
Ve have now establisned an "operating point" for the three quantities Yg» DO’
and TO, whose valies are 100% of full data rate, $579,000, and 24 milliseconds,
respectively.

We may now examine all of our other cost functions by forcing them to
pass through this operating point. tle assume di = ALi throughout for these
calculations. Also we choose a = 1 for the logarithmic case in Eq. (16). (Note
for the logarithmic and power law cases, that two unknowm constants, 8 and A,
rust be cdetermined; this is now easily done if we set T = T0 and D = Do for
Y=Y in each of these two cases independently.) In particular now we wish
to exanine the behavior of'the network wuder these varlous cost functions.

We do this first by fixing the cost of the net.iork at D = D0 and plotting
T, the average time delay, as we vary the percontage of full data rate applizd
to the netvori; this performance 1s given in Flgure § where we show the systzm

chavior for the power law cost function end tie linear cost Munction. The
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result is strikings! We see that the variation in average message delay is
almost insig;x;if‘icant as a passes through the range from 0.3 to 1.0.
We conclude then “hat th: very important power Jaw cost function may be ana-~
lyzed usirg a linnar cost function when one 1is interestod in evaluating the
average time delay at fixed cost.®

We also consider the variation of the network cost D as a function of
data rate at fixed averace message delay, namely T = TO = 24 milliseconds.
This performance 1s sho:m in Figure 5 for all three cost functions. We note
herc that the lin:ar cost function is only a fair approximation to the power law
coust function over the range of a shown; the logarithmic cost function is also
shovm and behaves very much like the lincar cost function for data rates above
Yo but departs from that behavior for data rates below Yo" It can be showm
that the networlc cost, D, at fixed T = TO for the case a = 1 (linear cost func-
tion) varies as a constant plus a linear dependence on y. It is also of inter-
est to cross plot the average time delay T with the network cost D. This we
do in Figure 6 fo~ the class of power law cost functions. In Figures 6a and
6b we obtain poin.s along tie vertical and horizc :tal axes corresponding to
fixed delay and fixed cost, respectively. These loci are obtained by varyiny
y and we connect “he points for cqual y with straight lines as shown in the
figure (however, e in no way imply that the system passes along these strairht
lines as both T awd D arc allewad to vary simu tancously). Ve note the incr:ased

range of Das o varies from 0.3 Lo 1.0, but very little chanze in the range of

¥The logaritim cost function is not showm in Pisure 4 since the time
delay is exirenely seraltive to tie data rate and benrs Jittle resonblance

to the newor law cnro,




T. Ir'l Firure Gc we collect tomether the Lehavior in this plane for many
values of o where the lires labelled with a particvlar value of o correspond
to the 905 data rete cas e in the lower left-haid portion of the fipure and
to thc 1307 data rate case in the upper right--sand portilon of the figure,
From Figure 6c we clearly observe that for fixed cost the time delay range
varies insignificently as o chances (as we emphasized in discussing Figure 4).
Similarly, we obscrve the moderate variation at fixed time delay of network
cost as o ranges throuch its values (this we sav clearly in Figure 5).

These studiec of network optimization forr variocus cost functions need
further investigatica. Our aim in this section has been to exhibit some of
the performance characteristics under these cost functions and te compare them

in some meaningful way.

Simulated Pom.mg in the ARPA Newow--Opf‘len_, Procedure

(e T e Y N P N S o i e Sl W RGN L Sl W X Wi W

We have exair'ned analysis and synthesis procedwres for computer nelvori:
above. UWe now prucced to exhibit scne properties of the network operating
procclure, in particular, the message routing procedure.

The ARPA network uces a roubting procedure which is local in nature as
opposed to global. Some detalls of this procecure are available in Reference 6
in these procecdigs and we wish to corment on the method used for updating
the routiryg tables.. For pwrposes of routing, each nede naintains a list which
contains for each destination an estimate of tie delzy a message would encouiter
in attempting to rcach thot destinntion node wire it to be sent out over a
particular channel ewmating from that nede; U2 list contains an entry for
each destination =il each line Jeavings the nede in which Lhis 115t is containe.t.

Every half secend (aprroxirately) esch node sonds to 211 of Jts Irmzdiate nel:oti-

bors a list wihiich conteing its eatbaile ¢f tro miartast delny €1 @ Lo pane to




each destinstion; this list thercfore contuzins & nuaber of entrics wilch is
one less than the number of nodes in the network. Upon recelving this infcre-
tion from one of ‘“ts ncighbors the IMP adds to this 1list of estimated delays,
a measure of the :urrenﬁ delays in passing from itsclf to the neighbor from
whom it is receiving this 1i~%; this then provides that IMP an estlmate of

the minimum delay reqguired to reach all destinations if one travelled cut

over the line connected to that neighbor. The routing table for the IMP 1s
then constructed Hy combining the lists of all of iﬁs neighbors Into a set

of columns and choosirg as the oulput line for messages going to a particular
destination that line for which the estimated delay over that line Lo that
destination is minimum. What we have here descrited is essentially a periodic
or synchronous upiating method for the routing tables as currently used in the
ARPA networl:. It has the clear advantages of providing reasonzbly accurate
data regardiing path delays as well as the important advantage of beling a
.rather simblc prccedure btoth from an operationil point of view and from an
overhead peint of view in terins of software costs inside the IMP program.

We suggpest that a more efficient procecdure in terms of routiny delays is
to allow asynchrenous undatings by this vie mean that routing informtion 1s
passed from a noce to its nearest neiphbors only vhen significant enough chznees
occurred in its om routing fablé to varrant such an information excharge. The
definition of "significant enough" must ‘o stulied carefully but certainly
implies the use of thresholds on the percentaz> change of estimated delays.
Yhen these thresinlds are cressed in an TP tren reuting informatlon is trans-
ferred to that IMP's necaresl neighbors. This asyachronous mode of updating

implies a large overtcad for updoting «nd it rasains to be secn whether the

o
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advantages gained through this more elaborate updating method overcone the
disadvantases due to softuare cosls and cycle-stealing costs for updating.

We may observe the difference in performance between 'menronous and asynchrce-
aous updating throush the use of simulation as shown in Figuee 7. In this
fipure wc plot the average tine delay T versus “he average path length for
messages under vardous routing disclplines. ‘1‘!e observe immediately that the
three points shoum for asynenhronous updating are significantly superior to
those showm for synchronous updatingm. For a comparison we also show the resilt
of a fixed routing algorit..: which was ccmpuﬁed by solving for the shortes
delay path in an unloaded nat rk; the asynchronous updating shows sunerior
performance to the fixed rouling r~ocedure. LHosdever, the synchronous updatirg
shows inferior performance compared to this very simple fixed routing procedire
if ve take as owr verformance measure the average message delay.

It was obserwvcd that with synciwrconous updating 1t was possible for a
message to get traprned temporarily in loors (i.2., travelling back and forth
between the same pair o. nodes) Ve supprossed this looping behavior for
two synchronous updating procedurcs with different paranseter settings and
achicved slgnificarit Improverient; nevertheless, this Improved version remain:
Inferior to those simulated systo.s with asynehronous updating. As mentioned
above, asynchrorncus updating contains many virtues, bub  one must consider
the overticad inctrred for such a sophisticated updating procedure before it

can be incorporated ard expe ced to rieid a net improvoment in perfonaance.
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CullCLUSTOHS

Our goal in this paper has been tc demonstrate the inportance of analyti-
cal ard simulaticn techniques in evaluating comsuter networks in the early
Gesin stages. We have addressed curselves to threce areas of interest,
namely the anali)sis of computer netuori performince using methods from queueing
thecry, the optimal synthesis problem for a variety of cost functions, and the
choice of routing procedure for these networks. Cur rosults snow that it is
possible to obtain cxceptionally gocd recults in the analysis phase when one
considers the "small" packet traffic only. As yet, we have rot underteicen
the study of the multi-packet traffic behavior. In examining available data
ve found that the power law cost function appears to be the appropriate one
for high-speed data lines. We obtain ontimal c.aannel capacity assigpinent
procedures for this cost functicn as well as tho logarithiaic cost functicn
and the linear cost function. A sipnificant rcsult issucd from this study
through the obscrvation that the averace ressaps delay for the power law cost.
function could very closely be approximated by tne average message delay throush
the svetem constrained by a linear ccst functicn; this holds true in the case
when tus . stem cost is held fixed., For the fixed celay casc we found that the
variation of the system cosl under a power law constraint could be represented
by the cost variztion for a linear cost constreint only to a limited extent.

In conjunction with pure analytical results it is excremely useful to tike
advantage of svstom simuleticn, This 1s the aroroach we describe in studying

the effect of roiting procedures and conparing nzthods for updating these

procodures.  We Indicatzd Lhal eswnenronous uncating was clearly suverior to

. Ve Qo™ RYyepe— L1 H > o 1o~ 8+ 3 coQ o . ~
syneironous urdaildns cxesnt In tho easce wiiora the overiacad for asynchronoua

"
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updating riight Le scvere.

The rcsults referred to above serve to deszribe tne behavior of computer
network systems and arc useful in the carly stazes of system design., Ii one
Is desirous of cbtaining nunerical teols for choosing the precise design
parareters of a system, then it is necessary te go to much more elaborate an:.--
lytic models or else to resort to efficlent search procedures (such as thot

described in Reference 1) in order to locate optimal desipns.
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HOSU-HOS! Communication

INTRODUCITON

The .Advanced Research Projects Arercy (ARPA) Cemputer lwtwork (nereafter
referred to as the "ARPA network") is one of the most amuiticus ccuputer
networks attempted to date.1 The vypes of machires and operating, systems
involved in the network vary widely. For erammle, the computers av the first
four sites are an XDS 940 (Stanford Research Institute), ~n IEM 360/75
(University of California, Santa Bartara), an (DS SIGYA-7 (Uraversity of
California, Los Aireles), and a PEC PDP-10 (Un.versity of Utah). The only
comronality among the network merbership is the use of highly interactive
time-sharing systa":- but, of course, these ar: all different in external
apprarance and imlementation. Furthermore, no one nede is in control cf
the n.owork. This has insured generality and :»eliability but complicates
the software.

Of the networks whicnh have reacfned the op "ational phase and been re-
ported i- the literature, none have involved the variety of computers ard
operating systems fouri in the ARPA network. Jor example, the Carnegic-
Mellon, Princctor, I network consists of 360/67's with identiczl soft-
war'e.: Load sharing anong 1dentlcal batch maciines was commonplace at llcrh»
kmericen Rocwwell Corporation in the early 1963's. Therefore, the inple-
menters of the piesent network have bteen only sliphtly iInfluenced by ceriier

networy attemts.
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.l + 2. - ra (¥ 13 ¢
: .o Howevey, early tlno-gharine studies

f)

at the University of Californiz i
Bevkeley, MIT, Lincoln labcratery, and System Dcvelonmeqy Corperation (a1l
ARPA sponsored) save bad consicerzble Influcnce on the desisn of the networ
" In some sense, the ARPA networik of time-shared ccormruters is a ratural exte:n-~
sion of earller tirme-sharing: concents,

Tre network'is seen as a set of data entry and exit points irto whi
incdividual computers insert messages destined for another {or t™~ same) cor-
puter, and fram which such messages emerge. The format of such messapes and
the operation of the network was specified by the network contractor (BRIN;
and it became tre re:ponsibility of representatives of fhe various ccmputer
sites to impose such additional constraints and provide such protocol as
necessary for users at one site to use resources at foreign sites. This
papér detalls (re decisions that have been made and the considerations

. behind these decisions.
Several pecple deserve acknowledgment ir this effort. J. Rulifson ar:d
W. Tuvall o:' 3R] participated in the early desiem effort of the protocol a
: in the discussicns of NIL. C “cloche of Themson-CS!” pdrticipated in tie
desipn eirort wiile he was at UCLA and mrovicded censiderable documentaliorn.
Jo « of Utal. and P. Rovner of Linceln Laboratory reviewed the early dc-
sign and NIL, V. Crowther of Bolt, Berenek eénd Newman contributed the ide:
- of a virtual ret.. The BRBLH staff provided sivbstantial assistance and guid-
ance vhile delivering the network.

Ve have found that, in the process of curnecting mashines and operatin.

= o . ol PR . 4, ~dy
systems together, & great deal of rapnort hai been estzblished belwoen per-
s das .24 nn ~as 2 ey yyme d S
sonnel at the varicous natwori node sites, The resultlng mivture of ideas,
b/ 06D -~ R T e P | y 1 oS [ N | B S e TR .
discussions N ais SESTCLTL LS s and recslullans as been n nig “.Ly POyIQaNINE el
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veneficial to all involved, and we regard the human interaction as a valusble

by-product of the rain gf‘f‘ort.

THE NETWORK AS SERN BY THE HOSTS

Before roing on to discuss operating system comrunication protecol,
sore definiticns are needed.

A HOST is a computer system which 1s part of the network.

An TP (Inteface Messege Processor) is a Honeywel.l DDP-516 computer
which interfaces with up to four HOSTs at a particular site, and allows HOSIs
access into the network. The c?:nfigur'ation of the *aitial four-HOS! network
is given in Figure 1. The IMPs form a store-and-forward communications net-
work. A corpanicn paper in these proceedings covers the IMPs in some de-
ta11.3
. A message is a bit stream less than 8096 bits long which is given to ar:
IMP by a HOST for transmission to another HOST. The first 32 bils of the

message arc the l2ader. The leader contains the followlng information:

(a) HO3Y
. (b) Message type
(¢) Flags

(d) Link number
Vhen a messare is transmitted from a HOST to its IMP, the KOST field of
the leader nzmes the recelving HCST. Ween the ressage.arrives at the re-
celvinz HOST, the HOST fleld nanes the sonding HOST.
Only two ressass types are of concern in Jhls paper. Beruler rmessasos

o a0 % 0 TN el s ey . $¢ o T P - S, .
are goncrated by a HOST and sent Lo its T0P for trenamission to a2 forelrn
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HOST, The olrer ressase tync of interest is a R (Péc;-.-st—:‘or—r.’ext—
essame). FPRNM's are exnlained in conjunctlon with links.
The flar field of the leader controls snecial cases not of concern here.
The link nurnber ldentifies over which of 266 lof
tween the sending, HOST and the receiving HOST the messare will be cent.
Each link is unidirectional arnd is controlled by the network so that ro more
than one message at a time may be sent over 1t. This control is Implemented
usine RPN messares. After a sending HOST has sent a message to a receiving
HOST over a particular link, the sending HOST is prohibited from sendiry
another message over that same link until the sending HOST receives a R4,
The RFNM is generated by the Ii‘P comnected to the receiving HOST, and the

) RFNi% is sent back to the sending HOST after the message has entered the re-

celving HOST It is important to rememuer that there are 256 links in each

Ranmny

direction and that no relationship among these is irposed by the network.

The purpose of the link and REFMY mechanism is to prohibit individual
users from overloading an IIP or a HOST. Implizit in this purpose is trc
assumption that a user does not use multiple links to achleve a wide bard,
and to a large extent the HOSI-IHOST protocol coosperates with this assumntion
An even rore basic assumntion, of course, is that the netwcrk's load conmes
from some users transmitting sequences of messazes rather than many users
transmitting single messages coincldently. |

In order to delimit the lengtiy of the message, and to make it easier
for HOSTs of diffuring word lengths to communicate, the following formatiing
rocedure is used. When a HOST prepares a nessage for output, it cresates a
32-bit leader., Followlnz the lealer io a hinary string, called marking,

consisting of an arbitrary nurbter of zerces, follcwed by. a2 one. Merking




rakes it possible for the sending HOST o synchronlze the teglrnings of the

i)

text of a messaze with its word boundaries. Wnhen the last bit of a messare

W

has entered an IMP, the hardware interface between the TP and HOST appends
a one followed by endugh zeroes to rake the messapge lengthi a multinle of 16
bits. These appenied bits are called padding. Except for Lie marking and

vadding, no limita:ions are placed on the text of a message. Flpure 2 shovs

a tyoical message sent by a 24-bit machire

DESIGN CONCEPTS

Tre conputers participating in the netvork are alike in two important
respects: each supports research independent ¢’ the network, and each is
under the discipline of a t.me-sharing system. These facts contributed to
the following desizn philosophy.

First, because the computers in the networi: have indeperdent purnose:
it is necessary tec precerve decentralized administrative control of the
various computers. Since all of the time-sharing suoervisors pozsess
elaborate and definite accounting and recource llocation mechanisms, we

‘ﬁuwanaed ratters £o that these mechanisms would control the load dus t¢ tis
network in the sane way they control locally geierated load.

Second, because the comuters are all operated under time-shafing
digéiplines, it seemed desirable to facilitate taslic interactive rmecheanisne:.

Third, because this network Is used by cxperienced progremmers it was
imperative to provide the widest latitude in using the netwerk. Restrlctior.

concerning chnoracter scis, ovropranmings lanmuares, ete. would not Lo tclerat
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and we avoidéd such restrictions.

Fourth, again because the network is used by experienced prograimers,
it wés felt necessary to leave She desipn crnsn-ended. . We exncct that
conventions will arise f‘ro... tirme to time as experience is gained, but we
felt -constr-ained not to immose ther arbitrarily.

Fifth, in orler to maike netwerl participation cemfortatle, or in
sore cases, feasible, the software interface to the neilwork should reguire
minimal surgery o:a the HOST operacting system.

Finally, we accepted the assurption stated above t hat network use
consists of prolonged convers»**ons instead of one-~shot requests.

These considerations lec the notions o connecfions, a Network
Control Program, a control link, control comais, sockets, and virtual
nets.

A comnection is an extension cf a link. A ccanection comnects two
nrecesses so that output from one process is iput to the other. Con-
rections are simrlex, so two connections are nreded if two processes are
to converse in beoth directions.

Processes within a HCST communicate with une network throupn a

Network Coritrol fromram (NCP). In most HOSTs, the NCP will be part of

the executive, sc¢ ti.at processes will use system calls to communicate
with it. The primary function of the NCP is to establish connections,
break connections, switeh connecticns, a~id control flow.

In r:fder- to accomnlish its tasks, a NCP in ore EOST rust conmuniczte
with a NCP In aather HOST. To this end, a nzrticvlar link between cech

pai" of lCSTs has been desirnaled as the control link. lMessazes rice

.
[
A%

(2
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over the control link are always interoreted by the NCP as a sequence of

one or more control conmands. A£s an exarmle, one of the kinds of centrol

commands 1s used to assirn a link and Initiate a connecticn, while another
kind carries notification that a cornection has been terminated. A par-
tial sketzh of t?;: syntax and serantics of 'contr-ol commards 1s given in
. the next section.
A major issuve is how to rei'er to processes in a forelgn HOST. FEach
HOST has some internal naming scheme, but these various schemes of'ten are
incompatible. Since it is not practical to impose a common internal
process naming scheme, an intermediate name space was created with a
separate portion of the name space given to each UOST. It is left to
each HOST to map internal process ldentifiers iInto its name space.
The elements. of the name space are callec sockets. A socket forms
-one erd of a connectién, and a connection is fully specified by a palr of
sockets. A socket is snecified Ly the concatenation of three numters:
(a) a uscr number (24 bits) |
(b) a HOUY runber (8 oits)
. (c) AN (8 bits_.).,
A typical socket is i1llustrated in Fipgure 3.
Each HOST is assigned all sockets in the name space which have
f‘leld (b) equal to the HOST's own identificat:ion.

A socket is either a receive socket or a send socket, and Is sO

marke. by the low-order bit of the AN (0 wceive, 1 = send). The
other seven bits of the A:N simply provide & sizable populaticn of
sockets for each user rusier at each HOGT. (AFN stands for "another

eighlta"!.‘it nu..'l’]'{}cls’! . )
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Each user is assigned a 24-bit user number which uniquely identifies
him throughout the network. Gererally this will be the 8-bit IOST rumber

of his home IUIT, followed by 10 bits which uniguely identify him at that
HOST. Provision can also be made for a user o have & uzer nurber not
keyed to a particular lIOST, an arrangement desirable for mobile users wh
mirht have no hone HOST or more than one home HOST. This 24-bit user
nurber is then used in the following menner. Wnen a user éigns onto a
HOST, his user number 1s locked up. Thereaftier, each process the user
creaves is tagmed with his user number. When the user signs onto a
foreign HOST via the network, his same user rnuzber 1s used to tag proc-
esses he creates in that HOST.' The foreign HCST obtains the user number
either by consulting a table at login time, as the heme !HOST does, or by
( - noticing, the iderntificaticn of the caller. Tre effect of propagating the
user's nunber 1s that each user creates his own virtual net censisting of
orocesses he has crcated. This virtual net may span an arbitrary nunier
of HOSTs. It will “hus be easy for a user to connect his processes in
arbitrary ways, vhile still permitting him to connect his processes with -
those in other virtual nets.
The relationship between sockets and processes is now describable
(see Figure 4). For eaéh user nurber at each HOST, there are 128 serd
sockets and 128 recelve sockets. A process may reguest from the iocal
NCP the use of any one cf the sockets with the same user number; the re-
quest is granted if the socket 1s not otherwise In use. The key observa-
tion here is that z socket réqueéted Sy a process camnmct already be in

. 2 ° % - 24 i -~ 9 -~
uce unless 1t is by some othor nrocess within the sane virtual net, ard
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such a process 1is contrclled by the same user.

An unusual aspect of the HUST-IOST protocol is that a process may
switch its end of a cénnection from one socket to another. The new socket
may te in any virtual net and at any HOST, ard the process may initiate a
switch either at the time the connection ié teinp, established, or later.
The most general forms of switching entail quite comnler immlementation,
and are not germane to the rest of fh;s paper, so only a limited form
will Le exvlained. This limited form of sﬁitching provides only that &
process may substitute one socket for another while esﬁablishing a con-
nection. The new socket nmust have the same user rumber and HOST numier,
and the connection is still eséablished to the same process. This form
of switching is thus only a way of relabeiling a soéket, for no change
in the routing pf messages takes place. In the next section we document
the system calls gpd control connands; in the section after next, welcon—

sider how login might be implemented.

SYSTEl CALLS AND CONTROL CCTAANDS

Here we shetch the mechanics of establishing, switching and breaking
a connecticn. As noted atove, the NCP intericts with user orocesses via
system calis ard with other NCPs via control commands. We therefore be-
gin with a partial descrjpﬁion of system cails and control commands.

Systeﬁ ca.ls will vary from one operating syvstem to another, so the
following description is only suppestive. VW2 assume here that a process

has several inuut-output paths which we will «2ll vorts. Fach port ray be

10
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connected to a sequential I/0 device, and while cornected, transmits

information in only one direction. We further assume that the process is

blocked (dismisscd, slept) while transnisslon nrocecis. The following is

the list of system calls:

where

Init <port>, <ALN 1>, <AEN 2>, <Toreign socket>
<port> is part of the process issulng the Init
<AEN 1> ‘
are 8-bit AEN's (see Figure 3)
<AEN 2>

The first AEN is used to initiate the cornection; the second is

used vhile the connection exists.

<foreign socket> 1s the U40-bit sockc: name of the distant end

of the connection.

The low-order blts of <AEN 1>and <AN 2> must agree, and these

must be the comnlement of the low-onder bit of <forelrn socket>.

The NCP concatenates <Ak 1> and <™ 2> each with the user
number of the nrocess and the HOST nwurber to form 40-bit socketc.
It then sends a Pequest for Connection (RIFC) control command to
the distant NCP. Vhen the distant /ICP responds positively, tlhe
connection is established and the process 1s unblocked. If the
distant NCP responds negatively, the local NCP unblocks the
request.ing prccess, but informs it that the system call has

failed.

11
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where

Lttty IR I

Listen <port>, <ALN 1>
<port> and <AEN 1> are as above. The NCP retains the ports

ard <AEN 1> and blocks the process. Whcn an 3FC control cormand

.arrives naming the local socket, the process is unblocked and

notified that a foreigm process is calling.

Accept <AEN 2>

After a Listen ha. been satisfizd, the process ray eitﬁer
refuse the call or accept it and switch it to another socket.
To accept the call, the process issues the Accept system call.

The NCP then serds chk an PFC control command. |

Close <port>
After establishing a connectiori, a process issues a Close

to bresk the connection. The Close is also issued after a j

Listen to refuse a call.

Transmit <nort>», <addr> ) )
I <nort> 1s attached to a send socket, <audr> rolnts to

a mess:pge Lo be sent. This message 1s preceded by its lengih

in bite.

It <port> is aitached to a recelv: socket, a message is

stored at <addr>. The length of the message is stored first.

12
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Control conmands

A voncabulary of control conmands has bteen defined o communication
hetweer: Network Centrol Progrars. Fach control conmand concists of an
§-bit operation ccde to irdicate its function, followad by some parame-
ters. The number and format of parameiers is fixed for each cperation
code. A sequqnce of control cormands destined for a particular HOS! can
be packed irto a single corntrol message.

RFC <my socket 1>, <my socket 2>,
<your socket>, (<link>)
This commard is sent because a process has executed elther an Init
Y
system call or an Accept system call. A link s assigned by the prospec-
tive receiver, so it is omitted if -y socket 1> is a serd socket.

There 1s distinct advantage in using the same comrands both to
initiate a comnection (Init) and to accept a cell (Accept). If the re-
sponding command viere different from the initdzting command, then two
processés could c¢ill each other and becorme blocked waiting for each other
to respond. With this scheme no deaalock occurs and it rrovides a more
commact way to conect a set of processes.

CLS <my socket>, <your socket>

‘The specified connection is terminated

CEASE  «<link>

Vhen the receiving process does not consuze 1ts input as fast as it
arrives, the buffer space in the receiving HOST is used to queue the
waiting messapes. Since only limited space is generally ayai]eble, the

recelving HOSY may need to inhibit the serding HOST from sending ény nore
3 < S

13
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messages over the offending connecticn. VWhen the sencing HOST receives
this conmand, it may block the process generating the messages.
RESUE  <link> |
This command 1is also sent from the recelving hOST to the sending

HOST and nerates a previous CEASE.

LOGGING IN

Ve assume that withir each HOST there is always a process in execu-
tion which listens to login requests. We call this prﬁcess the logrer,
and it is part of a special virtual net whose user number is zero. The
logger 1s programmed to listen.to calls on socket nurber 0. Uoon receiv-
ing a call, the logger switches it to a higher (even) nurbered sockets,
and returns a czll to the socket nurbered one less than the send socket
originally calling. In this fashion, the logrer can initiate 127 conver-
sations.

Te illustrote, assume a user whose identification is X'010005' (user
number Y at UCLA) sims into UCLA, starts up one of his programs, and
this crogram wants to start a nrocess at SRI. 1o process at ShI except
the logger 1s cwrrently willing tc listen to »ur user, so he executes

Init, <port> = 1, <AEN 1> = 7, <AEN 2> = 7,
<ferelpn socket> = 0,

His process 1s hlocked, and the NCP at UCLA sends

arC <y socket 1> X'OlOOOSOlO?‘,

<my socket 2> = X'G100050107',

X'0050000200!

1

<your sockets

14
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The lonmcr‘at SRf 15 notifiad when this message is received, tecause it
has previously executed
Lister.  <pert> = 9, <AEN 1> = O.
Tne logger then executes
| Accept <Al 2> = 8.
In response to the Accept, thre SRI NCP sends
RFC <my socket 1> = X'000006€0200"
any socket 2> = X'(:0000C0258"
<your socket> = X10100050107"
<ink> = 37
" where the link has been chosen® from the set cf available links. The SHI
logrer then executes
Init <port> = 10
<AEN 1> = 89, <AEN 2> = 89,
<foreign socket> = X'01C0050106"
which causes the NCP to send

RFC <y socket 1> = X'00000(0259'

1]

<y socket 2> x'00000( 0259

<your socket> = ¥101000%0106"
Tne process at UCLA is unblocked and notifiec of the successful_lnit.
Because the SRI logger alveys initiates a corncetion to the AFN one less
.than it has just been conrected to, the UCLA proccss then execuices

Listen <port> = 11

SEN 1> = €
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ancd when urblocked,
Accept <AFN 2> = 6.

then these transacticns are complicte, ohe UCLA wicczsz is dautly cournected
* 3 o

vear A

to the logger at SRI. The legper will then Laterrogave the UCLA process,
and if satisfied, create a new process at SRI. This new avocess will be
tagged with the user nurber X'010005', and beth cornections will be

st “ched to the new process. In this case, switching the conrections to
the new process corresponds tn "passing the console dovm" in many tlme-

sharing ~stems.

USER LEVEL SCFTWARE

At the user level, subrcutines which marare data buflers and format
input destined for cther HCSTs are provided. It is not mandatory that
the user use such subroutines, zince the user has access Lo the network
systerm calls in his monitor.

In addition to user programming access, it is desirable to have a
subsystenm profsram at each HCET which makes the network immedialely acces-
sible from a teletyse-like device without speclal proprarmidng. Subsystems
are corronly used system components-such as uext editors, compilers and
interpreters. An example of a netwerk-related subsystem is TUINET, which
will allow users at the University of Utah to connect to Stanford Researcl:
Institute ard erncar és repular tenmmingl users. It 1s expected that more
sophisticated subsysteors wlll be covelorned in time, but this basic one
will render the early netvork irmediately useful.

A user at tho University of Utah (UTAH) is sitting at a teletype
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dialed into the University's POP-10/50 time-sharing system. le wishes to
operate the Conversationzl Algreirzic Lanruzge (CAL) subsysten: on the
XDS-940 at Stan’ord Reso an Institute (SRI) in Menlo Park, California.

A §ypical TELNED dialer: s 1llustrated in Fipure 5. The meaning of each
line of dialeg : = discussed here.

(1) The user signs in at UTAH

(11) 'ne PDP-10 run command starts up the TELNLT subsystenm
at the user's HOST.

(11i) 'The user identifies a breal: character which causes ary
message follewing, the tireak to be irterpreved locally
rather than being sent on to the foreign haST.

(iv) The TEINET subsystem will rave the appropriate system

calls to establich a pair of connections to the SRI

SN

loprer. The connections will be established only if
SPRI accepts another foreign uscr.
The UTAH user 1s now in the pre-logped-in state at SRI. 7This is analopgous
to the standard teletyre user's stéte after dialinn'into a cormuter and
making a connection but btefore typing anything.

C : (v) The user siens in to SRI with a standard login ccemmand.
Cheracters tyved on the user's teletype are transmitted unaltercd through
the PDP-10 (user HOST) and on to the 940 (ses~ving HOST). The PDP-10
TELNFT subsystem will have autcomatically switched to full-duplex,
character-by-craracter transmission, since this is rsquired by SRI's G40.
Full duplex oneration 1s allowed for by the PDP-10, thouch not used by
rost Dirltal Trulpnent Corporation suvsysters.

11




&
HOST-10ST Corznunication

(vi) and (vii) "he 940 subsystem, CAL, is started.
At this point, the user wishes to load a CAL file into the 940 CAL sub-
system from the file system on his local POUP--10.
(viii) CAL is-instructed 10 establish a comnecticn to UTAH In
“onrder to receive the file. "NRIWRK" 1s a predefined
940 name similar in nature to "PAPER TAPE" or "TELETYFE".
(ix) Finally, the user types the breal character (#) followed
by a comrand to his PDP-10 TEINET program, which sends
the desired file to SRI from L:zh on the connection
Just established for this purpose. The user's next
statexment 1s‘iﬁ CAL again,
The TELMET subsystem coding should te minirmal for it I- essentially
3 a shell program built over the network system calls. It effectively
_established a shunt in the user HOST between the remote user ard a dis-
tant serving HOS. .
Civen the bisic system primitives, the TELNET subsystem at the uﬁer
HOST and a marual for the serving HOST, the network can be profitably

employed by remo:e users today.

HIGHFR LEVEL PROIOCOL

The network poses special problems where a high-degree of inter-
aétion 1s required tetveen tﬁc user and é particular subsystem on a
foreign HOST. These preblems arlse due to heterogencous consoles, local
operating system overhecad, ard network transiission celays. Unless we

use special stratesies it may be difficult cr cven inpessible for a distant

18
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user io make use cf the more sonhistlicated subsystems offered. While
these difficulties arc especially severe in the arca of graphics, pro..e..
nay arise even for teletype interactlion. TFor 2xample, suppose that a
foreisn subsystem is cesipned for teletype censoles cornected by tele-
pvhone, and then this subsystemn becomes dvailable to network users. This
subsystem might have the following characteriscies.
1. Except for echoing and correctinon pf mistyping, no action
is taken witil a carrlage retura in typed.
2. All characters except "t+", "«" and carriage return are
" echoed as the character typed.
3. <« causes deletitn of the immediately preceding acceptcd
character, and is echosed as that character.
4. ¢+ causes all previously typed characters to be ignored. A
carriage return and 11n¢ feed ave echoed. .
5. A carriage return 1s echoed as a carriage return followed
by a line feed.
If cach character typed 1is sen§ in its owa messaze, then the characterc
HELLO<+ <+« Pec.r.
cause nine messages In each direction. Furthenrore, each character is
" handled by a user level program in the local'HJST vefore teing sent to
the foreign HOST.
flow it is clear that if this particular example were Inportant, we
would quicicly irmlement rules 1 to 5 in a local HOST vrogram and send
only comrlete lires to the foreien HOST. If the foreipn HOST progran

could not be rodified so as to rot generate 'echoes, then the local progren

19
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could not only echo properly, it cculd also throw away the later echoes

from the foreirn HOST. lHowever, t:.e protlem is nct any narticulor inter-

~action scheme; the problem is that we exnect nany of threse kinds of

schemes to occur. e .zve not found any peneral solutions to these prob-
lems, but scme orservations and conjecvures may lead the way.

With respect to heterogeneous consoles, we riote that although con-
soles are rarely compatible, many are eguivalent. .It is probably reason-
able to treat a model 37 teletype as the equivalent of an IEM 2751,
Similarly, most storage scones will form an equivalencé class, and most
refresh displéy scopes will form arother. Furthermore, a hierercny mizht
emerge with memters of orie class usable in place of Those in another, but
not vice versa. Ve can lmagine that any scope might be an adequate sub-

stitute for a teletype, but hardly the reverse. This observation 1eads

us to worder if a network-wide language for consoles might be possible.

Such a lanpuape would provide for distinct treatment cf different classes
of consoles, with semantics appropriate to each class. FEach site could
then write interfacc proprams for its consoles to make them look like
network standard devices.

‘Another observation'ié that a user evalvates an interactive system
by comparing the speed of the system's responses with his ovn expecta-
tions. Sometimes a user feels that he has rude only a minor request, so
the response should be Immediate; at other t!mes he feels he has made a
substantial request, and is therefore willing to walt for the response.
Some interactive subsystems are especlally pleasant to use because a

Freat deal of work has gorne into tailoring the responses to the user's
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expectatiohs. In the networx, however, a local user level procezs inter-
venes between 2 local console and a foreizn subsystem, and we ray expect
the response time fof miros fequests to demrade. Now it may hoppen that
: all of this tailoring of the interzction is falrly indepcndent of the
porticn of the subsystem which coes the heavy computing or I/0. In such
a case, it may be possitle to separate a subsystem inte two sections.
Ore section would be the "substantive" nortion; the other would te a
"front end" which formats cutput to the user, accepts his inpucs, and
controls camutationally simple responses such as echoes. In the example
abcve, the progrram to accumulale a line and generate echoes would be the
front end of sume subsystem. We now talee notice of the fact that th
local HOSTs have substantial computaticnal power, tut our current designs
( make use of the local HOST only as a data concentrator. This is scmewnat
ironic, for the local HOST is not only pooriy utilized as a data concen-
trator, it also degrades performance because of the delays it introduces.
These arguments have led us to consider the possibility of a Network
Interface Lanpuacse (NIL) which would be a network-wide language for
vriting the front end of 1nt¢ractive subsystems. This language would
have the feature that sUbbrograms comunicate tnhrough network-like con-
nections. The strategy.is then to tfansporb the scurce code for the
front end of a subsysten to the local HOST, where it would be compiled
“and executed,
Ddring prelininary discussions we have agreed that NIL should have

at least the following serantic properties not generally fourd in

languares.

2l
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1. Concurrency. Because messages arrive aéynchronously on
different cornections, and becuuse user irnput 1s not
synchrchized vith subsystem output, NIL must include
semantics to accurately model the possible concurrencies.

2. Program Concatenation. It 1is very useful to te able to
insert a program ir between tgo other programs. To achieve
this, the interconnection of programs would be specified
at run time and would not be Limplicit in the source code.

3.  Device substitutability. - It is usual to define languages
so that one device may be substituted for another. The
requirement here is that any device can be modelled by a
NIL program. For example, if a network standard display
controller manipulates tree-structures according to mes-
sages sent to it then these structures must be easily
imnlementable in NIL. |

NIL has not been fully specified, and reservations have been expressed
about its usefulness. These reservations hirge upon our conjecture that
it is possible\to divide an interactlive subsystem into a transportable
front end which satisfies a user's exnectaticns at low cest and a more
substantial star-at-home section. If our corjecture is false, then NIL
will not be useful; otherwise 1t seems worth pursuiﬁg. Testing of this
conjecture and further development of NIL will take‘priority after low

level HOST-HOST protocol has stabilized.
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)

HOST/IMP INTERPACLNG

The hardware and scftware int~vfaces batween ST and IP is en
area of pavticular.concern * 0 lne BOST orpanizaticns. Censidering the
riversity of HOST comouters to which a standard IFP musl connect, the
hardware interfacc was made bit serial and full-dupler. Iach HOST or-
ganizatic inplements its half of tials very sirmle interrace.

The softwares ‘nterface is equally simple and conslcis ol messages
passed back and forth between the IVP and HOST progrems. Speclal error
and signal messages are defined as well as messages coﬁtaining normal
datu. ‘"essages waltirg in cusues in elther machine are sent at the
picasure of the machine in whién they reside wlth no concern for the needs
of the cther computer.

The effect of the present software interface is the needlecs re-
buffe: of all messages in the EOST in addition to the buffering in
the IMP. The messapes have no particular crder other than arrival times
at the IMP. The Network Control Propram at one HCST (e.p., Utah) heeds
walting, RFNil's before all other messages. A% another site (e.g., SRI),
the NCP could benefit by receiving messages fci* the user who 1s next to
be run.

What is needed is coding representing the specific needs of the }OSI
on both sides of the Interface to make Intelligent declisions atout what
to trancrilt next over the c?anne}. tilth the present software interface
the channel in one direction once committed to a particular message 1s
then lockec up for un to 80 millisecornds! This approaches onz teletype
cnaracter time and needlessly limits full-duplex, character Uy character,

Y
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interaction over the net. At the very least, the IMPAICST protocol
shou.d be exé%&ded to permit each side to assist the other in scheduling

messages over th2 chamels.,

CONCLUSIONS

At this tim> (February 1970) the initial network of fowr sites is
Just beginaing to beginning to be utilized. The cormunications systém
of four IMPs and wide band telephone lines have been aoperational for two
rmonths. Programrers at UCLA have signed in as users of the SRI 940. More
significantly, one of the authors (S. Carr) living in Palo Alto uses the
Sal Laké PDP-10 on a daily ba;is by first comecting to SRI. We thus
have {irst hand experience that remote interaztion 15 possible ard is
highly effective. .

Work on the ARPA netviork has generated new areas of interest. NIL
is one example, and interprocess comunication is another. Interprocess
communlcation over the network 1s a subcase cf general interprocess com-
runication in a nultipropramnred enQironnenb. The mechanism of connec-

tions seems to te new, and we wonder whether this mechanism is useful

even when the processes are within the same computer.
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(iii)
(iv)

(v)

(vi)

(vii)

(viii)

(ix)

JLOGINGD
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ESCAPE CHARACTER IS (e

CONNECT TO SRIED

" @ENTER CARR.®

@cAL .
CAL AT YOUR SERVICE®E

>READ FILE FROM NETWRK ()

#NETWRK: <-DSKsMYFILE .CA' (€

Fipure 5 A typical TEINET dialog;
Underlined characters are those typed by the user




