# A Transiation of <br> THE STABILITY OF ELASTIC EOUILIBRIUM <br> By 

WARNER TJARDUS KOITER
Sporwored by
Lockheed Missiles \& Space Company Sunnyvale, Calif.

TECHNICAL REPORT AFFDL-TR-70-25

FEBRUARY 1970

Distribution of this document is unlimited.

AIR FORCE FLIGHT DYNAMICS LABORATORY
AIR FORCE SYSTEMS COMMAND WRIGHT-PATTERSON AIR FORCE BASE, OHIO

When Goverument drawings, apacifications, or othor data are uaed for any purpose other than in conaection with dafinitely related
 incurs no reaponaibility nor any obligation whatsoever; and the fact that the Goverment may heve foxmulated, furnished, or in any way eupplied the sald drawinga, Epecifications, or other data, is not to be regarded by implication or otherwise as in any manaer ilanaing the holder or any other person or corporation, or conveying any righta or permiasion to manufacture, use, or sell any patented invention that may in any way be related thereto.
!
This document has been approved for public ralease and ale; its diatribution is unlimited.


Copies of this report should not be returned unless return is required by security considerations, contractual obligations, or notice on a specific document.

# A Translation of  

Ry<br>warner tjardus koiter

Distribution of this document is unlimited.

This dissertation for a degree of doctor in the technical sciences at the Techische Hooge School at Delft was granted on the authority of Rector Magnificus Dr, Ir. H. H. Van Der Maas, Professor in the Depatimeni oi iecignics, sinipbuilding, and Airplane Building on November 14, 1945.

The dissertation was approved by the sponsor Professor Dr. Ir. C. B. Blezeno.

This translation was performed by Edward Riks, Stanford University. The work was funded by the Independent Research Program at Lockheed Missiles \& Spac:e Company, Sunnyvale, California.

The publication of this report was administered under the Structures DJ.vision of the Air Force Flight Dynamics Laboratory.

Publication of this report does not constitute Air Force approval of the reports. fundings or conclusions. It is published only for the exchange and stimulation of ideas.


Chief, Solid Mechanics Branch Structures Division Air Force Flight Dynamics Laboratory
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## SUMMARY

The theory of elastic stability has already been the subject of numerous investigations. Of the researches dealing with the general theory those made by Bryan [3], Southwell [4], Bjezeno and Hencky [B], Troffz [7, 8], Murguerre [8], Kappus [10] and Biot $[11-14]$ may be mentioned. For a survey of the many spedial problems that have been discussed, refexence may be made to Tlmoshenko's well-known book [43].

Hitherto the general theorles of stabillty have been restricted, however, to the investigation of neutral equilibrlym; they aim partioularly at the determination of the etability limit. The phenomena occurring on reaching and possibly on aurpagaing this limit wore left out of account. This restriction as to the extent of the investigations is caused by two ofrcumstances. Firat of all, there must be mentioned the great mathematioal diffioulties that obstruct the theoretical treatment of elastic behaviour after surpassing tho stability limit. Whereas the investigation of states of neutral equilibrium is still possible by means of linear differentlal equations, the equations desoribing elastic behaviour after surpassing the stability limit are no longer linear. Moreover engineering has long been satisfied with the knowledge of the stability limit (oritical or buckling load). The reocgnized principle, based on considerationa of safety, was that the load on a structure should always be kept below this limit so that an investigation of tho phenomena, occurring above this limit seemed superfluous.

However, it has been known for a long time that some structures, e.g., a flat plate supported along its edges and subjected to thruat in its plane, are capable of sustaining conelderably larger loads than the buckling one without exceeding the elastic limit at any point of the structure; in modern engineering, especially in aircraft engineering whers saving on structural weight is of paramount importance, these higher loads are actually allowed. The theoretical treatment of this plate problem has among others
been given by Marguerre and Trefftz [19, 20]. Their results agree very well with


On the other hand, it has been noted that the experimentally determined buckling loads of some shell structures, e.g., axially compressed thin-walled cylinders, lie conaiderably below the theoretical stability limit. Moreover the experimenty, results are wideiy divergent. Flügge's [21] and Donnell's [22] explanation, based on initial deviations of the test specimen from the true cylindrical form in consequence of which the yield point of the material would soon be reached, is called in question by Cox [23] and Yon Kármán and Tsien [24]. The latter authors remark that the initial deviations should have to amount to a multiple of the wall thickness; such deviations could scarcely have escaped the notice of the investigators. Besides." Cox as well as Von Kármín and Tsien point out that Flügge's and Donnell's explanation requires a gradual appearance of buckles with increasing load whereas it the experiments a sudden, almost explosive buckling occurs; neither does this explanation satisfactorily account for the great divergency of the experimental results. Cox; on the other hand, has suggested a strut model to illustrate the possibility that the bishavicur of the cylinder may be explained purely elastically; in a somewhat modified form this model has also been suggested by Von Kármán, Dunn and Tsien [25].

From the above-mentioned examples it clearly appears that the general theories of stability framed so far do not suffice. They have to be completed in such a way that the so divergent behaviour of various structures in the case of loads in the neighbourhood of the theoretical buckling load can be described as well. The present treatise aims at such an extension.

The loads acting upon a structure can usually be represented by the product of a unit load system and a load parameter $\lambda$, as yet indeterminate. It is then required to find the states of equilibrium that occur at a given value of $\lambda$ and also to investigate the stability of these states. Of particular importance in engineering is the state of equilibrium that is obtained continuously from the unstrained state by monotonously
increasing $\lambda$ from zero. For sufficiently small values of $\lambda$ this so-called fundamental gtate is alumy solution (cf. [39] and Sect. 31 of the present paper). On the other hand, in many cases the fundamental state becomes unstable on exceeding a critical value $\lambda_{1}$. The load belonging to this value $\lambda_{1}$, for which the equilibrium is at the stability limit and hence neutral as well (cf. [10]), is called the buckling or critical load. Consequently at this buckling load there exist, in addition to the fundamental state, neighbouring infinitesimally deviating states of equilibrium. It is then to be expected that likewise at loads differing slightly from the buckling load, neighbouring states of equilibrium exist that are obtained from the fundamental state by means of small but now finite displacements. 1 Next the presumption arises that the discrepancy in elastic behaviour of various structures in the case of loads in the neighbourhood of the critical load is connected with a discrepancy in character of the possible states of equilibrium going with these loads. From a preliminary tentative investigation it appeared that the character of these states of equilibrium is essentially dependent on the stability of equilibrium at the buckling load, i.e., on the question whether the limiting case of equilibrium at the critical load should still be reckoned among the stable or already among the unstable states of equilibrium. ${ }^{2}$

First of all, therefore, the equilibrium at the stability limit had to be subjected to a closer examination. Before entering upon this, however, it seemed advisable to give a brief survey of the theory of elasticity for finite deformations (Ch. 1); for the investigation of stability belongs essentially to the domain of the non-linear theory of elasticity.

[^0]Following Thomson [2] the general equations of motion are derived by means of Hamilton's principle, using the elastic potential or strain energy function to describe the elasticity of the body. The equations of equilibrium are obtained by putting zero all inertia forcer. Thay are in complete agreement with Kappas's equations [10], obtained by equating to zero the resultant of all forces acting upon an element of the elastic body.

In Chapter 2 the general theory of stability is dealt with. Section 21 gives a precise definition of stability by means of the energy criterion, while Sect. 22 treats of its practical application. In accordance with Trefftz it leads to two conditions of stability. The first condition if that the first variation of the potential energy is zero for any kinomatically possible variation of displacement; it is identical with the well-known principle of virtual displacements. The second condition requires that the second variation of the onergy cannot be negative for any kinematically possible variation of displacement, After a reproduction of Trefftz's treatment of the latter condition in Sect. 22, some assumptions introduced along with it are looked into more closely in Sect. 23; it appears that these assumptions are justified for all practical purposes. In the following articles the equilibrium at the stability limit is considered in more detail (Sect. 21-27). It appears that the equilibrium at the stability limit is "generally" unstable (Sect. 25). In Sect. 28 the method of investigation developed here is connected with Mayer's researches [31] on minima of functions of a inite number of variables. Finally in Sect. 29 some formulae are given that are necessary for the application of the general theory of stability to problems of elasticity.

In Chapter 3 the states of equilibrium at loads in the neighbourhood of the buckling load are investigated. The approximative methed used to this purpose gives better results accordingly as the load differs less from the critical one. The character of these states actually appears to be governed by the stability at the buckling load (Sect. 35, 36). However, a restriction regarding the type of problems treated must be made that is inherent to the method of investigation. This method exclusively enables to deal with buckling problems corresponding with a so-called point of
bifurcation; so-called oilcanning problems ${ }^{1}$ are left out of account (Sect. 37). Finally in Sect. 38 an extension of the theory to loads further removed from the hirirling loand is discussed. The most important result of Chapter 3 is that with stability of the eniflibrium at the eritical load (the buckling or critioal state) üeighbuiring siates of equilibrium exist only for larger loads; these states are stable. Therefore, apart from the possibility of exceeding the elastic limit of the material, larger loads than the buckling load can be sustained. With an unstable buckling state, on the contrary, neighbouring states of equilibrium do occur at loads smaller than the bucking load; these states are unstable. Though in some cases with unstable buckling state there cilso exist stable states of equilibrium at larger loads, these loads can only be reached by passing the unstable buckling state so that their practical importance is, to say the least of it , doubtful.

The theory of Chapter 3 does not yet give an explanation of the fact that for some structures the experimental buckling loads are considerably smaller than the theoretical buckling load. To come to such an explanation the influence of small deviations of a real structure from the simplified model, designed to represent the structure, is considered in Chapter 4. The necessity of this consideration is demonstrated on the basis of the example of the prismatic bar subjected to combined bending and compression. The method of investigation is similar to that of Chapter 3, the only modification being the allowance for small deviations ; the smallness of these deviations is expressed by neglecting all second order terms in these deviations. The most important result of this investigation is that with an unstable buckling state of the model the buckling load of the structure may be considerably lower in consequence of very small differences between structure and model (Sect. 455)? Hence the discrepancy between theoretical and experimental critical loads can be explained

[^1]purely elastically by assuming small deviations of such a stiructure from the corresponding model; moreover, the great sensibility of the buckling load of the structure for antail vaĩiatiuna in the magnimue oi tine deviations explains too the wide divergency of experimental reaults. It is self-evident that the collapse is precipitated by elastic failure of the material; this complication, however, is not further considered.

The most interesting example for application of the theory developed here is the axially compressed thin-walled cylinder; for in this technically important case the great discrepancy between the theoretical and experimental buckling loads has up to now not been accounted for satisfactorily. To apply the general theory it is necessary to dispose of the knowledge of the elastic energy of the thin-walled cylindrical shell for finite displacements. With a view to the possibility of application to other shell structures as well, a general theory of thin shells for finite displacements is given in Chapter 5. It is based on the same assumptions as the well-known technical theory of shells for infinitesimal displacements (Sect. 51). After calculating the strains and the elastic potential (Sect. 53, 54) the consequences of these assumptions are looked into more closely in Sect. 55. The most important conclusion to which they lead is that the elastic energy is the sum of stretching energy and bending energy. Finally, in Sect. 57 the influence of small deviations is again considered.

Before passing on to the already rather complicated theory of the thin-walled cyilnder it seemed advisable to deal first with some simpler applications to elucidate the general theory (Ch. 6). The well-known problem of the elastica was chosen as a first example (Sect. 61). Next, in Sect. 62 Cox's problem [23] is dealt with. Finally, in Sect. 63 the problem of equivalent width of compressed flat rectangular plates is considered. In this case the general theory supplies a justification of the theory of Marguerre - Trefftz [19], based on more arbitrary assumptions.

The last application is Chapter 7 concerns the axially compressed cylindrical shell. Neglect of boundary conditions leads to the same result for the buckling load as known from existing literafure (Sect. 74). The same neglect leads to the conclusion
thinai equiiiorium in the bucking state is unstable (Sect. 7b). In Sect. 76 the neighbouring gtates of equilibrium at loads in the neighbourhood of the critical load are investigater. It is found that all existing neighbouring states of equilibrium are unstable. As far as possible the results obtained are compared with a paper by Von Karmán and Tsien (Sect. 51), which tecame available during the compilation of the present treatise. Because the displacements assumed by the above-mentioned authors are leas general their results are less good at least for loads in the neighbourhond of the critical load. In Sect. 77 the influence of small deviations from the true cylindrical form is discussed. As the investigation is rather complicated, the detailed calculations are restricted to one form of deviations. In this case a very marked decrease of the buckling load is found already with very small deviations. This result is in striking contrast to that of Donnell [22] as the amplitude of the initial deviations, required to explain the discrepancy between the mean value of the experimental buckling loads and the theoretical buckling load, according to the present theory amounts to about $10 \%$ of the amplitude required by Donnell. Although of course it is desirable to extend the investigation to other forms of deviations, at this stage already the conclusion may be drawn that the theory given here supplies an explanation of the: large discrepancy between theoretical and experimental critical loads. The wide divergency of experimental results is likewise satisfactorily accounted for by the extreme sensibility of the critical load for small variations in the magnitude of the deviations.

## INTRODUCTION

For a long tinie yanious invesigators have been interested in the problem of elastic stability. Euler's pioneering investigations of the elastica [1] have probably become most widely known.

If some brief remarks by Thompson [2] are disregarded, the first attempt to derive a general stability theory seems to have been undertaken by Bryan [3]. His considerations are based on the energy criterion according to which an equilibrium state is stable or unstable depending on whether or not the potential energy possesses a true minimum in that state. However, when calculating the elastic energy, he takes into account only terms which are quadratic in the displacements. In that case the second variation is of the same form as the energy itself, and thus is always positive. If the displacements are prescribed at all points where forces are acting on the body, in which case the constant energy of the applied forces can be equated to zero, then it follows that the variation of the total potential energy is equal to the variation of elastic energy. Hence, the second variation of the total potential energy is always positive so that instability wotild be excluded in such cases. ${ }^{1}$ This conclusion is contradicted by experience, for instance, in the example of the axially compressed prismatic bar which is subjected to a prescribed end shortening.

Southwell [4] has derived equations which govern the so-called neutral equilibrium of the uniform state of stress and deformation. He considers a neighboring deformed state which is derived from the uniform state by infinitesimal additional displacements $u, v, w$. Apart from the loads given by the initial force field, which are required for the maintenance of the initial state, additional loads should be applied to the body

[^2]in order that it is again in equilibrium. On account of the smallness of the displacements $u, v, w$ these extra loads are homogeneous in and linearly dependent on $u, v, w$ and their derivatives. Equilibrium in the initial uniform state is called neutral if a neighboring
 The equations and boundary conditions which hold for the neighboring state are linear and homogeneous in the dispiacements $u, v, w$ and their derivatives. The equilibrium of the initial state will be neutral only when the equations admit a nontrivial solution - which in that case is determined apart from a constant factor on account or the homogenity of the equations and boundary conditions. ${ }^{1}$ For the description of the state of stress and deformation, Southwell chooses as independent variables the coordinates of a point of the undeformed body. He also relates the stresses to the surface elements of this state.

Biazeno and Hencky [5] have made an extension of Southwell's considerations in dealing with the general state of stress with a corresponding force field acting on the body. Consideration is given to a body in a supposedly known state of stress I, and to a stress state II that has been derived from I by means of infinitesimal displacements. Equilibrium in state I is again neutral if there exists a state of equilibrium II such that the required additional loads, which are homogeneous and linear in the additional displacementa, are again supplied by the external force field, Again, the equations of neutral equilibrium are homogeneous and linear. The coordinates of a point in state I are chosen as independent variables while the stresses are always related to the surface elements of the corresponding state. Consequently, it is not necessary to know the manner in which state I has been obtained from the undeformed state. It is only necessary to formulate an elasticity law for the transition of state I to state II.

[^3]Reissner [0] has tried to improve on Bryan's argument which utilized the energy ariterion.
'Irefiftz [7, 8] has develuped in staitility theory hased on the theory of elaetletty iner finite deformations. He also makes use of the energy criterion for the prediction of stability. A sufficient condition for stability is that the second variation of the total potential energy should ba positive for every kinematically possible variation of the displacements. The stability limit will be reached if the second variation becomes positive semi-definite; i.e., thet the second variation ls zero for one or more suitably chosen displacement variations, but non-negative for any other possible displacement variation. In his first j 'per, Trefftz chooses as independent variables the coordinates of a point in the undefos'med state. In his second publication he chooses as independent variables the coordinates of a point in the deformed state I the stability of which is to be investigated. In agreement with this, the stresses in state II which deviate from state I are in his first publication relatgd to the surface elements of the undeformed atate and in his second publication to the surface element of state $Y$. The tractions in state II are decomposed in the directions of those line elements which are parallel to the coordinate axes in the undeformed state and state I, respectively. The stability equations (derived from state II which deviates from state I in an infinitesimal sense) then take a rather simple form.

In connection with the treatise of Trefftz, Marguerre [9] has examined the relation between the various minimum principles as they are applied to stability problems in engineering, and the general principle of the minimum of the potential energy. He also gives a detailed illustration by means of the example of the axially compressed bar.

A further davelopaninit if the hisory oi eiasticity for finite displacements, only briefly indicated by Trefftz, has been given by Kappus [10]. ${ }^{1}$ He derives the equations for neutrai equilibrium from the general equations of equilibrium. It appears along with this, that the equilibrium state is neutral in the sense of Southwell and BiezenoHencky when the stability limit, as defined by Trefftz, is reached.

Also Biot [11-14] has derived equations for neutral equilibrium from a theory of elasticity for finite deformation. ${ }^{1}$ For simplioity he introduces a new way to desoribe the deformed state. With this, he succeeds in bringing the stability equations to such a form that it is possible to render a mechanical meaning of the various terms in the equations. This improved lucidity can be of much value in the searoh for those terms which may be negleoted in the application of these equations to a special problem.

The stability cousiderations which have so far keen established and which were discussed in the foregoing, are restricted to the analysis of neutral equilibrium. They ainu in particular at the determination of the stability limit. The phenomena which occur as this limit is reached or possibly exceedod were not considered. This limitation of the extent of the investigations was caused by two circumstances. First, the great mathematical difficulties should be mentioned which obstruct the theoretical treatment of the elastic behavior beyond the stabllity limit. While it is still possible to analyze the neutral equilibrium states with linear differential equations, the equations describing the elastic behavior beyond the stability limit are no longer linear. In addition, for a long time engineering science was satisfied with the knowledge of the stability limit (buckling load) alons. The point of view had been adopled that for safety

[^4]reasons the load on the struoture should always be kept below this limit, so that an investigation of what occurs beyond this limit seemed superfluous. However, it has beon known for some tirne that certain structures are able to withstand loads mianficantly above the buokling load, and this without stresses in expess of the clastic limit of the material. (For Inetanes, the flat plate almply supportud along its adpea and subjected to an inplane thrust.) Indeed, in modern engineering - especially in aeronautios where economy of weight is of primary importance - loading in excess of the buckling load has already been tolerated. The theoretioal treatment of this plate problem is presented by Marguerre and Trefftz [19,20]. The agreement of their results with experimental results is vory good if the loads are not too far in excess of the buckling load. On the other hand, it has been established that experimentally determined buckling loads of several shell atructures (buch as axially compressed thin-walled cylinders) axe considerably below the theoretical stability limit. Moreover, the experimental results show much soatter. An explanation for this given by Flugge [21] and by Donnell [22] has been questioned by Cox [23] and by Von Kármán and Tsien [24]. The explanation ls based on the initial deviation of the tost model geometry from that of the perfect oylinder, which doviations will cause stresses beyond the yield limit at moderate loads. The last two of these nuthors remark that the initial imperfections must be several times the wall thickness of the cylinder in order to serve as an explanation of the low experimental values; such a deviacion would not have escaped the attention of the investigators. Further, Cox, Von Kármán and Tsien point out that the explanation given by Flügge and by Donnell implies a gradual nccurrence of buckles, while experiments have shown that buckling takes place in a sudden, almost explosive manner. Also, the great scatter in the test results has not been cleared up satisfactorily by this explanation. On the other hand, the possibility to explain the behavior of the cylinder from a purely elastic point of view was illustrated by Cox [23] by means of a suggestive bar model. Von Kármán, Dunn and Tsien also proposed this model but in a somowhat different form [25].

The examples mentionod abovo show olearly that the stability theories so far established do not suffice. They should be supplemented with a theory which describes also
the different behavior of the structure at loads in the neighborhood of the theoretical iuciciing ioad. Ine present treatisc intends to give such an extension. It is assumed that the loads which act on the structure can be represented by a product of a unit load system ard an as yet undetermined load parameter $\lambda$. One seeks equilibrium states corresponding to a given value of $\lambda$ as well as the stability of these states. of particular importance in engineering are those equilibrium states which are oltained by continuous deformation from the undeformed state as $\lambda$ is monotonically increased from zero. This so-called fundamental state is always stable for sufficiently smail values of $\lambda$, in agreement with the uniqueness theorem of Kirchoff (see [39], and Sect. 31). On the other hand, the fundamental state in many cases becomes unstable as $\lambda$ exceeds a certain critical value $\lambda_{1}$. The load corresponding to this limit value, (equilibrium is at the stability limit and hence also neutral, see [10]) is called the buckiing load or critical load. Consequently, apart from the fundamental state, infinitesimally near states of equilibrium exist at the buckling load. It is then to be expected that neighboring equilibrium states alsu exist, which are obtained by sinall but now finite displacements, at loads olightly differing from the buckling load. ${ }^{1}$ Further, the suspicion arises that the difference in elastic behavior of various structures is connected with the different nature of the neighboring equilibrium states corresponding to these loads. From a preliminary tentative investigation, it appears that the character of the equilibrium states is essentially dependent on the stability of equilibrium at the buckling load; i.e., on the question as to whether the limiting case of equilibrium should still be reckoned among the stable or among the unstable states of equilibrium. ${ }^{2}$

[^5]Therefore, in the first place, equilibrium at the staibility limit should be examined more closely. However, it seemed desirable to give first a brief summary of the theory of elasticity for finite deformations as the stability analysis belongs essentially to the domain of the nonlinear theory of elasticity (Chapter 1 ).

In Chapter 2 the general stability theory is treated. After an account of the theory of Trefftz in the first two sections, some of its assumptions are examined more closely in Sect. 23. The following soctions consider equilibrium at the stability limit (Sect. 24-27); it appears that "in general" this equilibrium is unstable (Sect. 25). In Sect. 28 the method of analysis develo red is related to Mayer's investigations on the minima of functions of a finite number of variables [31].

In Chapter 3, the equilibrium states at loads in the neighborhood of the bucili:ig load are investigated; the approximate method used for this purpose yields better results accordingly as the load is closer to the buckling load. The nature of these states of equilibrium indeed appears to be governed by the stability of equilibrium at the buckling load (Sect. 35, 36). However, a restriction should be made with respect to the nature of the problems treated which is in ierent in the method of investigation (Sect, 37). By this method one is only able to treat bucikling problems corresponding to a so-called branching point of equilibrium; consequently the so-called snapthrough problems are not considered. Finally an extension of the theory is possible, with loads further removed from the buckling load. This is treated in Sect. 38. The most important result of Chapter 3 is that for stable equilibrium at the buckling load (the critical state), neighboring states of equilibrium can exist only for loads greater than the buckling load; these states are stable. Therefore, disregarding the possibility of stresses in excess of the elasticity limit, loads above the buckling load can be sustained. For an unstable critical state on the other hand, neighboring equilibrium states do exist at loads smaller than the buckling load; these states are unstable. It is true that in some cases stable equilibrium states also exisi at loais greater than the buckling load, but these states can only be reached by passing through the unstable critical state, so that their practical significance is to say the least doubtful.

The theory of Chapter 3 does not yet give an explanation of the fact that for some structures the experimental buckling loads are considerably smaller than the theo-
 of the influence of small imperfections in the actual structure in comparison to an idealized model. The necessity of this consideration is illustrated by the example of the straight bar subjected to combined bending and compression. The most imporiant result of this analysis is, that if the critical state is unstable, the buckling load of the structure may be considerably smaller than that of the idealized model due to the presence of small deviations; consequently the difference between theoretical and experimental bucking loads can in principle be expiained under purely elastic eonditions by use of the ussumption of small deviations between the real structure and the model. It goes without baying that the collapse of the stzucture will be precipitated if there are stresses in excess of the elastic limit. This complication will not be further considered.

The most interesting application for the theory developed is given by the example of an axialiy compressed thin-waifed cylinder, as the great difference bstween theoretical and experimental buckling loads for this very important case in engineering has never been explained satisfactorily. The application of the general theory requires an expression for the elastio energy of a initi-walled cylindrical shell undergoing finite diaplacements. In view of a possible applioation to other ahell structures, a general shell theory for finite displacemeate is given in Chapter 5. This theory is based on the assumptions of the well-known shel! theory for infinitesimal displacements (Sect. 51). After calculation of the deformations and the elastic potential (Sect. 63 and 54) the consequences of these assumptions are studied more closely in Sect. 55. The most important consequence is that the siastic energy is the sum of the membrane and bending energies. Finally, in Sect, 57 consideration is again given to the influence of small imperfections.

As the amalysis of the thin-walled cylinder is already rai s. sicuated, it seemed desirable to treat first some simpler cases for illustratic: of so general theory (Chapter 6). The first example chosen is the well-knowilixithem of the elastica
(Sect. 61). Further, in Sect. 62 the problem of Cox is dealt with. Chapter 6 is concluded in Sect. 63 with consideration of the problem of the simply supported flat plate subjected to a uniformly distributed in-plane edge thrust. In this case the general theory gives a justification of the theory of Marguerre-Trefftz [9] which was based on more intuitive assumptions. As a last application, the axially compressed cyindrical shell is treated in Chapter 7. The "classical" result for the buckling load, as is well known from the litelature, is found if boundary effects are neglected. For this case the equilibrium is unstable in the critical state (Sect. 75). The equilibrium states at loads in the neighborhood of the buckling load are investigated in Sect, 76. It is found that all neighboring states of equilibrium are unstable. The results obtained are, as far as possible, compared to thcse published by Von Kármán and Tsien [52] which became available during the preparation of this treatise. As the displacements issumed by these writers are less general, their results are less accurate, at least for loads in the neighborhood of the buckling load. The influence of small deviations from the true cylindrical form are investigated in Sect. 77. As this analysis is rather complicated, the evaluation remains restricted to one form of imperfection. It is found that a very marked decrease of the buckling load occurs even for small imperfections. Although it is of course desirable to extend the analysis to other forms of imperfections, at present it can already be concluded that the theory presented gives an explanation for the large discrepancy between theoretical and experimental results; also tise great scatter of the experimental results is satisfactorily explained by the sensitivity of the buckling load to small differences in the magnitude of the imperfections.

## Chapter 1

THEORY OF ELASTICITY FOR FINITE DISPLACEMENTS

## 11. DEFORMATIONS BY FINITE DISPLACEMENTS

In this section a short summary will be given of the theory of deformations [26, 27].

The cartesian coordinates $x_{1} ; x_{2}, x_{3}$ of a point in the undeformed body are introduced as independent variables.

Every point $P\left(x_{i}\right)$ is subject to a dispiacement with components $u_{i}$ in the direction of the coordinate axes. Hence, the coordinates of this point in the deformed state will be $x_{i}+u_{i}$. The deformations in the immediate neighborhood of the point $P$ are completely described by

$$
\gamma_{i j}=\gamma_{j i}=\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{i}}{\partial x_{i}}+\sum_{h=1}^{3} \frac{\partial u_{h}}{\partial x_{i}} \frac{\partial u_{h}}{\partial x_{j}} \quad \begin{align*}
& i=1,2,3 .  \tag{11,1}\\
& j=1,2,3 .
\end{align*}
$$

The new length $d \ell$ ' of a line element through $P$, which originally had the length $d \ell$, and whose orientation in space is given by the angles $\alpha_{i}$, can be expressed by

$$
\begin{align*}
\left(d \ell^{\prime}\right)^{2}= & (d \ell)^{2}\left\{\left(1+\gamma_{11}\right) \cos ^{2} \alpha_{1}+\left(1+\gamma_{22}\right) \cos ^{2} \alpha_{2}+\left(1+\gamma_{33}\right) \cos ^{2} \alpha_{3}\right. \\
& \left.+2 \gamma_{12} \cos \alpha_{1} \cos \alpha_{2}+2 \gamma_{23} \cos \alpha_{2} \cos \alpha_{3}+2 \gamma_{31} \cos \alpha_{3} \cos \alpha_{1}\right\} \tag{11.2}
\end{align*}
$$

The number $e=\left(d l^{\prime}-d l\right) / d l$ corresponding to the direction of $d l$ is called the specific strain. If this direction is parallel to one of the coordinates axes, it follows that

$$
\begin{equation*}
e_{i}=\sqrt{1+\gamma_{i \underline{i}}}-1 \tag{11.3}
\end{equation*}
$$

In the deformed state the line elemenis which originailly were parallel to the coordinate axes $x_{i}$ and $x_{j}(i \neq j)$ will enclose the angles $\varphi_{i j}=\varphi_{j i}$ determined by

$$
\begin{equation*}
\cos \varphi_{i j}=\frac{\gamma_{i j}}{\sqrt{\left(1+\gamma_{i j}\right)\left(1+\gamma_{j j}\right)}} \quad(i \neq j) . \tag{11.4}
\end{equation*}
$$

The relations (11.3) and (11.4) describe geometrically the components of deformation.

In the literature mentioned before, proofs are given that there exists at least one system of mutually perpendicular directions at the point $P$ for which among the six deformation components the quantities $\gamma_{h k}(h \neq k)$ are identically zero. These axes are called principal axes and the corresponding deformation quantities $\Gamma_{h k}=0$ for $h \neq k$ and $\Gamma_{h h}=\Gamma_{h}$ determine the principal extensions $E_{h}$. The latter quantities are determined by

$$
\begin{equation*}
E_{h}=\sqrt{1+\Gamma_{h}}-1 \tag{11.5}
\end{equation*}
$$

while the $\Gamma_{h}$ represent the three real roots of the cubic equation

$$
\left|\begin{array}{ccc}
\gamma_{11}-\Gamma & \gamma_{12} & \gamma_{13}  \tag{11.6}\\
\gamma_{21} & \gamma_{22}-\Gamma & \gamma_{23} \\
\gamma_{31} & \gamma_{32} & \gamma_{33}-\Gamma
\end{array}\right|=0 .
$$

The magnitude of the principal strains is independent of the choice of the coordinates. This leads to the conclusion that the following three invariants exist

$$
\left.\begin{array}{rl}
\mathrm{I}_{1} & =\gamma_{11}+\gamma_{22}+\gamma_{33}=\Gamma_{1}+\Gamma_{2}+\Gamma_{3}, \\
\mathrm{I}_{2} & =\gamma_{11} \gamma_{22}+\gamma_{22} \gamma_{33}+\gamma_{33} \gamma_{11}-\left(\gamma_{12}^{2}+\gamma_{33}^{2}+\gamma_{31}^{2}\right) \\
& =\Gamma_{1} \Gamma_{2}+\Gamma_{2} \Gamma_{3}+\Gamma_{3} \Gamma_{1},  \tag{11.7}\\
I_{3} & =\gamma_{11} \gamma_{22} \gamma_{33}+2 \gamma_{12} \gamma_{23} \gamma_{31}-\left(\gamma_{11} \gamma_{23}^{2}+\gamma_{22} \gamma_{31}^{2}+\gamma_{33} \gamma_{12}^{2}\right)=\Gamma_{1} \Gamma_{2} \Gamma_{3} .
\end{array}\right\}
$$

## 12. THE ELASTIC POTENTIAL

In general, the law of elasticity offers a relation between the deformation and the internal stresses. However, it can also be formulated in an indirect way by means of the introduction of the elastic potential. It is assumed that each volume element of the body possesses a potential energy which depends on the local state of deformation. As the state of deformation is completely described by the components of deformation (11.1), the elastic potential energy per unit of volume can be vritten as

$$
\begin{equation*}
A=A\left(\gamma_{i j}\right) \tag{12.1}
\end{equation*}
$$

where thermo-elastic phemonena are left out of consideration.

Experiments have shown that the elastic behavior of most construction materials is described with sufficient accuracy by an elasticity law of the form (12.1). For ininitesimal deformations, A is a homogeneous and positive definite quadratic function of its arguments. With some exceptions, for instance cast iron, for smail but finite deformations it has so far not appeared that terms of order higher Chan the second play a significant role; this should not be surprising as in the elastic range the components of deformation are very small for most materials (order of magniturie 0.001). Consequently, in the following it will be assumed that the elastic potential is a homogeneous and positive-definite function of the deformation components. It follows from (11.1) that it will be a function of the fourth order of the
displacement derivatives. Alternatively to the use of the deformation components $\gamma_{i j}$, the deformed state can be completely described by the direction and magni-
 be independent of the directions of the principal strains. Furthermore, the magnitucie of the principal stresses is fully aetermined by the invariants (1.7), which leads to the proposition

$$
\begin{equation*}
A=A\left(I_{1}, I_{2}, I_{3}\right) \tag{12.2}
\end{equation*}
$$

The only homogeneous quadratic function of the deformation components of the form (12.2) is given by

$$
\begin{equation*}
A=\alpha_{1} I_{1}^{2}+\alpha_{2} I_{2} \tag{12.3}
\end{equation*}
$$

in which $\alpha_{1}$ and $\alpha_{2}$ are material constants ia the case of a homogeneous material. If the material is inhomogeneous the quantities $\alpha_{1}$ and $\alpha_{2}$ will generally be functions of the coordinates $x_{1}$. By use of (11.7), it is possible to write (12.3) in the form

$$
A=\alpha_{1}\left\{\Gamma_{1}^{2}+\Gamma_{2}^{2}+\Gamma_{3}^{2}+\frac{2 \alpha_{1}+\alpha_{2}}{\alpha_{1}}\left(\Gamma_{1} \Gamma_{2}+\Gamma_{2} \Gamma_{3}+\Gamma_{3} \Gamma_{1}\right)\right\}
$$

This expression is positive deinite if and only if [33]

$$
\alpha_{1}>0 \quad-1<\frac{2 \alpha_{1}+\alpha_{2}}{\alpha_{1}}<2,
$$

from which follows that

$$
\begin{equation*}
\alpha_{1}>0, \quad 0>\alpha_{2}>-3 \alpha_{1} \tag{12.4}
\end{equation*}
$$

For infinitesimal deformations, (12.3) must reduce to the elastic potential of the linear theory of elasticity. Comparison of (12.3) with [34] yields with the usual ceíinition of tine constants of elasticity $G$ and $m$

$$
\alpha_{1}=\frac{1}{4} G \frac{m-1}{m-2} \quad, \quad \alpha_{2}=-\frac{1}{2} G .
$$

It followe then that with $G>0$ and $m>2$ inequalilis (12.4) are satisfied. Thus, the elastic potential takes the following form

$$
\begin{equation*}
A=\frac{1}{4} G \frac{1}{m-2}\left\{(m-1) I_{1}^{2}-2(m-2) I_{2}\right\} \tag{12,5}
\end{equation*}
$$

## 13. HAMILTON'S PRINCIPLE AND THE EQUATIONS OF MOTION

The equations of motion can be derived from Hamilton's principle [2]. Following this principle, the natural motion of holonomic mechanical system between the time points $t_{0}$ and $t_{1}$ is determined in such $a$ was that

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}}(T-V) d t+\int_{t_{0}}^{t_{1}} \delta W d t=0 \tag{13.1}
\end{equation*}
$$

This variation correaponis to the variation of the natural motion to a neighboring motioin which differs from the nriginal one in an infinitesimal sense and which yields the roal configuration at the rints $t_{0}$ and $t_{1}$. The neighboring motion, as well as She natura: one', shou'd satisfy the kinematical conditions imposed on the mechanical sysiem. Ths quantities $T$ gind $V$ are the kinetic and potential energy of the system rempendivaly; $\delta W$, is the work that would have been done by the external forces at the Lime $t$ if the mphanical system wore brought into the corresponding state, which differg from the original state in infinitesimal sense.

The kinetic energy of the elastic body is given by

$$
\begin{equation*}
T=\iiint \frac{1}{2} \rho \sum_{i=1}^{3}\left(\frac{\partial u_{i}}{\partial t}\right)^{2} d x_{1} d x_{2} d x_{3} . \tag{13.2}
\end{equation*}
$$

In this expression $\rho$ stands for the mass density of the undeformed body and integration should be carried out over the volume of the undeformed body.

According to (12.1) 2 the elastic potential energy is determined by

$$
\begin{equation*}
\mathrm{V}=\iiint \mathrm{A}\left(\gamma_{\mathrm{ij}}\right) \mathrm{d} \mathrm{x}_{1} \mathrm{dx}_{2} \mathrm{dx}_{3}, \tag{13.3}
\end{equation*}
$$

where integration should be carried out over the volume of the undeformed body.

If $\rho X_{i}$ are the components of body forces in the deformed state which are related to the voiume elements of the undeformed body, then the work done by these forces on transition to the neighboring state is given by

$$
\begin{equation*}
\delta W_{1}=\iiint \rho \sum_{i=1}^{3} x_{i} \delta u_{i} \mathrm{dx}_{1} \mathrm{dx}_{2} \mathrm{dx}_{3} \tag{13.4}
\end{equation*}
$$

In this expression $\delta u_{i}$ represents the variation of the displacement to the neighboring state.

It is assumed that surfuce tractions are working on a part 0 of the surface, of which the components $p_{i}$ are related to the suriace elements of the undeformed state. On the remaining part $0^{\prime}$ of the surface the displacements are supposed to be prescribed. During transition to a neighboring configuration the surface tractions perform the work

$$
\begin{equation*}
\delta W_{2}=\iint_{0} \sum_{i=1}^{3} p_{i} \delta u_{i} d f \tag{13,5}
\end{equation*}
$$

The work done by the surface trastions acting on the part $0^{\prime}$ of the surface is zero jecariuse tine displacement variations $\delta u_{i}$ of inai part oif ine suriace are zero.

Hamilton's principle is now formulated

$$
\begin{align*}
\int_{\mathfrak{t}_{0}}^{t_{1}} \mathrm{dt} \iiint \rho & \sum_{i=1}^{3} \frac{\partial u_{i}}{\partial t} \delta \frac{\partial u_{i}}{\partial t} d x_{1} d x_{2} d x_{3}-\int_{\mathfrak{t}_{0}}^{t_{1}} \mathrm{dt} \cdot \iiint \sum_{i, j} \frac{\partial A}{\partial \gamma_{i j}} \delta \gamma_{i j} d x_{1} d x_{2} d x_{3}+ \\
& +\int_{t_{0}}^{t_{1}} d t \iiint \rho \sum_{i=1}^{3} x_{i} \delta u_{i} d x_{1} d x_{2} d x_{3}+\int_{t_{0}}^{t_{1}} d t \iint_{0}^{3} \sum_{i=1}^{3} p_{i} \delta u_{1} d f=0 . \tag{13.6}
\end{align*}
$$

In the second integral, summation should be carried out over the six combinations of 1 and $J$.

After the use of

$$
\delta u_{i}=0 \quad \text { for } \quad t=t_{0} \quad \text { and } \quad t=t_{1}
$$

and of integration by parts, the first integral reduces to
$\int_{t_{0}}^{t_{1}} d t \iiint \rho \sum_{i=1}^{3} \frac{\partial u_{1}}{\partial t} \delta \frac{\partial u_{1}}{\partial t} d x_{1} d x_{2} d x_{3}=-\int_{t_{0}}^{t_{1}} d t \iiint \rho \sum_{i=1}^{3} \frac{\partial^{2} u_{i}}{\partial t^{2}} \delta u_{i} d x_{1} d x_{2} d x_{3}$.

Here use was made of the interchangeability of the sequence of the operations $\delta$ and $\partial / \partial t$.

For the reduction of the second integral the following expression is derived from (11.1)

$$
\delta r_{1 j}=\delta \frac{\partial u_{i}}{\partial x_{j}}+\delta \frac{\partial u_{j}}{\partial x_{i}}+\sum_{h=1}^{3}\left(\frac{\partial u_{h}}{\partial x_{j}} \delta \frac{\partial u_{h}}{\partial x_{i}}+\frac{\partial u_{h}}{\partial x_{i}} \delta \frac{\partial u_{h}}{\partial x_{j}}\right) .
$$

Next, all terms with variations of the derivatives of $u_{m}$ are lumpod together. For $\mathrm{m}=1$ these are

$$
\begin{array}{r}
\quad\left\{2 \frac{\partial A}{\partial \gamma_{11}}\left(1+\frac{\partial u_{1}}{\partial x_{1}}\right)+\frac{\partial A}{\partial \gamma_{12}} \frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial A}{\partial \gamma_{13}} \frac{\partial u_{1}}{\partial x_{3}}\right\} \delta \frac{\partial u_{1}}{\partial x_{1}}+ \\
+\left\{\frac{\partial A}{\partial \gamma_{21}}\left(1+\frac{\partial u_{1}}{\partial x_{1}}\right)+2 \frac{\partial A}{\partial \gamma_{22}} \frac{\partial u_{1}}{\partial x_{2}}+\frac{\partial A}{\partial \gamma_{23}} \frac{\partial u_{1}}{\partial x_{3}}\right\} \delta \frac{\partial u_{1}}{\partial x_{2}}+ \\
+  \tag{13.8}\\
+\left\{\frac{\partial A}{\partial \gamma_{31}}\left(1+\frac{\partial u_{1}}{\partial x_{1}}\right)+\frac{\partial A}{\partial \gamma_{32}} \frac{\partial u_{1}}{\partial x_{2}}+2 \frac{\partial A}{\partial \gamma_{33}} \frac{\partial u_{1}}{\partial x_{3}}\right\} \delta \frac{\partial u_{1}}{\partial x_{3}} .
\end{array}
$$

For $m=2$ and $m=3$ similar forms are found.

For brevity is introduced

$$
\begin{equation*}
\frac{\partial A}{\partial \gamma_{i 1}}=\frac{1}{2} k_{11} \quad, \quad \frac{\partial A}{\partial \gamma_{11}}=\frac{\partial A}{\partial \gamma_{j 1}}=k_{i j}=k_{j 1} \quad(i \neq j) . \tag{13.9}
\end{equation*}
$$

Expression (13,8) oan now be written

$$
\sum_{j=1}^{3}\left(k_{j 1}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{1}}{\partial x_{h}}\right) \delta \frac{\partial u_{1}}{\partial x_{j}}
$$

It follows that the second integral of (13.6) oan be written

$$
\begin{align*}
\int_{t_{0}}^{t_{1}} \alpha t \iiint \sum_{i, j} \frac{\partial A}{\partial \gamma_{i j}} \delta \gamma_{i j} \mathrm{dx}_{1} \mathrm{dx}_{2} \mathrm{dx} & = \\
& =\int_{\mathrm{t}_{0}}^{i_{1}} d t \iiint_{j} \sum_{i=1}^{3}\left\{\sum_{j=1}^{3}\left(k_{j i}+i \sum_{h=1}^{3} k_{j h} \frac{\partial u_{1}}{\partial x_{h}}\right) \delta \frac{\partial u_{i}}{\partial x_{j}}\right\} d x_{1} d x_{2} d x_{3} . \tag{13.10}
\end{align*}
$$

If the normal to the surface is denoted by $n$, where the outward drection is assumed to be positive, then, after interchanging the sequence of variation and difierentiation and after application of Gauss's theorem, (13.10) becomes

$$
\begin{align*}
& \int_{t_{0}}^{t_{1}} d t \iiint_{i, j} \frac{\partial A}{\partial \gamma_{i j}} \delta \gamma_{i j} d x_{1} d x_{2} d x_{3}= \\
&=\int_{t_{0}}^{t_{1}} d t \iint \sum_{i=1}^{3}\left\{\sum_{j=1}^{3}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right) \cos \left(x_{j}, n\right)\right\} \delta u_{i} d f+ \\
&-\int_{t_{0}}^{t_{1}} d t \iiint_{j} \sum_{i=1}^{3}\left\{\sum_{j=1}^{3} \frac{\partial}{\partial x_{j}}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right)\right\} \delta u_{i} d x_{1} d x_{2} d x_{3} . \tag{13,11}
\end{align*}
$$

With (13.7) and (13.1i) equation (13.6) reduces to

$$
\begin{align*}
& \left.\int_{t_{0}}^{t_{1}} d t \iiint_{i=1}^{3} \int \sum_{j=1}^{3} \frac{\partial}{\partial x_{j}}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right)+\rho x_{i}-\rho \frac{\partial^{2} u_{i}}{\partial t^{2}}\right\} \delta u_{i} d x_{1} d x_{2} d x_{3}+ \\
& -\int_{t_{0}}^{t_{1}} d t \iint_{0} \sum_{i=1}^{3}\left\{\sum_{j=1}^{3}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right) \cos \left(x_{j}, n\right)-p_{i}\right\} \delta u_{i} d f=0 . \tag{13.12}
\end{align*}
$$

Since (13.12) should be satisfied for arbitrary variations $\delta u_{i}$ the coefficients of $\delta u_{i}$ in the integrals must be equal to zero.

For the points in the interior of the body it follows that

$$
\begin{equation*}
\sum_{j=1}^{3} \frac{\partial}{\partial x_{j}}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \cdot \frac{\partial u_{i}}{\partial u_{h}}\right)+\rho X_{i}-\rho \frac{\rho^{2} u_{1}}{\partial t^{2}}=0, i=1,2,3 \tag{13.13}
\end{equation*}
$$

and for points on the purt of 0 of the slirface the boundary conditions

$$
\begin{equation*}
\sum_{j=1}^{3}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right) \cos \left(x_{j}, n\right)-p_{1}=0, \quad 1=1,2,3 \tag{13.14}
\end{equation*}
$$

Or the part $0^{\prime}$ of the surface

$$
\begin{equation*}
u_{i}=\text { prescribed } \tag{13.15}
\end{equation*}
$$

Equatior (15.13) and (13.14) should of course agree with the equations of Kappus [10], which were derived by consideration of the equilibrium of tensile and inertial forces acting on an infinitesimal element of the body. Indeed the principal equations and boundary conditions of Kappus for his stress components $\mathbf{k}_{\mathbf{i j}}$ are formally identical to equations (13.13) and (13.14). At the same time, in order to ensure the existence of an elastic poteutial, Kappus' siress components should satiefy conditions which are expressed by equations of the form (13.9). .The clastic potential is then also the specific energy of deformation.

The equations governing the elastic equilibrium can be obtained from (13.13) if ore equates to zero the derivatives with respect to time; they read

$$
\begin{equation*}
\sum_{j=1}^{3} \frac{\partial}{\partial x_{j}}\left(k_{j i}+\sum_{h=1}^{3} k_{j h} \frac{\partial u_{i}}{\partial x_{h}}\right)+\rho x_{i}=0 ; i=1,2,3 . \tag{13.16}
\end{equation*}
$$

The boundary conditions remain identically valid.

## Chaptori 2

STABILITY OF EQUILIBRIUM

## 21. THE STABILITY CRITERION

For the analysis of the stability of a mechanical system, the method of small vibrations or the energy method are commonly used. The method first mentioned consists of the derivation of equations of motion for small displacements from the equilibrium state. The smallness of tie displacements makes it possible to take into account only terms which are homogeneous and linear in the displacements or their derivatives. The homogeneous and linear equations derived in this manner have solutions whose dependence on time is characterized by their common factor $\mathrm{e}^{\mathrm{pt}}$. The equilibrium state under consideration is stable if and only if for all solutions of this form, the real part of $p$ is nonpositive (the pessible complication of multiple roots of the characteristic equations are herewith disregarded). The stability analysis by Southwell [4] and Biezeno-Hencky [5] can be related to this method; they investigate under which circumstances the quantity $p$ becomes zero.

The energy criterion states that an equilibrium configuration of a mechanical system is stable if and only if the work done by the external loads during transition to a neighboring kinematically possible configuration is not greater than the increase of the internal potential energy. The application of this criterion is considerably simplified if the assumption is made that the external forces also possess a potential energy. In that case, the work done by these forces is given by the difference between the potential energy of the forces in the state of equilibrium and that of the neighboring state. Then, the energy criterion demands that for stability the total energy, consisting of the sum of internal and external energies, should possess a minimum in the equilibrium state.

In the case of an elastic body for which the potential energy consists of a sum of one or more integrals, whose integrands are functions of the displacements and their derivatives. this minimum condition requirar yat mora nranige dofinition. If the displacements of the equilibrium state are denoted by $U_{i}$ and those of neighboring state by $U_{i}+u_{i}$, the potential enexgy $P\left(\mathcal{v}_{i}\right)$ pösceisees a minimum ior $v_{i}=U_{i}$ if and only if it is possible to find two positive constants $g$ and $h$ such that from the inequalities

$$
\left|u_{i}\right|<g ;\left|\frac{\partial u_{i}}{\partial x_{j}}\right|<h
$$

which are valid throughout the body, it follows that

$$
\begin{equation*}
P\left(U_{i}+u_{i}\right) \geq P\left(U_{i}\right) \tag{21.1}
\end{equation*}
$$

The methods for the determination of the stability limit $[4,5,7,8]$ as developed from the theory of small vibrations and from the energy criterion are basically identical [10]. Novertheless, when, in the following, preference is given to the energy criterion, it is because of the possibility offered by this criterion of an extension of the analysis to a closer inspection of the etability at the stability limit.

## 22. APPLICATION OF THE STABILITY CRITERION

In the application of the energy criterion the assumption will be made that the integrands of $P\left(U_{i}+u_{i}\right)$ may be expanded into a power series in the displacements and their derivatives according to Taylor's formula. If the sum of the integrals, (the integrands are complete homogeneous functions of the $m^{\text {th }}$ order in $u_{i}$ and their derivatives) are denoted by $\mathbf{P}_{\mathrm{m}}[u]^{1}$, then the stability criterion is

$$
\begin{equation*}
P\left(U_{i}+u_{i}\right)-P\left(U_{i}\right) \equiv P[u]=P_{1}[u]+P_{2}[u]+P_{3}[u]+\ldots \geq 0 . \tag{22.1}
\end{equation*}
$$

[^6]Besides, it is also assumed that the kinematic conditions to which the extra displacements are subjected, are linear homogeneous relations for the displacements $u_{i}$ and their derivates. This assumption is satisfied if the kinematic conditions are linear in the total displacements $U+u$. Every linear combination of kinematically possible displacements in in itaplf ggain n kinematioglly pogaible syratem of displacements. Consequently, every possible configuration of $U+v$ can be understood as a sample fromi a bundlo of possible configurations $U+\alpha u$, in which $\alpha$ represents a parameter incopendent of the coordinates ${ }^{1}$. Then condition ( 22.1 ) requires that it musi be possible to find a positive number $k$ for every kinematically possible system of displacements $u$, such that from the inequality $|\alpha|<k$ it follows that

$$
\begin{align*}
P_{1}[\alpha u]+ & P_{2}[\alpha u]+P_{3}[\alpha u]+\ldots \equiv \alpha P_{1}[u]+ \\
& +\alpha^{2} P_{2}[u]+\alpha^{3} P_{3}[u]+\ldots \geq 0 . \tag{22.2}
\end{align*}
$$

This requirement leads to the following necessary conditions

$$
\begin{align*}
& \mathbf{P}_{1}[u]=0  \tag{22.3}\\
& \mathbf{P}_{2}[u] \geq 0 \tag{22.4}
\end{align*}
$$

Relation (22.3) is identical to the principle of virtual work applied to the equilibrium state. For, according to this principle, the first variation of the potential energy, i.e., the first term of the Taylor expanaion

$$
P\left(U_{1}+\delta U_{i}\right)-P\left(U_{i}\right) \equiv P[\delta U]=P_{1}[\delta U]+P_{2}[\delta U]+\ldots,
$$

is zero for all kinematically possible, infinitesimal displacements. It is equivalent to requirement (22.3) because of the homogenuity of the condition

$$
\delta P=P_{1}[\delta U]=0
$$

in the displacement variation $\delta \mathrm{U}$.
1 The cases for which this assumption has not been satisfled require a closer inspection. This could, for instance, result from consideration of an arbitrary kinematically possible configuration $U+v$ as a dample of a system of possible configurations $U+u(\alpha)$. Here $\alpha$ is a parameter independent of the coordinates.
 become negative for any kinematically possible system of functions. As it appears from ita derivation condition (22.1) can for the time ising oniy De appreciated as 2 necessary condition for stability. The question how far it can at the same time be considered as a sufficient condition will be investigated in Sec, 23.

For the analysis of the second variation, Trefftz |7] writes the integrand of $\mathbf{P}_{\mathbf{2}}[\mathbf{u}]$ as a difference between two homogeneous positive definite quadratic forms of its arguments. $\mathbf{P}_{2}[u]$ is understood to be a homogeneous quadiratic form in which all arguments are the displacements $u$ and their derivatives appearing in tue integrand of $\mathbf{P}[\mathbf{u}]$. In general, this separation shall be different at different points of the body. If the corresponding integrals are denoted by $T_{2}^{\prime}[u]$ and $T_{2}^{\prime \prime \prime}[u]$, then it follows that

$$
P_{2}[u]=T_{2}^{\prime}[u]-T_{\dot{\alpha}}^{\prime \prime}[u]=T_{2}^{\prime \prime}[u]\left(\frac{T_{2}^{\prime}[u]}{T_{2}^{\prime \prime}[u]}-1\right) .
$$

The sign of the second variation is governed by the second facter so that the determination of this sign leads to the analysis of the minimum problem

$$
\lambda=\operatorname{Min} \frac{T_{2}^{\prime}[u]}{T_{2}^{\prime \prime \prime}[u]}
$$

Naturally, instead of this problem it is possible to consider the modified problem

$$
\omega=\operatorname{Min}\left\{\frac{T_{2}^{\prime \prime}[u]}{T_{2}^{\prime \prime}|u|}-1\right\},
$$

or when written in another form

$$
\begin{equation*}
\omega=\operatorname{Min} \frac{\mathbf{P}_{2}[\mathrm{u}]}{\mathrm{T}_{2}[\mathrm{u}]} \tag{22.5}
\end{equation*}
$$

Here, for simplicity in notation, $T_{2}[u]$ is written in the place of $T_{o}^{\prime \prime}[u]$. For this problem let $\omega_{1}$ be the solution which is obtained for the function $u=u^{(1)}$. Then it iofinows inat $\bar{F}_{2}$ iuj is positive deínite in $\omega_{1}$ is positive; on üne other inana, if $\omega_{1}$ is negrative $\dot{P}_{2}[u]$ posseses negative values. According to Trefftz, in the first case equilibrium is stable, in the second case unstable. According to Trefftz the limiting case $\omega_{1}=0$ corresponds to the stability limit. In that case no decision about stability can yet be made because with $P_{2}\left[u^{(1)}\right]=0$ nothing can yet be said about the sign of the lefthanctside of (22.2). By use of a kinematically possible but otherwise arbitrary eystem of functions $\zeta$ and an arbitrary constant $\epsilon$, the minimum condition for the functions $u^{(1)}$ can be expressed as

$$
\frac{P_{2}\left[u^{(1)}+\epsilon \xi\right]}{T_{2}\left[u^{(1)}+\epsilon \zeta\right]} \div \frac{P_{2}\left[u^{(1)}\right]}{T_{2}\left[u^{(1)}\right]}=\omega_{1}
$$

or

$$
\begin{equation*}
P_{2}\left[u^{(1)}+\epsilon_{\zeta}\right]-\omega_{1} T_{2}\left[u^{(1)}+\epsilon_{\zeta}\right]-0 \tag{22.6}
\end{equation*}
$$

In general, for an integral $\mathbf{S}_{\mathbf{m}}$ [u] whose integrand is a complete homogeneous function of order $m$ in the arguments $u$ and their derivatives, the following expansion for $\mathbf{u}=\mathbf{v}+\mathbf{w}$ holds

$$
\begin{align*}
S_{m}[v+w] & =S_{1 m}[v]+S_{m-1,1}[v, w]+S_{m-2,2}[v, w]+\ldots+ \\
& +S_{1, m-1}[v, w]+S_{m}[w] \tag{22.7}
\end{align*}
$$

In this expression $s_{m-n, n}[v, w]$ is the integral of all terms which are obtained through development of the integrand of $s_{m}[v+w]$, and which is homogeneous of the $n^{\text {th }}$
 order in the functions $w$ and their derivatives. The integrals $S_{p q}$ and $S_{q p}$ are interchanged when $v$ and $w$ are interchanged. Besides, the following also holds

$$
\begin{equation*}
s_{m-n, n}[v, v]=s_{n, m-n}[v, v]=\binom{m}{m-n} s_{m}[v]=\binom{m}{n} s_{n}[v] \tag{22.8}
\end{equation*}
$$

In which $\binom{m}{m i n}=\binom{m}{i u}$ represents as usual a binomial coefficient. By use of this notation and of the relation

$$
P_{2}\left|u^{(1)}\right|=\omega_{1} T_{2}\left|u^{(1)}\right|
$$

(22.6) becomes

$$
\left.\epsilon\left\{P_{11}\left\{u^{(1)}, \zeta\right]-\omega_{1} T_{11} \mid u^{(1)}, \zeta\right]\right\}+\epsilon^{2}\left\{P_{2}[\zeta]-\omega_{1} I_{2}[\zeta]\right\} \in 0
$$

This relation can be satisfied for arbitrary values of conly if $u=u^{(1)}$ and $\omega=\omega_{1}$ satisfy the equation

$$
\begin{equation*}
P_{11}[u, \zeta]-\omega T_{1,1}[u, b]=0 . \tag{22.9}
\end{equation*}
$$

If in addition the sacond derivatives of the functions are assumed to be continuous, then it follows that (22.9) is equivalent to a system of differential equations and boundary conditions for the iunctions $u$. This system can be derived in the same manner as was described in Sec. 13. Because these equations and boundary conditions are homogeneous and linear in the functions $u$ and their derivatives, they possess, in general, non-zero solutions for $u$ (the so called eigenfunctions) only for spenial values of $\omega$ (the so called elgenvalues); these solutions contain an undetermined innstant. The nmallest oigenvalue $\omega_{1}$ determines the stability.

## 23. FURTHER CONSDEPATION OF THE THEORY OF TREFFTZ

Two poizte in the theory of Trefftz as diselssed in the furegoing section need further consideration.

In the first place, it has been assumed that the minimum problem (22.5) inderd possesses a solution, which is by no means an established fact. On the other hand, it can be
established that the ratio $P_{2}[u] / T_{2}[u]$ possesses a lower bound since, as it is the difference between $\mathrm{T}_{2}^{\prime}[\mathrm{u}] / \mathrm{T}_{2}^{\prime \prime \prime}[\mathrm{u}]$ and unity, it can never become omaller than -1 . If this lowor bound is denoted by $d$, then it follows that every kinematically possible function $u$ should satisfy the inequality

$$
\frac{P_{2}[u]}{T_{2}[u]} \geq d
$$

While for every arbitrarily small positive number e, it should be possible to find yet another kinematically possible function $v$, for which the inequality

$$
\frac{P_{2}[v]}{T_{2}[v]}<d+e
$$

holds. However, the existence of a minimum $\omega_{1}$ cannot yei be concluded from the existence of a lower bound, since it is not certain that the lower bound will correspond to a kinematically possible function. This diffioulty in the energy oriterion about the existence of the minimum $\omega_{1}$ is bypassed through the replacement of $\omega_{1}$ by the lower bound $d$. Equilibrium is stable or unstable depending on whether $d$ is posiHive or negative; in the lindting case $d=0$ the second variation $P_{2}[u]$ is at least semi-positive definite, but further conclusions about the stability cannot be drawn for the time being. The sighiflcance of this sharper formulation should not be overeatinated. The practical appilcation of the energy criterion would meet grave difflcuilties if the bound $d$ tis not also equal to the minimum $\omega_{1}$. Therefore, the applicution of the stablity analysis is dependent on Treffit's method whereby the existence of the minimum $\omega_{1}$ has been assumed; in cases for which such a minimum is nonexistent, the method is bound to fall.

The seoond point which demandra a mose extensive oonsideration concerns the use of the criterion $\omega_{1}>0$ as a sufficient condition for stability (that $\omega_{1}=0$ certainily is not a sufficient condition was mentloned aiready in Sect. 22). For concerning
condition (22.4) it was remarked in Sect. 22 that this condition, on the basis of its
 cation of the criterion $\omega_{1}>0$ which is besed on (22.4) then needs a further motivation. This motivetion cain ho givein withoui many difficulties as the partition of the integrand $P_{2}[u]$ in two pasitive definite homogeneous quadratic forms is carried out in such a way that the positive definite integrand of $T_{2}^{\prime \prime}[u] \equiv T_{2}[u]$ contains all the arguments appearing in the integrand of $P[u]$ (22.1) (in addition derivatives of the function $u$ should be considered as separate arguments).

The Taylor expansion of the integrand $F$ of $P[u]$ with resject to its twelve arguments $u_{i}$ and $\partial u_{i} / \bar{\partial} x_{j}$ which now for simplictty will be called $y_{\lambda}(\lambda=1,2, \ldots, 12)$, can be
written as

$$
\begin{equation*}
F=\sum_{\mu=1}^{12}\left(\frac{\partial F}{\partial y_{\mu}}\right)_{0} y_{\mu}+\frac{1}{2} \sum_{(\mu, \nu)=1}^{12}\left(\frac{\partial^{2} F}{\partial y_{\mu} \partial y_{\nu}}\right)_{0} y_{\mu} y_{\nu}+k \tag{23.1}
\end{equation*}
$$

whereby

$$
\begin{equation*}
F_{1}[u]=\sum_{\mu=1}^{12}\left(\frac{\partial F}{\partial y_{\mu}}\right)_{0} y_{\mu}, \quad F_{2}[u]=\frac{1}{2} \sum_{(\mu, v)=1}^{12}\left(\frac{\partial^{2} F}{\partial y_{\mu} \partial y_{\nu}}\right)_{0} y_{\mu} y_{\nu} \tag{23.2}
\end{equation*}
$$

are the integrande of $P_{1}[u]$ and $P_{2}[u]$ respectively, and

$$
\begin{gather*}
R=\sum_{(\mu, \nu, \rho)=1}^{12} \frac{1}{6}\left(\frac{\partial^{3} \mathrm{~F}}{\partial y_{\mu} \partial y_{\nu} \partial y_{\rho}}\right)_{\partial_{\lambda} y_{\lambda}} y_{\mu} y_{\nu} y_{\rho}= \\
=\sum_{(\mu, \nu)=1}^{12}\left\{\frac{1}{6} \sum_{\rho=1}^{12}\left(\frac{\partial^{3} F}{\partial y_{\mu} \partial y_{\nu} \partial y_{\rho}}\right)_{\theta_{\lambda} y_{\lambda}} y_{\rho}\right\} y_{\mu} y_{\nu}=\sum_{(\mu, \nu)=1}^{12} A_{\mu \nu} y_{\mu} y_{\nu} . \tag{23.3}
\end{gather*}
$$

The indices $0, \theta_{\lambda} y_{\lambda}$ attached to the derivatives of $F$ with respect to its arguments incilüto that the fentyafivae are meant for the values 0 and $\theta_{\lambda} y_{\lambda}\left(0 \leq \theta_{\lambda} \leq 1\right.$; $\lambda=1,2, \ldots, 12$ ) of these arguments. For an assessment of the magnitude of the remainder (23.3) the greatesi absoliste value A is congidered. It nan take the form

$$
\begin{equation*}
A=\sum_{(\mu, \nu)=1}^{12} A_{\mu \nu} y_{\mu} y_{\nu} \tag{23.4}
\end{equation*}
$$

subject to the side condition

$$
\begin{equation*}
\sum_{\mu=1}^{12} \gamma_{\mu} y_{\mu}^{2}=1 \tag{23.5}
\end{equation*}
$$

in which $\gamma_{\lambda}(\lambda=1,2, \ldots, 12)$ are positive constants. As the absolute values of the quantities $y_{\lambda}$, under the restriction (23. 5), cannot become grueter than $\frac{1}{\sqrt{\gamma_{\lambda}}}, A$ will satiafy the inequality

$$
A \times \sum_{(\mu, \nu)=1}^{12}\left|A_{\mu \nu}\right| \frac{1}{\sqrt{\gamma_{\mu} \gamma_{\nu}}}
$$

As $A$ is at the same time the greatest absolute value which the quotient

$$
\frac{\sum_{(\mu, \nu)=1}^{12} A_{\mu \nu} y_{\mu} y_{\nu}}{\sum_{\mu=1}^{12} \gamma_{\mu} y_{\mu}^{2}}
$$

can acquire without restriction (23.5), it follows from here that

$$
\mathrm{i} \overline{\mathrm{n}} i-\left\{\sum_{(\mu, \nu)=1}^{12} \dot{A}_{\mu \nu} y_{\mu} \ddot{y}_{\nu} \left\lvert\,=\left\{\sum_{(\mu, \nu)=1}^{12} \frac{\left|A_{\mu \nu}\right|}{\sqrt{\gamma_{\mu} \gamma_{\nu}}}\right\} \sum_{\mu=1}^{12} i_{\mu} \ddot{z}_{\mu}^{2}\right.\right.
$$

The positive definite integrend of $G[u]$ and $T_{2}[u]$ is given in the form

$$
\begin{equation*}
\mathrm{G}[u]=\sum_{(\mu, \nu)=1}^{12} \mathrm{c}_{\mu \nu} y_{\mu} y_{\nu} \tag{23,7}
\end{equation*}
$$

The positive minimum $O$ of (23.7) under the side condition (23.5) is at the same time the minimum of the quotient ${ }^{1}$

$$
\frac{\sum_{\left(\mu_{1} v\right)=1}^{12} c_{\mu \nu} y_{\mu} y_{\mu}}{\sum_{\mu=1}^{12} \gamma_{\mu} v_{\mu}^{2}}
$$

without this restriction, so that

$$
\begin{equation*}
\mathrm{G}[u]=\sum_{(\mu, \nu)=1}^{12} \mathrm{C}_{\mu \nu} y_{\mu} y_{\nu} \geq \mathrm{C} \sum_{\mu=1}^{12} \gamma_{\mu} y_{\mu}^{2} \tag{23.8}
\end{equation*}
$$

Combination of (23.6) and (23.8) leads to the inequality

$$
\begin{equation*}
\left.\left\lvert\, R i \leqslant \frac{1}{\mathrm{C}}\left\{\sum_{(\mu, \nu)=1}^{12} \frac{\left|A_{\mu \nu}\right|}{\sqrt{\gamma_{\mu} \gamma_{\nu}}}\right\} \quad G!u\right.\right] \tag{23.9}
\end{equation*}
$$

[^7]The absolute value of the coefficient $\quad A_{\mu \nu}$ can be made arbitrary small if the quentities $y_{\lambda}$ are chosen sufficiently small (see 23.3). Consequently, it is always possible to choose the quantities $g$ and $h$, introduced in Sect. 21, 80 small that from the inequalities for the arguments $\underline{v}_{\boldsymbol{i}}$

$$
\left|u_{i}\right|<g,\left|\frac{\partial u_{i}}{\partial x_{j}}\right|<h
$$

it follows that

$$
\frac{1}{\mathrm{C}} \sum_{(\beta, \nu)=1}^{12} \frac{\left|\mathrm{~A}_{\mu \nu}\right|}{\sqrt{\gamma_{\mu} \gamma_{\nu}}} \leqq c
$$

in which $c$ is an arbitrarily small positive constant. It follows from (23.9) that

$$
\begin{equation*}
|\mathbf{R}| \leq \mathbf{c G}[\mathbf{u}] \tag{23.10}
\end{equation*}
$$

This inequality for the remainder of the integrand of $P[u]$ leads to

$$
P[u] \geqq P_{1}[u]+P_{2}[u]-c T_{2}[u]
$$

If in addition use is made of (22.3) and of the inequality

$$
P_{2}[u] \geq \omega_{1} T_{2}[u]
$$

then it is found that

$$
\begin{equation*}
P[u] \geqq\left(\omega_{1}-c\right) T_{2}[u] \tag{23.11}
\end{equation*}
$$

Finally, it follovs from (23.11) that the condition $\omega_{1}>0$ is indeed a sufficient condition for stability since can be made arbitrarily small by the choice of sufficiently small values for $g$ and $h$.

The proof given here is based on the assumption that the integrand of $T_{2}[u]$ is positive definite. This assumption is unnecessarily restrictive. For, an integrand of ${ }^{\prime \prime}{ }_{2}^{*}[u]$ which is not necessarily definite, but whose integral should of course be definite, a
positive solution $\omega_{1}^{*}$ of the minimum problem (22.5) is already sufficient for stability provided that (22.5) possesses also a solution for an integral $T_{2}[u]$ whose integrand ig dafinite. That the latiter ouluiiun aiso is positive follows easily from the assumption of the opposite. If it were zero or negative, $P_{2}[1]$ for the corresponding function and consequently also the solution $\omega_{1}^{*}$ of (22.5) belonging to $T_{2}^{*}[u]$ should be zero or negative respectively, which is in contradiction with the assamption $\omega_{1}^{*}>0$. This greater freedom in the choice of $T_{2}[u]$ is useful for applications.

## 24. THE STABILITY LIMIT

At the stability limit, the solution of the minimum problem (22.5) is $\omega_{1}=0$. In this case, the integral $P_{2}[u]$ will become zero at lnast for the vector function $u^{(1)}$, so that (22.2) is not immediately satijafied by all functions $u$. Before entering upon the derivation of the criteria which govern stability in this case, it is iniportant to know whether the integral $P_{2}\lfloor u\rfloor$ can also become zero for functions other than $u^{(1)}$.

For investigation of this question, it is remarked in the first place ihat for every kinematicá!ly prissible vector function $u$ can be written [29]

$$
\begin{equation*}
u=a u^{(i)}+\bar{u} \text { with } T_{11}\left[u^{(l)}, \bar{u}\right]=0, \tag{24.1}
\end{equation*}
$$

in which a represents a constant. For, it follows from the identity

$$
T_{11}\left[u^{(1)}, \bar{u}\right]=T_{11}\left[u^{(1)}, u-\underline{a}^{(1)}\right]=T_{11}\left[u^{(1)}, u\right]-\underline{a}_{11}\left[u^{(1)}, u^{(1)}\right],
$$

that the condition

$$
\begin{equation*}
\mathrm{T}_{11}\left[u^{(1)}, \bar{u}\right]=0 \tag{24.2}
\end{equation*}
$$

is satisfied provided that the constant a is determined by

$$
T_{11}\left[u^{(1)}, u_{j}\right]-\underline{a}_{11}\left[u^{(1)}, u^{(1)}\right]=0 \text { or } \underline{a}=\frac{T_{11}\left[u^{(1)}, u\right]}{2 T_{\dot{z}}\left[u^{(1)]}\right.}
$$

Next, the integral $\mathrm{P}_{2}[\mathrm{u}]$ is written as

$$
P_{2}[u]=P_{2}\left[\underline{a u}^{(1)}+\bar{u}\right]=\underline{a}^{2} P_{2}\left[u^{(1)}\right]+\underline{a}_{11}\left[u^{(1)}, \bar{u}\right]+P_{2}[\bar{u}] .
$$

the first term of this development is identically zero; with use of (22.9) for $u=u^{(1)}$, $u$ j $-\omega_{1}, \quad \bar{s}=\bar{u}$, and use of (24.2), the second term can be written as

$$
\underline{a}_{11}\left[u^{(1)}, \bar{u}\right]=\underline{a}_{1}, \quad T_{11}\left[u^{(1)}, \bar{u}\right]=0
$$

so that

$$
\begin{equation*}
P_{2}[u]=P_{2}\left[a^{(1)}+\bar{u}\right]=P_{2}[\bar{u}] \tag{24.3}
\end{equation*}
$$

remains.

Consequently, the integral $P_{2}[u]$ can only become zero if it is zero for a vector function $\overline{\mathbf{u}}$ that satisfies (24.2). In order to investigate whether the integral $\mathbf{P}_{2}[\mathbb{[}]$ can indeed become zero under the condition (24.2), the following problem will be considered

$$
\begin{equation*}
\dot{\omega}=\operatorname{Min} \frac{\mathbf{P}_{2}[u]}{\mathbf{T}_{2}[u]} \text { under the side condition } \mathbf{T}_{11}\left[u^{(1)}, u\right]=0 . \tag{24.1}
\end{equation*}
$$

Let $u=u^{(2)}$ be the function for which this minimum $\omega_{2}$ has been established. ${ }^{1}$ Then, for every function $\eta$ satisfying

$$
\begin{equation*}
\mathbf{r}_{11}\left[\mathbf{u}^{(1)}, \eta\right]=0 \tag{24.5}
\end{equation*}
$$

and for an arbitrary constant $\epsilon$, it follows that

$$
\begin{aligned}
& \frac{\mathbf{P}_{2}\left[u^{(2)}+\varepsilon \eta\right]}{\mathbf{T}_{2}\left[u^{(2)}+\epsilon \eta\right]} \geq \frac{\mathbf{P}_{2}\left[u^{(2)}\right]}{\mathbf{T}_{2}\left[u^{(2)}\right]}=\omega_{2} \text { or } \\
& \mathbf{P}_{2}\left[u^{(2)}+\epsilon \eta\right]-\omega_{2} \mathrm{~T}_{2}\left[u^{(2)}+\epsilon \eta\right] \geq 0_{4}
\end{aligned}
$$

From this it follows in a manner analogous to the-derivation leading to (22.6),

$$
\begin{equation*}
P_{11}\left[u^{(2)}, \eta\right]-\omega_{2} \mathrm{~T}_{11}\left[u^{(2)}, \eta\right]=0 \tag{24.6}
\end{equation*}
$$

Just as for the analysis of $P_{2}[u]$ in Sect. 22, the existence of a solution will je
assumed here and in all the following minimum problems.

This equation is derived under the restriction (24.5) for the functions $\eta$. Yet, it is also valid for functions $\zeta$ which are not restricted by (24.5). In order to show this, an arbitrary function $\zeta$ is written as

$$
\zeta=\operatorname{tu}^{(1)}+\eta \quad \text { with } \quad \mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \eta\right]=0
$$

The possibility of this decomposition has already been explained. After replacement of the vector function $\eta$ by a vector function $\zeta=t u^{(1)}+\eta$, the left hand side of (24.6) becomes

$$
\begin{array}{r}
\left.\mathbf{P}_{11}\left[u^{(2)}, \zeta\right]-\omega_{2} T_{11}\left\{u^{(2)}, \zeta\right]=t\left\{P_{11} \mid u^{(2)}, u^{(1)}\right]-\omega_{2} T_{11}\left[u^{(2)}, u^{(1)}\right]\right\}+ \\
+P_{11}\left\{u^{(2)}, \eta\right]-\omega_{2} T_{11}\left[u^{(2)}, u\right] .
\end{array}
$$

Here

$$
T_{11}\left[u^{(1)}, u^{(2)}\right]=T_{11}\left[u^{(2)}, u^{(1)}\right]=0
$$

on account of the side condition (24.4). After application of (22. $\dot{y}$ ) for $u=u^{(1)}$, $\omega=\omega_{1}$ and $\zeta=u^{(2)}$, it follows from this condition that

$$
\mathrm{P}_{11}\left[\mathbf{u}^{(2)}, \mathbf{u}^{(1)}\right]=0
$$

By use of these relations and of (24.6) it follows that $u=u^{(1)}$ and $\omega=\omega_{2}$ satisfy (22.9)

$$
P_{11}[u, \zeta]-\omega T_{11}[u, \zeta]=0,
$$

so that the solution of the problem (24.4), as well as $u^{(1)}$, appear to be an eigenfunction of (22.9).

Since the set of admissible functions $u$ is more restricted for the problem (24.4) than for the problem (22.5), $\omega_{2} \geq \omega_{1}$ should always hold. If $\omega_{2}$ becomes positive at the stability limit for which $\omega_{1}=0$, the inveatigation of $P_{2}[\hat{u}] / T_{2}{ }^{r} \hat{u} \hat{j}$ can be abandoned because in that case $P_{2}[u]$ cannot become zero for functiods other than $u^{(1)}$; neither is the knowledge of the functions $u^{(\dot{z})}$ necessary in that case. However, if also $\omega_{2}=0$, then the question arises if $P_{2}\lceil u]$ can also become zarn for functione other than $u^{(i)}$ and $u^{(2)}$. In the same manner as is described above it can be shown that this can only be the case if $P_{2}[u]$ can be zero under the side conditions

$$
T_{11}\left[u^{(1)}, u\right]=0, T_{11}\left[u^{(2)}, u\right]=0
$$

The posed question will in that case be answered by the solution of the problem

$$
\begin{align*}
\omega=\operatorname{Min} & \frac{\mathbf{P}_{2}[u]}{\mathbf{T}_{2}[u]} \text { under the side conditions } \\
& \mathbf{T}_{11}\left[u^{(1)}, u\right]=0 ; \mathbf{T}_{11}\left[u^{(2)}, u\right]=0 . \tag{24.7}
\end{align*}
$$

On the same manner as is described in the above, it is proved that the function $u^{(3)}$, for which the minimum $\omega_{3}$ of (24.7) is obtained, is an eigensolution of equation (22.9) bolonging to the eigenvalue $\omega_{3}$. The analyais of the minima

$$
\begin{align*}
\omega & =\operatorname{Min} \frac{P_{2}[u]}{T_{2}[u]} \\
& \quad \text { under the side condition }  \tag{24.8}\\
& \Gamma_{11}\left[u^{(j)}, u\right]=0(j=1,2, \ldots h-1)
\end{align*}
$$

should be continued until a positive minimum $\omega_{h}$ has been found.
The eigenvectors $u^{(1)}, u^{(2)} \ldots$ all contain a constant still undetermined factor since they are the solutions of the homogeneous equation (22.9). The conditions (24.8) do not determine this factor. It is assumed that this factor is available, for instance by enforcement of a normalization condition of the form

$$
\begin{equation*}
T_{2}\left[u^{(h)}\right]=C \tag{24.9}
\end{equation*}
$$

In which $C$ is a positive constant. It follows from (24.8) that

$$
\begin{equation*}
P_{2}\left[u^{(h)}\right]=\omega_{h} \mathbf{C} \tag{24.10}
\end{equation*}
$$

Further, from relation

$$
\begin{equation*}
T_{11}\left[u^{(h)}, u^{(k)}\right]=0 \quad \text { for } \quad h \neq k \tag{24,11}
\end{equation*}
$$

and by application of (22.9) for $u=u^{(h)}, u=\omega_{h}$ and $\zeta=u^{(r)}$, it follows that

$$
\begin{equation*}
P_{11}\left[u^{(h)}, u^{(k)}\right]=0 \quad \text { for } h . t k \tag{24.12}
\end{equation*}
$$

In some cases, the complete set of eigenfunctions belonging to Ed. (22.9) and to the minimum problem (24.8) respectively, can easily be determined. Although not necessary, the knowledge of all eigenfunctions can be of advantage for the execution of the calculations. For this purpose, the set should be complete and such that an arbitrary kinematically possible vector function $f$ can be developed in terms of the eigenvectors

$$
\begin{equation*}
f=\sum_{h=1}^{\infty} c_{h^{\prime}} u^{(h)} \tag{24.13}
\end{equation*}
$$

whereby the operations carried out on $f$ may be applied to each terin of the series separately.

In general, the eigenvalues $\omega_{h}$ and the eigenvectors $u^{(h)}$ depend on the form which was chogen for the integrand of $T_{2}[u]$. However, if an eigenvalue zero has been found, then also for other forms of the integrand of $T_{2}[u]$ the eigenvalue zero will be found as well as corresponding eigenfunctions. (See also Sect. 23). The correctness
of this aseation follows immediately from the variational equation (22.9). which for an eigenvalue $\omega_{h}=0$ transforrns into the form

$$
\begin{equation*}
P_{11}[u, \zeta]=0 \tag{24.14}
\end{equation*}
$$

which is independent of $T_{2}[u]$. This equation is identical with the equation for neutral equilibrium as derived by Kappus [10]

$$
\delta P_{2}[u]=0 ;
$$

consequently, equilibrium is neutral in the sense of Southwell and Biezeno-Hencky as soon as at least one eigenvalue $\omega_{h}$ is equal to zero. Conversely, the existence of a solution of (24.14) results into at least one eigenvalue $\omega_{h}$ equal to zero. It is generally true that if $n$ eigenvalues $\omega_{h}$ are zero, equation (24.14) will possess $n$ inciependent solutions. Conversely, it follows from the existence of $n$ linearly independent solutions of (24.14) that $n$ eigenvalues are zero. As a proof of this, it is noticed that the $n$ solutions of (24.14) are also $n$ solutions of (22.9) for the case that $\omega=0$. By means of linear combination, $n$ new linearly independent solutions of (22.9) can be constructed which solutions also belong to $\omega=0$. The solutions last mentioned can always be chosen in such a way that they satisfy

$$
T_{11}\left[u^{(i)}, u^{(h)}\right]=0, \quad i \neq h
$$

so that they aan be identified with the $n$ eigenfunctions $u^{(i)}, i=1,2, \ldots, n$ which correspond to the $n$ eigenvalues

$$
\omega_{1}=\ldots=\omega_{n}=0
$$

For details of this so called orthogonalization process see [48] .

## 25. STABILITY AT THE STABILITY LIMIT

This section conceras the investigation of the stability at the stability limit. At first it is assumed that $\omega_{2}$ is positive; how the foll wing considerations must be changed in the case that $\omega_{2}$ is zern will be shown in Sect. 27 .

A set of necessary conditions for stability san immediately be derived from (22,2), Because of $P_{2}\left[\mathbf{u}^{(1)}\right]=0$, for suffictently small absolute values of

$$
\alpha^{3} P_{3}\left[u^{(1)}\right]+\alpha^{4} P_{4}\left[u^{(1)}\right]+\ldots \geqq 0,
$$

should hold, which can only be satisfied with

$$
\begin{equation*}
P_{3}\left[u^{(1)}\right]=0 ; \quad P_{4}\left\{u^{(1)}\right\} \geq 0 \tag{25,1}
\end{equation*}
$$

and if in the last relation the equality sign holds, whth

$$
P_{5}\left[u^{(1)}\right]=0 ; \quad P_{6}\left[u^{(1)}\right] \geq 0, \text { and so on }
$$

It already appears from (25.1) that equilibrium at the stabllity limit shall "in general" be unstable.

For the derivation of necessary and sufficient conditions of stability, in agreement with $(24,1)$, an arbitrary kinematically possible vector function is put cqual to

$$
u=\underline{u n}^{(1)}+\bar{u} \text { with } T_{11}\left[u^{(1)}, \bar{u}\right]=n
$$

For stability is required that two positive constants $g$ and $h$ exist such that (22.1)

$$
\begin{align*}
& P[u]=P\left[\underline{a} u^{(1)}+\bar{u}\right]=P_{1}\left[\underline{a}^{(1)}+\bar{u}\right]+ \\
& \quad+P_{2}\left[\underline{a} u^{(1)}+\bar{u}\right]+P_{3}\left[\underline{a}^{(1)}+\Pi\right]+\ldots \geqq 0 \tag{25,2}
\end{align*}
$$

follows from the ingunglities

$$
\left|u_{i}\right|<\mathbf{g},\left|\frac{\partial u_{i}}{\partial x_{j}}\right|<h .
$$

Instead of this, it can be required that there-should exist three positive constants $A$, $\overline{\mathrm{g}}$ and $\overline{\mathrm{h}}$ such that (25.2) follows from the inequalities

$$
|\underline{a}|<A,\left|\bar{u}_{i}\right|<\bar{g},\left|\frac{\theta \bar{u}_{i}}{\partial x_{j}}\right|<\bar{h} .
$$

That this modified condition is a neceasary condition follows immediately from the fact that (22.1') reaults from (25.2').

That it is also a sufficient condition follows if it is shown that in reverse (25.2') follows from (22.1'). From the relation

$$
\underline{a}=\frac{T_{11}\left[u^{(1)}, u\right]}{2 T_{2}\left[u^{(1)}\right]},
$$

it follows that a is bounded if $u$ and its derivatives are bounded; the sume holds trie for
$\overline{\mathbf{u}}$ and its derivatives because

$$
\bar{u}=u-\underline{u}^{(1)}
$$

Evaluation of the integrals in (25.2) by use of the symbols introduced in (22.7) ylelds

$$
\begin{aligned}
P[u]={\underset{a}{a}}_{1}\left[u^{(1)} j\right. & +P_{1}[u \bar{u}]+\underline{a}^{2} P_{2}\left[u^{(1)}\right]+\underline{a} P_{11}\left[u^{(1)}, \bar{u}\right]+ \\
& +P_{2}[\bar{u}]+\underline{a}^{3} P_{3}\left[u^{(1)}\right]+g^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+\underline{a}_{12}\left[u^{(1)}, \bar{u}\right]+ \\
& +P_{3}[\bar{u}]+\underline{a}^{4} P_{4}\left[u^{(1)}\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{22}\left[u^{(1)}, \bar{u}\right]+ \\
& +\underline{a}_{13}\left[u^{(1)}, \bar{u}\right]+P_{4}[\bar{u}]+\ldots
\end{aligned}
$$

or somewhat differently arranged

$$
\begin{align*}
& P[u]=\underline{a P}_{1}\left[u^{(1)}\right]+\underline{a}^{2} P_{2}\left[u^{(1)}\right]+\underline{a}^{3} \underline{p}_{3}\left[u^{(1)}\right]+\underline{a}^{4} p_{4}\left[u^{(1)}\right]+\ldots+ \\
& +P_{1}[\bar{u}]+\underline{a}^{P_{11}}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, \bar{u}\right]+\ldots+ \\
& +P_{2}[\bar{u}]+\underline{a}_{12}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{22}\left[u^{(1)}, \bar{u}\right]+\ldots+P_{3}[\bar{u}]+ \\
& +{ }_{-} P_{13}\left[u^{(1)}, \bar{u}\right]+\ldots+P_{4}[\bar{u}]+\ldots \tag{25.3}
\end{align*}
$$

In these expressions, the integrands of the terms following after $P_{2}[\bar{u}]$ are either of the second order in $\bar{u}$ and contain in that case one or more factors $a$, or they are of higher order in $\overrightarrow{\mathbf{u}}$ and its derivatives. It is, therefore to be expected that these terms are of minor signifioance in comparison to $P_{2}[\bar{u}]$. To prove this supposition, again the Taylor expansion of the integrand $F$ of $P[u]$ with respect to its arguments will be considered. When, for brevity, these arguments are denoted by

$$
y_{\lambda}=\underline{a y}_{\lambda}{ }^{(1)}+\bar{y}_{\lambda}(\lambda=1,2, \ldots 12)
$$

this expansion can be written

$$
\begin{aligned}
& +\sum_{(\mu, \nu)=1}^{12} \frac{1}{2}\left(\frac{\partial^{2}{ }_{F}}{\partial \mathrm{y}_{\mu} \partial \mathrm{y}_{\nu}}\right)_{\underline{a y}_{\lambda}}(1) \overline{\mathrm{y}}_{\mu} \overline{\mathrm{y}}_{\nu}+ \\
& +\sum_{(\mu, \nu, \rho)=1}^{12} \frac{1}{6}\left(\frac{\partial^{3}{ }_{F}}{\partial y_{\mu^{2}} \partial y_{\nu} \partial y_{\rho}}\right)_{\underset{\mathrm{ay}}{\lambda}}{ }^{(1)}+\bar{\theta}_{\lambda} \overline{\mathrm{y}}_{\lambda} \overline{\mathrm{y}}_{\mu} \overline{\mathrm{y}}_{\nu} \overline{\mathrm{y}}_{\rho},\left(0 \leqq \bar{\theta}_{\lambda} \leqq 1\right) .
\end{aligned}
$$

Just as in Sect. 23, the indices of the derivatives of $F$ indicate with respect to which argument these derivatives are taken. The coefficients of the second order terms in $\bar{Y}_{\lambda}$ can once more be expanded in a Taylor geries with respect to a

$$
\begin{aligned}
\left(\frac{\partial^{2} F}{\partial y_{\mu} \partial y_{\nu}}\right)_{\underline{a y}}(1) & =\left(\frac{\partial^{2} F}{\partial y_{\mu} \partial y_{\nu}}\right)_{0}+\underline{a}\left\{\frac{d}{d \underline{a}}\left(\frac{\partial^{2} F}{\partial v_{\mu} \partial y}\right)_{\underline{a y}}(1)\right)_{\theta_{\underline{a}}}= \\
& =\left(\frac{\partial^{2}{ }_{F}}{\partial y_{\mu} \partial y_{\nu}}\right)_{0}+\underline{a} \sum_{\rho=1}^{12}\left(\frac{\partial^{3} F}{\partial y_{\mu} \partial y_{\nu} \partial y_{\rho}}\right)_{\theta_{\underline{a} y_{\lambda}}(1)} y_{\rho}^{(1)},(0 \leq \theta \leq 1) .
\end{aligned}
$$

so that the expansion of $F$ can also be written in the form

$$
\begin{align*}
F i g u^{(1)} & +\bar{u}]=(F)_{a y_{\lambda}}(1)+\sum_{\mu=1}^{12}\left(\frac{\partial \mathrm{~F}}{\partial y_{\mu}}\right)_{a y_{\lambda}}(1) \overline{\mathrm{y}}_{\mu}+ \\
& +\sum_{(\mu, \nu)=1}^{12} \frac{1}{2}\left(\frac{\partial^{2} F}{\partial \mathrm{y}_{\mu} \partial \mathrm{y}_{\nu}}\right)_{0} \overline{\mathrm{y}}_{\mu} \overline{\mathrm{y}}_{\nu}+\overline{\mathrm{n}} \tag{25.4}
\end{align*}
$$

in which

$$
\begin{aligned}
\overline{\mathrm{R}}= & \sum_{(\mu, \nu)=1}^{12}\left(\frac{1}{2} \mathrm{a} \sum_{\rho=1}^{12}\left(\frac{\partial^{3} \mathrm{~F}^{\prime}}{\partial \mathrm{y}_{\mu} \partial \mathrm{y}_{\nu} \partial \mathrm{y}_{\rho}}\right)_{\theta \mathrm{ay}}{ }^{(1)}{ }^{\mathrm{y}_{\rho}}{ }^{(1)}+\right. \\
& +\frac{1}{6} \sum_{\rho=1}^{12}\left(\frac{\partial^{3} \mathrm{~F}}{\partial \mathrm{y}_{\mu} \partial \mathrm{y}_{\nu} \partial \mathrm{y}_{\rho}}\right) \underline{\mathrm{ay}}_{\lambda}^{(1)}+{\overline{\theta_{\lambda}} \overline{\mathrm{y}}_{\lambda}}^{\left.\mathrm{y}_{\mu}\right\}} \overline{\mathrm{y}}_{\mu} \overline{\mathrm{y}}_{\nu}=\sum_{(\mu, \nu)=1}^{12} \overline{\mathrm{~A}}_{\mu \nu} \overline{\mathrm{y}}_{\mu} \overline{\mathrm{y}}_{\nu} \cdot(\mathbf{2 5}, 5)
\end{aligned}
$$

By a mutual comparison of the order of the functions and their derivatives, the contributions in (2E.4)

$$
(F)_{\underline{a y}_{\lambda}}^{(1)} \text { and } \sum_{\mu=1}^{12}\left(\frac{\partial F}{\partial y_{\mu}}\right)_{\mathrm{ay}_{\lambda}}(1) \overline{\mathrm{y}}_{\mu}
$$

can be identified as the integrands of

$$
\begin{aligned}
& \mathfrak{a P}_{1}\left[u^{(1)}\right]+\mathfrak{a}^{2} P_{2}\left[u^{(1)}\right]+\underline{a}^{3} P_{3}\left[u^{(1)}\right]+a^{4} P_{4}\left[u^{(1)}\right]+\ldots \text { and } \\
& P_{1}[\bar{u}]+\underline{a P}_{11}\left[u^{(1)}, \bar{u}\right]+a^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+a^{3} P_{31}\left[u^{(1)}, \bar{u}\right]+\ldots
\end{aligned}
$$

in (25.3) respectively. By comparison to (23.2), it appears that

$$
\sum_{(\mu, \nu)=1}^{12} \frac{1}{2}\left(\frac{\partial^{2} F}{\partial y_{\mu} \partial y_{\nu}}\right)_{0} \bar{y}_{\mu} \bar{y}_{\nu}=F_{2}|\bar{u}|
$$

is the integrand of $P_{2}[\bar{u}]$ in (25.3). Consequently, the remainder $\overline{\mathbf{K}}$ must de equal to the integrand of the remalning part of (25.3)

$$
\begin{aligned}
& {\underset{\sim}{\mathrm{a}}}_{12}\left[\mathrm{u}^{(1)}, \bar{u}\right]+\underline{\mathrm{a}}^{2} \mathrm{P}_{22}\left[\mathrm{u}^{(1)}, \bar{u}\right]+\ldots+\mathrm{P}_{3}[\bar{u}]+\underset{\underline{a}}{ } \mathrm{P}_{1 ; 3}\left[n^{(1)}, \bar{u}\right]+ \\
& +\ldots+p_{4}[\bar{u}]+\ldots .
\end{aligned}
$$

The coefficients $\bar{A}_{\mu \nu}$ can be made arbitrarily small by the choice of sufficiently small values for $\bar{A}, \overline{\mathbf{B}}$ and $\bar{b}$ (the bounds of the absolute values of $\underline{a}, \bar{u}_{i}$ and $\left.\frac{\partial \bar{u}_{i}}{\partial \bar{x}_{j}}\right)$. Hence it can be shown in exactly the samm way as in Sect. 23 , that for an arbitrarily small positive constant $\beta$ the remainder murt satisfy

$$
|\overline{\mathrm{K}}| \leq \beta \mathrm{G}[\overline{\mathrm{u}}],
$$

in which $G[\bar{u}]$ stands for the integrand of $T_{2}[\bar{u}]$. For the integrals in that case it follows that

$$
\begin{aligned}
\mid \underline{a P}_{12}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{2} p_{22}\left[u^{(1)}, \bar{u}\right] & +\ldots+P_{3}[\bar{u}]+\underline{a P}_{13}\left[u^{(1)}, \bar{u}\right]+ \\
& +\ldots+p_{4}[\bar{u}]+\ldots \mid \leq \beta T_{2}[\bar{u}]
\end{aligned}
$$

As

$$
P_{2}[\bar{u}] \geqq \omega_{2} T_{2}[\bar{u}]
$$

and with $\omega_{2}>0$ another arbitrarily small positive constant $\gamma=\beta / \omega_{2}$ can be defined such that

$$
\begin{gather*}
\underline{a r}_{12}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{22}\left[u^{(1)}, \bar{u}\right]+\ldots+P_{3}[\bar{u}]+\underline{a p}_{13}\left[u^{(1)}, \bar{u}\right]+ \\
\left.+\ldots+P_{4}[\bar{u}]+\ldots{ }_{y}\right]{ }_{\gamma}[\bar{u}] . \tag{25.6}
\end{gather*}
$$

Inequality (25.6) gives the confirmation of and exact formulation of the conjecture stated earlier, that the terms following $P_{2}[\vec{u}]$ in (25.3) are only of minor importance. In (25.3) several simplifications can yet be introduced. Due to (22.3)

$$
P_{1}\left[u^{(1)}\right]=P_{1}[\bar{u}]=0
$$

and as $\omega_{1}=0$ (see (22.5)) it follows that

$$
p_{2}\left[u^{(1)}\right]=0
$$

After use of the side condition for the functions $\bar{u}$ it follows from (22.9)

$$
p_{i 1}\left[u^{(1)}, \bar{u}\right]=\omega_{i} T_{i i}\left\lceil^{(1)}, \bar{u}\right]=0 ;
$$

while in (25.1), the requirement already was imposed that

$$
P_{3}\left[u^{(1)}\right]=0
$$

With these simplifications and with use of (25.6) for $P[u]$, the following inequalities hold
$P[u] \geq \underline{a}^{4} \mathbf{P}_{4}\left[u^{(1)}\right]+\ldots+\underline{a}^{2} \mathbf{P}_{21}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{3} \mathbf{P}_{31}\left[u^{(1)}, \bar{u}\right]+$

$$
\begin{equation*}
+\ldots+(1-\gamma) P_{2}[\bar{u}] \tag{25.7}
\end{equation*}
$$

$P[u] \leqq \underline{a}^{4} \mathrm{P}_{4}\left[\mathrm{u}^{(1)}\right]+\ldots+\mathbf{a}^{2} \mathrm{P}_{21}\left[\mathrm{u}^{(1)}, \bar{u}\right]+{\underset{\mathrm{a}}{ }}^{3} \mathrm{P}_{31}\left[\mathrm{u}^{(1)}, \bar{u}\right]+$

$$
\begin{equation*}
+\ldots+(1+\gamma) P_{2}[\bar{u}] \tag{25.8}
\end{equation*}
$$

For the derivation from (25.7) and (25.8) of the necessary and sufficient conditions for stability, the minimum will be determined of the expression

$$
\begin{equation*}
\underline{a}^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+\underline{a}^{3} p_{31}\left[u^{(1)}, \bar{u}\right]+\ldots+\alpha P_{2}[\bar{u}] \tag{25.9}
\end{equation*}
$$

Here, $\underline{\text { a }}$ is a constant and due consideration must be given to the side coudition

$$
\begin{equation*}
\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \overline{\mathrm{u}}\right]=0 \tag{25.10}
\end{equation*}
$$

whereas $\alpha$ is a positive constant which replaces $1-\gamma$ in (25.7) and $1+\gamma$ in (25.8).

Let $\overline{\mathrm{u}}=\bar{\varphi}$ be the vector function for which the minimum is obtained. Then, with an arbitrary kinematically possible vector function $\eta$ which satisfies

$$
\begin{equation*}
\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \eta\right]=0 \tag{25.11}
\end{equation*}
$$

and an arbitrary constant $\epsilon$ the inequality

$$
\begin{aligned}
& \mathrm{a}^{2} \mathbf{P}_{21}\left[\mathbf{u}^{(1)}, \bar{\varphi}+\epsilon \eta\right]+\underline{a}^{3} \mathrm{P}_{31}\left[\mathbf{u}^{(1)}, \bar{\varphi}+\epsilon \eta\right]+\ldots+ \\
& \quad+\alpha \mathbf{P}_{2}[\bar{\varphi}+\epsilon \eta] \geqq \underline{a}^{2} \mathbf{P}_{21}\left[u^{(1)}, \bar{\varphi}\right]+\underline{a}^{3} \mathbf{P}_{31}\left[\mathbf{u}^{(1)}, \bar{\varphi}\right]+\ldots+\alpha \mathbf{P}_{2}[\bar{\varphi}]
\end{aligned}
$$

should be satisfied. After development of the left hand side

$$
\left.\epsilon \mid \underline{\mathbf{a}}^{2} \mathbf{P}_{21}\left[\mathbf{u}^{(1)}, \eta\right]+\underline{\mathbf{a}}^{3} \mathbf{R}_{31}\left[\mathbf{u}^{(1)}, \eta\right]+\ldots+\alpha \mathbf{P}_{11}[\bar{\varphi}, \eta]\right\}+\epsilon^{2} \alpha \mathbf{P}_{2}[\eta] \geqq 0
$$

This inequality can only be satisfied for arbitrary values of $\epsilon$, if for every function $\eta, \overline{\mathbf{u}}=\bar{\varphi}$ satisfies

$$
\begin{equation*}
\underline{a}^{2} \mathbf{P}_{21}\left[u^{(1)}, \eta\right]+\underline{a}^{3} \mathbf{P}_{31}\left[u^{(1)}, \eta\right]+\ldots+\alpha P_{11}[\bar{u}, \eta]=0 . \tag{25.12}
\end{equation*}
$$

However, this condition is also sufficient as $P_{2}[\eta] \geqslant 0$.

Due to the restriction (25.11) for the functions $\eta$, (25.12) is not yet equivalent to a system of differential equations and boundary conditions of the functions $\bar{u}$. In order to obtain this equivalence, the left hand side of (25.12) is calculated by means of a replacement of the functions $\eta$ by the kinematically possible functions $\boldsymbol{\zeta}$ not subjected to the restriction (25.11). For these latter functions it can again be stated that

$$
\xi=\operatorname{tu}^{(1)}+\eta \text { with } T_{11}\left[u^{(1)}, \eta\right]=0 \text { and } t=\frac{T_{11}\left[u^{(1)}, \zeta\right]}{2 T_{2}\left[u^{(1)}\right]}
$$

Substitution in the left hand side of (25.12) yields after some development

$$
\begin{align*}
& \underline{a}^{2} P_{21}\left[u^{(1)}, \zeta\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, \zeta\right]+\ldots+\alpha P_{11}[\bar{u}, \zeta]= \\
& =t\left|\underline{a}^{2} P_{21}\left[u^{(1)}, u^{(1)}\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, u^{(1)}\right]+\ldots+\alpha P_{11}\left[\bar{u}, u^{(1)}\right]\right|+ \\
& \quad+\underline{a}^{2} P_{21}\left[u^{(1)}, \eta\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, \eta\right]+\ldots+a P_{11}[\bar{u}, \eta] . \tag{25.13}
\end{align*}
$$

In agrcement with (22.8) the following identities exist

$$
P_{21}\left[u^{(1)}, u^{(1)}\right]=3 P_{3}\left[u^{(1)}\right], P_{31}\left[u^{(1)}, u^{(1)}\right]=4 P_{4}\left[u^{(1)}\right] \text { etc. }
$$

Application of (22.9) for $u=u^{(1)}, \omega=\omega_{1}$ and $\zeta=\bar{u}$ yields with use of (25.10)

$$
P_{11}\left[u^{(1)}, \bar{u}\right]=\omega_{1} T_{11}\left[u^{(1)}, \bar{u}\right]=0
$$

Yet, if use is made also of (25.12), it follows from (25.13) that

$$
\begin{aligned}
& \underline{a}^{2} \underline{F}_{21}\left[u^{(1)}, \zeta\right]+\underline{a}^{3} \underline{p}_{31}\left[u^{(1)}, \zeta\right]+\ldots+\alpha \mathbf{P}_{11}[\bar{u}, \zeta!+ \\
& \\
& \left.-t \mid 3 a^{2} \mathbf{P}_{3}\left[u^{(1)}\right]+4 \underline{a}^{3} \mathbf{P}_{4}\left[u^{(1)}\right]+\ldots\right\}=0,
\end{aligned}
$$

or after elimination of tine value $t$ and use of (25.1)

$$
\begin{align*}
\underline{a}^{2} P_{21}\left[u^{(1)}, \zeta\right] & +\underline{a}^{3} p_{31}\left[u^{(1)}, \zeta\right]+\ldots+ \\
& -\frac{4 a^{3} p_{4}\left[u^{(1)} 1+\ldots\right.}{2 T_{2}\left[u^{(1)}\right]} T_{11}\left[u^{(1)}, \zeta\right]+\alpha P_{11}[\bar{u}, \zeta]=0 \tag{25.14}
\end{align*}
$$

From equation (25.14) a system of differential equations and boundary conditions can be derived in the same manner as the equations of motion could be derived from Hamilton's principle in Sect. 13. These equations, together with condition (25.10), possess at most one solution. For, if $\varphi^{\prime}$ and $\varphi^{\prime \prime}$ were two different solutions, (25.10) and (25.14) would both be satisfied by $\varphi^{\prime}$ as well as by $\varphi^{\prime \prime}$. Subtraction then ylelds the relations

$$
\begin{array}{r}
\mathrm{P}_{11}\left[\varphi^{\prime}, \zeta\right]-\mathrm{P}_{11}\left[\varphi^{\prime \prime}, \zeta\right]=\mathrm{P}_{11}\left[\varphi^{\prime}-\varphi^{\prime \prime}, \zeta\right]=0, \\
\mathrm{~T}_{11}\left[\mathrm{u}^{(1)}, \varphi^{\prime}\right]-\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \varphi^{\prime \prime}\right]=\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \varphi^{\prime}-\varphi^{\prime \prime}\right]
\end{array}=0, ~ \$
$$

from which with (22.8) and $\zeta=\varphi^{\prime}-\varphi^{\prime \prime}$ it should follow that

$$
\mathbf{P}_{2}\left[\varphi^{\prime}-\varphi^{\prime \prime}\right]=0 \text { and } \mathrm{T}_{11}\left[\mathbf{u}^{(1)}, \varphi^{\prime}-\varphi^{\prime \prime}\right]=0,
$$

which contradicts the assumption $\omega_{2}>0$ (see (24.4)). That the solution of equstions (25.14) and (25.10) indeed determine a minimum was already stated above.

Equations (25.14) and (25.10) are linear in the unknown functions $\bar{u}$, so that its solution can be written in the form

$$
\begin{equation*}
\bar{\varphi}=\frac{1}{\alpha}\left(\underline{a}^{2} \varphi^{(2)}+\underline{a}^{3} \varphi^{(3)}+\ldots\right) \tag{25.15}
\end{equation*}
$$

in which $\varphi^{(2)}, \varphi^{(3)}$ etc. are the solutions of the equations

$$
\begin{align*}
& P_{21}\left[u^{(1)}, \xi\right]+\ldots . \quad+P_{11}[\bar{u}, \xi]=0 ; \\
& \mathrm{T}_{11}\left(\mathrm{u}^{(1)}, \overline{\mathrm{u}}\right]=0 .  \tag{25.16}\\
& \Gamma_{31}\left[u^{(1)},: s\right]-\frac{4 P_{4}\left[u^{(1)}\right]}{2 T_{2}\left[u^{(1)}\right]} T_{11}\left[u^{(1)}, \underline{t}\right]+\mathrm{K}_{11}[\bar{u}, t]=0 ; \\
& T_{11}\left[u^{(1)}, \bar{u}\right]=0 . \tag{25.17}
\end{align*}
$$

The functions $\varphi^{(2)}, \varphi^{(3)}$, etc. are independent of $a$, so that there is always a possibility to choose the constant A so small that the inequality $|\underline{a}|<A$ leads to the inequalities $\left|\bar{\varphi}_{i}\right|<\bar{g}_{\text {: }}$ and $\left|\frac{\partial \bar{\varphi}_{i}}{\partial \bar{X}_{j}}\right|<\overline{\mathrm{h}}$; with this it has been proved that the functions $\overline{\boldsymbol{\varphi}}$ also belong to the class of functions $\overline{\mathbf{u}}$ which are admitted for the analysis of $P[u]$.

The calculation of the minimum of (25.9) can still be simplified if use is made of
(25.14) for $t=\bar{\phi}$

$$
\underline{a}^{2} \mathbf{P}_{21}\left[\mathbf{u}^{(1)} ; \bar{\varphi}\right]+\underline{a}^{3} \mathbf{P}_{31}\left[u^{(1)}, \bar{\varphi}\right]+\ldots=-\alpha \mathbf{P}_{11}[\bar{\varphi}, \bar{\varphi}]=-2 \alpha \mathbf{P}_{2}[\bar{\varphi}]
$$

so that the desired minimum is

$$
-\alpha P_{2}[\bar{\varphi}]=\frac{1}{2}\left\{\underline{a}^{2} \mathbf{P}_{\underline{21}}\left(u^{(1)}, \bar{\varphi}\right]+\underline{a}^{3} \bar{p}_{3 i}\left[u^{(1)}: \bar{\varphi}\right]+\ldots\right\}
$$

By use of (25.15) this expression can be written as

$$
\begin{align*}
&-\alpha P_{2}[\bar{\varphi}]=-\alpha P_{2} {\left[\frac{1}{\alpha}\left(\underline{a}^{2} \varphi^{(2)}+\underline{a}^{3} \varphi^{(3)}+\ldots\right)\right]=} \\
&=-\frac{1}{\alpha}\left\{\underline{a}^{4} P_{2}\left[\varphi^{(2)}\right]+\underline{a}^{5} \mathbf{P}_{11}\left[\varphi^{(2)}, \varphi^{(3)}\right]\right.+\underline{a}^{6}\left(P _ { 1 1 } \left[\varphi^{(2)}, \varphi\right.\right. \\
&+\mathbf{P}_{2}\left[\varphi^{(4)}\right]+  \tag{25.18}\\
&
\end{align*}
$$

Substitution of the minimum (25.18) in the inequalities (25.7) and (25.8) yields
$F[u] \geqq \underline{a}^{4}\left\{P_{4}\left[u^{(1)}\right]-\frac{1}{1-\gamma} P_{2}\left[\phi^{(2)}\right]\right\}+$

$$
\begin{equation*}
+\underline{a}^{5}\left\{p_{5}\left(u^{(1)}\right]-\frac{1}{1-\gamma} p_{11}^{\left[\varphi^{(2)}, \varphi^{(3)}\right]}\right\}+\ldots \tag{25.10}
\end{equation*}
$$

$\operatorname{Min} P[u]($ with $a=$ const. $) \leq \underline{a}^{4}\left\{P_{4}\left[u^{(1)}\right]-\frac{1}{1+\gamma} P_{2}\left[\varphi^{(2)}\right]\right\}+$

$$
\begin{equation*}
+\underline{a}^{5}\left\{P_{5}\left[u^{(1)}\right]-\frac{1}{1+\gamma} P_{11}\left[\varphi^{(2)}, \varphi^{(3)}\right]\right\}+\ldots \tag{25.20}
\end{equation*}
$$

Here $1+\gamma^{\prime}$ and $1-\gamma$ has been reintroduced for the parameter $\alpha$.

If, for brevity

$$
\begin{equation*}
P_{4}\left[u^{(1)}\right]-P_{2}\left[\varphi^{(2)}\right]=A_{4} \tag{25.21}
\end{equation*}
$$

then it follows: at the stability limit equilibrium is

$$
\left.\begin{array}{rlll}
\text { stable, } & \text { if } & A_{4} & >  \tag{25:22}\\
\text { unstable, } & \text { if } & A_{4} & <0
\end{array}\right\}
$$

If the first condition is satisfied, there is always a possibility to choose $\gamma$ so small that at the saüe time whth $\mathrm{A}_{4}$

$$
P_{4}\left[u^{(1)}\right]-\frac{1}{1-\gamma} P_{2}\left[\varphi^{(2)}\right]
$$

is also positive. One the other hand, if $A_{4}$ is negative, $\gamma$ can be chosen so small that

$$
\mathbf{P}_{4}\left[u^{(1)}\right]-\frac{1}{1+\gamma} \mathbf{F}_{2}\left[\Phi^{(2)}\right]
$$

is also negative. Only the limit case with $A_{4}$ equal to zero does this expression fail to give a decision about stability. In general, the solution $\bar{u}=\varphi^{(2)}$ of (25.16) is also dependent on the form which has been chosen for the integrand of $T_{2}[u]$. That $\mathbf{A}_{4}$, the factor which determines stability is not influenced by this, follows from comparison of the solutions $\bar{u}$ and $\bar{u}$ ' corresponding to the integrals of the different forms $T_{2}[u]$ and $T_{2}^{\prime}[u]$. Subtraction of the equations (25.16) governing both solutions yields

$$
\begin{equation*}
\mathbf{P}_{11}\left[\overline{\mathrm{u}}-\bar{u}^{\prime}, \zeta\right]=0, \tag{25.23}
\end{equation*}
$$

from which it can be concluded that

$$
\begin{equation*}
\overline{\mathbf{u}}-\overline{\mathbf{u}}^{\prime}=\mathrm{cu}{ }^{(1)} ; \tag{25.24}
\end{equation*}
$$

where c. is an arbitrary constant. If (25.23) also possessed a solution $\bar{u}-\bar{u}{ }^{\prime}$ different from (25.24), then it would again be possible to state

$$
\overline{\mathbf{u}}-\bar{u}^{\prime}=\mathrm{tu}^{(1)}+\overline{\bar{u}} \text { with } \mathbf{T}_{11}\left[\mathbf{u}^{(1)}, \overline{\bar{u}}\right]=0,
$$

from which it follows that (see 24.14)

$$
P_{11}[\overline{\bar{u}}, \zeta]=0, T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0
$$

Then, for $\boldsymbol{\zeta}=\overline{\bar{u}}$ it would hold that

$$
P_{11}[\overline{\bar{u}}, \overline{\bar{u}}]=2 P_{2}[\overline{\bar{u}}]=0, T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0,
$$

which contradicts the assumption that $\omega_{2}>0$. With (25.24) it finally follows that

$$
\begin{aligned}
A_{4}-A_{A_{2}} & =-P_{2}[\bar{u}]+P_{?}\left[\bar{u}-c u^{(1)}\right]= \\
& =-P_{2}[\bar{u}]+P_{2}[\bar{u}]-\mathrm{cP}_{11}\left[\bar{u}, u^{(1)}\right]+c^{2} P_{2}\left[u^{(1)}\right]=0 .
\end{aligned}
$$

It is noticed also that for the calculation of $\varphi^{(2)}$ and $A_{4}$ no use is made of the assumption that the integrand of $T_{2}[4]$ is positive definite. Consequentily the same result will be obtained for $A_{4}$ if this assumption has not been made provided that the integral of $T_{2}[u]$ is still positive definite. This greater freedom in the choice of $\mathrm{T}_{2}[\mathrm{u}]$ shall be of use for the application of the theory (see Sect. 23).
26. APPLICATION OF THE CRITERION (25.22)

For the application of the criterion (25.22) only the knowledge of the functions $\varphi^{(2)}$ is required, so that only the system of differential equations and boundary conditions resulting from ( 25.16 ) must be solved. The differential equations and boundary conditions again can be derived from (25.16) in a manner analogous to that described in Sect. 13.

When the complete system of eigenfunctions $u^{(h)}$ is known, this solution can most simply be carried out by expansion of $\varphi^{(2)}$ as well as $t$ in ceries of these eigenfunctions. In this way, the derivation of the differential equations and boundary conditions will not be needed

$$
\begin{equation*}
\varphi^{(2)}=\sum_{h=1}^{\infty} c_{h} u^{(h)}, \xi=\sum_{h=1}^{\infty} d_{h} u^{(h)} \tag{26.1}
\end{equation*}
$$

The second relation (25.16) yields after use of (24.11)

$$
T_{11}\left[u^{(1)}, \sum_{h=1}^{\infty} c_{h} u^{(h)}\right]=2 c_{1} T_{2}\left[u^{(1)}\right]=0 \text { or } c_{1}=0
$$

while the first equation (25.16) becomes

$$
\sum_{h=1}^{\infty} d_{h} p_{21}\left\{i^{(1)}, u^{(h)}\right\}+\sum_{h=1}^{\infty} \sum_{k=1}^{\infty}{ }_{k} c_{k} p_{11}{ }^{\left[u^{(k)} ; u^{(h)}\right]}=0
$$

or with use of (24.10) and (24.12)

$$
\sum_{h=1}^{\infty} d_{h} P_{21}\left[u^{(1)}, u^{(h)}\right]+\sum_{h=1}^{\infty} 2 d_{h} c_{h} \omega_{h} c=0
$$

The latter equation can only be satisfied for arbitrary values of $d_{h}$ if, for $h \geqslant 2$

$$
\begin{equation*}
c_{h}=-\frac{1}{2 \omega_{h}} c^{P_{21}\left[u^{(1)}, u^{(h)}\right]} \tag{26.2}
\end{equation*}
$$

The condition for $h=1$ is already satisfied because

$$
P_{21}\left[u^{(1)}, u^{(1)}\right]=3 P_{3}\left[u^{(1)}\right]=0 \text { and } \omega_{1}=0
$$

For $A_{4}$ it is found that (see (25.21))

$$
\begin{align*}
A_{4} & \left.=P_{4} \mid u^{(1)}\right]-P_{2}\left[\sum_{h=1}^{\infty} c_{h} u^{(h)}\right]= \\
= & P_{4}\left[u^{(1)}\right]-\sum_{h=1}^{\infty} c_{h}^{2} p_{2}\left[u^{(h)}\right]-\sum_{h \neq k} c_{h} c_{k} P_{11}\left[u^{(h)}, u^{(k)}\right] ; \tag{26.3}
\end{align*}
$$

the last sum should be calculated for all combinations of $h$ and $k$ such that $h \neq k$. With use of $(24.10),(24.12)$ and $(26.2)$ the result is

$$
\begin{equation*}
A_{4}=p_{4}\left[u^{(1)}\right]-\frac{1}{4 C} \sum_{h=2}^{\infty} \frac{1}{\omega_{h}}\left\{\left.p_{21}\left[u^{(1)}, u^{(h)}\right]\right|^{2}\right. \tag{26.4}
\end{equation*}
$$

However, this consideration has more than a formal significance only if the posisibility of the series expansion and the admissibility of the operations applied on these series has been established.

In many cases, the system of eigenfunctions is not completely known and an exact solution also in a different manner, will appear to be impossible. An approximate solution at least must be possible for such cases since (25.15) represents the solution of the minimum problem (25.9). Ir (25.9), after substitution of (25.15), is expanded and rearranged according to increasing powers of a (this expansion starts with the fourth power of a $^{\text {) , then the function }} \varphi^{(2)}$ dstermined by (25.16) appears also to be the solution of the minimum problem

$$
\begin{gather*}
P_{21}\left[u^{(1)}, \bar{u}\right]+P_{2}[\bar{u}]=\text { minimum under the side condition } \\
\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \overline{\mathrm{u}}\right]=0 \tag{26.6}
\end{gather*}
$$

In that case it is obvious that an approximate solution of problem (26.5) can be found for instance, by means of Ritz's method [30]. It is inherent in this method that the approximation of the minimum of $(26.5)$ thus found is greater than the exact minimum. For the exact solution, it follows from (25.16) for $\zeta=\varphi^{(2)}$ that

$$
\begin{equation*}
\mathbf{P}_{21}\left[\mathbf{u}^{(1)}, \varphi^{(2)}\right]+\mathbf{P}_{2}\left[\varphi^{(2)}\right]=-\mathbf{P}_{2}\left[\varphi^{(2)}\right] \tag{26.6}
\end{equation*}
$$

Hence the approximate minimum of (26.5) is at the same time an approximation (too large) for $-\mathrm{P}_{2}\left[\varphi^{(2)}\right]$. The expression

$$
\begin{equation*}
P_{4}\left[u^{(1)}\right]+P_{21}\left[u^{(1)}, \bar{u}\right]+P_{2}[\bar{u}] \tag{26.7}
\end{equation*}
$$

in which $\overline{\mathbf{u}}$ is the approximate solution of (26.5), then also yields a too great, approximate, value of $A_{4}$. Therefore, stability will always be overestimated by use of (26.7) instead of (25.21). If, in a certain case, the expression (26.7) would turn
out to be negative, i.e., according to the approximation equilibrium would be unstable,
 (26.7) does not always imply that equilibrium is stable.

## 27. SPECIAL CASES

In the foregoing, stability at the stability limit was analysed under the assumption that the solution $\omega_{2}$ of the problem (24.4) is positive. Along with this, as necessary conditions for stability were found to be that (see (25.1), (25.22) and (26.6))

$$
\begin{align*}
A_{3} \equiv P_{3}\left[u^{(1)}\right] & =0 ; A_{4}=P_{4}\left[u^{(1)}\right]-P_{2}\left[\varphi^{(2)}\right]= \\
& \left.=P_{4}\left[u^{(1)}\right]+P_{21}\left[u^{(1)}, \varphi^{(2)}\right]+P_{2}^{\left[\varphi^{(2)}\right.}\right] \geq 0 \tag{27.1}
\end{align*}
$$

which conditions are at the same time sufficient if in the second condition the upper gign holds. It hes yet to be investigated which additions to these conditions will be needad if $A_{4}=0$ or $\omega_{2}=0$.

### 27.1 The Case $A_{4}=0$

For the analysis of this special case the assumption $\omega_{2}>0$ will be maintained. According to the considerations of Sect. 25

$$
u=\underline{a u}^{(1)}+\bar{u} \text { with } T_{11}\left[u^{(1)}, \bar{u}\right]=0
$$

Thus by use of (25.16), the functions $\overline{\mathbf{L}}$ presently are written

$$
\begin{equation*}
\overline{\mathrm{u}}=\underline{\mathrm{a}}^{2} \varphi^{(2)}+\overline{\overline{\mathrm{u}}} \text { with } \mathrm{T}_{11}{ }^{\left[\mathrm{u}^{(1)}\right.}, \overline{\overline{\mathrm{u}}]}=0 \tag{27.2}
\end{equation*}
$$

Introduction of (27.2) in (25.3) yields after some reduction

$$
\begin{aligned}
& P[u]=\underline{a}^{5}\left\{P_{5}\left[u^{(1)}\right]+P_{31}\left[u^{(1)}, \varphi^{(2)}\right]+P_{12}\left[u^{(1)}, \varphi^{(2)}\right]\right\}+
\end{aligned}
$$

$$
\begin{align*}
& +\ldots+\underline{a}^{3}\left\{P_{31}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{111}{ }^{\left[u^{(1)}, \varphi^{(2)}, \overline{\bar{u}}\right]}\right\}+ \\
& +\underline{a}^{4}\left\{P_{41}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{211}\left[u^{(1)}, \varphi^{2}, \overline{\bar{u}}\right]+P_{21}\left[\varphi^{(2)}, \overline{\bar{u}}\right]\right\}+ \\
& +\ldots .+P_{2}[\overline{\bar{u}}]+\underline{a}^{\underline{P}}{ }_{12}\left[u^{(1)}, \overline{\bar{u}}\right]+\underline{a}^{2}\left\{P_{22}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{12}\left[\varphi^{(2)}, \overline{\bar{u}}\right]\right\}+ \\
& +\ldots+P_{3}[\overline{\bar{u}}]+{\underset{a}{a}}_{13}\left[{ }^{[1]}, \overline{\bar{u}}\right]+\ldots+P_{4}[\overline{\bar{u}}]+\ldots, \tag{27.3}
\end{align*}
$$

in which use has been made of the identities

$$
\begin{gathered}
P_{1}\left[u^{(1)}\right]=P_{1}\left[\varphi^{(2)}\right]=P_{1}[\bar{u}]=0, \quad P_{2}\left[u^{[1)}\right]=0, \quad P_{3}\left[u^{(1)}\right]=0, \\
A_{4}=P_{4}\left[u^{(1)}\right]+P_{21}\left[u^{(1)}, \varphi^{(2)}\right]+P_{2}\left[\varphi^{(2)}\right]=0,
\end{gathered}
$$

as well as of the equation (25.16) which also holds for $\boldsymbol{\zeta}=\overline{\bar{u}} \ldots$ The integrals belonging to the development of $P_{m n}\left[u^{(1)}, \bar{u}\right]$ for $\bar{u}=\bar{v}+\bar{w}$ are written as $P_{m, n-q, q} q^{\left[u^{(1)}, \bar{v}, \bar{w}\right]}$ analogous to the manner described in (22.8). The integrands of these integrals are homogeneous functions of the order $n-q$ in $\bar{v}$ and its derivatives and of the order $q$ in $w$ and its derivatives. Again, expression (27.3) possesses a minimum for $u \equiv 0$ if and only if it is possible to find a set of positive quantities $A, \overline{\bar{g}}$ and $\overline{\bar{h}}$ such that from the inequalities

$$
\begin{equation*}
|\underline{\underline{a}}|<A, \quad\left|\overline{\bar{u}}_{i}\right|<|\overline{\bar{g}}|,\left|\frac{\partial \overline{\bar{u}}_{i}}{\partial \mathbf{x}_{j}}\right|<\overline{\bar{h}} \tag{27.4}
\end{equation*}
$$

It follows that
$P[u] \geq 0$.

A set of necessary conditions may immediately be derived by the specilization $\overline{\bar{u}}=0$. As all integrals depending on $\overline{\bar{u}}$ then become zero it follows that

$$
\begin{gather*}
A_{5}=P_{5}\left[u^{(1 ;)}\right]+P_{31}\left[u^{(1)}, \varphi^{(2)}\right]+P_{12}\left[u^{(1)}, \varphi^{(2)}\right]=0  \tag{27.5}\\
P_{6}\left[u^{(1)}\right]+P_{41}\left[u^{(1)}, \varphi^{(2)}\right]+p_{\left.22^{\left[\left(u^{(1)}\right.\right.}, \varphi^{(2)}\right]+P_{3}\left[\varphi^{(2)}\right]} \geq 0 \tag{27.6}
\end{gather*}
$$

Since the positive definite integrand of $T_{2}[u]$ can again be assumed to be of the form (23.7), it can be shown in exactly the same manner as in Sect. 25 , that it is possible to choose the quantities $A, \overline{\bar{g}}$ and $\overline{\bar{h}}$ so small that it follows from inequalities (27.4) that the terms after $P_{2}\left[\begin{array}{l}\text { un }\end{array}\right]$ satisfy

$$
\begin{align*}
\mid \underline{a} P_{12}\left[u^{(1)}, \overline{\bar{u}}\right] & +\underline{a}^{2}\left\{P_{22}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{12}\left[\varphi^{(2)}, \overline{\bar{u}}\right] \mid+\ldots+P_{3}[\overline{\bar{u}}]+\right. \\
& +\underline{a} P_{13}\left[u^{(1)}, \overline{\bar{u}}\right]+\ldots+P_{4}[\overline{\bar{u}}]+\ldots \mid \leqq \gamma P_{2}[\overline{\bar{u}}] \tag{27.7}
\end{align*}
$$

Here $\gamma$ is an arbitrarily small positive constant. By use of (27.5) and (27.7) the following inequalities follow for $P[u]$

$$
\begin{align*}
P[u] & \geq \underline{a}^{6}\left\{P_{6}\left[u^{(1)}\right]+P_{41}\left[u^{(1)}, \varphi^{(2)}\right]+P_{\left.22^{\left[u^{(1)}\right.}, \varphi^{(2)}\right]+P_{3}^{\left[\varphi^{(2)}\right]} \mid+}\right. \\
& +\ldots+a^{3}\left|P_{31}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{111}\left[u^{(1)}, \varphi^{(2)}, \overline{\bar{u}}\right]\right|+ \\
& +{\underset{g}{ }}_{4}^{4}\left|P_{41}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{211}\left[u^{(1)}, \varphi^{(2)}, \overline{\bar{u}}\right]+P_{21}\left[\varphi^{(2)}, \overline{\bar{u}}\right]\right|+ \\
& +\ldots+(1-\gamma) P_{2}[\bar{u}] . \tag{27.8}
\end{align*}
$$

$$
\begin{align*}
& \left.P[u] \leq \underline{a}^{\overline{0}} j P_{6}\left[u^{(i)}\right]+P_{41}\left[u^{(i)}, \varphi^{(i \bar{z})}\right]+P_{22^{[(1)}}, \varphi^{(\dot{z})}\right]+P_{3}\left[\varphi^{(z)}\right] \mid+ \\
& \left.\left.+\ldots+\underline{a}^{3} \mid P_{31}\left[{ }^{[1)}, \overline{\bar{u}}\right]+P_{111}^{\left[u^{(1)}\right.}, \phi^{(2)}, \overline{\bar{u}}\right]\right\}+ \\
& \left.+\underline{a}^{4} \mid P_{41}\left[u^{(1)}, \overline{\mathbb{L}}\right]+P_{211}\left[u^{(1)}, \varphi^{(2)}, \bar{u}\right]+P_{21}\left[\varphi^{(2)}, \overline{\bar{u}}\right]\right\}+ \\
& +\ldots+(1+\gamma) P_{2}[\overline{\bar{u}}] . \tag{27.9}
\end{align*}
$$

For the derivation from (27.8) and (27.9) of stability requirements sharper than the already established conditions (27.5) and (27.6), the minimum of the following expression will, as was done in Sect. 25, be determined

$$
\begin{align*}
& \underline{a}^{3}\left|P_{31}\left[u^{(1)}, \overline{\bar{u}}\right]+P_{111}\left[u^{(1)}, \varphi^{(2)}, \overline{\bar{u}}\right]\right|+ \\
& +\quad\left|P_{41}\left[u^{(1)}, \bar{u}\right]+P_{211}\left[u^{(1)}, \varphi^{(2)}, \bar{u}\right]+P_{21}\left[\varphi^{(2)}, \tilde{u}\right]\right|+ \\
& \quad+\ldots+\alpha P_{\left.2^{[\bar{u}}\right]}^{(\bar{u}]} \quad(\alpha>0), \tag{27.10}
\end{align*}
$$

with due consideration of the side condition

$$
\begin{equation*}
\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \overline{\bar{u}}\right]=0 \tag{27.11}
\end{equation*}
$$

and with a considered a constant. As in the derivations in Sect. 25 it is shown that the function $\overline{\bar{u}}=\overline{\bar{\varphi}}$, for which the minimum of $(27.10)$ has been obtained, can be written in the form

$$
\begin{equation*}
\overline{\bar{\varphi}}=\frac{1}{\alpha}\left(\underline{a}^{3} \psi^{(3)}+\underline{a}^{4} \psi^{(4)}+\ldots\right), \tag{27.12}
\end{equation*}
$$

in which $\psi^{(3)}, \psi^{(4)}$ etc. are the solutions of the equations

$$
\begin{align*}
& \left.-\frac{4 \mathrm{P}_{4}\left[\mathrm{u}^{(\mathrm{I})}\right]+2 \mathrm{P}_{21}\left[\mathrm{u}^{(\mathrm{I})}, \varphi^{(2)}\right]}{2 \mathrm{~T}_{2}\left[\mathrm{u}^{(1)}\right]} \mathrm{T}_{11} \mathrm{Ju}^{(1)}, \zeta\right]+\mathrm{P}_{\left.11^{[\bar{u}}, \zeta\right]=0 ;} \\
& T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0 \text {; }  \tag{27.13}\\
& P_{41}\left[u^{(1)}, \zeta\right]+P_{211}\left[u^{(1)}, \varphi^{(2)}, t\right]+P_{21}\left[\varphi^{(2)}, t\right]+ \\
& -\frac{5 P_{5}\left[u^{(1)}\right]+3 P_{31}\left[u^{(1)}, \varphi^{(2)}\right]+P_{12}\left[u^{(1)}, \varphi^{(2)}\right]}{2 T_{2}\left[u^{(1)}\right]} \mathrm{T}_{11}\left[u^{(1)}, \zeta\right]+ \\
& \left.+P_{11}{ }^{(\bar{u}}, \zeta\right]=0 ; T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0 \text {. } \tag{27.14}
\end{align*}
$$

By use of the identity (26.6)

$$
\left.4 P_{4}\left[u^{(1)}\right]+2 P_{21}\left[u^{(1)}, \phi \varphi^{(2)}\right]=4\right\} P_{4}\left[u^{(1)}\right]-P_{2}\left[\varphi^{(2)}\right] \mid=4 A_{4}=0
$$

Hence the set of equations (27.13) can be simplified to

$$
\begin{equation*}
\left.P_{31} \int^{(1)}, \zeta\right]+P_{111}\left[u^{(1)}, \varphi^{(2)}, \xi\right]+P_{11}[\overline{\bar{u}}, \xi]=0 ; T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0 \tag{27.15}
\end{equation*}
$$

Also, the minimum of (27.10) is determined in the same manner as described in Sect. 25. It is found that

$$
-\alpha \mathbf{P}_{2}[\bar{\psi}]=-\frac{1}{\alpha}\left\{\underline{a}^{6} \mathbf{p}_{2}\left[\psi^{(3)}\right]+\underline{a}^{7} \mathbf{P}_{11}\left[\psi^{(3)}, \psi^{(4)}\right]+\ldots \mid,\right.
$$

so that finally from (27.8) and (27.9) it follows that

$$
\begin{align*}
P[u] & \geqq \underline{e}^{6} \mid P_{6}\left[u^{(1)}\right]+P_{41}\left[u^{(1)}, \varphi^{(2)}\right]+P_{22}\left[u^{(1)}, p^{(2)}\right]+P_{3}\left[\varphi^{(2)}\right]+ \\
& -\frac{1}{1-\gamma} P_{2}\left[\psi^{(3)}\right]\left|+\underline{a}^{7}\right| \ldots, \tag{27.16}
\end{align*}
$$

$\operatorname{Min} P[u]($ with $\underset{a}{a}=$ const. $) \leq \underline{a}^{6}\left\{P_{6}\left[u^{(1)}\right]+P_{41}\left[u^{(1)}, \varphi^{(2)}\right]+\right.$

$$
\begin{equation*}
+P_{22}\left[u^{(1)}, \varphi^{(2)}\right]+P_{3}\left[\varphi^{(2)}\right]-\frac{1}{1+\gamma^{\prime}} P_{2}\left[\psi^{(3)}\right]\left|\cdot+\underline{a}^{7}\right| \ldots \tag{27.17}
\end{equation*}
$$

If, for brevity

$$
P_{6}\left[u^{(1)}\right]+P_{41}\left[u^{(1)}, \varphi^{(2)}\right]+P_{22^{[ }}\left[u^{(1)}, \varphi^{(2)}\right]+P_{3}\left[\varphi^{(2)}\right]-P_{2^{\prime}}\left(\psi^{(3)}\right]=A_{6},
$$

then it follows, again analogous to the derivations in Sect. 25, that equilibrium is stable or unstable depending on whether $A_{6}$ is positive or negative. Only if $A_{6}=0$ does the form (27.18) fails to yield a final decision about stability. In that case the investigation must be continued; this can be done by the introduction of

$$
\overline{\bar{u}}=\underline{a}^{3} \psi^{(3)}+\overline{\bar{u}} \text { with } T_{11}\left[u^{(1)}, \overline{\bar{u}}\right]=0 .
$$

Then, the analysis proceeds further analogous to the foregoing.

### 27.2 The Case of $\omega_{2}=0$

 positive. If one writes $u^{(2)}=v^{(1)}$ in behalf of a more symmetrical notation then for an arbitrary kinematically admissible function $u$, it is possible to set

$$
\begin{equation*}
u=\underline{a} \underline{u}^{(1)}+b v^{(1)}+\bar{u} \text { with } T_{11}\left[\dot{u}^{(1)}, \bar{u}\right]=T_{11}\left[v^{(1)}, \bar{u}\right]=0 \tag{27.19}
\end{equation*}
$$

in a manner analogous to (24.1). The possibility of this separation again can be shown by calculation of the constants $\underline{a}$ and $b$. Substitution of (27.19) in (22.1) with $P_{1}[u]=0$ yields

$$
\begin{gather*}
\mathbf{P}[u]=P_{2}\left[\underline{a} u^{(1)}+b v^{(1)}+\mathbb{u}\right]+P_{3}\left[\underline{a} u^{(1)}+b v^{(1)}+\bar{u}\right]+ \\
+P_{4}\left[\underline{a} u^{(1)}+b v^{(1)}+\bar{u}\right]+\ldots \tag{27.20}
\end{gather*}
$$

In general, for an integral $S_{m}[z]$ the following expansion holds for $z=u+v+w$

$$
\begin{equation*}
\mathbf{S}_{\mathrm{m}}[u+v+w]=\sum_{\alpha+\beta+\gamma=\mathrm{m}} \mathrm{~S}_{\alpha, \beta, \gamma}[u, v, w] \tag{27.21}
\end{equation*}
$$

where the integrand of $S_{m}[z]$ is an homogeneous and complete function of the order $m$ in the argument functions $z$ and their derivatives.
$\mathbf{S}_{\left.\alpha, \beta ; j^{[u}, v, w\right]}$ is the integral of all terms which arise from the development of the integrand of $S_{m}[u+v+w]$ and they are homogeneous, of the order $\alpha, \beta$ and $\gamma$ in the functions $u, v, w$ and their derivatives respectively. For brevity the following. notations are used

$$
S_{o, \beta, \gamma}[u, v, w]=S_{\beta, \gamma}[v, w] ; S_{0,0, m}[u, v, w]=S_{m}[w]
$$

Furthermore the symmetry relations

$$
s_{\alpha, \beta, \gamma}[u, v, w]=s_{\beta, \alpha, \gamma}[v, u, w] \text { etc. }
$$

hold together with the relations corresponding to (22.8)

$$
\begin{gathered}
S_{\alpha, \beta, \gamma}[u, u, w]=\binom{\alpha+\beta}{\beta} S_{\alpha+\beta, \gamma}[u, w] \\
\left.S_{\alpha, \beta, \gamma} \mid u, u, u\right]=\binom{\alpha+\beta}{\beta}\binom{\alpha+\beta+\gamma}{\gamma} S_{\alpha+\beta+\gamma[u]=\frac{m!}{\alpha!\beta!\gamma!} s_{m}[u] .} .\left[\begin{array}{c} 
\\
\end{array}\right) .
\end{gathered}
$$

By use of (27.21), (27.20) can be written

$$
\begin{align*}
& P[u]=\underline{a}^{3} p_{3}\left[u^{(1)}\right]+\underline{a}^{2} b P_{21}\left[u^{(1)}, v^{(1)}\right]+\underline{a b}^{2} P_{12}\left[u^{(1)}, v^{(1)}\right]+ \\
& +b^{3} P_{3}\left[v^{(1)}\right]+\underline{a}^{4} P_{4}\left[u^{(1)}\right]+\underline{a}^{3} b P_{31}\left[u^{(1)}, v^{(1)}\right]+\underline{a}^{2} b^{2} P_{22}\left[u^{(1)}, v^{(1)}\right]+ \\
& +a b^{3} P_{13}\left[u^{(1)}, v^{(1)}\right]+b^{4} P_{4}\left[v^{(1)}\right]+\ldots+a_{a}^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+ \\
& \left.\left.+\underset{-11 l^{[1)}}{a b P^{(1)}} v^{(1)}, \bar{u}\right]+b^{2} P_{21}\left[v^{(1)}, \bar{u}\right]+\underline{a}^{3} P_{31} I u^{(1)}, \bar{u}\right]+ \\
& +\underline{a}^{2} b P_{211}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+\underline{a b}^{2} P_{121}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{3} P_{31}\left[v^{(1)}, \bar{u}\right]+ \\
& +\ldots+P_{2}[\bar{u}]+\underset{\sim}{a} P_{12}\left[u^{(1)}, \bar{u}\right]+b P_{12}\left[v^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{22}\left[u^{(1)}, \bar{u}\right]+ \\
& +\underline{a b p}_{112}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{2} p_{22}\left[v^{(1)}, \bar{u}\right]+\ldots+P_{3}[\bar{u}]+ \\
& +\underset{\sim}{a} P_{13}\left[u^{(1)}, \bar{u}\right]+b P_{13}\left[v^{(1)}, \bar{u}\right]+\ldots+P_{4}[\bar{u}]+\ldots . \tag{27.22}
\end{align*}
$$

In this expression (24.10) and (24.12) have already been utilized for the eigentunctions $u^{(1)}$ and $v^{(1)}$ as well as the relations below which from (22.9) and (27.19)

$$
\left.P_{11}\left[u^{(1)}, \bar{u}\right]=\omega_{1} T_{11}\left[u^{(1)}, \bar{u}\right]=0, P_{11}\left[v^{(1)}, \bar{u}\right]=\omega_{2} T_{11}^{\left[v^{(1)}\right.}, u\right]=0
$$

Expression (27.22) again possesses a minimum for $u \equiv 0$ if and only if it is possible to find a set of positive quantities $A, B, \bar{g}$ and $\bar{h}$ such that from the inequalities

$$
\begin{equation*}
|\underline{a}|<A, \quad|b|<B, \quad\left|\bar{u}_{i}\right|<\bar{g}, \quad\left|\frac{\partial \bar{u}_{i}}{\partial x_{j}}\right|<\bar{h} \tag{27.23}
\end{equation*}
$$

it follows that

$$
\mathbf{P}[\mathbf{u}] \geq 0
$$

A set of necessary conditions may be derived immediately by the specialization $\overline{\mathbf{u}} \equiv \mathbf{0}$. As all integrals depencing on $\square$ become zerc, for all values of $\underline{a}$ and $b$ the relation

$$
\left.\underline{a}^{3} P_{3}\left[u^{(1)}\right]+\underline{a}^{2} b F_{21} i^{(1)}, v^{(1)}\right]+a^{2} P_{12}\left[u^{(1)}, v^{(1)}\right]+b^{3} P_{3}\left[v^{(1)}\right]=0,
$$

should hold. It follows that

$$
\begin{equation*}
P_{3}\left[u^{(1)}\right]=P_{21}\left[u^{(1)}, v^{(1)}\right]=P_{12}\left[u^{(1)}, v^{(1)}\right]=P_{3}\left[v^{(1)}\right]=0 . \tag{27.24}
\end{equation*}
$$

In addition the following inequality should be satisfied for all values of $\underline{a}$ and $b$

$$
\begin{array}{r}
\underline{a}^{4} P_{4}\left[u^{(1)}\right]+\underline{a}^{3} b P_{31}\left[u^{(1)}, v^{(1)}\right]+\underline{a}^{2} b^{2} P_{22}\left[u^{(1)}, v^{(1)}\right]+ \\
 \tag{27.25}\\
+a^{3} b^{3} P_{13}\left[u^{(1)}, v^{(1)}\right]+b^{4} P_{4}\left[v^{(1)}\right] \geq 0
\end{array}
$$

Since the integrand of $\mathrm{T}_{2}[4]$ again can be assumed to be of the form (23.7), it may be shown in the same way as in Sect. 25 , that it is possible to choose the quantities $A$, $B, \overline{8}$ and $\bar{h}$ so small that from inequalities (27.23), for the terms following $P_{2}[\bar{u}]$ in (27.22) it follows that

$$
\begin{aligned}
& \mid \underline{a r}_{12}\left[u^{(1)}, u\right]+b P_{12}\left[v^{(1)}, \bar{u}\right]+\underline{a}^{2} P_{22}\left[u^{(1)}, \bar{u}\right]+\ldots+P_{3}[\bar{u}]+
\end{aligned}
$$

in which $\gamma$ is an arbitrarily small positive constant. By use of (27.24) and (27.26) for $\mathrm{P}[\mathrm{u}]$, the following inequalities are established

$$
\begin{align*}
P[u] & \geqq \underline{a}^{4} P_{4}\left[u^{(1)}\right]+a^{3} b P_{31}\left[u^{(1)}, v^{(1)}\right]+a^{2} b^{2} P_{22}\left[u^{(1)}, v^{(1)}\right]+ \\
& +\underline{a b}^{3} P_{13}\left[u^{(1)}, v^{(1)}\right]+b^{4} P_{4}\left[v^{(1)}\right]+\ldots .+\underline{a}^{2} P_{21}\left[u^{(1)}, \bar{u}\right]+ \\
& +\underset{-a b P_{111}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{2} P_{21}\left[v^{(1)}, \bar{u}\right]+a^{3} P_{31}\left[u^{(1)}, \bar{u}\right]+}{ } \\
& +a^{2} b P_{211}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+a_{-} b^{2} P_{121}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{3} P_{31}\left[v^{(1)}, \bar{u}\right]+ \\
& +\ldots+(1-\gamma) P_{2}[\bar{u}], \tag{27.27}
\end{align*}
$$

$\left.\mathrm{P}[\mathrm{u}] \leqq \underline{a}^{4} \mathrm{P}_{4}\left[\mathrm{u}^{(1)}\right]+\underline{a}^{3} \underline{b P}_{31}\left[\mathrm{u}^{(1)}, \mathrm{v}^{(1)}\right]+\underline{a}^{2} \mathrm{~b}^{2} \mathrm{P}_{22}{ }^{\left[\mathrm{u}^{(1)}\right.}, \mathrm{v}^{(1)}\right]+$
$+\underline{a b}^{3} \mathrm{P}_{13}\left[\mathrm{u}^{(1)}, \mathrm{v}^{(1)}\right]+\mathrm{b}^{4} \mathrm{P}_{4}\left[\mathrm{v}^{(\mathrm{I})}\right]+\ldots+\underline{a}^{2} \mathbf{P}_{21}\left[\mathrm{u}^{(1)}, \mathbb{u}\right]+$
$+\underline{a b P}_{111}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{2} P_{21}\left[v^{(1)}, \bar{u}\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, u\right]+$
$+{\underset{a}{a}}^{2} b P_{211}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+\underline{a b}^{2} P_{121}\left[u^{(1)}, v^{(1)}, \widetilde{u}\right]+b^{3} P_{31}\left[v^{(1)}, \bar{u}\right]+$

$$
\begin{equation*}
+\ldots+(1+\gamma) P_{2}[\bar{u}] . \tag{27.28}
\end{equation*}
$$

For the derivation of stability conditions sharper than conditions (27.24) and (27.25) in analogy with derivations in Sect. 25, the minimum of the expression

$$
\begin{align*}
\underline{a}^{2} \mathbf{P}_{21}\left[u^{(1)}, u\right] & +\underline{a b P}_{111}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+b^{2} P_{21}\left[v^{(1)}, \bar{u}\right]+\underline{a}^{3} P_{31}\left[u^{(1)}, \bar{u}\right]+ \\
& +\underline{a}^{2}{ }_{b P_{211}}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+\underline{a b}^{2} \mathbf{P}_{121}\left[u^{(1)}, v^{(1)}, \bar{u}\right]+ \\
& +b^{3} P_{31}\left[v^{(1)}, \bar{u}\right]+\ldots+\alpha P_{2}[\bar{u}](\alpha>0) \tag{27.29}
\end{align*}
$$

will be determined for constant values of a and $b$ under the side-conditions

$$
\begin{equation*}
\mathrm{T}_{11}\left[\mathrm{u}^{(1)}, \bar{u}\right]=0, \quad \mathrm{~T}_{11}\left[\mathrm{v}^{(1)}, \bar{u}\right]=0 . \tag{27.30}
\end{equation*}
$$

Likewise analogous to derivations in Sect. 25, it is shown that the solution of this problem can be represented by

$$
\begin{align*}
\left.\bar{\varphi}=\frac{1}{\alpha} \right\rvert\, \underline{a}_{p}^{2}\{(20) & +\underline{a} b_{\varphi}^{(11)}+b_{\varphi}^{2}(02)+\underline{a}_{\varphi}^{3}(30)+\underline{a}^{2} b_{\varphi}^{(21)}+ \\
& +\underline{a b}_{\varphi}^{2}(12)+b^{3}(03)+\ldots \mid, \tag{27.31}
\end{align*}
$$

In which $u=\varphi^{(\mathrm{pq})}$ for arbitrary kinematically admissible functions $\zeta$ satisfies the equations

$$
\begin{gather*}
P_{p q 1}\left[u^{(1)}, v^{(1)}, \tau\right]- \\
-\frac{(p+1) P_{p+1, q}\left[u^{(1)}, v^{(1)}\right]}{2 T_{2}\left[u^{(1)}\right]} T_{11}\left[u^{(1)}, \zeta\right]+ \\
-\frac{(q+1) P_{p, q+1}\left[u^{(1)}, v^{(1)}\right]}{2 T_{2}\left[v^{(1)}\right]} T_{11}\left[v^{(1)}, \tilde{\xi}\right]+P_{11}[\bar{u}, \zeta]=0,  \tag{27.32}\\
\\
T_{11}\left[\mu^{(1)}, \bar{u}\right]=0, T_{11}\left[v^{(1)}, \bar{u}\right]=0 .
\end{gather*}
$$

For $p+q=2$, and after use of (27.24) these equations are simplified to

$$
\left.\begin{array}{lll}
P_{21}\left[u^{(1)}, \zeta\right]+p_{11}[\bar{u}, \zeta]=0 & , & T_{11}\left[u^{(1)}, \bar{u}\right]=0, \\
P_{111}\left[v^{(1)}, \bar{u}\right] & =0  \tag{27.33}\\
\left.\mathbf{P}^{(1)}, v^{(1)}, \zeta\right]+P_{11}[\bar{u}, \zeta] & =0, & T_{11}\left[u^{(1)}, \bar{u}\right]=0, \\
P_{21}\left[v^{(1)}, \zeta\right]+P_{11}\left[v^{(1)}, \bar{u}\right] & =0
\end{array}\right\}
$$

The caloulation of the minimum (27.29) is carried out in the same manner as is described in Sect. 25. Introduction of the result into (27.27) and (27.28) yields
$P[u] \geqslant \underline{a}^{4}\left\{P_{4}\left[u^{(1)}\right]-\frac{1}{1-\gamma} P_{2}\left[\varphi^{(20)}\right]\right\}+$

$$
\begin{align*}
& +\underline{a}^{3} b\left\{\left.P_{31}\left[u^{(1)}, v^{(1)}\right]-\frac{1}{1-\gamma} P_{11}\left[\varphi^{(20)}, \varphi^{(11)}\right] \right\rvert\,+\right. \\
& +\underline{a}^{2} b^{2}\left\{P_{\left.22^{\left[u^{(1)}, v^{(1)}\right]}-\frac{1}{1-\gamma} P_{11}\left[\varphi^{(20)}, \varphi^{(02)}\right]-\frac{1}{1-\gamma} P_{2}\left[\varphi^{(11)}\right] \right\rvert\,+}^{+\underset{a b}{ }{ }^{3}\left\{\left.P_{13}\left[u^{(1)}, v^{(1)}\right]-\frac{1}{1-\gamma} P_{11}\left[\varphi^{(11)}, \varphi^{(02)}\right] \right\rvert\,+\right.}\right. \\
& +b^{4}\left\{\mathbf{P}_{4}\left[v^{(1)}\right]-\frac{1}{1-\gamma} P_{2}\left[\varphi^{(02)}\right]\right\}+\ldots,
\end{align*}
$$

$\operatorname{Min} P[u]$ (with $a=$ const. and $b=$ const.)

$$
\begin{align*}
& =a^{4} \quad\left\{\bar{P}_{4}\left[v^{(1)} j-\frac{1}{1+\gamma} \bar{P}_{2}\left[\psi^{(20)}\right]\right\}+\right. \\
& +\underline{a}^{3} \mathrm{~b} \quad\left\{\mathrm{P}_{31}\left[\mathrm{u}^{(1)}, \mathrm{v}^{(1)}\right]-\frac{1}{1+\gamma} \mathrm{P}_{11}\left[\varphi^{(20)}, \varphi^{(11)}\right]\right\}+ \\
& +\underline{a}^{2} b^{2}\left|P_{22}\left[u^{(1)}, v^{(1)}\right]-\frac{1}{1+\gamma} P_{11}\left[\varphi^{(20)}, \varphi^{(02)}\right]-\frac{1}{1+\gamma} P_{2}\left[\varphi^{(11)}\right]\right|+ \\
& +\underline{a b}^{3}\left|P_{13}\right|^{\left.\left(u^{(1)}, v^{(1)}\right]-\frac{1}{1+\gamma} P_{11}\left[\varphi^{(11)}, \varphi^{(02)}\right] \right\rvert\,+} \\
& +b^{4} \quad\left|P_{4}\left[v^{(1)}\right]-\frac{1}{1+\gamma} P_{2}\left[{ }^{(02)}\right]\right|+\ldots . \tag{27.35}
\end{align*}
$$

Finally, after the following shorthand notation is introduced

$$
\begin{align*}
& C_{40}=P_{4}\left[u^{(1)}\right]-P_{2}\left[\varphi^{(20)}\right] \\
& C_{31}=P_{31}\left[u^{(1)}, v^{(1)}\right]-P_{11}\left[\varphi^{(20)}, \varphi^{(11)}\right], \\
& C_{22}=P_{22}\left[u^{(1)}, v^{(1)}\right]-P_{11}\left[\varphi^{(20)}, \varphi^{(02)}\right]-P_{2}\left[\varphi^{(1.1)}\right]  \tag{27.36}\\
& C_{13}=P_{13}\left[u^{(1)}, v^{(1)}\right]-P_{11}\left[\varphi^{(11)}, \varphi^{(02)}\right] \\
& C_{04}=P_{4}\left[v^{(1)}\right]-P_{2}\left[\varphi^{(02)}\right]
\end{align*}
$$

it follows that equilibrium will be stable if the quartic form

$$
\begin{equation*}
c_{40} a^{4}+C_{31} a^{3} b+C_{22} a^{2} b^{2}+C_{13} a^{a b}+C_{04} b^{4} \tag{27.37}
\end{equation*}
$$

is positive definite; for in that case it will always be possible to choose $\gamma$ so small that the quartic form in the right hand side of (27.34) also is positive definite. Conversely, if (27.37) can be negative, equilibrium will be unstable since in that case $\gamma$ can be made sufficiently small to make the quartio form in the right hand side of (27.35) to be negative. Only when (27.37) is semipositive definite this form cannot give a decisive conclusion about stability. This very special case, which is of little practical significance, will not be further discussed.

The treatment of the cases $\omega_{3}=0$ etc. does not offer new difficulties. If the first $\omega>0$ is given by $\omega_{h}$ then for the displacement field $u$ it can be stated

$$
\begin{equation*}
u=\sum_{j=1}^{h-1} a_{j} u^{(j)}+\bar{u} \text { with } T_{11}\left[u^{(j)}, \bar{u}\right]=0(j=1,2 \ldots h-1) \tag{27.38}
\end{equation*}
$$

After this the analysis proceeds in complete analogy with the foregoing, but with considerably more labor. Again, necessary conditions for stabllity are that the form of the third order obtained by substitution of

$$
\begin{equation*}
u=\sum_{j=1}^{h-1} a_{j} u^{(j)} \tag{27.39}
\end{equation*}
$$

in $P_{3}[u]$ is identically zero and that the form of the fourth order which is obtained by substitution of (27.39) in $\mathrm{P}_{4}[\mathrm{u}]$ shall not admit negative values.

## 28. CORRELATION WITH THE INYESTIGATIONS BY MAYER

The theory of stability at the stability-limit as developed in the foregoing can be connected with the investigations of Mayer[31] about the minima of a funotion $F$ of $n$ independent variables $x_{\lambda}(\lambda=1,2, \ldots, n)$ in the case that the second variation of
this function is semidefinite. Without loss of generality the origin of the independent coordinates $x_{\lambda}$ can be chosen at the point where the existence of a minimum is analysed. From the Taylor expansion

$$
\begin{align*}
F\left(x_{\lambda}\right)= & F(0)+\sum_{\mu=1}^{n}\left(\frac{\partial F}{\partial x_{\mu}}\right)_{0} x_{\mu}+\sum_{(\mu, \nu)=1}^{n} \frac{1}{2}\left(\frac{\partial^{2} F}{\partial x_{\mu} \partial x_{\nu}}\right)_{0} x_{\mu} x_{\nu}+ \\
& +\sum_{(\mu, \nu, \rho)=1}^{n} \frac{1}{6}\left(\frac{\partial^{3} F}{\partial x_{\mu} \partial x_{\nu} \partial x_{\rho}}\right)_{0} x_{\mu} x_{\nu} x_{\rho}+\ldots \ldots= \\
= & F(0)+\sum_{\mu=1}^{n} A_{\mu} x_{\mu}+\sum_{(\mu, \nu)=1}^{n} A_{\mu \nu} x_{\mu} x_{\nu}+\sum_{(\mu, \nu, \rho)=1}^{n} A_{\mu \nu \rho} x_{\mu} x_{\nu} x_{\rho}+\ldots .= \\
= & F(0)+F_{1}(x)+F_{2}(x)+F_{3}(x)+\ldots \tag{28.1}
\end{align*}
$$

It can be concluded in the well known way that a minimum can only be present if the first variation satisfies

$$
\begin{equation*}
F_{1}(x)=0, \tag{28.2}
\end{equation*}
$$

and if the second variation satisfies

$$
\begin{equation*}
F_{2}(x) \leq 0 \tag{28.3}
\end{equation*}
$$

for all values of the variables $x_{\lambda}$. Besides, if the lower sign in (28.3) holds only when all $x_{\lambda}$ are zero, i.e., if the second variation is positive definite, then conditions (28.2) and (28.3) are also sufficient for a minimum. In order to obtain an understanding of the conditions governing the existence of a minimum in the case of a semidefinite second variation, Mayer sets

$$
\begin{equation*}
x_{2}=t \xi_{j}^{(1)}+t^{2} \xi_{i}^{(2)}+t^{3} \xi_{i}^{(3)}+\ldots . \tag{28.4}
\end{equation*}
$$

بhere the coeffictents $\xi_{\lambda}{ }^{(j)}(\mathbb{J}=1,2, \ldots$, ore arbitrary. If, after introctuction of (28.4) the function $F$ is expanded in terms of increasing powers of $t$, it is a necessary and sufficient condition for a minimum of this function that the first term of this expansion is of even order and is positive (provided all values of the coefficient $\lambda_{\lambda}^{(j)}$ are not being simultaneously zero). Mayer has left no doubts about the necessity of this condition. He has also in every respect demonstrated the likelihood of this condition being sufficient, although he did not succeed to prove this conjecture rigorously. The application of this method yields criteria for the ordinary minimum problem analogous to those of (25.1), (25.21), (27.24), and (27.37).

Without difficulty, Mayer's method can formally be applied to the variational problem (21.1) of stability. For this purpose an arbitrary kinematically possible vector function is written as

$$
\begin{equation*}
u=t v^{(1)}+t^{2} v^{(2)}+t^{3} v^{(3)}+\ldots \tag{28.5}
\end{equation*}
$$

and subsequently the left hand side of (22.1) is expanded in increasing powers of $t$. For stability it is a necessary'and sufficient condition that for all kinemetically possible functions $v^{(j)}$ the expansion starts with a positive tarm of even order in $t$.

That this condition is actually sufficient is less evident than it is in the case of the ordinary problem of the minimum of a function of a finite number of variables. For, as in contrast, a positive definite second variation of a variational problem is not always a sufficient condition for the existence of a minimum [32]. For this reason no use was made in the foregoing of the seemingly obvious extension of Mayer's theory to variational problems. On the other hand, Mayer's results can be motivated in a rigourous way by considerations analogous to the theory developed here.

## 29. APPLICATION TO THE THEORY OF E LASTICITY

For application of the stability theory to the elastic equilibrium, the knowledge of the Taylor expansion of the total potential energy (22.1) is required. As far as the elastic potential energy is concerned, this can easily be given if the elastic potential accordIng to Section 12 consists of a positive homogeneous quadratic function of the strain components. Expressed in the displacement $v$, this potential can be written

$$
\begin{equation*}
A(v)=A^{2}(v)+A^{3}(v)+A^{4}(v) \tag{29.1}
\end{equation*}
$$

where expression $A^{q}(v)$ stands for a homogeneous polynomial of the order $q$ in the derivatives of $v$. Expression $A^{2}(v)$ corresponds to the elastic potential of the linear theory of elasticity. It is a positive semidefinite function of the derivatives of the displacements that is zero only if the linear contributions of the displacement derivatives in the strain components $\partial v_{i} / \partial x_{j}+\partial v_{j} / \partial x_{i}$ all vanish simultaneously. The elastic potential in the equilibrtum configuration for the displacements $v=U$ follows immediately from (29.1). In a configuration $v=U+u$

$$
A(U+u)=A^{2}(U+u)+A^{3}(U+u)+A^{4}(U+u)
$$

From this, by expansion with respect to the derivatives of $U$ and $u$, it follows

$$
\begin{align*}
A(U+u) & =A_{0}^{2}+A_{0}^{3}+A_{0}^{4}+A_{1}^{1}+A_{1}^{2}+A_{1}^{3}+ \\
& +A_{2}^{0}+A_{2}^{1}+A_{2}^{2}+A_{3}^{0}+A_{3}^{1}+A_{4}^{0} \tag{29.2}
\end{align*}
$$

Here $A_{q}^{p}$ is the sum of all terms that are homogeneous of the order $p$ in the derivatives of $U$ and homogeneous of the order $q$ in the derivatives of $u$. Thus, this form is obtained through expansion of $A^{p+q}(U+1)$. The symbol $A_{0}^{p}$ in (29.2) is apparently equivalent to the symbol $A^{p}$ in (29.1). By interchange of $U$ and $u$ the terms $A_{q}^{p}$ and $A_{p}^{q}$ are also interchanged so that $A_{2}^{o}$ represents a semi-positive definite function of the derivatives of $u$. This function will become zero only if all the relations $\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}=0$ are simultaneously satisfied. If in addition

$$
\begin{equation*}
v_{q}^{p}=\iiint A_{q}^{p} d x_{1} d x_{2} d x_{3}, \tag{29.3}
\end{equation*}
$$

then the Taylor expansion for the elastic potential energy reads

$$
\begin{equation*}
v(U+u)-v(U)=V_{1}[u]+V_{2}[u]+V_{3}[u]+V_{4}[u] \tag{29.4}
\end{equation*}
$$

with

$$
\left.\begin{array}{l}
v_{1}[u]=v_{1}^{1}+v_{1}^{2}+v_{1}^{3} \\
v_{2}[u]=v_{2}^{0}+v_{2}^{1}+v_{2}^{2} \\
v_{3}[u]=v_{3}^{0}+v_{3}^{1},  \tag{29.5}\\
v_{4}[u]= \\
v_{4}^{0}
\end{array}\right\}
$$

The stability analysis by use of the energy criterion can be carried out in a simple way only if there exists also a potential for the external loads, which in that case is represented by (the negative of) a work function $W$. If it is assumed that the increment of this function corresponding to the transition of an equilibrium-configuration $U$ to a configuration $U+u$, can be expanded, then

$$
\begin{equation*}
W(U+u)-W(U)=W_{1}[u]+W_{2}[u]+W_{3}[u]+\ldots, \tag{29.6}
\end{equation*}
$$

is obtained, in which series $W_{q}[u]$ is the sum of the integrals whose integrands are homogeneous functions of the order $q$ in the displacements $u$ and their derivatives. In the frequently occurring case of loads given by magnitude and direction with respect to volume and surface elements of the undeformed state, the following holds


Finally, after use of (29.6), it follows that

$$
\begin{aligned}
\bar{P}_{q}\left[u j=\mathbf{v}_{\mathbf{q}}[u]\right. & -\mathbf{W}_{\mathbf{q}}[u] \text { for } 1 \leq q \leq 4, \\
& -\mathbf{W}_{q}[u] \text { for } q>4 .
\end{aligned}
$$

(29.8)

## Chapter 3

EQUILIBRIUM STATES FOR LOADS IN THE NEIGHBORHOOD OF THE BUCKLING LOAD

## 31. THE BUCKLING IOAD

In the preceding chapter the stability of a supposedly known equilibrium state has been investigated. However, in engineering, stability problems are usually posed in a somewhat different form. It is a question hero of the stability of an equilibrium configuration occurring under influence of a given load system. Hence, the state of equiLibrium corresponding to this system of loads must first be determined before the stability theory can be applied. For this purpose, differential equations (13.13) with boundary conditions (13.14) or the variational equation (22.3) may be utilized.

In principle, aside from the difficulties connected with the solution of non-linear differential equations, the problem of such a nature appears to lead to a peculiar difficulty which is related to the determination of the loads. A necessary condition for a possible state of equilibrium is that the loads constitute a self equilibrating system. In the framework of the linear theory of elasticity, this requirement is satisfied if the loads which act on the undeformed, supposedly fixed body constitute an equilibrium system; the conditions for the loads which result from this can be written down explicitly. However, as soon as finite deformations are taken into account the loads must satisfy the requirement of equilibrium with respect to the deformed state of the body; as long as this state is unknown, the conditions for the load system cannot be formulated explicitly.

Fortunately, this fundamental difficulty has little significance in most important technical problems. A structure is usually supported in such a way that in any state of small (but finite) deformations in which the body is held fixed, an infinitesimal displacement of the body is excluded. Consequently, the equilibrium conditions for the body as a whole can always be satisfied. Besides, in the following it is assumed that the support reactions
 of the applied loads.

The following considerations will be restricted to cases in which the given loading contains a still undetermined proportionality factor $\lambda$; in that case it can be represented as a product of $\lambda$ and a unit loan system. For different values of the supposedly positive load parameters $\lambda$, existing equilibrium states are sought. ${ }^{1}$ The question of the stability of these states is also posed. The general solution of this problem, 1. $e_{4}$ the determination of all possible equilibrium configurations for a given value of $\lambda$, is almost always impossible. However, in many important oases in enifineering it is possible to find one solution that continuously approaches the undeformed state as the value of $\lambda$ approaches zero. This equilibrium state and corresponding displacement $U(\lambda)$, the so called fundamental state, is assumed to be known in the following, Moreover, for the range of $\lambda$ under consideration this fundamental state is assumed to be uniquely determined. In general the following can be observed about the siability of the fundamental state. If the body is supposed to be fixed in the deformed state, any infinitesimal uniform displacement or rotation can be excluded. This means that the additional displacements from the fundamental state $u_{i}$ cannot satisfy the six relations [38] $\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}=0$ throughout the interior of the body. In that case, as was shown in Section 29, $\mathrm{V}_{2}^{0}[u]$ is positive definite. The remaining contributions in $\mathrm{P}_{2}[u]$ approack zero together with $\lambda$ and $U(\lambda)$ (see Section 29). Accordingly it is assumed that it is possible to find a positive value for $\lambda_{1}$ such that $P_{2}[u]$ is positive definite for $\lambda<\lambda_{1}$. The solution $\omega_{1}$ of the minimum problem (22.5)

$$
\begin{equation*}
\omega=\operatorname{Min} \frac{P_{2}[u]}{T_{2}[u]}, \tag{31.1}
\end{equation*}
$$

[^8]whose existence again is assumed, is then also positive, which means that the equilibrium is stable for $\lambda<\lambda_{1}$. This reasoning follows closely the uniqueness theorem of Kirchhoff [39]. In some cases, for instance the bar under pure tension, the solution oí (31.1) is positive for all positive loads. In other cases $\omega_{i}$ becomes negative after the load parameter exceeds a critical value $\lambda_{1}$. Equilibrium in the fundamental staie becomes unstable after the load corresponding to $\lambda_{1}$ is exceeded, and thus the fundamental state has no practical sigificance for $\lambda>\lambda_{1}$. Of particular importance is the determination of the limit value $\lambda_{1}$, beyond which the fundamental state becomes unstable. This is determined as the smallest value of $\lambda$ for which the solution $\omega_{1}$ of (31.1) is zero. ${ }^{1}$ Equilibrium in the findamental state corresponding to $\lambda$ is, therefore, at the stability limit. In wat case the homogeneous variational equation (24.14) possesses a non zero solution. The load corresponding to $\lambda_{1}$ is called the buckling load; the correspondirg fundamental state $U\left(\lambda_{1}\right)$ is called the critical state.

The existence of equilibrium states infinitesimally near the fundamental state for loads equal to the critical load gives rise to the expectation that there are also neighbouring equilibrium states for lcads slightly different from the critical load, which can be derived by consideration of small but still finite displacenients from the fundamental state. The stablility of the critical state at the stability limit is of decisive significance for the character of the neighbouring states. These adjacent equilibrium states are the subject of the following considerations.

## 32. THE POTENTLAL ENERGY

It is assumed that in the neighbourhood of $\lambda=\lambda_{1}$ the displacement $U(\lambda)$ and its derivatives may, according to Taylor's formula, be expanded into a series with increasing powers of $\lambda-\lambda_{1}$. This implies that for parameter values of $\lambda>\lambda_{1}$ the existence is assumed of the fundamental state also in the neighbourhood of the buckling load. The consequence of this assumption with respect to the nature of the problems under consideration will be dealt with in Sect. 37.

[^9]In the following, the integrals introduced in (22.1) will be denoted by $P_{m}^{\lambda}$ [u] for the general fundamental state $U(\lambda)$. They can now also be expanded in terms of $\lambda-\lambda_{1}$

$$
\begin{equation*}
\mathbf{P}_{m}^{\lambda}[u]=p_{m}[u]+\left(\lambda=\lambda_{1}\right) s_{m}^{\prime}[u]+\left(\lambda-\lambda_{1}\right)^{2} P_{m}^{\prime \prime}[u]+\ldots \tag{32.1}
\end{equation*}
$$

In the following, the symbol $P_{m}$ [u] exclusively refers to the critical state $U\left(\lambda_{1}\right)$. In agreement with (22.3), $P_{1}^{\lambda}[u]$ is equal to zero for all values of $\lambda$.

If, for the time belng it is assumed that the sclution $\omega_{2}$ of the minimum problem (24.4) is positive for the critical state, then the general solution of (24.14) reads (see also sect. 25, in particular (25:23) and (25.24))

$$
\begin{equation*}
u=\underline{a} u^{(1)} \tag{32.2}
\end{equation*}
$$

The additional displacements of equilibrium states infinitesimally near to the fundamental state correspond to infinitesimal values of a. The displacements from the fundamental state to neighboring states for loads slightly different from the critical load will presumably differ somewhat from the form (32.2), so that it is expedient to write them in the form (24.1) ${ }^{1}$

$$
\begin{equation*}
u=\underline{a} u_{1}+\bar{u} \text { with } T_{11}\left[u_{1}, \bar{u}\right]=0 ; \tag{32.3}
\end{equation*}
$$

consequently it is expected that the functions $\bar{u}$ will be small compared to $\operatorname{au}_{1}$.

After use of (32.3), the energy increase, on transition from the fundamental state $U(\lambda)$ to another state $U(\lambda)+u_{1}$ is written

[^10]\[

$$
\begin{aligned}
\mathbf{p}^{\lambda}[u]= & P_{2}^{\lambda}[u]+P_{3}^{\lambda}[u]+P_{4}^{\lambda}[u]+\ldots= \\
= & P_{2}[u]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[u]+\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}[u]+\ldots+ \\
& +P_{3}[u]+\left(\lambda-\lambda_{1}\right) P_{3}^{\prime}[u]+\ldots+P_{4}^{\prime}[u]+\ldots= \\
= & \underline{a}^{2} P_{2}\left[u_{1}\right]+\underline{a}_{\underline{a}} P_{11}\left[u_{1}, \bar{u}\right]+P_{2}[\bar{u}]+ \\
& +\left(\lambda-\lambda_{1}\right)\left|\underline{a}^{2} P_{2}^{\prime}\left[u_{1}\right]+\underline{a} P_{11}^{\prime}\left[u_{1}, \bar{u}\right]+P_{2}^{\prime}[\bar{u}]\right|+ \\
& \left.+\left(\lambda-\lambda_{1}\right)^{2} \mid \underline{a}^{2} P_{2}^{\prime \prime}\left[u_{1}\right]+\underline{u} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+P_{2}^{\prime \prime}[\bar{u}]\right\}+ \\
& +\underline{a}^{3} P_{3}\left[u_{1}\right]+\underline{a}^{2} P_{21}\left[u_{1}, \bar{u}\right]+\underline{a} P_{12}\left[u_{1}, \bar{u}\right]+\underline{p}_{3}[\bar{u}]+ \\
& +\left(\lambda-\lambda_{1}\right)\left|\underline{a}^{3} P_{3}^{\prime}\left[u_{1}\right]+\ldots+P_{3}^{\prime}[\bar{u}]\right|+\ldots+ \\
& +\underline{a}^{4} P_{4}\left[u_{1}\right]+\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+\ldots+P_{4}[\bar{u}]+\ldots
\end{aligned}
$$
\]

By use of the relations which follow from $\omega_{1}=0$

$$
\mathbf{P}_{2}\left[u_{1}\right]=0 \text { and } P_{11}\left[u_{1}, \bar{u}\right]=0
$$

it follows in a somewhat different arrangement that

$$
\begin{align*}
& p^{n} i u j=\underline{\underline{a}}^{2}\left(\lambda-\lambda_{1}\right) \dot{r}_{2}^{\prime} i u_{1} j+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{2} \underline{r}_{2}^{\prime \prime} i u_{1} j+\ldots+ \\
& +\underline{a}^{\dot{3}} \mathbf{P}_{3}\left[u_{1}\right]+\underline{a}^{3}\left(\lambda-\lambda_{1}\right) P_{3}^{i}\left[u_{1}\right]+\ldots+\underline{a}^{4} P_{4}\left[u_{1}\right]+\ldots+ \\
& +\underset{a}{a}\left(\lambda-\lambda_{1}\right) P_{11}\left[u_{1}, \bar{u}\right]+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+\ldots+ \\
& +\underline{a}^{2} P_{21}\left[u_{1}, \bar{u}\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \bar{u}\right]+\ldots+ \\
& +\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+\ldots+P_{2}[\bar{u}]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[\bar{u}]+ \\
& \left.+\left(\lambda-\lambda_{1}\right)^{2} \mathrm{p}_{2}^{\prime \prime}[\bar{u}]+\underset{-a}{ }{\underset{12}{ }}^{\left[u_{1}\right.}, \bar{u}\right]+ \\
& +\underset{-}{a}\left(\lambda-\lambda_{1}\right) P_{12}^{\prime}\left[u_{1}, \bar{u}\right]+\ldots+\underline{a}^{2} P_{22}\left[u_{1}, \bar{u}\right]+\ldots+ \\
& +P_{5}[\bar{u}]+\left(\lambda-\lambda_{1}\right) P_{3}^{\prime}[u]+\ldots+\underline{a P}_{13}\left[u_{1}, \bar{u}\right] \div \ldots+ \\
& +\mathrm{P}_{4}[\overline{\mathrm{u}}]+\ldots \tag{32.4}
\end{align*}
$$

From this expression of the energy the equilibrium equations are derisred in conventional manner by application of the principle of virtual displacements. This application can most readily be carried out in two steps. First, the stationary values of (32.4) are determined for arbitrary constant values of a. By this condition the dependence of the functions $\overline{\mathbf{u}}$ on the parameter a is determined. By substitution of (32,4) the energy will then be known as a function of $a, p^{\lambda}(\underline{a})$. The values of $\underline{a}$ for which stationary values of this function are obtained and the corresponding functions $\bar{u}$ then yield the displacements for the equilibrium configuration.

The exact execution of this method encounters great difficulties due to the nonlinearity of the equations for $\dot{u}$. In order to obtain at least an approximation, the terms in (32.4) which follow $P_{2}[\bar{u}]$ are neglected; with this the equations for $\bar{u}$ are artifically linearized. The following is intended as a motivation of this approximation.

The integrands of the terms in (32.4) which follow $P_{2}[\bar{u}]$ are of the second order in $\bar{u}$ and contain one or more factors $\lambda-\lambda_{1}$ or $\underline{g}$, or they are of higher order in $\overline{\mathrm{u}}$ and its derivatives. If the considerations are restricted to small displacements from a fundaniental atate which differs alightly from the oritical state, so that $\lambda-\lambda_{1}$, a and $\bar{u}$ are small, then it is to be expected that these terms are of minor importance in comparison to $P_{2}[\bar{u}]$. As a proof of this supposition the integrands of the terms which follow $P_{2}[\bar{u}]$ are combined into one homogeneous quadratic form of $\bar{u}$ and its derivatives. The coefficients of this form are functions of $\lambda-\lambda_{1}, \underline{a}, \bar{u}$ and its derivatives, and they all approach sero as $\lambda-\lambda_{1}, \underline{a}, \bar{u}$ and its derivatives approach to zero. In analogy with the content of Section 25, it follows then that for sufficiently small absolute values of $\lambda-\lambda_{1}, \underline{a}, \overline{\mathbf{u}}$ and its derivatives the absolute value of the terms which follow $P_{2}[\bar{u}]$ is smaller than an arbitrarily small fraction of $P_{2}[\bar{u}]$. Consequently, the smaller $\left|\lambda-\lambda_{1}\right|,|\underline{a}|$ and $|\bar{u}|$ are the better is the approximation of the potential energy obtained by omission of the terms following $P_{2}[\bar{u}]$. The approximation of the energy is

$$
\begin{align*}
P^{\lambda}[u]= & P^{\lambda}\left[\underline{a}^{(1)}+\bar{u}\right]=\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[u_{1}\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}\left[u_{1}\right]+ \\
& +\ldots+\underline{a}^{3} P_{3}\left[u_{1}\right]+\underline{a}^{3}\left(\lambda-\lambda_{1}\right) \underline{P}_{3}^{\prime}\left[u_{1}\right]+\ldots+\underline{a}^{4} P_{4}\left[u_{1}\right]+ \\
& +\ldots+\underset{a}{ }\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \bar{u}\right]+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+ \\
& +\ldots+\underline{a}^{2} p_{21}\left[u_{1}, \bar{u}\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \bar{u}\right]+\ldots+ \\
& +\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+\ldots+P_{2}[\bar{u}] . \tag{32.5}
\end{align*}
$$

It is important for what follows to notice that the principal neglected terms are given by

$$
\begin{equation*}
\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[\bar{u}], \frac{a P_{12}}{}\left[u_{1}, \bar{u}\right], P_{3}[\bar{u}] \tag{32.6}
\end{equation*}
$$

## 39. CALCULATIUN Ū Mis funcmion ㅍ.

The application of the equilibrium condition to the eubigy appianimation \{32.6) is also carried out in two steps. For the determination of the stationary values corresponding to a constant value of $a$, the energy increment is calculated. This increment is due to the transition of the function $\bar{u}$ to a kinematicelly admissible function $\bar{u}+\eta$ which also satisfies (32.3)

$$
\begin{equation*}
T_{11}\left[u_{1}, \eta\right]=0 \tag{33,1}
\end{equation*}
$$

After expansion of the integrals depending on $\overline{\mathbf{u}}+\eta$, it is found that

$$
\begin{align*}
\mathbf{P}^{\lambda}\left[\underline{a} u_{1}\right. & +\bar{u}+\eta]-\mathbf{P}^{\lambda}\left[\underline{a} u_{1}+\bar{u}\right]=\underline{a}\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \eta\right]+ \\
& +\underline{a}\left(\lambda-\lambda_{1}\right)^{2} \mathbf{P}_{11}^{\prime \prime}\left[u_{1}, \eta\right]+\ldots+\underline{a}^{2} P_{21}\left[u_{1}, \eta\right]+. \\
& +\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \eta\right]+\ldots+\underline{a}^{3} P_{31}\left[u_{1}, \eta\right]+\ldots+ \\
& +\mathbf{P}_{11}[\bar{u}, \eta]+\mathbf{P}_{2}[\eta] . \tag{33,2}
\end{align*}
$$

The first variation, given by the terms of $(33,2)$ which are linear in $\eta$, must always be zero for a atationary value of (32.5). As $\mathbf{P}_{2}[\eta]$ is positive under condition (32.1) the sought atationary value is a minimum.

By analogy with Section 25, the condition obtained by equating dex eq tation to zero is made equivalent to a system of differential equations with low isquations. For this purpose, an arbitrary kinematically possible function $\boldsymbol{6}$, wat subjected to restriction (33.1), is written as

$$
\xi=t u_{1}+\eta \text { with } T_{11}\left[u_{1}, \eta\right]=0 \text { and } t=\frac{T_{11}\left[u_{1}, \zeta\right]}{2 T_{2}\left[u_{1}\right]}
$$

With due conaidaration tn the inentitien

$$
P_{11}^{\prime}\left[u_{1}, u_{1}\right]=2 P_{2}^{i}\left[u_{1}\right], P_{21}\left[u_{1}, u_{1}\right]=3 P_{3}\left[u_{1}\right] \text { etc. }
$$

it is then possible to write

$$
\begin{aligned}
& \underline{a}\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \zeta\right]+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \zeta\right]+\ldots+ \\
& \quad+\underline{a}^{2} P_{21}\left[u_{1}, \zeta\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \zeta\right]+\ldots+a^{3} P_{31}\left[u_{1}, \zeta\right]+ \\
& \quad+\ldots+P_{11}[\bar{u}, \xi]=t \mid \underline{a}\left(\lambda-\lambda_{1}\right) 2 P_{2}^{\prime}\left[u_{1}\right]+ \\
& \quad+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} 2 P_{2}^{\prime \prime}\left[u_{1}\right]+\ldots+\underline{a}^{2} 3 P_{3}\left[u_{1}\right]+ \\
& \left.\quad+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) 3 P_{3}^{\prime}\left[u_{1}\right]+\ldots+\underline{a}^{3} 4 P_{4}\left[u_{1}\right]+\ldots+P_{11}\left[\bar{u}, u_{1}\right]\right\}+ \\
& \quad+\underline{a}^{\mathbf{a}}\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \eta\right]+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \eta\right]+\ldots+ \\
& \quad+\underline{a}^{2} P_{21}\left[u_{1}, \eta\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \eta\right]+\ldots+ \\
& \quad+\underline{a}^{3} P_{31}\left[u_{1}, \eta\right]+\ldots+P_{11}[\bar{u}, \eta] .
\end{aligned}
$$

In this expression the terms which depend on $\eta$ are identical to the terms linear in $\eta$ of (33.2), and thus the sum of those is zero. With use of

$$
P_{11}\left[u_{1}, \bar{u}\right\rfloor=0
$$

and after subatitution of $t$. It follows that

$$
\begin{align*}
& \underline{a}\left(\lambda-\lambda_{1}\right)\left\{P_{11}^{\prime}\left\{u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+ \\
& \quad+\underline{a}\left(\lambda-\lambda_{1}\right)^{2}\left\{P_{11}^{\prime \prime}\left[u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime \prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+\ldots+ \\
& \quad+\underline{a}^{2}\left\{P_{21}\left[u_{1}, \zeta\right]-\frac{3 P_{3}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+ \\
& \quad+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)\left\{P_{21}^{\prime}\left[u_{1}, \zeta\right]-\frac{3 P_{3}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+\ldots+ \\
& \quad+\underline{a}^{3}\left\{P_{31}\left[u_{1}, \zeta\right]-\frac{4 P_{4}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+\ldots+ \\
& +P_{11}[\bar{u}, \zeta]=0 . \tag{33.3}
\end{align*}
$$

Similarly, analogous to Sect. 25, it can be shown that this equation, together with the condition

$$
\begin{equation*}
T_{11}\left[u_{1}, \bar{u}\right]=0 \tag{33.4}
\end{equation*}
$$

possesses at most one solution. Due to the linearity of (33.3) and (33.4), this solution can be written

$$
\begin{align*}
\overline{\mathbf{u}}=\underline{a}(\lambda & \left.-\lambda_{1}\right) \varphi_{1}^{\prime}+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} \varphi_{1}^{\prime \prime}+\ldots+\underline{a}^{2} \varphi_{2}+ \\
& +\underline{a}^{2}\left(\lambda-\lambda_{1}\right) \varphi_{2}^{\prime}+\ldots+\underline{a}^{3} \varphi_{3}+\ldots \tag{33.5}
\end{align*}
$$

where $\varphi_{1}^{\prime}, \varphi_{1}^{\prime \prime}, \varphi_{2}$ etc. are the solutions of

$$
\left.\begin{array}{r}
\left.\bar{F}_{11}[\bar{u}, \stackrel{\imath}{ }]+\bar{r}_{11}^{\prime}\left[u_{1}, \bar{b}\right]-\frac{2 P_{2}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} \bar{T}_{11} i u_{1}, \stackrel{\iota}{ }\right]=0 ;  \tag{33.6}\\
\mathrm{T}_{11}\left\{u_{1}, \bar{u}\right]=0 \\
P_{11}[\bar{u}, \zeta]+P_{11}^{\prime \prime}\left[u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime \prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]=0 ; \\
T_{11}\left[u_{1}, \bar{u}\right]=0
\end{array}\right\}
$$

$$
\left.\begin{array}{r}
P_{11}[\bar{u}, \zeta]+P_{21}\left[u_{1}, \zeta\right]-\frac{3 P_{3}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]=0 ;  \tag{33.7}\\
T_{11}\left[u_{1}, \bar{u}\right]=0
\end{array}\right\}
$$

$$
\left.\begin{array}{r}
P_{11}[\bar{u}, \zeta]+P_{31}\left[u_{1}, \zeta\right]-\frac{4 P_{4}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]=0 ;  \tag{33.8}\\
T_{11}\left[u_{1}, \bar{u}\right]=0
\end{array}\right\}
$$

From (33.5) follows the confirmation of the expectation expressed in Sect. 32 that for small values of $\lambda-\lambda_{1}$ and $\underline{\underline{a}}$ the functions $\bar{u}$ are small compared to $\underline{a u}_{1}$. From comparison of the first equation (33.7) with (25.16), it also tollows that if $P_{3}\left[u_{1}\right]$ is zero, the functions $\varphi_{2}$ are identical to the functions $\varphi^{(2)}$ introduced in Sect. 25.

The minimum of (32.5) is calculated by application of (33.3) for $\zeta=\bar{u}$ (see also Sect. 25, in particular (25.18)). By use of (33.5) it is found that

$$
\begin{align*}
& \underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[u_{1}\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}\left[u_{1}\right]+\ldots+\underline{a}^{3} P_{3}\left[u_{1}\right]+ \\
& \quad+\underline{a}^{3}\left(\lambda-\lambda_{1}\right) P_{3}^{\prime}\left[u_{1}\right]+\ldots+\underline{a}^{4} P_{4}\left[u_{1}\right]+\ldots-P_{2}[\bar{u}]= \\
& \quad=\underline{a}^{2}\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[u_{1}\right]+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{2}\left\{P_{2}^{\prime \prime}\left[u_{1}\right]-P_{2}\left[\varphi_{1}^{\prime}\right]\right\}+ \\
& \\
& +\ldots+\underline{a}^{3} P_{3}\left[u_{1}\right]+\underline{a}^{3}\left(\lambda-\lambda_{1}\right)\left\{P_{3}^{\prime}\left[u_{1}\right]-P_{11}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]\right\}+  \tag{33.9}\\
& \quad+\ldots+\underline{a}^{4}\left\{P_{4}\left[u_{1}\right]-P_{2}\left[\varphi_{2}\right]\right\}+\ldots
\end{align*}
$$

Here in accordance with (32.6) and (33.5), the following terms have already been neglected

$$
\begin{aligned}
& \underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{3} \mathbf{P}_{2}^{\prime}\left[\varphi_{1}^{\prime}\right], \underline{a}^{3}\left(\lambda-\lambda_{1}\right)^{2} \mathbf{P}_{11}^{\prime}\left[\varphi_{1}^{\prime}, \varphi_{2}\right], \\
& \underline{a}^{4}\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[\varphi_{2}\right], \stackrel{a}{5}^{5} P_{12}\left[u_{1}, \varphi_{2}\right] .
\end{aligned}
$$

Hence it would be meaningless to include any terms of the fifth or higher order in $\cdot \lambda-\lambda_{1}$ and $\underline{a}$. If, for brevity

$$
\left.\begin{array}{l}
P_{2}^{\prime}\left[u_{1}\right]=A_{2}^{\prime}, P_{2}^{\prime \prime}\left[u_{1}\right]-P_{2}\left[\varphi_{1}^{\prime}\right]=A_{2}^{\prime \prime}, P_{3}\left[u_{1}\right]=A_{3},  \tag{33.10}\\
P_{3}^{\prime}\left[u_{1}\right]-P_{11}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]=A_{3}^{\prime}, P_{4}\left[u_{1}\right]-P_{2}\left[\varphi_{2}\right]=A_{4}
\end{array}\right\}
$$

then, Rs a freft approximation for the minimum of the energy for a constant value of $\underline{a}$, it finally follows

$$
\begin{gather*}
\bar{P} \lambda(\underline{a})=\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}^{2}+\left(\lambda-\lambda_{1}\right)^{2} A_{2}^{\prime \prime} \underline{a}^{2}+A_{3} \underline{a}^{3}+ \\
+\left(\lambda-\lambda_{1}\right) A_{3}^{\prime} \underline{a}^{3}+A_{4} \underline{a}^{4} . \tag{33.11}
\end{gather*}
$$

It lollows from (33.10) that only the terms quadratic in $\lambda-\lambda_{1}$ and a of (33.5), $\left(\underline{\underline{a}}\left(\lambda-\lambda_{1}\right) \varphi_{1}^{\prime}\right.$, and $\left.\underline{a}^{2} \varphi_{2}\right)$, are significant so that the corresponding approximation of the function $\overline{\mathbf{u}}$ is given by

$$
\begin{equation*}
\tilde{\mathbf{u}}=\underline{a}\left(\lambda-\lambda_{1}\right) \varphi_{1}^{\prime}+\underline{a}^{2} \varphi_{2} \tag{33.12}
\end{equation*}
$$

It is seen from (33,10) that the constant $A_{3}$ is identical to the quantity which in the first place is decisive for stability (see (25.1)). If it is zero, then it follows from the identity of the functions $\varphi_{2}$ and $\varphi^{(2)}$, that $A_{4}(33.10)$ is idontical to the quantity introduced $\ln (25.21)$, which in that case governs stability of the critical state.

## 34. IMPROVEMENT OF THE APPROXIMATION

As already has been remarked in Sect. 32, expression (32.5) repreaents an approximation of the energy which becomes more accurate with values of decreasing $\lambda-\lambda_{1}$, a and $\bar{u}$. Consequently, (33.11) yields an approximation of the stationary value of $\overline{\mathbf{P}}^{\lambda}(a)$ for small values of $\lambda-\lambda_{1}, \underline{a}$ and $\overline{\mathbf{u}}$, which is a better approximation the smaller $\lambda-\lambda_{1}$ and $\underline{a}$ are; the required smallness of the function $\bar{u}$ is in that case automatically ensured by (33.5) or (33.12). However, it is desirable to know in what manner the approximation, when necessary, can be improved. For this purpose, it is noted that (33.12) yieids an approximation for the function $\bar{u}$ which determines the stationary value of (32.4). This approximation is again more accurate the smaller $\lambda-\lambda_{1}$ and $\underline{a}$ are taken. Now, if

$$
\begin{equation*}
\bar{u}=\underline{a}\left(\lambda-\lambda_{1}\right) \varphi_{1}^{\prime}+\underline{a}^{2} \varphi_{2}+\overline{\bar{u}} \text { with } T_{11}\left[u_{1}, \bar{u}\right]=0, \tag{34.1}
\end{equation*}
$$

then as a consequence, $\overline{\bar{u}}$ is expected to be small in comparison to the first two terms.

Introduction of (34, 1) in (32.4) yields after expansion and after arrangement of the terms according to increasing order in $\overline{\overline{\mathbf{u}}}$ and its derivatives

$$
\begin{aligned}
& \left.P^{\lambda} f u\right)=\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}^{2}+\left(\lambda-\lambda_{1}\right)^{2} A_{2} \underline{\underline{a}}^{2}+A_{3} \underline{a}^{3}+\left(\lambda-\lambda_{1}\right) A_{3}^{\prime} \underline{a}^{3}+ \\
& +A_{4-} a^{4}+\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{3} \mid P_{2}^{\prime \prime}\left[\left[u_{1}\right]+P_{11}^{\prime \prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{2}^{\prime}\left[\varphi_{1}^{\prime}{ }^{\prime} \mid+\right.\right. \\
& +\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{4}\left\{P_{2}^{\prime \prime \prime}\left[u_{1}\right]+P_{11}^{\prime \prime} \mid v_{1}, \varphi_{1}^{\prime}\right]+P_{2}^{\prime \prime}\left[\varphi_{1}^{\prime}\right\} \mid+\ldots+ \\
& +\underline{a}^{3}\left(\lambda-\lambda_{1}\right)^{2} \mid P_{3}^{\prime \prime}\left[u_{1}\right]+P_{21}^{\prime}\left[u_{1}, \dot{\varphi}_{1}^{\prime}\right]+P_{12}\left[u_{1}, \varphi_{1}^{\prime}\right]+ \\
& \left.\left.+P_{11}^{\prime \prime}\left[u_{1}, \varphi_{2}\right]+P_{11}^{\prime} \mid \varphi_{1}^{\prime}, \varphi_{2}\right]\right\}+\underline{a}^{3}\left(\lambda-\lambda_{1}\right)^{3}\left\{P_{3}^{\prime \prime}\left[u_{1}\right]+\right. \\
& \left.+P_{21}^{\prime \prime}\left|u_{1}, \varphi_{1}^{\prime}\right|+\mathbf{P}_{12}^{\prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+\mathbf{P}_{3} \mid \varphi_{1}^{\prime}\right]+\mathbf{P}_{11}^{\prime \prime}\left\{u_{1}, \varphi_{2}\right]+ \\
& +P_{11}^{\prime \prime}\left[\varphi_{1}^{\prime}, \varphi_{2} \mid\right]+\ldots+\underline{\Omega}^{4}\left(\lambda-\lambda_{1}\right)\left\{P_{4}^{\prime}\left[u_{1}\right]+P_{31}\left[u_{1}, \varphi_{1}^{\prime}\right]+\right. \\
& \left.+\mathbf{P}_{21}^{\prime}\left[u_{1}, \varphi_{2}\right]+\mathbf{P}_{111} \mid u_{1}, \varphi_{1}^{\prime}, \varphi_{2}\right\}+\mathrm{P}_{2}^{\prime}\left[\varphi_{2}\right] \mid+ \\
& +\underline{a}^{4}\left(\lambda-\lambda_{1}\right)^{2}\left\{P_{4}^{\prime \prime}\left[u_{1}\right]+P_{31}^{\prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{22}\left[u_{1}, \varphi_{1}^{\prime}\right]+\right. \\
& \left.+\mathbf{P}_{21}^{\prime \prime}\left[\dot{u}_{1}, \varphi_{2}\right]+\mathbf{P}_{111}^{\prime}\left[u_{1}, \varphi_{1}^{\prime}, \varphi_{2}\right]+\mathrm{P}_{21}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]+\mathrm{P}_{2}^{\prime \prime}\left[\varphi_{2}\right]\right\}+ \\
& \left.+\ldots+\underline{\mathrm{a}}^{5} \mid \mathrm{P}_{5}\left[\mathrm{u}_{1}\right]+\mathrm{P}_{31}\left[\mathrm{u}_{1}, \varphi_{2}\right]+\mathrm{P}_{12}\left[\mathrm{u}_{1}, \varphi_{2}\right]\right\}+ \\
& +\underline{a}^{5}\left(\lambda-\lambda_{1}\right)\left\{P_{6}^{\prime}\left[u_{1}\right]+P_{41}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{31}^{\prime}\left[u_{1}, \varphi_{2}\right]+\right. \\
& +P_{2 i 1}\left[u_{1}, \varphi_{1}^{\prime}, \varphi_{2}\right]+P_{12}^{\prime}\left[u_{1}, \varphi_{2}\right]+P_{12}\left[\varphi_{1}^{\prime}, \varphi_{2}\right] \mid+\ldots+ \\
& +\underline{a}^{6}\left\{P_{6}\left[u_{1}\right]+P_{41}\left[u_{1}, \varphi_{2}\right]+P_{22}\left\{u_{1}, \varphi_{2}\right]+P_{3}\left\{\varphi_{2}\right\} \mid+\ldots+\right. \\
& +\underline{a}\left(\lambda-\lambda_{1}\right)^{2}\left\{p_{11}^{\prime \prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{11}^{\prime}\left[\varphi_{1}^{\prime}, \overline{\bar{u}}\right]\right\}+ \\
& \left.\left.\therefore \underline{a}\left(\lambda-\lambda_{1}\right)^{3}\left|P_{11}^{\prime \prime \prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{11}^{\prime \prime}\right| \varphi_{1}^{\prime}, \bar{u}\right]\right\}+\ldots+ \\
& \left.+\underline{\mathrm{a}}^{2}\left(\lambda-\lambda_{1}\right) \mid P_{21}^{\prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{111}\left\{u_{1}, \varphi_{1}^{\prime}, \overline{\bar{u}}\right]+P_{11}^{\prime}\left[\varphi_{2}, \overline{\bar{u}}\right]\right\}+
\end{aligned}
$$

$$
\begin{align*}
& +\underline{a}^{2}\left(\lambda-\lambda_{1}\right)^{2} \mid P_{21}^{\prime \prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{111}^{\prime}\left\{u_{1}, \varphi_{1}^{\prime}, \overline{\bar{u}}\right\}+P_{21}\left\{\varphi_{1}^{\prime} ; \bar{u}\right\}+ \\
& \left.+\mathrm{P}_{11}^{\prime \prime}\left\{\varphi_{2}, \overline{\bar{u}}\right]\right\}+\ldots+\underline{a}^{3}\left\{\mathrm{P}_{31}\left[\mathrm{u}_{1}, \overline{\bar{u}}\right]+\mathrm{P}_{111}\left[u_{1}, \varphi_{2}, \overline{\bar{u}}\right]\right\}+ \\
& +\underline{a}^{3}\left(\lambda-\lambda_{1}\right)\left\{P_{31}^{\prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{211}\left[u_{1}, \varphi_{1}^{\prime}, \overline{\bar{u}}\right]+\right. \\
& \left.+\mathrm{P}_{111}^{\prime}\left[\mathrm{u}_{1}, \varphi_{2}, \overline{\overline{\mathrm{u}}}\right]+\mathrm{P}_{111}\left[\varphi_{1}^{\prime}, \varphi_{2}, \overline{\overline{\mathrm{u}}}\right]\right\}+\ldots+ \\
& +\underline{a}^{4}\left\{P_{41}\left[u_{1}, \overline{\bar{u}}\right]+P_{211}\left[u_{1}, \varphi_{2}, \overline{\bar{u}}\right]+P_{21}\left[\varphi_{2}, \frac{\bar{u}}{u}\right]\right\}+\ldots+ \\
& +P_{2}[\overline{\bar{u}}]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[\overline{\bar{u}}]+\ldots+ \\
& +\underline{a} P_{12}\left[u_{1}, \overline{\bar{u}}\right]+\underline{a}\left(\lambda-\lambda_{1}\right)\left\{p_{12}^{\prime}\left[u_{1}, \overline{\bar{u}}\right]+P_{12}\left\{\varphi_{1}^{\prime}, \overline{\bar{u}}\right]\right\}+\ldots+ \\
& +\underline{a}^{2}\left\{P_{22}\left[u_{1}, \overline{\bar{u}}\right]+P_{12}\left[\varphi_{2} ; \overline{\bar{u}}\right]\right\}+\ldots+P_{3}[\overline{\bar{u}}]+\ldots \tag{34.2}
\end{align*}
$$

Here use has been made of the properties of the function $\varphi_{1}^{\prime}$ and $\varphi_{2}$ through combination in expression (33,11) of all the terms which are independent of $\overline{\bar{u}}$ and which are of the third or fourth order in $\lambda-\lambda_{1}$ and a. Further, due to the first of equations (33.6) and (33.7) which hold for $\varphi_{1}^{\prime}$ and $\varphi_{2}$ respectively, the terms linear in $\dot{\bar{u}}$ and its derivatives with coefficients $\underline{a}\left(\lambda-\lambda_{1}\right)$ and $\underline{a}^{2}$ are omitted.

In the same manner as in Sect. 33, it fan be shown that the terms which follow $P_{2}[\overline{\mathrm{I}}]$ for small values of $\lambda-\lambda_{1}, \underline{a}$ and $\overline{\bar{u}}$ and its derivatives are small in comparison to $P_{2}[\bar{u}]$ and that they consequentiy can be neglected. Next, the stationary values of the remaining approximation of the energy are determined for constant values of $\underline{\underline{a}}$. Since this analysis proceads completely parallel to Sect. 33, it will suffice here to indicate the results. Again, the required stationary value appears to be a minimum, while the uniquely determined function $\overline{\bar{u}}$ for which this minimum is obtained can be written

$$
\begin{equation*}
\overline{\bar{u}}=\underline{a}\left(\lambda-\lambda_{1}\right)^{2} \psi_{1}^{\prime \prime}+a^{2}\left(\lambda-\lambda_{1}\right) \psi_{2}^{\prime}+a^{3} \psi_{3}+\ldots \tag{34.3}
\end{equation*}
$$

Terms of the fourth and higher order in $\lambda-\lambda_{1}$ and $a$ have no significance in this expression. They yield a contribution to the minimum whose lowest order terms are
 to terms of the same order in $\left(\lambda-\lambda_{1}\right)$ and $\underline{a}$. The functions $\psi_{1}^{\prime \prime}, \psi_{2}^{\prime}$, and $\psi_{3}$ are, respectively, the solutions of the equations

$$
\begin{align*}
& P_{11}[\overline{\bar{u}}, \zeta]+P_{11}^{\prime \prime}\left[u_{1}, \zeta\right]+P_{11}^{\prime}\left\lceil\varphi_{1}^{\prime}, \zeta\right]+ \\
& -\frac{2 P_{2}^{\prime \prime}\left[u_{1}\right]+P_{11}^{\prime}\left[\varphi_{1}^{\prime} ; u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, t\right]=0 ; T_{11}\left[u_{1}, \overline{\bar{u}}\right]=0  \tag{34,4}\\
& P_{11}[\overline{\bar{u}}, \zeta]+P_{21}^{\prime}\left[u_{1}, \zeta\right]+P_{111}\left[u_{1}, \Phi_{1}^{\prime}, \zeta\right]+P_{11}^{\prime \prime}\left[\varphi_{2}, \zeta\right]+ \\
& -\frac{3 P_{3}^{\prime}\left[u_{1}\right]+2 P_{21}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{11}^{\prime}\left[\varphi_{2}, u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, b\right]=0 ; \\
& T_{11}\left[u_{1} ; \overline{\bar{u}}\right]=0 .  \tag{34.6}\\
& P_{11}[\overline{\bar{u}}, \zeta]+P_{31}\left[u_{1}, \zeta\right]+P_{111}\left[u_{1}, \varphi_{2}, \xi\right]+ \\
& -\frac{4 P_{4}\left[u_{1}\right]+2 P_{21}\left[u_{1}, \varphi_{2}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \hbar\right]=0 ; T_{11}\left[u_{1}, \overline{\bar{u}}\right]=0 . \tag{34.6}
\end{align*}
$$

A comparisco of (34.6) with (27.13) reveals that the identity of the function $\varphi_{2}$ and $\varphi^{(2)}$ for $A_{3}=0$ also results in the identity of the functions $\psi_{3}$ to the functions $\psi^{(3)}$ which were introduced in Sect. 27.

After introduction of the notations

$$
\begin{align*}
& \mathbf{p}_{2}^{\prime \prime \prime}\left[u_{1}\right]+p_{11}^{\prime \prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+p_{2}^{\prime}\left[\varphi_{1}^{\prime}\right]=A_{2}^{\prime \prime \prime}, \\
& \mathbf{P}_{2}^{\prime \prime \prime}\left[u_{1}\right]+P_{11}^{\prime \prime \prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{2}^{\prime \prime}\left[\varphi_{1}^{\prime} \mid-P_{2}\left[\psi_{1}^{\prime \prime}\right]=A_{2}^{\prime \prime \prime \prime},\right. \\
& P_{3}^{\prime \prime}\left[u_{1}\right]+P_{21}^{\prime}\left[u_{1}, \varphi_{1}^{i}\right]+P_{12}\left\{u_{1}, \varphi_{1}^{\prime}\right\}+P_{11}^{\prime \prime}\left[u_{1,}, \varphi_{2}\right]+ \\
& +P_{1.1}^{\prime}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]=A_{3}^{\prime \prime} \text {, } \\
& P_{3}^{\prime \prime \prime}\left[u_{1}\right]+P_{21}^{\prime \prime}\left\{u_{1}, \varphi_{1}^{\prime}\right\}+P_{12}^{\prime}\left\{u_{1}, \varphi_{1}^{\prime}\right\}+P_{3}\left\{\varphi_{1}^{\prime}\right\}+ \\
& +P_{11}^{\prime \prime \prime}\left[u_{1}, \varphi_{2}\right]+P_{11}^{\prime \prime}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]-P_{11}\left[\psi_{1}^{\prime \prime}, \psi_{2}^{\prime}\right]=A_{3}^{\prime \prime \prime}, \\
& P_{4}^{\prime}\left[u_{1}\right]+P_{31}\left\{u_{1}, \varphi_{1}^{\prime}\right]+p_{21}^{\prime}\left[u_{1}, \varphi_{2}\right]+P_{111}\left\{u_{1}^{\prime}, \varphi_{1}^{\prime}, \varphi_{2}\right\}+ \\
& +\mathbf{F}_{2}^{\prime}\left\lceil\varphi_{2}\right\rceil=A_{4}^{\prime},  \tag{34.7}\\
& P_{4}^{\prime \prime}\left[u_{1}\right]+P_{3.1}^{\prime}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{22}\left[u_{1}, \varphi_{1}^{\prime}\right]+\mathbf{P}_{21}^{\prime \prime}\left[u_{1}, \varphi_{2}\right]+ \\
& +P_{1111}^{\prime}\left[u_{1}, \varphi_{1}^{\prime}, \varphi_{2}\right]+P_{21}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]+\mathcal{R}_{2}^{\prime \prime}\left[\varphi_{2}\right]+ \\
& -\mathrm{P}_{11}\left[\psi_{1}^{\prime \prime}, \psi_{3}\right]-\mathrm{P}_{2}\left[\psi_{2}^{\prime}\right]=\mathbf{A}_{4}^{\prime \prime} \text {, } \\
& P_{6}\left[u_{1}\right]+P_{31}\left[u_{1}, \varphi_{2}\right]+p_{12}\left\{u_{1}, \varphi_{2}\right]=A_{5}, \\
& P_{5}^{\prime}\left[u_{1}\right]+P_{41}\left[u_{1}, \varphi_{1}^{\prime}\right]+P_{31}^{\prime}\left[u_{1}, \varphi_{2}\right]+P_{211}\left[u_{1}, \varphi_{1}^{\prime}, \varphi_{2}\right]+ \\
& +\mathrm{P}_{12}^{\prime}\left[u_{1}, \varphi_{2}\right]+\mathrm{P}_{12}\left[\varphi_{1}^{\prime}, \varphi_{2}\right]-\mathrm{P}_{11}\left[\psi_{2}^{\prime}, \psi_{3}\right]=A_{5}^{\prime}, \\
& \left.P_{6}\left[u_{1}\right]+P_{41}\left[u_{1}, \varphi_{2}\right]+P_{22}\left[u_{1}, \varphi_{2}\right]+P_{3}\left[\varphi_{2}\right]-P_{2}\left[\psi_{3}\right]=A_{6}\right]
\end{align*}
$$

the minimum of the approximation of $(34.2)$ becomes

$$
\begin{align*}
& \overline{\mathbf{P}}^{\lambda}(\underline{a})=\left(\lambda-\lambda_{2}\right){A_{2}^{\prime}}_{2}^{2}+\left(\lambda-\lambda_{1}\right)^{2} A_{2}^{\prime \prime} \underline{a}^{2}+\left(\lambda-\lambda_{1}\right)^{3} A_{2}^{\prime \prime} \underline{a}^{2}+ \\
&+\left(\lambda_{1}-\lambda_{1}\right)^{4} A_{2}^{\prime \prime \prime} \underline{a}^{2}+A_{3} \underline{a}^{3}+\left(\lambda-\lambda_{1}\right) A_{3}^{\prime} \underline{a}^{3}+ \\
&+\left(\lambda-\lambda_{1}\right)^{2} A_{3}^{\prime \prime} \underline{a}^{3}+\left(\lambda-\lambda_{1}\right)^{3} A_{3}^{\prime \prime \prime} \underline{a}^{3}+A_{4} \underline{a}^{4}+\left(\lambda-\lambda_{1}\right) A_{4}^{\prime} \underline{a}^{4}+ \\
&+\left(\lambda-\lambda_{1}\right)^{2} A_{4}^{\prime \prime} \underline{a}^{4}+A_{5} \underline{a}^{5}+\left(\lambda-\lambda_{1}\right) A_{5}^{\prime} \underline{a}^{5}+A_{6} \underline{a}^{6} . \tag{34.8}
\end{align*}
$$

In this expression terms of an order higher than six are consiatently left out. It appears from (34.7) and (34.8) that by inclusion of terrs of the fifth order, it is even possible to improve (33.11) without the knowledge of the functions $\psi_{1}^{\prime \prime}, \psi_{2}^{\prime}$ and $\psi_{3}$. Further, if $A_{3}$ is equal $i=$ zero, the coefficients $A_{5}$ and $A_{6}$ are identical to the quantities (27.5) and (27.18) introduced in Sect. 271, which successively govern stability in the critical state if $\mathbf{A}_{3}$ as well as $\mathbf{A}_{4}$ are zero.

It requires no proof that the described process of improvement cun be continued by writing the functions $\overline{\overline{\mathrm{u}}}$ as

$$
\overline{\bar{u}}=\underline{a}\left(\lambda-\lambda_{1}\right)^{2} \psi_{1}^{\prime \prime}+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) \psi_{2}^{\prime}+\underline{a}^{3} \psi_{3}+\overline{\bar{u}} \text { with } T_{11}\left[u_{1}, \overline{\bar{u}}\right]=0
$$

This manner yields for small values of $\lambda-\lambda_{1}$ and a a power series for the staticuary value of (32.4). Of course in general nothing can be said about the region of convergence of this series.
35. THE EQUILIBRIUM STATES

In this section the stationary values of $\overline{\mathbf{P}}^{\boldsymbol{\lambda}}(\mathrm{a})$ as functions of a will be determined in the case that $\overline{\mathbf{P}}^{\boldsymbol{\lambda}}(\mathrm{a})$ is given by the expressions (33.11) and (34.8) as a first and second approximation respectively. The corresponding values of $a$ and the
functions $\overline{\mathrm{u}}$ (33.12) and $\overline{\bar{u}}(34.3)$ yield in that case an approximation for the displacements in the equiibbrium states. The analysis of the stability involves
 Now, if the stationary value of $\overline{\mathrm{P}}^{\lambda}(\underline{a})$ as a function of $a$, is again a minimum,
 with respect to varied functions $\overline{\mathbf{u}}$ or $\overline{\bar{u}}$ and simultaneously varied values of $\underline{a}$. Equilibrium in the corresponding displacement configuration is then stable. In reverse, the approximation of the onergy does not possess a minimum if the stationary value of $\overline{\mathbf{p}}^{\lambda}(\mathrm{a})$ is not a minimum, and in that case equilibrium is unstable.

For the derivation of a first approximation expressions (33.11) and (34.8), representing resfectively the first and second approximation as proposed in Sect, 34, may be considerably simplified. For this purpose it is noted that equilibrium in the fundamental staty is stable for $\lambda<\lambda_{1}$, so that

$$
\mathbf{P}_{2}^{\lambda}[u]=P_{2}[u]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[u]+\ldots \geq 0
$$

should hold. Because $P_{2}\left[u_{1}\right]=0$ it follows that

$$
\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[u_{1}\right] .+\ldots \geq 0
$$

This relation can be satisfied for $\lambda<\lambda_{1}$ oniy if the constant $A_{2}^{\prime}$ (33.10) is non positive. The limiting case in which $A_{2}^{\prime}$ is equal to zero does not ocsur in applications thus far considered, so that in the following it is assumed that $A_{2}^{\prime}$ is negative. For small absolute values of $\lambda-\lambda_{1}$ and $\underline{a}$ all terms containing at least one factor $\lambda-\lambda_{1}$ are small in absoiute value compared to the absolute value of the first term $\left(\lambda-\lambda_{1}\right) \cdot A_{2}^{\prime} a^{2}$, and in a first approximation they may be neglected. Further, among the terms which contain no factor of $\lambda-\lambda_{1}$, the term of the lowest order in $\underline{a}$ is the dominant term. Let inis term be $A_{n} \underline{a}^{n}$ (in which case the stability of the critical
state is governed by the quantity $A_{n}$ ) . Then (33.11)and (34.8) lead to the expression

$$
\begin{equation*}
\bar{P}^{\lambda}(\underline{a})=\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}^{2}+A_{n} \underline{a}^{n}, n \geq 3 . \tag{35.1}
\end{equation*}
$$

A simple procedure for the construction of (35.1) can now be given. By use of Chayter 2 , stabllity of the critical state le analysed. The quantity $A_{n}$ which governs staibility appears in (35.1) as a coefficient of $\underline{a}^{n}$. Calculation of $A_{2}^{\prime}$ which coefficient is given by (33.10), does not offer any difficulties.

The states of equilibrium are characterized by stationary values of (35.1), 1.e., by

$$
\begin{equation*}
\frac{d \bar{P}{ }^{\lambda}(\underline{a})}{d \underline{a}}=2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}+n A_{n} \underline{a}^{n-1}=0 . \tag{35.2}
\end{equation*}
$$

Stability is governed by the second derivative of (35.1)

$$
\begin{equation*}
\frac{d^{2} \cdot \overline{\mathbf{p}}^{\lambda}(a)}{d_{\underline{-}}^{2}}=2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}+n(n-1) A_{n} \underline{a}^{n-2} \tag{35.3}
\end{equation*}
$$

Equation (35.2) is satisfied by the solution $\underline{a}=0$ in which case the functions is and $\overline{\bar{u}}$ become also zero. This solution yields the already known fundamental state. The second derivative (35.3) is positive for $\lambda<\lambda_{1}$ and negative for $\lambda_{1}>\lambda_{1}$, so that equilibrium in the fundamental state is stat:ie or unstable depending on whether $\lambda$ is smaller or greater than $\lambda_{1}$, (in agreemeat wilh what already was known). The other solutions of (35.2) which determine the neifinouring states, should satisfy

$$
\begin{equation*}
\underline{a}^{\underline{n}-2}=-\frac{2}{n}\left(\lambda-\lambda_{1}\right) \frac{A_{2}^{\prime}}{A_{n}^{\prime}} . \tag{35.4}
\end{equation*}
$$

By substitution in (35.3), it follows for the second derivative of $\overline{7}$ (a) in these states that

$$
\begin{equation*}
\frac{d^{2} \overline{\bar{p}^{\lambda}}}{d \underline{a}^{2}}=-2(n-2)\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} . \tag{35.5}
\end{equation*}
$$

Consequently, a neighboring equilibrium state is always stable for $\lambda>\lambda_{1}$, and always unstable for $\lambda<\lambda_{1}$.

In a discussion of possible neighboring states of equilibrium, distinotion must be made between even and odd values of $n$ and, in the latter case, between negative and positive values of $A_{n}$ as well. For odd values of $n, A_{n}$ can always be taken positive since, according to (35.4) and (35.5) an equilibrium value a corresponding to positive $A_{n}$ corresponds to the same type of stability behavior as does -a in a system with negative $A_{n}$. Consequently (35.4) possesses a real solution for both positive and negative values of $\lambda-\lambda_{1}$. This is determined by

$$
\begin{equation*}
\underline{a}=\left(-\frac{2}{\frac{A_{2}^{\prime}}{A_{n}}}\right)^{\frac{1}{n-2}}\left(\lambda-\lambda_{1}\right)^{\frac{1}{n-2}} \tag{35.6}
\end{equation*}
$$

and it follows from (35.5) that the equilibrium is stable for $\lambda>\lambda_{1}$ and unstable for $\lambda<\lambda_{1}$.

For even values of $n$, (35.4) possesses real solutions only for negative or only for positive values of $\lambda-\lambda_{1}$, depending on whether $A_{n}$ is negative or positive respectively. These solutions are determined by

$$
\begin{equation*}
\underline{a}= \pm\left(\frac{2}{n} \frac{A_{2}^{\prime}}{A_{n}}\right)^{\frac{1}{n-2}}\left(\lambda_{1}-\lambda\right)^{\frac{1}{n-2}} \text { and } \underline{a}= \pm\left(-\frac{2}{n} \frac{A_{2}^{\prime}}{A_{n}}\right)^{\frac{1}{n-2}}\left(\lambda-\lambda_{1}\right)^{\frac{1}{n-2}} \tag{35,7}
\end{equation*}
$$

 last mentioned to stable equilibrium.

According to the considexations of Chapter 2, equilibrium in the critical state is unstable if the governing quantity $A_{n}$ corresponds to an odd value of $n$ or if it is negative and corresponds to an even value of $n$. Equilibrium is stable if the governing constant $A_{n}$ corresponds to a positive $n$ and is even. The results obtained can be summarized as follows. If equilibrium in the critical state is unstable, and stability is governed by a quantity with odd subscript $\left(A_{3}, A_{5}\right.$ etc. $)$, neighboring states of equilibrium exist for loads greater than as well as for loads smaller then the bucklingload; the equilibrium states for loads greater than the bucklingload are stable and those for loads smaller than the bucklingload are unstable. If equilibrium in the critical state is unstable and stability is governed by a quantity with even subscript ( $A_{4}, A_{6}$ etc.), neighboring states of equilibrium exist but only for loads amaller than the buckling load; these states are unstable. If equilibrium in the critical state is atable, in which oase stability is always governed by a quantity with even subscript, neighboring states of equalibrium exist but only for loads greater than the buckling load; these states are stable.

The relation between the parameter $\underline{a}$, which represents a measure for the displacement from the fundamental state and the load parameter $\lambda$ as given by equations (35.6) and (35.7), can be represented in a diagram. Fig. 1a gives the graph for a positive value of $A_{3}$ (the graph for the negative value can be obtained from this by taking its mirror image with respect to the $\lambda$-axis). Fig. ib and Fig. ic respectively give the dlagrams belonging to the negative and positive value of $A_{4}$ in the case in which $A_{3}=0$. Finally, Fig. 1d gives the diagram for the case in which $A_{3}=A_{4}=0$ and $A_{5}$ is positive. In these graphs the stable states of equilibrium are represented by heavy lines, the unstable equilibrium states by dotted lines. The boundary between the area in which equilibrium must be stable and the area in which it must be unstable is a curve obtained by equating to zero the expression (35.3). It is given by a dash dot line.

At the critical load equilibrium states exist which deviate from the fundamental state in an infinitesimal sense and which are determined by (32.2) for infinitesimal values

(a)

(C)

(b)


$$
A_{3}=A_{4}=0, A_{5}>0
$$

(d)

FIG. 1
of $\underline{a}$. If this solution is conceived as an approximation valid for small but finite values of a , it follows that its image in the diagram is given by the straight line $\lambda=\lambda_{1}$. It follows from (35.4) that this approximation determines the tangent to the curve $\lambda$ versus $a$ of the neighboring states of equilibrium at the point $\lambda=\lambda_{1}$, $a=0$ for $n>3$. In these cases, already the first approximation leads to some insight into the character of the neighboring states of equilibrium. However, for $A_{3} \neq 0$ the method fails to describe the real behavior even approximately (see also Fig. 1a). It is noted that for $A_{3}=A_{4}=0$, the use of approximation (33.11) also leads to the straight line $\lambda=\lambda_{1}$ in the graph $\lambda$ versus $a ;$ for, in that case the derivative of expression (33.11) with respect to a contains the factor. $\lambda-\lambda_{1}$. Consequently, for a better insight in the real behaviour, it is necessary to consider the improved approximation ( 34.8 ) or what amounts to the same, to continue the analysis of the critical atate until a nonzero quantity $A_{n}$ has been found.

The considerations in the foregoing are based on the simplified expression of $\overline{\mathbf{p}}^{\boldsymbol{\lambda}}$ (a) (35.1). In principle, an improvement of the approximation can easily be obtained by use of the unabbreviated expressions $(33,11)$, $(34.8)$ respectively. This is illustrated by the application of the equilibrium condition to (33.11) for the oase $\mathbf{A}_{3} \neq 0$

$$
\begin{gathered}
\frac{d \bar{P}(a)}{d \underline{a}}=2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}+2\left(\lambda-\lambda_{1}\right)^{2} A_{2}^{\prime \prime} \underline{a}+3 A_{3} a^{2}+ \\
+3\left(\lambda-\lambda_{1}\right) A_{3}^{\prime} a^{2}+4 A_{4} \underline{a}^{3}=0
\end{gathered}
$$

In addition to the trivial fundamental state, the following solution exists

$$
\begin{aligned}
\underline{a}= & -\frac{3 A_{3}+3!\lambda-\lambda_{1} A^{\prime}}{8 A_{4}}+ \\
& \pm \sqrt{\frac{9\left[A_{3}+\left(\lambda-\lambda_{1}\right) A_{3}^{\prime}\right]^{2}}{64 A_{4}^{2}}-\frac{\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}+\left(\lambda-\lambda_{1}\right)^{2} A_{2}^{\prime \prime \prime}}{2 A_{4}}}= \\
& =-\frac{3 A_{3}}{8 A_{4}}\left\{1+\left(\lambda-\lambda_{1}\right) \frac{A_{3}^{\prime}}{A_{3}}+\right. \\
& \pm \sqrt{\left.\left[1+\left(\lambda-\lambda_{1}\right) \frac{A_{3}^{\prime}}{A_{3}}\right]^{2}-\frac{32}{9}\left(\lambda_{-}-\lambda_{1}\right) \frac{A_{2}^{\prime} A_{4}}{A_{3}^{2}-\frac{32}{9}\left(\lambda-\lambda_{1}\right)^{2} \frac{A_{2}^{\prime \prime} A_{4}}{A_{3}^{2}}}\right)}
\end{aligned}
$$

The second root approaches $-\frac{3}{4} \frac{A_{3}}{A_{4}}$ as $\lambda$ approaches $\lambda_{1}$; this is not a small quantity in the neighbourhood of the buckling load and it need, therefore, not be considered. Expansion of the first root in terms of $\lambda-\lambda_{1}$ glves

$$
\begin{align*}
\underline{a}= & -\frac{2}{3} \frac{A_{2}^{\prime}}{A_{3}}\left(\lambda-\lambda_{1}\right)+ \\
& +\left(\frac{2}{3} \frac{A_{2}^{\prime} A_{3}^{\prime}}{A_{3}^{2}}-\frac{2 A_{2}^{\prime \prime}}{3 A_{3}}-\frac{16}{27} \frac{A_{2}^{\prime 2} A_{4}}{A_{3}^{3}}\right)\left(\lambda-\lambda_{1}\right)^{2}+\ldots \tag{35.8}
\end{align*}
$$

Terms of third and higher order can be omitted in this expansion because their contributions to the expression (33.11) are at least of fifth order; such contributions are already neglected in the improved approximation (34.8).
 derivative of (33.11). Afier substitution of the value of a as given by (35.8), this derivative becomes

$$
\frac{d^{2} \overline{\mathrm{p}}^{\lambda}}{d \underline{a}^{2}}=-2 A_{2}^{\prime}\left(\lambda-\lambda_{1}\right)-\left(2 A_{2}^{\prime \prime}-\frac{16}{9} \frac{A_{2}^{\prime 2} A_{4}}{A_{3}^{2}}\right)\left(\lambda-\lambda_{1}\right)^{2} .
$$

It appears from (35.8) that approximation (35.6) determines the tangent to the curve which for a neighbouring state of equilibrium represents the relationship between $\lambda$ and a . Further, it appears from (35.9) that for not too great values of $\left|\lambda-\lambda_{1}\right|$ the conclusiona concerning stability as deduced from (35.5) remain valid. Therefore, the improvement leaves the character of the first approximation unaltered. In cases for which $\mathrm{A}_{3}$ is equal to zero, corresponding conclusions hold. Consequently, the first approximation following from (35.1) will at least suffice for a qualitative aralysis of elastic behaviour in the neighborhood of the buckling load. Such a restriction can also be justifled on another basis. As mentioned in Sect. 34, the region of convergence is unknown for the series expansion obtained for $\overline{\mathbf{P}}^{\lambda}$ (a) through the successive approximation. Therefore, in general, the region of validity of the approximate solution cannot be extended at will by use of a greater number of terms. Also, this improvement has sigufficance only for a region of $\lambda$ values in the neighbourhood of the buckling load. This region is different from case to case. As has been said above, in this neighbourhood the behaviour in the large is described by the first approximation.

## 36. SPECLAL CASES

The foregoing considerations were based on the assumption that $\omega_{2}$, the solution of the minimum problem (24.4) for the critical state, is positive. Here the changes will be discussed which correspond to the case in which this condition is not satisfied; for the time being $\omega_{3}$ is assumed to be positive.

The general solution of the variational equation (24.14) for neutral equilibrium is in that case

$$
\begin{equation*}
u=a u_{1}+b v_{1} \tag{36.1}
\end{equation*}
$$

Here, for the sake of a more symmetrical notation $u^{(2)}=v_{1}$ is introduced. If (24.14) would possess a solution differing from (36.1), then it would always be possible to write it as

$$
\begin{equation*}
u=\underline{a}_{1}+b v_{1}+\bar{u} \text { with } T_{11}\left[u_{1}, \bar{u}\right]=T_{11}\left[v_{1}, \bar{u}\right]=0 \tag{36.2}
\end{equation*}
$$

Substitution in (24.14) leads to the following conditions for $\bar{u}$

$$
P_{11}[\bar{u}, \zeta]=0, T_{11}\left[u_{1} ; \bar{u}\right]=T_{11}\left[v_{1}, \bar{u}\right]=0
$$

which for $\zeta=\bar{u}$ contradict the assumption $\omega_{3}>0$. On the basis of considerations identical to those of Sect. 32, the displacements in the analysis of equilibrium states in the neighbourhood of the critical state are written in the form (36.2). Substitution in (32.1) gives, after use of the relations following from $\omega_{1}=\omega_{2}=0$ and after expansion and arrangement according to increasing order in $\bar{u}$

$$
\begin{aligned}
p^{\lambda}[u]= & \left.\underline{a}^{2} \mid\left(\lambda-\lambda_{1}\right) p_{2}^{\prime}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right)^{2} p_{2}^{\prime \prime}\left[u_{1}\right]+\ldots\right\}+ \\
& \left.+\underline{a b} \mid\left(\lambda-\lambda_{1}\right) p_{11}^{\prime}\left[u_{1}, v_{1}\right]+\left(\lambda-\lambda_{1}\right)^{2} p_{11}^{\prime \prime}\left[u_{1}, v_{1}\right]+\ldots\right\}+ \\
& +b^{2}\left\{\left(\lambda-\lambda_{1}\right) p_{2}^{\prime}\left[v_{1}\right]+\left(\lambda-\lambda_{1}\right)^{2} p_{2}^{\prime \prime}\left[v_{1}\right]+\ldots\right\}+ \\
& \left.+\underline{a}^{3}\left|p_{3}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) p_{3}^{\prime}\left[u_{1}\right]+\ldots\right|+\underline{a}^{2} b \mid p_{21}\left[u_{1}, v_{1}\right]+\ldots\right\}+ \\
& +\underline{a b}^{2}\left|p_{12}\left[u_{1}, v_{1}\right]+\ldots\right|+b^{3}\left|p_{3}\left[v_{1}\right]+\ldots\right|+ \\
& \left.+\underline{a}^{4} \mid P_{4}\left[u_{1}\right]+\ldots\right\}+\underline{a}^{3} b\left|P_{31}\left[u_{1}, v_{1}\right]+\ldots\right|+
\end{aligned}
$$

$$
\begin{align*}
& +\underline{a}^{2} b^{2}\left|P_{22}\left[u_{1}, v_{1}\right]+\ldots\right|+\underset{a b^{3}}{ }\left|P_{13}\left[u_{1}, v_{1}\right]+\ldots\right|+ \\
& +b^{4}\left|P_{4}\left[v_{1}\right]+\ldots\right|+\ldots+ \\
& +\underline{a}\left\{\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1} ; \bar{u}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+\ldots\right\}+ \\
& \left.+b \mid\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[v_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[v_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\underline{a}^{2}\left|P_{21}\left[u_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \bar{u}\right]+\ldots\right|+ \\
& \left.+\underset{\sim}{a b} \mid P_{111}\left[u_{1}, v_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right) p_{111}^{\prime}\left[u_{1}, v_{1}, \bar{u}\right]+\ldots\right\}+ \\
& \left.+b^{2} \mid P_{21}\left[v_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[v_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\underline{a}^{3}\left\{P_{31}\left[u_{1}, \bar{u}\right]+\ldots\right\}+\underline{a}^{2} b\left\{P_{211}\left[u_{1}, v_{1}, \bar{u}\right]+\ldots \mid+\right. \\
& +\underline{a b}{ }^{2}\left\{P_{121}\left[u_{1}, v_{1}, \bar{u}\right]+\ldots\right\}+b^{3}\left\{p_{31}\left[v_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\ldots+\mathrm{P}_{2}[\overline{\mathrm{u}}]+\left(\lambda-\lambda_{1}\right) \mathrm{P}_{2}^{\prime}[\bar{u}]+\ldots+ \\
& +\underline{q}\left|\mathbf{P}_{12}\left[u_{1}, \bar{u}\right]+\ldots\right|+b\left|P_{12}\left[v_{1}, \bar{u}\right]+\ldots\right|+ \\
& +\ldots+\mathbf{P}_{3}[\bar{u}]+\ldots \tag{36.3}
\end{align*}
$$

For the application of the equilibrium conditions, the stationary value of (36.3) will first be determined for constant values of $a$ and $b$ in a manner analogous to that of Sect. 32. After that, the stationary values of the functions so obtained $\overline{\mathrm{P}}^{\boldsymbol{\lambda}}(\mathrm{a}, \mathrm{b})$ will be established with respect to $\underline{a}$ and $b$. In this process, omission of the terms following $P_{2}[\bar{u}]$ in (36.3) are justified in the same manner as in Sect. 32. The approximation of the energy thus obtained again appears to have one stationary value
for constant values of $\underline{a}$ and $b$ and this value is at the same time a minimum. The functions $\overline{\mathrm{u}}$ for which this minimum is obtained oan he written in the form

$$
\begin{equation*}
\bar{u}=\underline{a}\left(\lambda-\lambda_{1}\right) \varphi_{10}^{\prime}+b\left(\lambda-\lambda_{1}\right) \varphi_{01}^{\prime}+\underline{a}^{2} \varphi_{20}+\underline{a} b \varphi_{11}+b^{2} \varphi_{02}+\ldots \tag{36.4}
\end{equation*}
$$

where $\varphi_{10}^{\prime}, \varphi_{01}^{\prime}, \varphi_{20}, \varphi_{11}$ and $\varphi_{02}$ are given respectively as the solutions of the equations

$$
\begin{aligned}
& P_{11}[\bar{u}, \zeta]+P_{11}^{\prime}\left[u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]+ \\
& -\frac{\mathrm{P}_{11}^{\prime}\left\{u_{1}, v_{1}\right]}{2 T_{2}\left[v_{1}\right]} T_{11}\left[v_{1}, \zeta\right]=0 ; \quad T_{11}\left[u_{1}, \bar{u}\right]=T_{11}^{\prime}\left[v_{1}, \bar{u}\right]=0 \text {, } \\
& P_{11}[\bar{u}, \xi]+P_{11}^{\prime}\left[v_{1}, \zeta\right]-\frac{P_{11}^{\prime}\left[u_{1}, v_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]+ \\
& -\frac{2 \mathrm{P}_{2}^{\prime}\left[\mathrm{v}_{1}\right]}{2 \mathrm{~T}_{2}\left[\mathrm{v}_{1}\right]} \mathrm{T}_{11}\left[\mathrm{v}_{1}, \zeta\right]=0 ; \quad \mathrm{T}_{11}\left[\mathrm{u}_{1}, \mathrm{II}\right]=\mathrm{T}_{11}\left[\mathrm{v}_{1}, \bar{u}\right]=0, \\
& P_{11}[\bar{u}, \zeta]+P_{21}\left[u_{1}, 匕\right]-\frac{3 P_{3}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} \mathrm{F}_{11}\left[u_{1}, \zeta\right]+ \\
& -\frac{P_{21}\left[u_{1}, v_{1}\right]}{2 T_{2}\left[v_{1}\right]} T_{11}\left[v_{1}, \zeta\right]=0 ; \quad T_{11}\left[u_{1}, \bar{u}\right]=T_{11}\left[v_{1}, \bar{u}\right]=0,
\end{aligned}
$$

$$
\begin{align*}
& -\frac{2 P_{12}\left[u_{1}, \bar{v}_{1} j\right.}{2 T_{2}\left[v_{1}\right]} T_{11}\left[v_{1}, \xi\right]=0 ; T_{11}\left[u_{1}, \bar{u}\right]=T_{11}\left[v_{1}, \bar{u}\right]=0 \text {, } \\
& P_{11}[\bar{u}, \zeta]+P_{21}\left[v_{1}, \xi\right]-\frac{P_{12}\left[u_{1}, v_{1}\right]}{2 T_{2}\left[u_{1}\right]} \mathrm{T}_{11}\left[u_{1}, s\right]+ \\
& -\frac{3 \mathrm{P}_{3}\left[\mathrm{v}_{1}\right]}{2 \mathrm{~T}_{2}\left[\mathrm{v}_{1}\right]} \mathrm{T}_{11}\left[\mathrm{v}_{1}, \zeta\right]=0 ; \quad \mathrm{T}_{11}\left[\mathrm{u}_{1}, \bar{u}\right]=\mathrm{T}_{11}\left[\mathrm{v}_{1}, \bar{u}\right]=0 . \tag{36.5}
\end{align*}
$$

Here the contribution to (36.4) which are of the third and higher order in $\left(\lambda-\lambda_{1}\right)$, a and b have already been omitted since together with the contributions in (33.5), they are of no significance in the present approximation. The derivation of equations (36.5) is completely analogous to that in Sect. 272 and in Sect. 33, so that its execution can be omitted here. By comparison of the last three equations of (36.5) with (27.33) it can be shown that the functions $\varphi^{(20)}, \varphi^{(11)}$ and $\varphi^{(02)}$ as defined in Sect. 272 agree with the functions introduced here, provided the condition.(27.24) is satisfied. Also, the calculaticn of the approximate stationary value of $\overline{\mathbf{P}}^{\lambda}(\mathrm{a}, \mathrm{b})$ is analogous to the preceding analysis. If for brevity is introduced

$$
\begin{align*}
& \left.P_{12}^{\prime}!a_{1}, v_{1}\right]-P_{11}\left[\varphi_{10}^{\prime}, \varphi_{02}\right]-P_{11}\left[\varphi_{01}^{\prime}, \varphi_{11}\right]=C_{12}^{\prime}, \\
& P_{3}^{\prime}\left[v_{1}\right]-P_{11}\left[\varphi_{01}^{\prime}, \varphi_{02}\right]=C_{03}^{\prime}, \\
& P_{4}\left[u_{1}\right]-P_{2}\left[\varphi_{20}\right]=C_{40}, P_{31}\left[u_{1}, v_{1}\right]-P_{11}\left[\varphi_{20}, \varphi_{11}\right]=C_{31},  \tag{36.6}\\
& P_{22}\left[u_{1}, v_{1}\right]-P_{2}\left[\varphi_{11}\right]-P_{11}\left[\varphi_{20}, \varphi_{02}\right]=C_{22}, \\
& P_{13}\left[u_{1}, v_{1}\right]-P_{11}\left[\varphi_{11}, \varphi_{02}\right]=C_{13}, P_{4}\left[v_{1}\right]-P_{2}\left[\varphi_{02}\right]=C_{04}
\end{align*}
$$

$$
\begin{align*}
& P_{2}^{\prime}\left[u_{1}\right]=C_{20}^{\prime}, P_{11}^{\prime}\left[u_{1}, v_{1}\right]=C_{11}^{\prime}, P_{2}^{\prime}\left[v_{1}\right]=C_{02}^{\prime}, \\
& P_{2}^{\prime \prime}\left[u_{1}\right]-P_{2}\left[\varphi_{10}^{\prime}\right]=C_{20}^{\prime \prime}, P_{11}^{\prime \prime}\left[u_{1}, v_{1}\right]-P_{11}\left[\varphi_{10}^{\prime}, \varphi_{01}^{\prime}\right]=C_{11}^{\prime \prime}, \\
& P_{2}^{\prime \prime}\left[v_{1}\right]-P_{2}\left[\varphi_{01}^{\prime}\right]=C_{02}^{\prime \prime},  \tag{36.6}\\
& P_{3}\left[u_{1}\right]=C_{30}, P_{21}\left[u_{1}, v_{1}\right]=C_{21}, P_{12}\left[u_{1}, v_{1}\right]=C_{12}, P_{3}\left[v_{1}\right]=C_{03}, \\
& P_{3}^{\prime}\left[u_{1}\right]-P_{11}\left[\varphi_{10}^{\prime}, \varphi_{20}\right]=C_{30}^{\prime}, \\
& P_{21}^{\prime}\left[u_{1}, v_{1}\right]-P_{11}\left[\varphi_{10}^{\prime}, \varphi_{11}\right]-P_{11}\left[\varphi_{01}^{\prime}, \varphi_{20}\right]=C_{21}^{\prime},
\end{align*}
$$

this approximation becomes

$$
\begin{align*}
\bar{p}^{\lambda}(\underline{a}, b)= & \left(\lambda-\lambda_{1}\right)\left(C_{20}^{\prime} \underline{a}^{2}+C_{11}^{\prime} \underline{a} b+C_{02}^{\prime} b^{2}\right)+ \\
& +\left(\lambda-\lambda_{1}\right)^{2}\left(C_{20}^{\prime \prime} \underline{a}^{2}+C_{11}^{\prime \prime} \underline{a}^{\prime}+C_{02}^{\prime \prime} b^{2}\right)+ \\
& +C_{30} \underline{a}^{3}+C_{21} \underline{a}^{2} b+C_{12} \underline{a}^{2}+C_{03} b^{3}+ \\
& +\left(\lambda-\lambda_{1}\right)\left(C_{30}^{\prime} \underline{a}^{3}+C_{21-}^{\prime} \underline{a}^{2} b+C_{12}^{\prime} \underline{-}^{2}+C_{03}^{\prime} b^{3}\right)+ \\
& +C_{40} \underline{a}^{4}+C_{31} \underline{a}^{3} b+C_{22} \underline{a}^{2}{ }^{2}+C_{13} \underline{a b}^{3}+C_{04} b^{4} . \tag{36.7}
\end{align*}
$$

Terms of the fifth and higher order in $\lambda-\lambda_{1}$, $a$ and $b$ are here insignificant, even mure so then in Sect. 33

From (36.6) it is seen that the terms of second order in $\underline{a}$ and $b$ in (36.7), which contain one factor $\lambda-\lambda_{1}$, and the terms of third order which do not contain a factor $\lambda-\lambda_{1}$, depend exclusively on the eigenfunctions $u_{1}$ and $v_{1}$. Further, if the conditions (27.24)

$$
c_{30}=c_{21}=c_{12}=c_{03}=0
$$

are satisfied, then it follows that the fourth order terms in $a$ and $b$ of (36.7) are identical to the form (27.37) which governs stability in the critical state.

The general case

$$
\omega_{2}=\omega_{3}=\ldots=\omega_{h-1}=0, \omega_{h}>0
$$

can be analysed in a similar manner, by use of

$$
\begin{equation*}
u=\sum_{j=1}^{h-1} a_{j} u_{j}+\bar{u} \text { with } T_{11}\left[u_{j}, \bar{u}\right]=0 . j=1,2, \ldots h-1 \tag{36.8}
\end{equation*}
$$

In this case, the approximation corresponding to (36.7) can be written

$$
\begin{gather*}
\overline{\mathbf{P}}^{\lambda}\left(a_{j}\right)=\left(\lambda-\lambda_{1}\right) \overline{\mathbf{P}}_{2}^{\prime}\left(a_{j}\right)+\left(\lambda-\dot{\lambda}_{1}\right)^{2} \overline{\mathbf{P}}_{2}^{\prime \prime}\left(a_{j}\right)+\overline{\mathbf{P}}_{3}\left(a_{j}\right)+ \\
+\left(\lambda-\lambda_{1}\right) \overline{\mathbf{P}}_{3}^{\prime}\left(a_{j}\right)+\overline{\mathbf{P}}_{4}\left(a_{j}\right) \tag{36.9}
\end{gather*}
$$

In this expression, $\overline{\mathbf{P}}_{2}^{\prime}$ and $\overline{\mathbf{P}}_{3}$ are completely determined by the h -1 eigenfunctions $\mathbf{u}_{\mathbf{j}}$

$$
\begin{gather*}
\overline{\mathbf{P}}_{2}^{\prime}\left(a_{j}\right)=\mathbf{P}_{2}^{\prime}\left[\sum_{\alpha=1}^{h-1} a_{\alpha} u_{\alpha}\right]=\frac{1}{2} \sum_{\alpha=1}^{h-1} \sum_{\beta=1}^{h-1} a_{\alpha^{\prime}} a_{\beta} P_{11}^{\prime}\left[u_{\alpha}, u_{\beta}\right]  \tag{36,10}\\
\bar{P}_{3}\left(a_{j}\right)=\mathbf{P}_{3}\left[\sum_{\alpha=1}^{h-1} a_{\alpha} u_{\alpha}\right]=\frac{1}{6} \sum_{\alpha=1}^{h-1} \sum_{\beta=1}^{h-1} \sum_{\gamma=1}^{h-1} a_{\alpha} a_{\beta}{ }^{2} \gamma_{\gamma} P_{111}\left[u_{\alpha}, u_{\beta}, u_{\gamma}\right] \tag{66.11}
\end{gather*}
$$

For calculation of the remaining terms in (36.9), the solution is required of a aet of equations analogous to (36.5). If (36.11) is itumtically zaro, which condition for the present case corresponds to condition (27.24) for the case with $\omega_{3}>0$, then $\overline{\mathbf{P}}_{4}\left(\mathrm{a}_{\mathrm{j}}\right)$ will again be identical to the expression which governs the stability at the stability limit. The form (36.10) can never assume a positive value because, in analogy with Sect. 35, it would otherwise be possible to conclude that the fundamental state can be unstable also for $\lambda<\lambda_{1}$.

As a first approximation, in (36.9) the second and fourth terms are neglected in comparison to the first and third. Besides, if (36.11) is not identically zero, the last term will be neglected in comparison to the third. In both cases the result is

$$
\begin{equation*}
\overline{\mathbf{P}}^{\lambda}\left(a_{j}\right)=\left(\lambda-\lambda{ }_{1}\right) \overline{\mathbf{P}}_{2}^{\prime}\left(a_{j}\right)+\overline{\mathbf{P}}_{n}\left(a_{j}\right) \cdot n=3 \text { or } n=4 \tag{36.12}
\end{equation*}
$$

The stationary values of (36.12) are determined by the equations

$$
\begin{equation*}
\frac{\partial \overline{\mathbf{P}}^{\lambda}}{\partial a_{1}}=\left(\lambda-\lambda_{1}\right) \frac{\partial \overline{\mathbf{P}}_{2}^{\prime}}{\partial a_{i}}+\frac{\partial \bar{P}_{n}}{\partial a_{i}}=0, i=1,2, \ldots h-1 \tag{36.13}
\end{equation*}
$$

while the stability of the corresponding equilibrium state is governed by the form

$$
\begin{align*}
\sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \overline{\bar{P}}^{\lambda}}{\partial a_{i} \partial a_{j}} \Delta a_{i} \Delta a_{j}=\left(\lambda-\lambda_{1}\right) & \sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \bar{P}_{2}^{\prime}}{\partial a_{i} \partial a_{j}} \Delta a_{i} \Delta a_{j}+ \\
& +\sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \bar{P}_{n}}{\partial a_{i} \partial a_{j}} \Delta a_{i} \Delta a_{j} \tag{36.14}
\end{align*}
$$

Although the solutions of (36.13) cannot be given as easily as those of (35.2), they do admit some general concluainns. In the firgt place, ( 36.18$)$ pegsegese the solntion $a_{i}=0$ which yields the already known fundamental state. It follows from (36.14) that the stability of this state is governed by the form

$$
\begin{equation*}
\left(\lambda-\lambda_{1}\right) \sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} P_{2}^{\prime}}{\partial a_{1} \theta a_{j}} \Delta a_{i} \Delta a_{j}=2\left(\lambda-\lambda_{1}\right) \bar{P}_{2}^{\prime}\left(\Delta a_{j}\right) \tag{36.15}
\end{equation*}
$$

Therefore, the fundamental state is stable for $\lambda<\lambda_{1}$, unstable for $\lambda>\lambda_{1}$, in agreement with whit was already known. ${ }^{1}$

Furthermore, it appears from (36.13) that for $n=3$, the existence of a solution $a_{i}$ for the load parameter $\lambda$ implies the existence of a solution $-a_{i}$ for the load parameter $2 \lambda_{1}-\lambda$. Thus, for $n=3$ no neighbouring states of equilibrium exist at all or neighbouring states exist for loads greater as well as for loads smaller than the critical load.

Multiplication of the $i^{\text {th }}$ equation (36.13) by $a_{i}$ and summation yields

$$
\begin{array}{r}
\left(\lambda-\lambda_{1}\right) \sum_{i=1}^{h-1} a_{i} \frac{\partial \bar{p}_{2}^{\prime}}{\partial a_{i}}+\sum_{i=1}^{h-1} a_{i} \frac{\partial \bar{p}_{n}}{\partial a_{i}}=2\left(\lambda-\lambda_{1}\right) \bar{P}_{2}^{\prime}\left(a_{j}\right)+ \\
+n \bar{P}_{n}\left(a_{j}\right)=0 \tag{36.16}
\end{array}
$$

[^11]When $n=4$ and $\bar{P}_{4}\left(a_{j}\right)$ is positive definite, i. $\theta$., when equilibrium is stable in the critical state, ( 36.16 ) can only be satisfied for $\lambda>\lambda_{1}$; therefore, in this case. neighbouring states of equilibrium exist only for loads greater than the buckling load.

If the solution of (36.13) is substiluted for $\Delta a_{i}$ then, after use of (36.16), (36.14) becomes

$$
\begin{aligned}
& \left(\lambda-\lambda_{1}\right) \sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \bar{P}_{2}^{\prime}}{\partial a_{1} \partial a_{j}} a_{1} a_{j}+\sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \bar{P}_{n}}{\partial a_{i} \partial a_{j}} a_{i} a_{j}= \\
& \\
& =2\left(\lambda-\lambda_{1}\right) \overline{\mathbf{P}}_{2}^{\prime}\left(a_{j}\right)+n(n-1) \bar{P}_{n}\left(a_{j}\right)=-2(n-2)\left(\lambda-\lambda_{1}\right) \bar{P}_{2}^{\prime}\left(a_{j}\right) .
\end{aligned}
$$

This expression is negative for $\lambda<\lambda_{1}$. Consequently, all possible neighbouring states of equilibrium for loads smaller than the buckling load are unstable.

## 37. NATURE OF THE PROBLEMS DISCUSSED.

It was pointed out in Sect. 32 that the assumption of a possible Taylor expansion for the displacement $U(\lambda)$ and its derivatives with respect to $\lambda-\lambda_{1}$ implies that the fundamental state exists for loads greater than the buckling load. This fundamental state approaches continuously the critical state as $\lambda$ approaches $\lambda_{1}$. In addition to the fundamental state in the neighbourhood of $\lambda_{1}$ other equilibrium states appear to exist which approach the critical state as $\lambda$ approaches $\lambda_{1}$ (See Sect. 35). The state of buckling represents a so called bifurcation point of equilibrium; the significunce of this term is illustrated for instance by the Fig. 1.

Now, the question arises whether under the assumption mentioned above all possibilities are exhausted which occur in practice. This question must be answered in the negative. There are structures with load systems for which no equilibrium states exist which can be obtained by gradual increase of $\lambda$ in excess of a critical value $\lambda *$ and which when $\lambda$ is monotonously decreased, pass continuously over into the original fundamental state corresponding to $\lambda^{*}$ (see [40]). If equilibrium states are considered which vary continuously with $\lambda$ in the neighbourhood of the critical value, $\lambda^{*}$
 component $v$ at a point in the body as a function of $\lambda$, this is generally indicated by a horizunitui iangent to the $\lambda$ versus $v$ curve. The equilibrium state corresponding to the critical value $\lambda^{*}$ represents a so called snapping point. In particular, Biezeno has analysed several snap-through problems ([41]).

A snapping point has in common with a bifurcation point that equilibrium is neutral ([40]) and thus the snapping points can be determined by use of the conventional theory of neutral equilibrium. If the solution of the minimum problem (22.6) is positive for $\lambda<\lambda^{*}$ as $\lambda$ is gradually increased from zero to $\lambda^{*}$, i.e., if equilibrium is stable for $\lambda<\lambda^{*}$, then it follows that the state of equilibrium determined by $\lambda^{*}$ is at the stability limit; $\lambda^{*}$ coincides with the parameter value $\lambda_{1}$ for the buckling load. Likewise, the considerations given in Sect. 2 retain their significance for the analysis of stability of the critical state. In summary the stability theory given in Sect. 2 is generally valid; the theory discussed in Sect. 3 dealing with states of equilibrium for loads in the neighbourhood of the buclking load is essentially restricted to buckling loads corresponding to bifurcation points.

## 38. EXTENSION OF THE THEORY.

It has been remarked more than once in the foregoing that the developed theory is valid only for loads in the neighbourhood of the buckling load. However, in engineer-Ing, one cannot always be satisfied with this restriction. Consequently, for some important plate problems, several writers already have developed methods which yield useful results considerably above the buckling load (see [46]). By introduction of some simplifying assumptions, which all are satisfied for these plate problems, the mathods mentioned above can be combined in an extension of the theory developed in the foregoing.

The first assumption concerns the external loads; the direction and magnitude of these loads are assumed to be known with respeci to a rigid frame of reference. The energy of the loade is then linearly dependent on the displacements (see Sect. 29).

Further, the displacements in the fundamental state are supposed to be so small that quantilies of the second and higher order in these displacement, $U(\lambda)$, and its derivatives may be neglected in comparison to quantities which are linearly dependent on $U(\lambda)$ and its derivatives. A first consequence of this assumption is the linearization of the equations of equilibrium for the fundamental state so that the displacements of this state are proportional to the loads

$$
\begin{equation*}
U(\lambda)=\lambda U^{\prime} . \tag{38,1}
\end{equation*}
$$

In the increment of the elastic energy (29.4) corresponding to transition from the fundamental state (38.1) to a neighbouring state $U(\lambda)+u_{1}$ the terms whose integrands are of an order higher than the first in the derivatives of $U(\lambda)$ can be neglected. The total energy increment on transition from $U(\lambda)$ to $U(\lambda)+u$ then is

$$
\begin{align*}
P^{\lambda}[u]=v_{1}[u] & -W_{1}[u]+v_{2}^{0}[u]+v_{2}^{1}[u]+ \\
& +v_{3}^{0}[u]+v_{3}^{1}[u]+v_{4}^{0}[u] . \tag{38,2}
\end{align*}
$$

The sum of the terms linear in $u$ must be equal to zero as the fundamental state is an equilibrium state. Furthermore

$$
\mathrm{V}_{\mathrm{rn}}^{0}[u]=p_{\mathrm{m}}^{0}[u], \mathrm{m}=2,3,4
$$

and atter use of (38.1)

$$
V_{m}^{1}[u]=\lambda P_{m}^{\prime}[u], m=2,3
$$

Hence (38.2) becomes

$$
\begin{equation*}
P^{\lambda}[u]=P_{2}^{0}[u]+\lambda \mathbf{P}_{2}^{\prime}[u]+p_{3}^{0}[u]+\lambda \mathbf{P}_{3}^{\prime}[u]+\mathbf{P}_{4}^{0}[u] \tag{38.3}
\end{equation*}
$$

In this expression, as in Sect. 31.

$$
P_{2}^{0}[u]=v_{2}^{0}[u]
$$

is positive definite.

The fundamental state (38.1) is uniquely detormined so that the buckling load will be determined by the smallest value $\lambda_{1}$ of the load parameter $\lambda$ for which the homogeneous variational equation (24.14) for neutral equilibrium

$$
\begin{equation*}
\mathbf{P}_{11}^{\lambda}[u, \zeta]=\mathbf{p}_{11}^{0}[u, \zeta]+\lambda \mathbf{P}_{11}^{\prime}[u, \zeta]=0 \tag{38.4}
\end{equation*}
$$

possesses a non-zero solution.

This equation in general has non-zero solutions for a sequence of increasing $\lambda$ values $\lambda_{1}, \lambda_{2}, \ldots[39]$, the so called eigensolutions. It is evident that the solution corresponding to $\lambda_{1}$ is identical to the eigenfunctions $u_{1}$ of the minimum problem (31.1) corresponding to the buckling load $\lambda_{1}$. However, the remaining eigensolutions of (38.4) can be correlated with the eigenfunctions $u_{2}, u_{3}, \ldots$ of the minimum problems (24.8) corresponding to the buckling load $\lambda_{1}$, if

$$
\begin{equation*}
T_{2}[\iota]=p_{2}^{0}[u] \tag{38.5}
\end{equation*}
$$

This is always possible as $P_{2}^{0}[u]$ is definite. The problems (24.8) in that case are formulated

$$
\begin{equation*}
\omega_{h}=\operatorname{Min} \frac{P_{2}^{0}[u]+\lambda P_{2}^{\prime}[u]}{P_{2}^{0}[u]} \tag{38.6}
\end{equation*}
$$

with the side conditions

$$
\mathbf{P}_{11}^{0}\left[u_{j}, u\right]=0, j=1,2 \ldots h-1
$$

The homogeneous variational equation (22.9) for the eigenfunctions $u_{j}$ then becomes

$$
(1-\omega) p_{11}^{0}[u, \zeta]+\lambda_{1} p_{11}^{\prime}[u, b]=0
$$

which, by the substitution of

$$
\begin{equation*}
\omega=1-\frac{\lambda_{1}}{\lambda} \tag{38.7}
\end{equation*}
$$

becomes identical to (38.4) anc consequently has the same solutions. The sequences $\lambda_{1}, \lambda_{2}, \lambda_{3}, \ldots$ and $\omega_{1}, \omega_{2}, \omega_{3}, \ldots$ are both monotonically increasing; this is only possible if (38.7) is valid with identical subseripts on $\omega$ and $\lambda$

$$
\begin{equation*}
\omega_{h}=1-\frac{\lambda_{1}}{\lambda_{h}} \tag{38.8}
\end{equation*}
$$

Thus the eigensolution of (38.4) corresponding to $\lambda_{h}$ must be identical to the eigenfunction $u_{h}$ corresponding to $\omega_{h}$.

[^12]Use of (38.5) also gives the advantage that a vector function $u$ satisfying the condition

$$
\begin{equation*}
\mathrm{p}_{11}^{0}\left[u_{j}, u\right]=0 \tag{38.9}
\end{equation*}
$$

on account of (38.4), also satisfies the relation

$$
\begin{equation*}
\mathbf{P}_{11}^{\prime}\left[u_{j}, u\right]=0 \tag{38.10}
\end{equation*}
$$

and vice versa.

The integral $p_{2}^{\prime}[u]$ can also assume negative values. If it is definite negative and of a more simple form than $\mathrm{P}_{2}^{0}[u]$, it is even more advantageous to set

$$
\begin{equation*}
\mathrm{T}_{2}[u]=-\mathrm{P}_{2}^{\prime}[u] \tag{38.11}
\end{equation*}
$$

In that case, the identity of the eigensolution which corresponds to $\lambda_{i n}$ and the eigenfunctions $u_{h}$ of (22.9) can again be shown in analogy with the foregoing. Also, the equivalence of the relations $(38.9)$ and $(38.10)$ remains unchanged.

For the analysis of the equilibrium states at loads in the neighbourhood of the buckling load scparation (32,3) has successfully been utilized. Again, if for the time being the solution $\omega_{2}$ of the problem (38.6) is assumed to be positive, then to make also use the usefulness of $(32.3)$ is obvious for the analysis of equilibrium states at loads further removed from the buckling load. Introduction of

$$
\begin{equation*}
u=\underline{a} u_{1}+\bar{u} \text { with } p_{11}^{0}\left[u_{1}, \bar{u}\right]=0 \tag{38.12}
\end{equation*}
$$

in (38.3) yields after expansion and rearrangement

$$
\begin{align*}
P^{\lambda}[u]=\underline{a}^{2} & \left\{P_{2}^{0}\left[u_{1}\right]+\lambda P_{2}^{\prime}\left[u_{1}\right]\left|+\underline{a}^{3}\right| P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime}\left[u_{1}\right] \mid+\right. \\
& +\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]+\underline{a}^{2}\left|P_{21}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{21}^{\prime}\left[u_{1}, \bar{u}\right]\right|+\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+ \\
& +P_{2}^{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}]+\underline{a}\left|P_{12}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{12}^{\prime}\left[u_{1}, \bar{u}\right]\right|+ \\
& +\underline{a}^{2} P_{22}^{0}\left[u_{1}, \bar{u}\right]+P_{3}^{0}[\bar{u}]+\lambda P_{3}^{\prime}[\bar{u}]+\underline{a P}_{13}^{0}\left[u_{1}, \bar{u}\right]+P_{4}^{0}[\bar{u}] . \tag{38.13}
\end{align*}
$$

In this expression use has already been made of (38.10) which follows from (38.12).

With use of (38.12) it follows from (38.6) that

$$
P_{2}^{0}[\bar{u}]+\lambda_{1} P_{2}^{\prime}[\bar{u}] \geq \omega_{2} P_{2}^{0}[\bar{u}]
$$

or with use of (38.8) that

$$
\begin{equation*}
P_{2}^{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}] \geq\left(1-\frac{\lambda}{\lambda_{2}}\right) P_{2}^{0}[\bar{u}] \tag{38.14}
\end{equation*}
$$

Consequently, the left hand side of (38.14) is always positive for $\quad \lambda<\lambda_{2}$.

Now, if it is assumed finally that the displacements $u$ from the fundamental state are small, so that $\underline{a}$ and $\bar{u}$ are also small, then omission of terms which follow $\lambda P_{2}^{\prime}$ [ $\left.\bar{u}\right]$ can be justified in the same manner as in Sect. 32. The integrands of these terma are either of the second order aud contan in that case one or more factors of a or are
in (38.3) yields after expansion and cearrangement

$$
\begin{align*}
\mathbf{P}^{\lambda}[u]=\underline{a}^{2} & \left.\left.\mid P_{2}^{0}\left[u_{1}\right]+\lambda\right]_{2}^{\prime}\left[u_{1}\right]\left|+\underline{a}^{3}\right| P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime} \mid u_{1}\right] \mid+ \\
& +\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]+\underline{a}^{2}\left\{P_{21}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{2]}^{\prime}\left[u_{1}, \bar{u}\right] \mid+\underline{\mathbf{a}}^{3} P_{31}\left[u_{1}, \bar{u}\right]+\right. \\
& +\mathbf{P}_{2}^{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}]+\underline{a}\left|P_{12}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{12}^{\prime}\left[u_{1}, \bar{u}\right]\right|+ \\
& +\underline{a}^{2} \underline{u}_{22}^{0}\left[u_{1}, \bar{u}\right]+\mathbf{P}_{3}^{0}[\bar{v}]+\lambda P_{3}^{\prime}[\bar{u}]+\underline{a p}_{13}^{0}\left[u_{1}, \bar{u}\right]+P_{4}^{0}[\bar{u}] . \tag{38.13}
\end{align*}
$$

In this expression use has already been made of (38.10) which follows from (38,12).

With use of (38.12) it follows from (38.6) that

$$
\mathbf{p}_{2}^{0}[\bar{u}]+\lambda_{1} P_{2}^{\prime}[\bar{u}] \geq \omega_{2} p_{2}^{0}[\bar{u}]
$$

or with use of (38.8) that

$$
\begin{equation*}
P_{2}^{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}] \geq\left(1-\frac{\lambda}{\lambda_{2}}\right) P_{2}^{0}[\bar{u}] \tag{38.14}
\end{equation*}
$$

Consequently, the left hend side of (38.14) is always positive for $\quad \lambda<\lambda_{2}$.

Now, if it is assumed finally that the displacements $u$ from the fundamental state are small, so that $\underline{a}$ and $\bar{u}$ are also small, then omission of terms which follow $\lambda P_{2}^{\prime}[\bar{u}]$ can be justified in the same manner as in Sect. 32. The integrands of these terms are either of the second order and contain in that case one or more factors of a, or are

$$
\begin{align*}
P_{11}^{0}[\bar{u}, t] & +\lambda P_{11}^{\prime}[\bar{u}, \zeta]+\underline{a}^{2}\left\{P_{21}^{0} \mid u_{1}, \zeta\right]+\lambda P_{21}^{\prime}\left\{u_{1}, \zeta\right]+ \\
& \left.-\frac{3 P_{3}^{0}\left\{u_{1}\right]+3 \lambda P_{3}^{\prime}\left\{u_{1}\right]}{i \bar{x}_{2}^{0} i u_{1} j} p_{11}^{0}\left\{u_{1}, \zeta\right] \right\rvert\,+ \\
& +\underline{a}^{3}\left|P_{31}^{0}\left[u_{1}, \zeta\right]-\frac{4 P_{4}^{\hat{0}}\left[u_{1}\right]}{2 P_{2}^{0}\left[u_{1}\right]} P_{11}^{0}\left[u_{1}, \zeta\right]\right|=0 \tag{38.18}
\end{align*}
$$

This equation should, together with the condition

$$
\begin{equation*}
\mathrm{p}_{11}^{0}\left[\mathrm{u}_{1}, \overline{\mathrm{u}}\right]=0 \tag{38.19}
\end{equation*}
$$

determine the functions $\bar{u}$. Indeed, the solution is uniquely determined for $\lambda \neq \lambda_{h}, h=1,2,3 \ldots$. For, in view of (38.18), the difference between two solutions should satisfy the homogeneous equation (38.4) which only has a zero solution for $\lambda \neq \lambda_{h}$. The solution is uniquely determined also for $\lambda=\lambda_{1}$. For the difference between two solutions $\overline{u^{\prime}}$ and $\overline{u^{\prime \prime}}$ condition (34.4) can be obtained from (38.18) by subtraction. It is true that this condition admits $\bar{u}^{\prime}-\bar{u}^{\prime \prime}=c u_{1}$, but this solution is incompatible with the condition $(38,19)$ which holds for $\overline{u^{\prime}}$ and $\overline{u^{\prime \prime}}$.

The circumstance that ior $\lambda \neq \lambda_{h}$ the functions $\bar{u}$ are already uniquely determined by equation (38.18) gives the impression that these functions are subjected to too many requirements after addition of the condition (38.19). This is apparent indeed, because by application of (38.18) with $\zeta=u_{1}$ and of (38.4), it follows that

$$
\mathbf{P}_{11}^{0}\left[\bar{u}, u_{1}\right]+\lambda P_{11}^{\prime}\left[\bar{u}_{,} u_{1}\right]=\left(1-\frac{\Lambda}{\lambda_{1}}\right) p_{11}^{0}\left[u, u_{1}\right]=0
$$

so that for $\quad \lambda \neq \lambda_{1}$ condition (38.19) is implied by (38.18).
of higher order in $\bar{u}$ and its derivatives so that their absolute values are small $i_{1}$ comparison to the terms in the left hand side oi (38.14) tine stro oí wicin is aiway positive for $\lambda<\lambda_{2}$. The approximation of the energy in that case becomes

$$
\begin{align*}
\mathbf{p}^{\lambda}[u]=\underline{a}^{2} \mid p_{2}^{0}\left\{u_{1}\right] & \left.+\lambda p_{2}^{\prime}\left[u_{1}\right]\right\}+\underline{a}^{3}\left\{P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime}\left[u_{1}\right]\right\}+ \\
& +\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]+\underline{a}^{2}\left\{P_{21}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{21}^{\prime}\left[u_{1}, \bar{u}\right] \mid+\underline{a}^{3} P_{31}^{0}\left[u_{1}, \bar{u}\right]+\right. \\
& +p_{2}^{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}] \tag{38.15}
\end{align*}
$$

Equilibrium configurations are again characterised by stationary values of the energy. Just as previously, the stationary values of $(38,15)$ are first determined for arbitrary constant values of $\underline{a}$. For this purpose the increment of (38.15) is determined on transition to a function $\bar{u}+\eta$ such that

$$
\begin{gather*}
\mathbf{P}_{11}^{0}\left[u_{1}, \eta\right]=0 .  \tag{38.16}\\
\mathbf{P}^{\lambda}[u+\eta]-\mathbf{P}^{\lambda}[u]=\underline{a}^{2}\left\{\mathbf{P}_{21}^{0}\left[u_{1}, \eta\right]+\lambda \mathbf{P}_{2}^{\prime \prime}\left[u_{1}, \eta\right] \mid+\underline{a}^{3} \mathbf{P}_{31}^{0}\left[u_{1}, \eta\right]+\right. \\
+\mathbf{P}_{11}^{0}[\bar{u}, \eta]+\lambda \mathbf{P}_{11}^{\prime}[\bar{u}, \eta]+\mathbf{P}_{2}^{0}[\eta]+\lambda \mathbf{P}_{2}^{\prime}[\eta] \tag{38.17}
\end{gather*}
$$

For a stationary value of (38.15) it is required that the sum of the terms of (38.17) which are linear in $\eta$ should be zero. This stationary value is always a minimum for $\lambda<\lambda_{2}$ as

$$
P_{2}^{0}[\eta]+\lambda P_{2}^{\prime}[\eta] \geq 0
$$

The derivation of a variational equetion with kinematically possible functions $\boldsymbol{\zeta}$ which are not subjected to restriction (38.16) is carried out in exactly the same manner as before. The result is

Fci $\lambda=\lambda_{h} h=2,3, \ldots$ che homogeneous equation (38.4) correaponding to (38. 1H) has a solution which satisfles condition (38.19). In that case the nonhomogeneous; equation (38.18) does generally not have a solution. By restriction of the analysis to $\lambda<\lambda_{2}$, which was done through the approximation appiied iw ino. is , whis simonarity would be insignificant, except that in general it manifests itself by a rapid increase of the solution $\tilde{u}$ of (38.18) as $\lambda$ approaches $\lambda_{2}$. In that case tois solution does not satisfy the requirement of smallness. How this difficulty with the restriction $\lambda<\lambda_{2}$ previously intrrduced can be overcome, will be explainted later. For the time being, the considerations will be restricted to values of $\lambda$ sufficiently far below $\lambda_{2}$.

Because of the linearlty of (38.18) and (38.19), their solution can be written in the form

$$
\begin{equation*}
\bar{u}=\underline{a}^{2} \varphi_{2}^{\lambda}+\underline{a}^{3} \varphi_{3}^{\lambda} \tag{38.20}
\end{equation*}
$$

It is not possible here to express the dependency of $(38,20)$ on $\lambda$ in a simpler way because $\lambda$ appears also as a coefficient of the unknown functions $\bar{u}$ in (38.18). When use is made of ( $\mathbf{3 8} .18$ ) for $\zeta=\bar{u}$ it follows for the minimum of $(38.15)$ that

$$
\begin{aligned}
\overline{\mathbf{P}}^{\lambda}(\underline{a})=\underline{a}^{2}\left\{\mathbf{P}_{2}^{0}\left[u_{1}\right]\right. & \left.+\lambda P_{2}^{\prime}\left[u_{1}\right]\right\}+\underline{a}^{3}\left\{\mathbf{P}_{3}^{0}\left[u_{1}\right]+\lambda p_{3}^{\prime}\left[u_{1}\right]\right\}+ \\
& \left.+\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]-\mathbf{P}_{2}^{0}\left[\underline{a}^{2} \varphi_{2}^{\lambda}+\underline{a}^{3} \varphi_{3}^{\lambda}\right]-\lambda P_{2}^{\prime} \mid \underline{a}^{2} \varphi_{2}^{\lambda}+\underline{a}^{3} \varphi_{3}^{\lambda}\right]
\end{aligned}
$$

In the above expression terms of the fifth and higher order in a can be omitted since also the $\mathrm{w} . \mathrm{mm}$ neglected in $(28,13)$ would yleld terms of the fifth order after substitution of (38.20). By use of the identity following from (38.4)

$$
\mathrm{p}_{2}^{\prime}\left[u_{1}\right]=-\frac{1}{\lambda_{1}} \mathrm{P}_{2}^{0}\left[u_{1}\right]
$$

For $\lambda=\lambda_{h} h=2,3, \ldots$ the homogeneous equation (38.4) corresponding to ( 38.38 ) has a solution which satisfies condition (38.19). In that case the ncnhornogeneous; equation (38.18) doss generally not have a solution. By restriction of the analysis to $\lambda<\lambda_{2}$, which was done through the approxination applied to (38.13), this singularity would he inaignificant, excent that in general it manifeata itaelf hy a rapid increage of the solution $\bar{u}$ of (38.18) as $\lambda$ approaches $\lambda_{2}$. In that case this solution does not satisfy the requirement of smallness. How this difficulty with the restriction $\lambda<\lambda_{2}$ previously introduced can be overcome, will be explainted later. For the time being, the considerations will be restricted to values of $\lambda$ sufficiently far below $\lambda_{2}$.

Because of the linearity of (38.18) and (38.19), their solution can be written in the form

$$
\begin{equation*}
\bar{u}=\underline{a}^{2} \varphi_{2}^{\lambda}+\underline{a}^{3} \varphi_{3}^{\lambda} . \tag{38.20}
\end{equation*}
$$

It is not possible here to express the dependency of (38.20) on $\lambda$ in a simpler way because $\lambda$ appears also as a coefficient of the unknown functions $\bar{u}$ in (38.18). When use is made of $(38.18)$ for $\xi=\bar{u}$ it follows for the minimum of $(38,15)$ that

$$
\begin{aligned}
& \left.\overline{\mathbf{P}}^{\lambda}(\underline{a})=\underline{a}^{2} \mid P_{2}^{0}\left[u_{1}\right]+\lambda P_{2}^{\prime}\left[u_{1}\right]\right\}+\underline{a}^{3}\left\{P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime}\left\{u_{1}\right]\right\}+ \\
& \dot{\sim} \underline{a}^{4} P_{4}^{0}\left\{u_{1}\right]-P_{2}^{0}\left[\underline{a}^{2} \varphi_{2}{ }^{\lambda}+\underline{a}^{3} \varphi_{3}{ }^{\lambda}\right]-\lambda P_{2}^{\prime}\left\{\underline{a}^{2} \psi_{2}{ }^{\lambda}+\underline{a}^{3} \varphi_{3}{ }^{\lambda}\right] .
\end{aligned}
$$

In the above expression terms of the fifth and higher order in a can be omitted since also the terms neglected in (38.13) would yield terms of the fifth order after substitution of (38.20). By use of the identily foiluwing from (38.4)

$$
\mathbf{P}_{2}^{\prime}\left[u_{1}\right]=-\frac{1}{\lambda_{1}} \mathbf{P}_{2}^{0}\left[u_{1}\right]
$$

avid by introduction of the notation

$$
\left.\begin{array}{l}
P_{2}^{0}\left[u_{2}\right]=A_{2}^{0}, p_{2}^{0}\left[u_{1} i=A_{2}^{0}, \quad P_{3}^{\prime}\left[u_{2}\right]=A_{3}^{\prime}\right.  \tag{38.21}\\
P_{4}^{0}\left[u_{1}\right]-P_{2}^{0}\left[\varphi_{2}^{\lambda}\right]-\lambda P_{2}^{\prime}\left[\psi_{2}^{\lambda}\right]=A_{4}^{\lambda}
\end{array}\right\}
$$

it follows for the minimum of $(38.15)$ that

$$
\begin{equation*}
\bar{p}^{\lambda}(\underline{\dot{a}})=\left(1-\frac{\lambda}{\lambda_{1}}\right) A_{2}^{0} \underline{a}^{2}+\left(A_{3}^{0}+\lambda A_{3}^{\prime}\right) \underline{a}^{3}+A_{4}^{\lambda} \underline{a}^{4} . \tag{38.22}
\end{equation*}
$$

In view of (38.21) the terms of (38.22) up to and including the third order are already completely determined by $u_{1}$. Consequently, for cases in which a sufficiently accurate approximation has been obtained with the inclusion of these terms already, the solution of (38.18) and (38.19) is not nceded.

Possible equilibrium contigurations are determined by the values which yield stationary values of (33.12) and the corresponding functions $\overline{\mathbf{u}}$. Since at constant values of a expression (38.22) is a minimum of (38.15), equilibrium is stable or unstable depending on whether the stationary value corresponding to (38.22) is or is not a minimum.

It was previously mentioned that in general, the function $\overline{\mathbf{u}}$ does not remain small when $\lambda$ approaches $\lambda_{2}$. The elimination of this difficulty will now be treated. For this purpose it is remarked that the homogenised equation (38.18) for the case $\lambda=\lambda_{2}$ possesses the solution $\mathrm{cu}_{2}$. Thus, an obvious step seems to be the replacement of (38.12) by

$$
\begin{equation*}
u=a_{1} u_{1}+a_{2} u_{2}+\bar{u} \text { with } p_{11}^{0}\left[u_{1}, \bar{u}\right]=p_{11}^{0}\left[u_{2}, \bar{u}\right]=0 \tag{38.23}
\end{equation*}
$$

The case $\omega_{2}=\omega_{1}=0$, which so far has been disregarded, will at the same time be treated. In this case $\lambda_{2}=\lambda_{1}$, so that (38.23) rather than (38.12) should be used for
values of $\lambda$ in the neighbourhood of $\lambda_{1}$ (see also Sect. 36). Substitution $\ln (38.3)$ yields after expansion and rearrargement

$$
\begin{align*}
& P^{\lambda}\{u]=a_{1}^{2}\left\{P_{2}^{0}\left[u_{1}\right]+\lambda P_{2}^{\prime}\left[u_{1}\right\} \mid+a_{2}^{2}\left\{P_{2}^{0}\left[u_{2}\right]+\lambda P_{2}^{\prime}\left[u_{2}\right]\right\}+\right. \\
& \left.+a_{1}^{3} \mid P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{1}\left[u_{1}\right]\right\}+ \\
& +a_{1}^{2} a_{2}\left\{P_{21}^{0}\left[u_{1}, u_{2}\right]+\lambda P_{21}^{\prime}\left\{u_{1}, u_{2}\right]\right\}+ \\
& +a_{1} \lambda_{2}^{2}\left\{P_{12}^{0}\left[u_{1}, u_{2}\right]+\lambda P_{12}^{\prime}\left[u_{1}, u_{2}\right]\right\}+ \\
& +a_{2}^{3}\left\{P_{3}^{0}\left[u_{2}\right]+\lambda P_{3}^{\prime}\left[u_{2}\right]\right\}+ \\
& +a_{1}^{4} p_{4}^{0}\left[u_{1}\right]+a_{1}^{3} a_{2} P_{31}^{0}\left[u_{1}, u_{2}\right]+a_{1}^{2} a_{2}^{2} P_{22}^{0}\left[u_{1}, u_{2}\right]+ \\
& +a_{1} a_{2}^{3} P_{13}^{0}\left[u_{1}, u_{2}\right]+a_{2}^{4} P_{4}^{0}\left[u_{2}\right]+ \\
& +a_{1}^{2}\left\{P_{21}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{21}^{\prime}\left[u_{1}, \bar{u}\right]\right\}+ \\
& +a_{1} a_{2}\left\{P_{111}^{0}\left[u_{1}, u_{2}, \bar{u}\right]+\lambda P_{111}^{\prime}\left[u_{1}, u_{2}, \bar{u}\right]\right\}+ \\
& +a_{2}^{2}\left|P_{21}^{0}\left[u_{2}, \bar{u}\right]+\lambda P_{21}^{\prime}\left[u_{2}, \bar{u}\right]\right|+a_{1}^{3} P_{31}^{0}\left\{u_{1}, \bar{u}\right]+ \\
& n_{1}^{\alpha_{2}} \eta_{211}^{0}\left\{u_{1}, u_{2}, \bar{u}\right]+a_{1} a_{2}^{2} p_{121}^{0}\left[u_{1}, u_{2}, \bar{u}\right] \\
& +\mathrm{a}_{2}^{3} \mathrm{P}_{31}^{0}\left[u_{2}, \overline{\mathrm{u}}\right]+\mathrm{P}_{2}^{0}[\overline{\mathrm{u}}]+\lambda \mathrm{P}_{2}^{\prime}[\bar{u}]+\ldots \tag{38.24}
\end{align*}
$$

Here use has been already made of the properties of the functions $u_{1}, u_{2}$ and $\bar{u}$

$$
\begin{aligned}
\mathbf{P}_{11}^{0}\left[u_{1}, u_{2}\right] & =p_{11}^{\prime}\left[u_{1}, u_{2}\right]=\mathbf{P}_{11}^{0}\left[u_{1}, \bar{u}\right]=P_{11}^{\prime}\left[u_{1}, \bar{u}\right]= \\
& =p_{11}^{0}\left[u_{2}, \bar{u}\right]=p_{11}^{\prime}\left[u_{2}, \bar{u}\right]=0
\end{aligned}
$$

By analogy to the ioregoing in the case that $\lambda<\lambda_{3}$, it is also possible to justify the omission of the terms in $(38,24)$ which follow $\lambda \mathrm{P}_{2}^{\prime}[\bar{u}]$. Also the determination of the
 The functions $\bar{u}$ corresponding to the minimum are again sufficiently small only when $\lambda$ stays sufficiontly bolow $i_{3}$, Again, for ine minimum itself the functions $\overline{4}$ do not contribute terms of lower order than the fourth in $a_{1}$ and $a_{2}$. Hence, in cases for which terms of the fourth order may be neglected, it is sufficient to know the eigenfunctions $u_{1}$ and $u_{2}$.

It need not be said that the difficulty which arises as $\lambda$ approaches $\lambda_{3}$ can be overcome in the same manner by separation of the component of the third eigenfunction in the displacement $u$ from the fundamental state. Thus in principle, this method can be extended to arbitrarily large values of $\lambda$ provided that the assumption concerning the smallness of the displacements $u$ remains satisfled. As $\lambda$ is increased very far in excess of $\lambda_{1}$, a large number of elgenvalues $\lambda_{h}$ will be passed. In that case, the analysis becomes very complicated and will usually appear to be impractical unless the approximation of the energy is sufficiently accurate even if the series expansion is broken off after the third order terms.

Once the approximate expansion of the energy $\overline{\mathrm{P}}^{\boldsymbol{\lambda}}\left(\mathrm{a}_{\mathbf{j}}\right)$ is avallable, the determination of its stationary values does not contribute any new points of view beyond those presented In Sect. 35 and 36. The stablity analysis also proceeds entirely in agreement with the conventional scheme.

Finally, it is noted that the first assumption introduced in this section regarding the nature of the load system is unnecessarily sharply formulated. It is sufficient to assume instead that the displacements $U(\lambda)$ remain so small that their influence on the direction and magnitude of the load which is acting upon a body element may be neglected. The increase of the load energy on transition from the fundamental state $U(\lambda)$ to a neighboring state $U(a)+u$ is then independent of $U(\lambda)$

$$
\begin{align*}
-W[u] & =-W_{1}[u]-W_{2}[u]-\ldots= \\
& =-\lambda W_{1}^{\prime}[u]-\lambda W_{2}^{\prime}[u]-\ldots \tag{38.25}
\end{align*}
$$

Accordingly, the terme $-\lambda W_{m}^{\prime}[u], m \geq 2$ should be added to expression ( 38,3 ). mhs aneijota precende thon in the game mannar ac already has been described.

Chapter 4
The influevive of givali devationig

The geometric form of a structure, the elastic properties of its material, and the forces acting on it are never exactly known. Such a structure is made accessible to analysis by design of a model which represents the structure as well as possible and to this model the theory of elasticity is applied.

When the difference between the real structure and the idealized model are small and when the displacements are so amall that the classical theory of elasticity may be applied, then the behaviour of the model yields a gond approximation of the elastic behaviour of the real structure; this approximation improves as the differences between real structure and model become smaller.

On the other hand, in the case that the displacements are not small enough that the linear theory of elasticity can be applied, the model does not always yield a satisfactory approximation of the elastic behaviour of the structure. It is true that the approximation improves when differences between structure and model decrease, but the small differences which appear in reality may have a significant influence. This is clearly illustrated by the example of the axially compressed bar. The model used here ts the true prismatic and homogeneous bar loaded by central axial compression. When the load is not too far away from the bucking load of the model, a small deviation of the axis at the real bar from the straight line or a small eccentricity of the loading will cause considerable bending of the real bar, while the axis of the nodel bar will remain straight under the given load.

The stability theory belongs essentially to the field of the non-linear theory of elasticity and, therefore, it is necessary to take into consideration the influence of small deviations between structure and model. The smallness of the deviations makes it possible to omit all terms except those which are linear in these.

## 41. THE DEFORMATIONS

In the undeformed state a point $P^{0}$ of the structure is given by its coordinaies $x_{i}^{0}$ with respect to a rigid orthogonal trame of reierence. ${ }^{1}$ When tiits point is subjected to a displacement with components $u_{i}$ in the direction of the axes, the deformation in the immediate neighbourhood of $\mathrm{P}^{\mathrm{o}}$ is described by the six components of deformations (See (11.1)).

$$
\begin{equation*}
\gamma_{i j}^{0}=\gamma_{j i}^{0}=\frac{\partial u_{i}}{\partial x_{i}^{0}}+\frac{\partial u_{1}}{\partial x_{i}^{0}}+\sum_{h=1}^{3} \frac{\partial u_{i}}{\partial x_{h}^{0}} \frac{\partial u_{i}}{\partial x_{h}^{0}} . \tag{41.1}
\end{equation*}
$$

Points of the structure are mapped uniquely and reversibly into points of the corresponding model if the ccordinates of a point $\mathrm{P}^{\mathrm{O}}$ of the real structure are written.

$$
\begin{equation*}
x_{i}^{o}=x_{i}+u_{i}^{o} \tag{41.2}
\end{equation*}
$$

Here, $x_{1}$ are the coordinates of the corresponding point $\mathbf{P}$ of the model. The geometrical differences between structure and model are small when the functions $u_{i}^{0}$ are small. In that case the requirement of reversibility of the mapping is always satisfied because the functional determinant obeys

$$
\frac{\partial\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}\right)}{\partial\left(x_{1}, x_{2}, x_{3}\right)}=\left|\delta_{h j}+\frac{\partial u_{h}^{0}}{\partial x_{j}}\right|>0 \quad\left(\delta_{h j}=\begin{array}{l}
1 \text { for } h=j  \tag{41.3}\\
0 \text { for } h \neq j
\end{array}\right)
$$

and is therefore always nonzero.

The description of the deformed state of the structure is given with $\mathbf{x}_{1}^{0}$ as independent variables. It is also possible however, to introduce, by use of transformation (41. 2),

[^13]$x_{i}$ the coordinates used for the analysis of the model as independent variables. It is obvious then that the comparison of elastic behaviour of structure and model will be considerably simplified. In view of (41.3) , $\frac{\partial u_{4}}{\partial x_{j}^{0}}$ can be solved from relations
$$
\frac{\partial u_{i}}{\partial x_{j}}=\sum_{h=1}^{3} \frac{\partial u_{i}}{\partial x_{h}^{o}} \frac{\partial x_{h}^{o}}{\partial x_{i}}=\sum_{h=1}^{3}\left(\delta_{h j}+\frac{\partial u_{h}^{o}}{\partial x_{j}}\right) \frac{\partial u_{i}}{\partial x_{h}^{o}}\binom{1=1,2,3}{j=1,2,3}
$$

For $j=1$ it follows that
or with terms of second and higher order disregarded in the derivatives of $u_{h}^{0}$

$$
\frac{\partial u_{i}}{\partial x_{1}^{0}}=\frac{\partial u_{i}}{\partial x_{1}}-\sum_{h=1}^{3} \frac{\partial u_{h}^{0}}{\partial x_{1}} \frac{\partial u_{i}}{\partial x_{h}}
$$

For $j=2$ and $j=3$ an analogous result follows, so that in general

$$
\begin{equation*}
\frac{\partial u_{i}}{\partial x_{j}^{0}}=\frac{\partial u_{i}}{\partial x_{j}}-\sum_{h=1}^{3} \frac{\partial u_{h}^{o}}{\partial x_{j}} \frac{\partial u_{i}}{\partial x_{h}} \tag{41.4}
\end{equation*}
$$

Substitution of (41.4) in (41.1) yields, again after omission of terms of second and higher order in the derivatives of $u_{h}^{\circ}$

$$
\begin{array}{r}
\gamma_{i j}{ }^{o}=\frac{\partial u_{1}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}+\sum_{h=1}^{3} \frac{\partial u_{i}}{\partial x_{h}} \frac{\partial u_{j}}{\partial x_{h}}-\sum_{h=1}^{3}\left(\frac{\partial u_{h}^{0}}{\partial x_{j}} \frac{\partial u_{1}}{\partial x_{h}}+\frac{\partial u_{h}^{0}}{\partial x_{1}} \frac{\partial u_{j}}{\partial x_{h}}\right)+ \\
 \tag{41.5}\\
-\sum_{h=1}^{3} \sum_{k=1}^{3} \frac{\partial u_{h}^{0}}{\partial x_{k}}\left(\frac{\partial u_{i}}{\partial x_{h}} \frac{\partial u_{j}}{\partial x_{k}}+\frac{\partial u_{i}}{\partial x_{k}} \frac{\partial u_{j}}{\partial x_{h}}\right)=\gamma_{i j}+\Delta \gamma_{i j}
\end{array}
$$

where the $\gamma_{\mathrm{ij}}$ are the strain components (11.1) at a point $P$ in the model which corresponds to a point $P^{0}$ in the structure, provided that the displacements of the points in the structure and in model are equal; the $\Delta \gamma_{i j}$ are the differences in the strain components caused by the differences in geometry between structure and model.

## 42. THE POTENTIAL ENERGY

The elastic potential of the model is a homogeneous quadratic function of the strain quantities (11.1)

$$
\begin{equation*}
A\left(\gamma_{i j}\right)=\Sigma c_{i j} \gamma_{i j}^{2} \tag{42.1}
\end{equation*}
$$

where summation should be carried out over the six combinations of $i$ and $j$. It is assumed that the elastic potential of the real structure is also given by a homogeneous quadratic function of the strain components which, now however, are determined by (41.5)

$$
\begin{equation*}
A^{0}\left(\gamma_{i j}^{0}\right)=\Sigma c_{i j}^{0} \gamma_{i j}^{0^{2}} . \tag{42.2}
\end{equation*}
$$

The coefficients $c_{i j}^{0}=c_{i j}+\Delta c_{i j}$ differ slightly from the coefficients of (42.1). Expansion of (42.2) yields, if only itnear quantities of the differences between structure and mondel pre tolen inte necount,

$$
\begin{equation*}
A^{O}\left(\gamma_{i j}^{0}\right)=\Sigma \cdot c_{i j} \gamma_{i j}^{2}+2 \Sigma \cdot c_{i j} \gamma_{i j} \Delta \gamma_{i j}+\Sigma \Delta c_{i j} \gamma_{i j}^{2}=A\left(\gamma_{i j}\right)+\Delta A . \tag{42.3}
\end{equation*}
$$

The total elastic energy of the structure is given by the integral

$$
\iiint A^{o}\left(y_{i j}^{o}\right) d x_{1}^{o} d x_{2}^{o} d x_{3}^{o}
$$

where integration is carried out over the volume of the structure, By use of (41.2) this integral is transformed into an integral which extends over the volume of the model.

$$
\iiint A^{\circ}\left(y_{i j}^{0}\right) d x_{1}^{0} d x_{2}^{0} d x_{3}^{\circ}=\iiint A^{0}\left(y_{i j}^{0}\right) \frac{\partial\left(x_{1}^{0}, x_{2}^{0}, x_{3}^{0}\right)}{\left.\partial x_{1}, x_{2}, x_{3}\right)} d x_{1} d x_{2} d x_{3}
$$

Finally, by expansion and by omission of second and higher order terms in the differences between structure and model, for the elastic energy it follows

$$
\begin{align*}
& \iiint A^{o}\left(\gamma_{i j}^{o}\right) d x_{1}^{o} d x_{2}^{o} d x_{3}^{o}= \\
= & \iiint A\left(\gamma_{i j}\right) d x_{1} d x_{2} d x_{3}+\iiint \Delta A d x_{1} d x_{2} d x_{3}+ \\
+ & \iiint A\left(\gamma_{i j}\right)\left(\frac{\partial u_{1}^{o}}{\partial x_{1}}+\frac{\partial u_{2}^{o}}{\partial x_{2}}+\frac{\partial u_{3}^{o}}{\partial x_{3}}\right) d x_{1} d x_{2} d x_{3} \tag{42.4}
\end{align*}
$$

It is assumed that the load $\rho X_{i} \mathrm{dx}_{1} \mathrm{dx}_{2} \mathrm{dx}_{3}$ which is acting on a volume element at an
 at an interior point $x_{i}^{0}+\Delta x_{i}^{0}$ of the structure. Let $x_{1}+\Delta x_{i}$ be the point in the model corresponding to $x_{1}^{n}+\Delta x_{i}^{n}$. The quantities $\Delta x_{i}$ can be understood to be eccentricities of the loads which are acting on the structure, in reference to the geornetry of the model. Likewise, it is assumed that the load $p_{i} d f$ acting on a surface element in the point $x_{i}$ of the model corresponds to loads $\left(p_{i}+\Delta p_{i}\right)$ df acting on the surface of the structure. If the magnitude and direction of the loads are given with respect to the rigid coordinate system, the potential energy of the loads for the structure is (see (29.7))

$$
\begin{align*}
& -\iiint \sum_{i=1}^{3} \rho x_{i} u_{i} d x_{1} d x_{2} d x_{3}-\iint \sum_{i=1}^{3} p_{i} u_{i} d f+ \\
& -\iiint \sum_{i=1}^{3} \Delta\left(\rho x_{i}\right) u_{i} d x_{1} d x_{2} d x_{3}-\iint \sum_{i=1}^{3} \Delta p_{i} u_{i} d f+ \\
& -\iiint \sum_{i=1}^{3} \rho X_{i} \sum_{j=1}^{3} \frac{\partial u_{i}}{\partial x_{j}} \Delta x_{j} d x_{1} d x_{2} d x_{3}-\iint \sum_{i=1}^{3} p_{i} \sum_{j=1}^{3} \frac{\partial u_{i}}{\partial x_{j}} \Delta x_{j} d f \tag{42.5}
\end{align*}
$$

The total energy is given by the sum of expression (42.4) and (42.5). All possible deviations of the structure with respect to the model are here taken into account. In the following, however, the differences of elasticity constants and magnitude of the loads will be disregarded so that only the influence of the geometrical deviation and of the eccentricity of the loads will be taken into consideration. The total energy in that case is

$$
\begin{gather*}
\iiint \sum c_{i j} \gamma_{i j}^{2} d x_{1} d x_{2} d x_{3}-\iiint \sum_{i=1}^{3} \rho x_{i} u_{i} d x_{1} d x_{2} d x_{3}-\iint \sum_{i=1}^{3} p_{i} u_{i} d f+ \\
\quad+\iiint\left\{2 \sum c_{i j} \gamma_{i j} \Delta y_{i j}+\sum c_{i j} y_{i j}^{2} \sum_{h=1}^{3} \frac{\partial u_{h}}{\partial x_{h}}\right\} d x_{1} d x_{2} d x_{3}+ \\
\quad-\iiint \sum_{i=1}^{3} \rho x_{i} \sum_{j=1}^{3} \frac{\partial u_{i}}{\partial x_{j}} \Delta x_{j} d x_{1} d x_{2} d x_{3}-\iint \sum_{i=1}^{3} p_{i} \sum_{j=1}^{3} \frac{\partial u_{i}}{\partial x_{j}} \Delta x_{j} d f \tag{42.6}
\end{gather*}
$$

The first three terms represent the energy of the model, the fourth term the energy increase as a result of the geometrical deviations, and the last terms the energy increase caused by the eccentricities of the loads. It is noted also that the integrand of the fourth term as well as that of the first term is a polynomial in the derivatives of $u_{i}$ with terms of the second, third and fourth order. The integrands of the last term, as well as those of the second and third term, depend linearly on the displacements $u_{i}$. For the following it is advantageous to write the geometric deviations and the eccentrictites in the form

$$
\begin{equation*}
u_{i}^{0}=\epsilon v_{i}^{0} \quad, \Delta x_{i}=\epsilon \Delta y_{i} \tag{42.7}
\end{equation*}
$$

The last three integrals then have a factor $\epsilon$ in common. The quantities $v_{i}^{0}$ and $\Delta y_{i}$ characterise the nature of the differences between structure and model. The factor $\epsilon$ determines the magnitude of these differences and is accordingly named the deviation parameter.

## 43. SIMPLIFICATION OF THE ENERGY

As in Chapter 3 the loading is assumed to be given as a product of a unit load system and a load parameter $\lambda$. If the model possesses an equilibrium configuration for a certain value of $\lambda$, then, for small differences between structure and model, it can be expected that the structure possesses an equilibrium-configuration for the same value of $\lambda$ with displacements which differ slightly from the equilibrium displacements
of the model. In the limiting case that the deviation parameter $\epsilon$ converges to zero, the equilibrium states of the structure should of course approach those of the model.

Thius, ine siructure shall in general possess an equilibrlum state whose displacements differ slightly from the displacements $U(\lambda)$ of the fundamental state of the model. However, also, the neighboring states of equilibrium of the model, which exist for loads in the neighborhood of the buckling load, will correspond to equilibrium states of the real atructure whose displacements will differ sightly from the displacements of the mode., and consequently, will differ slightly from the displacements $U(\lambda)$ of the fundamental state of the model. It is, therefore, appropriate for the analysis of all these equilibrium states to write for the total displacements of the structure (at present indicated by $\mathbf{v}^{1}$ ).

$$
\begin{equation*}
\mathbf{v}=U(\lambda)+u . \tag{43.1}
\end{equation*}
$$

After introduction of (43.1) in (42.6), the integrands are expanded. Through a series expansion in agreement with (22.1) the sum of the first three integrals, which together represent the energy of the model corresponding to the displacements (43.1), are found to be

$$
\begin{equation*}
P(U(\lambda)+u)=P(U(\lambda))+P_{1}^{\lambda}[u]+P_{2}^{\lambda}[u]+P_{3}^{\lambda}[u]+P_{4}^{\lambda}[u] \tag{43.2}
\end{equation*}
$$

Here the dependency on the load parameter is expressed by use of the index $\lambda$. In (42.6) there are no integrals with integrands of an order higher than four in the displacements and their derivatives. Therefore

$$
P_{m}^{\lambda}[u]=0 \text { for } m>4 ; P_{4}^{\lambda}[u]=P_{4}[u]
$$

[^14]should hold (see also Sect. 29). Besides, the fundamental state of the model is an

$$
\mathbf{P}_{1}^{\boldsymbol{\lambda}}[\mathbf{u}]=0
$$

The remaining integrals of (42.6) are treated in an analogous manner. The result is of the form

$$
\begin{align*}
\epsilon Q(U(\lambda) & +u)=\epsilon Q(U(\lambda))+ \\
& +\epsilon\left\{Q_{1}^{\lambda}[u]+Q_{2}^{\lambda}[u]+Q_{3}^{\lambda}[u]+Q_{4}^{\lambda}[u]\right\} \tag{43,3}
\end{align*}
$$

which, unlike (43.2), in general should contain the linear term in $u, Q_{1}^{\lambda}[u]$. This term results partially from the fourth integral and partially from the last two integrals of (42.6). The integrand of the first part is a linear polynomial of the derivatives of the displacement $u$, whose coefficients all contain at least one of the derivatives of $\mathrm{U}(\lambda)$ as a factor; the integrand of the second part contains the factor $\lambda$.

For small displacements $u$ the term of the lowest order in (43.3) will be most significant so that for a first approximation to the influence of the differences between structure and model it is sufficient to take only this term into account. The energy of the structure then is

$$
\begin{equation*}
P^{\lambda}[u]+\epsilon Q^{\lambda}[u]=P_{2}^{\lambda}[u]+P_{3}^{\lambda}[u]+P_{4}[u]+\varepsilon Q_{1}^{\lambda}[u] \tag{43.4}
\end{equation*}
$$

wher an unimportant contribution independent of $u$, and representing the energy corresponding to the displacements $U(\lambda)$, has been disregarded.

It is of course of particular importance to determine how the structure behaves at loads in the nelghborhood of the buckling load of the model. For this purpose, just as in Sect. 32, the integrals occurring in (43.4) will be expanded in terms of $\lambda-\lambda_{1}$

$$
\begin{align*}
P^{\lambda}[u] & +\epsilon Q^{\lambda}[u]=P_{2}[u]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[u]+\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}[u]+ \\
& +\ldots+P_{3}[u]+\left(\lambda-\lambda_{1}\right) P_{3}^{\prime}[u]+\ldots+P_{4}[u]+ \\
& +\epsilon\left\{Q_{1}[u]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}[u]+\ldots\right\} . \tag{43.6}
\end{align*}
$$

As in Chapter 3, the assumption of the existence of this expansion implies that only stability problems can be treated, for which the critical state of the model constitutes a bifurcation point of equilibrium.

For the analysis of equilibrium configurations in the neighbourhood of the buckling load in the case that the solution $\omega_{2}$ for the critical state of problem (24.4) is positive, it was stated that ${ }^{1}$

$$
u=\underline{a ́}_{1}+\bar{u} \text { with } T_{11}\left[u_{1}, \bar{u}\right]=0
$$

It is to be expected that also for the analysis of the structure this decomposition will be useful. Introduction in (43.5) after expansion and rearrangement (see also (32.4)) gives

[^15]\[

$$
\begin{aligned}
& P \lambda[u]+\epsilon Q^{\lambda}[u]=\underline{q} \epsilon\left\{Q_{1}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}\left[u_{1}\right]+\ldots\right\}+
\end{aligned}
$$
\]

$$
\begin{align*}
& \left.+\underline{a}^{3}\left\{\mathrm{P}_{3}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) \mathrm{P}_{3}\left[u_{1}\right]+\ldots\right\}\right\}+\underline{a}^{4} \mathrm{P}_{4}\left[u_{1}\right]+ \\
& +\epsilon\left\{Q_{1}[\bar{u}]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}[\bar{u}]+\ldots\right\}+ \\
& +\underline{a}\left\{\left(\lambda-\lambda_{1}\right) P_{11}\left[u_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\underline{a}^{2}\left\{\mathrm{P}_{21}\left[\mathrm{u}_{1}, \overline{\mathrm{u}}\right]+\left(\lambda-\lambda_{1}\right) \mathrm{P}_{21}^{\prime}\left[\mathrm{u}_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+P_{2}[\bar{u}]+\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}[\bar{u}]+\ldots+ \\
& +\underset{-}{a} P_{12}\left[u_{1}, \bar{u}\right]+\ldots+P_{3}[\bar{u}]+\ldots+p_{4}[\bar{u}] \tag{43.6}
\end{align*}
$$

In agreement with Sect. 32 the omission of the terms which follow $P_{2}[\bar{u}]$ is justified. It follows that

$$
\begin{align*}
P^{\lambda}[u] & +\in Q^{\lambda}[u]=\underline{a} \epsilon\left\{Q_{1}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}\left[u_{1}\right]+\ldots\right\}+ \\
& +\underline{a}^{2}\left\{\left(\lambda-\lambda_{1}\right) P_{2}^{\prime}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}\left[u_{1}\right]+\ldots\right\}+ \\
& +\underline{a}^{3}\left\{p_{3}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) p_{3}^{\prime}\left[u_{1}\right]+\ldots\right\}+\underline{a}^{4} p_{4}\left[u_{1}\right]+ \\
& +\epsilon\left\{Q_{1}[\bar{u}]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}[\bar{u}]+\ldots\right\}+ \\
& \left.+\underline{a}\left\{\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \bar{u}^{\prime}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{11}^{\prime \prime}\left[u_{1}, \bar{u}\right]+\ldots\right\}\right\}+ \\
& +\underline{a}^{2}\left\{P_{21}\left[u_{1}, \bar{u}\right]+\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \bar{u}\right]+\ldots\right\}+ \\
& +\underline{a}^{3} P_{31}\left[u_{1}, \bar{u}\right]+P_{2}[\bar{u}], \tag{43.7}
\end{align*}
$$

Furthermore, it is noted also that the simplifying assumption with regard to the nature of the load system, as was introduced in Sect. 42, is not essential. For more general ioad systems the increment in the energy on transition irom tine dispiacement connguration $U(\lambda)$ to $U(\lambda)+u$ can always be expanded in terms of $\lambda-\lambda_{1}$. For that case the terins to be added to (43.2 and 3) are of the same form as those already considered, so that the previous considerations do not undergo essential modifications.

## 44. CALCULATIONS OF THE FUNCTIONS $\bar{u}$

The equilibrium configurations of the structure are determined from the stationary values of the energy (43.7). This procedure is again applied in two steps. First, the stationary values of (43.7) are determined for an arbitrary constant value of a. Next, the stationary values of the function $F^{\lambda}(\underline{a})$ thus obtained are determined.

The first step is carried out through calculation of the increment of (43.7) as the function $\overline{\mathbf{u}}$ is replaced by the functions $\overline{\mathbf{u}}+\eta$ under the restriction

$$
T_{11}\left[u_{1}, \eta\right]=0 .
$$

The result is

$$
\begin{align*}
\mathbf{P}^{\lambda}[u+\eta]+ & \epsilon Q^{\lambda}[u+\eta]-P^{\lambda}[u]-\epsilon Q^{\lambda}[u]= \\
=\epsilon & Q_{1}[\eta]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}+\ldots \mid+ \\
& +\underline{\mathbf{a}}\left|\left(\lambda-\lambda_{1}\right) P_{11}^{\prime}\left[u_{1}, \eta\right]+\left(\lambda-\lambda_{1}\right)^{2} \mathbf{P}_{11}^{\prime \prime}\left[u_{1}, \eta\right]+\ldots\right|+ \\
& +\underline{a}^{2}\left|P_{21}\left[u_{1}, \eta\right]+\left(\lambda-\lambda_{1}\right) P_{21}^{\prime}\left[u_{1}, \eta\right]+\ldots\right|+ \\
& +\underline{a}^{3} \mathbf{P}_{31}\left[u_{1}, \eta\right]+\mathbf{P}_{11}[\mathbf{u}, \eta]+\mathbf{P}_{2}[\eta] . \tag{44.2}
\end{align*}
$$

The condition for a stationary value of (43.7) requires that the terms in (44.2) which are inear in $\eta$ should be zero. The stationary value so determined must be a minimum because $P_{2}[\eta]$ is always positive due to condition (44.1). In analogy to developments in Sect. 33, the condition obtained by equating to zero all terms of (44.2) linear in $\eta$ is made equivalent to a set of differential equations and boundary conditions. This is done through introduction of an arbitrary ldnematically possible function $\zeta$ which is not restricted by (44.1). The execution of this derivation does not offer any new difficulties and the result may immediately be written down

$$
\begin{align*}
& \epsilon\left\{\left.Q_{1}[\zeta]-\frac{Q_{1}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right] \right\rvert\,+\right. \\
& +\epsilon\left(\lambda-\lambda_{1}\right)\left|Q_{1}^{\prime}[\zeta]-\frac{Q_{1}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right|+\ldots+ \\
& +\underline{a}\left(\lambda-\lambda_{1}\right)\left\{\left.P_{11}^{\prime}\left[u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right] \right\rvert\,+\right. \\
& +\underline{a}^{\left(\lambda-\lambda_{1}\right) 2}\left|P_{11}^{i 1}\left[u_{1}, \zeta\right]-\frac{2 P_{2}^{\prime \prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right|+\ldots+ \\
& +\underline{a}^{2} \left\lvert\, P_{21}\left[u_{1}, \zeta\right]-\frac{3 P_{3}\left[u_{1}\right]}{2 T_{2}}\left[u_{1}\right]\right. \\
& T_{11}\left[u_{1}, \zeta\right] \mid+ \\
& +\underline{a}^{2}\left(\lambda-\lambda_{1}\right)\left\{P_{21}^{\prime}\left[u_{1}, \zeta\right]-\frac{3 P_{3}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right\}+\ldots .+  \tag{44.3}\\
& +\underline{a}^{3}\left|P_{31}\left[u_{1}, \zeta\right]-\frac{4 P_{4}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]\right|+P_{11}[\bar{u}, \zeta]=0 .
\end{align*}
$$

The functions $\bar{u}$ are uniquely determined $\overline{d y}(44.3)$ together with the requirement

$$
\begin{equation*}
T_{11}\left[u_{1}, \bar{u}\right]=0 \tag{44.4}
\end{equation*}
$$

On account of the linearity of (44.3) and (44.4) this solution can be written in the form

$$
\begin{align*}
\bar{u}=\epsilon \varphi_{0} & +c\left(\lambda-\lambda_{1}\right) \varphi_{0}^{\prime}+\ldots+\underline{a}\left(\lambda-\lambda_{1}\right) \varphi_{1}^{\prime}+\underline{a}\left(\lambda-\lambda_{1}\right)^{2} \varphi_{1}^{\prime \prime}+ \\
& +\ldots+\underline{a}^{2} \varphi_{2}+\underline{a}^{2}\left(\lambda-\lambda_{1}\right) \varphi_{2}^{\prime}+\ldots+\underline{a}^{3} \varphi_{3}, \tag{44.5}
\end{align*}
$$

In which $\varphi_{1}^{\prime}, \varphi_{1}^{\prime \prime}$ etc. $\varphi_{2}, \varphi_{2}^{\prime}$ etc. and $\varphi_{3}$ are the solutions of (33.6), (33.7) and (33.8) respectively. The solutions $\varphi_{0}, \varphi_{0}^{\prime}$, etc., are the solutions of the equations

$$
\begin{align*}
& P_{11}[\bar{u}, \zeta]+Q_{1}[\zeta]-\frac{Q_{1}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]=0 ; T_{11}\left[u_{1}, \bar{u}\right]=0 \\
& P_{11}^{\prime}[\bar{u}, \zeta]+Q_{1}^{\prime}[\zeta]-\frac{Q_{1}^{\prime}\left[u_{1}\right]}{2 T_{2}\left[u_{1}\right]} T_{11}\left[u_{1}, \zeta\right]=0 ; T_{11}\left[u_{1}, \bar{u}\right]=0 \text { etc. } \tag{44.6}
\end{align*}
$$

Ey application of (44.3) for $\zeta=\bar{u}$, the minimum of (43.7) is found to be

$$
\begin{aligned}
& \underline{a} \epsilon\left\{Q_{1}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) Q_{1}^{\prime}\left[u_{1}\right]+\ldots \cdot\right\}+ \\
+ & \underline{a}^{2}\left\{\left(\lambda-\lambda_{1}\right) P_{\varepsilon}^{\prime}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right)^{2} P_{2}^{\prime \prime}\left[u_{1}\right]+\ldots .\right\}+ \\
+ & \underline{a}^{3}\left\{P_{3}\left[u_{1}\right]+\left(\lambda-\lambda_{1}\right) P_{3}\left\{u_{1}\right]+\ldots \cdot\right\}+\underline{a}^{4} P_{4}\left[u_{1}\right]-P_{2}[\bar{u}] .
\end{aligned}
$$

By introduction of (44.5) and by use of the constants (33.10), this expression becomes

$$
\begin{align*}
& F^{\lambda}(\underline{a})=\left(\lambda-\lambda_{1}\right) A_{2} \underline{a}^{2}+\left(\lambda-\lambda_{1}\right)^{2} A_{2}^{\prime \prime} \underline{a}^{2}+\ldots+A_{3} \underline{a}^{3}+ \\
& +\left(\lambda-\lambda_{1}\right) A_{3}^{\prime} \underline{a}^{3}+\ldots .+A_{4} \underline{a}^{4}+\ldots+\epsilon \underline{a} Q_{1}\left[u_{1}\right]+ \\
& \left.+\epsilon \underline{a}\left(\lambda-\lambda_{1}\right)\left\{Q_{1}{ }_{1}\left[u_{1}\right]-P_{11}\left[\varphi_{0}, \varphi_{1}^{\prime}\right]\right\}+\ldots-\epsilon \underline{a}^{2}{ }^{\mathrm{P}_{11}} \mid \varphi_{0}, \varphi_{2}\right]-\ldots+ \\
& -\epsilon^{2} P_{2}\left[\varphi_{0}\right]-\epsilon^{2}\left(\lambda-\lambda_{1}\right) P_{11}\left[\varphi_{0}, \varphi_{0}^{\prime}\right]-\ldots . \tag{44.7}
\end{align*}
$$

Here, as in (33.11), the terms of higher order than the fourth in $\lambda-\lambda_{1}$ and a are disregarded. The terms independent of a have no influence on the derivatives of $F^{i}(a)$ and can, therefore, be disregarded. The most important influance of the difference between behavior of structure and model is represented in (44.7) by the first term with factor $\epsilon$. Unless $Q_{1}\left[u_{1}\right]$ is zero for all possible kinds of geometrical devations and eccentricities, which case will not be considered in the following, it is sufficient as a first approximation of this influence to take into account only the first term.

In analogy to Sect. 34 approximation (44.7) may be improved. This improvement is again necessary when $A_{3}$ as well as $A_{4}$ are zero. No improved approximation of the influence of the differences between structure and model will be derived here. The energy of the structure is then given by (34.8) augmented by the correction term

$$
\begin{equation*}
\epsilon \underline{a}_{1} Q_{1}\left[u_{1}\right]=\epsilon B_{1} \underline{a} \tag{44.8}
\end{equation*}
$$

In (44.7) and in the second approximation ( $(34.8)$ augmented by (44.8)), the first term is of duminant importance in comparison to all tarms containing a factor $\lambda-\lambda_{1}$. Further, the dominant term among those which do not contain a factor $\lambda-\lambda_{1}$ or $\epsilon$, is given by the one which is of the lowest order in a. Let this term be $A_{n} \underline{a}^{n}$, then $F^{\lambda}(a)$ can be simplified to

$$
\begin{equation*}
F{ }^{\lambda}(\underline{a})=\epsilon B_{1} \underline{a}+\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}{\underset{\sim}{a}}^{2}+A_{n} \underline{a}^{n} \tag{44.9}
\end{equation*}
$$

(See also Sect. 35.)

## 45. THE EQUILIBRIUM CONFIGURATIONS

The equilibrium configurations are characterized by stationary values of the energy, thus, on account of approximation (44.9) by

$$
\begin{equation*}
f^{\lambda}(\underline{a}) \equiv \frac{\mathrm{dF}^{\lambda}(\underline{a})}{\mathrm{d} \underline{a}}=\epsilon B_{1}+2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime} \underline{a}+n A_{n} \underline{a}^{n-1}=0 . \tag{45.1}
\end{equation*}
$$

Because $F^{\lambda}(\underline{a})$ is the minimum of (43.7) for a constant value of $\underline{a}$, the stablitity requirement determined by (45.1) will be satisfied if and only if the corresponding siationary vaiue oi $\overline{5}^{\boldsymbol{\lambda}}$ (aj) is aiso a minimum. Tne ciecisive quanitiy aivoui siaviility is, therefore, the second derivative of (44.9)

$$
\begin{equation*}
\frac{d^{2} F^{\lambda}(\underline{a})}{d \underline{a}^{2}}=\frac{d f^{\lambda}(a)}{d \underline{a}}=2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}+n(n-1) A_{n} \underline{a}^{n-2} \tag{45.2}
\end{equation*}
$$

It appears from (45.2) that in a $\lambda$ versus diagram for the structure, the stable combinations of $\lambda$ and a are separated from the unstable combinations by the same line of partitior holding for the model (see sect. 35). Consequently, an equilibrium configuration of the structure which for $\epsilon \rightarrow 0$ approaches an equilibrium configuration of the model is stable or unstable depending on the stability of the model configuration. Equilibrium of the structure is at the stability limit if the image point in the $\lambda$ versus a diagram appears on the partition line. The third derivative of (44.9) is nonzero, except in the case that $\underline{a}=0$. Consequently, equilibrium at the stability limit is unstable, except perhaps in the case $\underline{a}=0, \lambda=\lambda_{1}$, and the above mentioned partition line must belong to the unstable region.

According to Sect. 35, $A_{2}^{\prime}$ is always negative. $B_{1}$ may always be taken positive as differences of opposite aign between structure and model are already represented by negative values of $\epsilon$. However, distinction must be made between odd and even values of $n$, and in the latter case also between positive and negative values of $A_{n}$. For odd values of $n$ an equilibrium value of $\underline{a}$ corresponding to $\epsilon$ and $A_{n}$ is equivalent to an equilibrium value of -a corresponding to $-\epsilon$ and $-A_{n}$. In view of ( $\mathbf{4 5 . 2}$ ) the stability is also the same for the equivalent states $s 0$ that it is sufficient in this case to restrict the considerations to positive values of $A_{n}$. For even values of $n$, it is sufficient to take into account only positive values of $\epsilon$, since an equilibrium value of a corresponding to $\epsilon$ and an equilibrium value of -a corresponding to $-\epsilon$ exhibit the same type of stability. The treatment of $(45.1)$ and $(45.2)$ may consequently be restricted to the following four cases
a. $n$ odd $, A_{n}>0, \epsilon>0$;
h. $n$ ज्ञा : $A_{n}>0: \epsilon<0$ :
c. $n$ even $, A_{n}<0, \epsilon>0$;
d. $n$ even, $A_{n}>0, \epsilon>0$.

For the cases a. to $c$. the equilibrium of the model is unstable in the critical state; while in case $d$. it is stable.

## 451 Case a.

From (45.1) it follows that $f$ (a) is positive for values of a corresponding to the fundamental and the neighboring states of the model

$$
\begin{equation*}
\underline{a}=0 \text { and } \underline{a}=-\left\{\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n A_{n}}\right\}^{\frac{1}{n-2}} \tag{45.3}
\end{equation*}
$$

From (45.2) it follows that

$$
\begin{align*}
\frac{d f^{\lambda}(\underline{a})}{d \underline{a}} & >0 \text { for } \underline{a}>  \tag{45.4}\\
& <0 \text { for } \underline{a}=-\left\{\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n(n-l) A_{n}}\right\}^{\frac{1}{n-2}}
\end{align*}
$$

Consequently equation (45.1) can have at most two roots and those lie between values of a determined by (45.3). For the values of a determined by (45.4), $f^{\lambda}$ (a) reaches its minimum. The roots of (45.1) are real if the minimum of $f^{\boldsymbol{\lambda}}(\underline{a})$, corresponding to a value of a determined by (45.4), is negative or equal to zero.

$$
\begin{aligned}
\text { Min } f \lambda(\underline{a}) & =\in B_{2}-2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}\left|\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n(1-1) A_{i 1}}\right|^{\frac{1}{n-2}}+ \\
& +n A_{n}\left\{\left.\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n(n-1) A_{n}}\right|^{\frac{n-1}{n-2}}=\right. \\
& =\in B_{1}-\left\{\left.2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}\right|^{\frac{n-1}{n-2}} n^{-\frac{1}{n-2}}(n-1)^{-\frac{n-1}{n-2}}(n-2) A_{n}^{-\frac{1}{n-2}} \leq 0 .\right.
\end{aligned}
$$

This condition is satisfied if and only if

$$
\begin{align*}
& \left|2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}\right|^{n-1} \frac{(n-2)^{n-2}}{n(n-1)^{n-1} A_{n}} \geq\left(6 B_{1}\right)^{n-2} \text { or } \\
& \left|\lambda-\lambda_{1}\right| \geq \frac{1}{2} n^{\frac{1}{n-1}}(n-1)(n-2)^{-\frac{n-2}{n-1}} \frac{A^{\frac{1}{n-1}}}{-A_{2}^{\prime}}\left(\epsilon B_{1}\right)^{\frac{n-2}{n-1}} \tag{45.5}
\end{align*}
$$

The inequalities (45.5) determine two values $\lambda *$ and $\lambda * *$ such that equation (45.1) has two real solutions for $\lambda<\lambda *<\lambda_{1}$ and $\lambda>\lambda * *>\lambda_{1}$. For $\lambda=\lambda *$ and $\lambda=\lambda * *$ it has a real double root and for $\lambda^{*}<\lambda<\lambda^{* *}$ it has no real roots. In the $\lambda$ versus a graph the equilibrium states which exdst for $\lambda \leqq \lambda^{*}$ and $\lambda \geqq \lambda * *$ form two separate branches which for $\lambda=\lambda^{*}$ and $\lambda=\lambda * *$ have a maximum and a minimum respectively. These branches both consist of one part that approaches the fundamental state of the model and a part that approaches the neighboring states of the model when $\epsilon \rightarrow 0$ (see also Fig. 3a, page 93).

From (45.2) and from use of (45.4), it follows that equilibrium is stable in the state corresponding to the greatest value of a and unstable in the other state. Equilibrium is at the stability limit for $\lambda=\lambda^{*}$ and $\lambda=\lambda^{* *}$.

Of particular interest is the equilibrium configuration which, for loads below the buckling load, approaches the fundamental state of the model when $\epsilon \rightarrow 0$. This state, the so-called natural state, will be obtained from the undeformed state by gradual increase of the load parameter $\lambda$. As for $\lambda<\lambda^{*}$ both equilibrium values of a are negative. It follows that the greatest of these equilibrium values corresponds to the natural state which is atable for $\lambda<\lambda *$. For $\lambda=\lambda^{*}$ the stability limit is reached and $\lambda$ * determines the hueking load of the structure. This buckilng load is lower than that of the model. It follows from $(45.5)$ that

$$
\begin{equation*}
\frac{d \lambda *}{d \epsilon}=-\frac{1}{2}\left\{\left.\frac{n(n-2) A_{n}}{B_{1}}\right|^{\frac{1}{n-1}} \frac{B_{1}}{-A_{2}^{\prime}} \epsilon^{-\frac{1}{n-1}}\right. \tag{45,6}
\end{equation*}
$$

so that in a graph of the buckling load of the structure as a function of the deviation parameter $\epsilon$, the tangent in the point $\epsilon=0, \lambda^{*}=\lambda_{1}$ coincides with the $\lambda *$ axds (Fig. 2).
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Consequently, for a small but finite value of $\epsilon$, i.e.,for small differences between structure and model, the buckling load of the structure may lie considerably below that of the model. This decrease is mainly governed by the exponent of $\epsilon$ in (45.6); it is more pronounced the smaller $n$ is.
462. Case b. ( n odd, $\mathrm{A}_{\mathrm{n}}>0, \epsilon<0$ )

From (45.1) it follows that $f^{\dot{\lambda}}(\underline{a})$ is negative for values of $\underline{a}$ corresponding to the fundamental state and the neighboring state of the model (45.3). In this case (45.4) also holds. There are consequently always two equilibrium values of a which are separated by the equilibrium values of the model (45.3). The state corresponding to the largest value of a is always stable, the other unstable. Also in this case, the $\lambda$ versus a diagram consists of two separate branches, of which one is now completely stable, the other completely unstable. Both branches consist again of one part that approaches the fundamental state and one part that approaches the neighboring state of the model when $\epsilon \rightarrow 0$ (see also Fig. 3b, page 145).

The natural equilibrium state, which for $\lambda<\lambda_{1}$ approaches the fundamental state of of the model as $\epsilon$ approaches zero, corresponds to the largest value of a and lies consequently on the stable branch. Therefore, as the load parameter $\lambda$ is gradually increased the buckling load of the model will be passed without occurrence of buckling.
453. Case c. ( $n$ even, $A_{n}<0, \in<0$ )

For $\lambda>\lambda_{1},(45.2)$ is always negative. As $f^{\lambda}(\underline{a})$ is positive for $a=0$, equation (45.1) has one real root; the corresponding equilibrium state is unstable.

For $\quad \lambda<\lambda_{1}$ it follows from (45.1) that $f^{\lambda}$ (a) is positive for

$$
\begin{equation*}
\underline{a}=0 \text { and for } \underline{a}^{n-2}=-\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n A_{n}} \tag{45.7}
\end{equation*}
$$

which correspond to the fundamental and neighboring states of the model. It follows from (45.2) that

$$
\begin{equation*}
\frac{d f^{\lambda}(\underline{a})}{d \underline{a}} \geqq 0 \text { for } \underline{a}^{n-2} \leqq-\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n(n-1) A_{n}} \tag{45.8}
\end{equation*}
$$

Consequently, equation (45.1) always has one positive root for which the corresponding state of equilibrium is unstable. This root is greater than the positive value of a for the neighboring equilthium state of the modol as determined by (A5.7).

Moreover, equation (45.1) can also have two negative roots which lie between

$$
\begin{equation*}
\underline{a}=-\left\{-\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n A_{n}}\right\}^{\frac{1}{n-2}} \text { and } \underline{a}=0 \tag{45,9}
\end{equation*}
$$

A necessary and sufficient condition for the existence of these roots is that the minimum of $f^{\lambda}(\underline{a})$, which lies between the values given in (45.9) and which is obtained for values of a determined by (45.8) is negative or zero
$\operatorname{Min} f^{\lambda_{\underline{(a)}}}=\in B_{1}-2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}\left\{\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{-n(n-1) A_{n}}\right\}^{\frac{2}{n-2}}+$

$$
\begin{aligned}
& -n A_{n}\left\{\frac{2\left(\lambda-\lambda 1_{1}\right) A_{2}^{\prime}}{-n(n-1) A_{n}}\right\}^{\frac{n-1}{n-2}}= \\
& =\epsilon B_{1}-\left\{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}\right\}^{\frac{n-1}{n-2}}-\frac{1}{n-2}(n-1)^{-\frac{n-1}{n-2}}(n-2)\left(-A_{n}\right)^{-\frac{1}{n-2}} \leq 0 .
\end{aligned}
$$

This condition is satisfied if and only if

$$
\left|2\left(\lambda-\lambda_{1}\right) A_{\varepsilon}^{\prime}\right|^{n-1} \underset{n(n-1)^{n-1}\left(-A_{n}\right)}{(n-2)^{n-2}} \geq\left(\underline{L}_{1}\right)^{n-2}
$$

or

$$
\begin{equation*}
\lambda-\lambda_{1} \leqq-\frac{1}{2} n^{\frac{1}{n-1}}(n-1)(n-2)^{-\frac{n-2}{n-1}} \frac{\left(-A_{n}\right)^{\frac{1}{n-1}}}{-A_{2}^{1}}\left(\epsilon B_{1}\right)^{\frac{n-2}{n-1}} \tag{45.10}
\end{equation*}
$$

The inequalities (45.10) determine a value $\lambda^{*}$ such that equation (45.1) has one positive root for $\lambda>\lambda^{*}$, one positive and two negative roots for $\lambda<\lambda^{*}$. For $\lambda=\lambda^{*}$ the two negative roots coincide. In the $\lambda$ versus a graph the positive and negative equilibrium values of a form two separate branches. The branch for negative a values has a maximum of $\lambda$ for $\lambda=\lambda^{*}$. Both branches consist again of one part which approaches the fundamental state and one part which approaches the neighboring state of the model as $\epsilon \rightarrow 0$. (See also Fig. 3c, page 145).

From (45.2) it follows, after use of (45.8), that the smallest negative root determines an unstable state of equilibrium, and the largest negative root a stable state of equilibrium. For $\lambda=\lambda^{*}$ equilibrium is at the stability limit. The natural equillbrium state is in this case determined by the largest negative value of a. This configuration is stable $\lambda<\lambda^{*}$; for $\lambda=\lambda^{*}$ the stability limit is reached and thus the buckling load of the structure is determined by $\lambda^{*}$. This buckling load is again lower than that of the model. In analogy to (45.6) it follows irom (45.10) that

$$
\begin{equation*}
\frac{d \lambda *}{d \epsilon}=-\frac{1}{2}\left\{\frac{-n(n-2) A_{n}}{B_{1}}\right\}^{\frac{1}{n-1}} \frac{B_{1}}{-A_{2}^{\prime}} \epsilon^{-\frac{1}{n-1}} \tag{45.11}
\end{equation*}
$$

For (45.11) the same conclusions can be drawn as was done in the discussion of (45.6); in particular fig. 2 holds also in this case.
454. Case d. $\left(n\right.$ even, $\left.A_{n}>0, \epsilon>0\right)$

For $\lambda<\lambda_{1},(45.2)$ is always positive. Since $f(\underline{a})$ is always positive for $a=0$, equation ( 45.1 ) possesses one real negative root; the corresponding state of equilibrium is always stable.

It follows from (45.1) that for $\lambda>\lambda, f^{\prime}$ (a) is always positive. It follows from (45.2) that, for values of $\mathbf{a}$ (45.7) which correspond to the fundamental and neighboring equilibrium state of the model,

$$
\begin{equation*}
\frac{d f^{\lambda}(a)}{d \underline{a}} \leqslant 0 \text { for } \underline{a}^{n-2} \leqslant-\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n}(n-1) A_{n} \tag{45.12}
\end{equation*}
$$

Consequently, equation ( 45.1 ) always has a negative root which corresponds to a stable equilibrium configuration.

Besides, equation (45.1) can also have two positive roots falling between

$$
\begin{equation*}
\underline{a}=0 \quad \text { and } \quad \underline{a}=\left\{-\frac{2\left(\lambda-\lambda_{1}\right) A_{2}^{\prime}}{n A_{n}}\right\}^{\frac{1}{n-2}} \tag{45.13}
\end{equation*}
$$

The minimum of $f^{\lambda}(\underline{a})$ which lies between the values of a indicated in (45.13) corresponds to positive values of $\underset{-}{a}$ as determined by (45.12).

It is necessary and sufficient for the existence of the two positive roots that this minimum of $f^{\lambda}(\underline{a})$ is negative or equal to zero. In analogy with the foregoing case this requirement leads to the condition

$$
\begin{equation*}
\lambda-\lambda_{1} \geq \frac{1}{2}^{\frac{1}{n-1}}(n-1)(n-2) \underbrace{-\frac{n-2}{n-1}} \frac{A_{n}^{\frac{1}{n-1}}}{-A_{2}^{\prime}}\left(\epsilon B_{1}\right)^{\frac{n-2}{n-1}} . \tag{45.14}
\end{equation*}
$$

Inequality (45.14) determines a value $\lambda * *$ auch that equation (4b.1) has oniy one negative root for $\lambda<\lambda * *$, one negative and two positive roots for $\lambda>\lambda * *$. For $\lambda=\lambda * *$ the positive roots coincide. In the $\lambda$ versus a graph the positive and negative equilibrium values of a form two separate branches. The positive branch has a minimum for $\lambda=\lambda^{* *}$. Also in this case both branches consist of one part which approaches the fundamental state and one part which approaches the neighboring state of the model when $\epsilon \rightarrow 0$ (see also Fig. 3d, page 145).

It follows from (45.2) that the largest positive root determines a stable state of equilibrium, the smallest positive root determines an unstable state of equilibrium; for $\lambda=\lambda * *$ equilibrium is at the stability limit.

The natural equilibrium configuration in this case is determined by the negative root of (45.1) and lies therefore on the stable branch. Consequently, by gradual increase of the load parameter $\lambda$ the bucking load of the model will be passed without the ocsurrence of buckling.

## 455. Concluaions

The results obtained in the foregoing may briefly be summarized as follows.

For the model the $\boldsymbol{\lambda}$ versus $\underline{a}$ graph has two branches which intersect at $\lambda=\lambda_{1}$, the fundamental state and the neighboring states. Small deviations of the structure from the model cause these branches to decompose in two completely separated branches. Both branches consiat of one part which yields the fundamental state of the model and one part which yields a neighboring state of the model when the deviations approach zero. One of these branches represents the so-called natural equilibrium state of the structure which, on gradual increase of the load, is obtained from the undeformed state. The following considerations are restricted to this most important natural branch.
 a quantity with odd subscript ( $A_{3}, A_{5}$, etc.), then, for positive values of the deviatiou parameter $\epsilon$, the buchling loged of the ptructure is considerably smallar than the buckling load of the model. This decrease of the buckling load is larger for smaller values of $n$. On the other hand, for negative values of $\epsilon$, a gradual increase of the load on the real structure does not result in ouckling when the critical load of the model is passed.

When equilibrium of the model is unstable in the critical state and the stability is governed by a quantity with even subscript ( $A_{4}, A_{6}$, etc. ), for positive as well as negative values of $\epsilon$, buckling load of the structure is considerably beiow the bucking load of the model. This decrease is again more significant for smaller values of $n$.

When equilibrium of the model is stable in the critical state, increase of the load on the real structure does not result in buckling as the buckling load ot the model is passed.

Not only the magnitude of the buckling laad is considerably influenced by deviation of the structure from the model, but also the character of the buckliag phenomenon in structure and model is completely different. While the buckling load of the model corresponds to a bifurcation point of equilibrium, the buckiing load of the structure as a maximum corresponds to a snapping point. As the model can be considered a special case of the real strncture (the case that $\epsilon:=0$ ), it seems that the buckling problem corresponding to a bifurcation point should be considered as a special case of the more general problem of a snap buckling. ${ }^{1}$

A possible decrease in the buckling load caused by the presence of small deviations in the case of an unstable critical state of the model is of great importance in engineering. The greatest, allowable load is determined by the buckling load of the structure for the most unfavorable deviations between structure and model. The calculation of this

[^16]admissable allowable load is, therefore, only possible on the basis of an analysis which includes the existing differences between structure and model. Of course, the buckling load of the structure can also be determined expcrimentally. However, because of the strong deperidency of the buckling load on the magnitude of the deviations (see Fig. 2), the results of these tests will show a rather great acatter, so that a faivly large number of tests will be needed for a reliable determination of the buckling load which corresponds to the most unfavourable case. ${ }^{1}$

## 456. Examples

Soine typical examples of $\lambda$ versus a graphs are represented in Figs. 3a to 3d, for the cases

$$
\begin{aligned}
A_{3}>0, \epsilon>0 ; A_{3} & >0, \epsilon<0 ; A_{3}=0, A_{4}<0, \epsilon>0 ; \\
A_{3} & =0, A_{4}>0, \epsilon>0 .
\end{aligned}
$$

respectively. In these figures, the curves indicating the model behavior are also shown. The stable.branches are, just as in Fig. 1, indicated by heavy lines; the unstable branches by dctted lines. The boundary between the stable and unstable combinations of $\lambda$ and a are indicated by a dash-dotted line.

Of the curves, only the part in the neighborhood of $\lambda=\lambda_{1}$ is drawn. This is motivated by the fact that the results of this section are valid only in a more or less restricted neighborhood of the buckling load of the model.

## 46. SPECIAL CASES

The preceding considerations are based on the assumption that for the critical state of the model the solution $\omega_{2}$ of the minimum problem (24.4) is positive. The influence

[^17]

FIG. 3
of the deviations between structure and model on the minimum of the energy for a constant value of $\underline{a}$ is then expressed by the addition of the term $\in B_{1}$ a to the form (35.2).

The case

$$
\omega_{2}=\omega_{3}=\ldots=\omega_{h-1}=0, \omega_{h}>0
$$

can correspondingly be treated when the displacement $u$ is written as (see (36.8))

$$
\begin{equation*}
u=\sum_{j=1}^{h-1} a_{j} u_{j}+\bar{u} \text { with } T_{11}\left[u_{j}, \bar{u}\right]=0, j=1,2 \ldots h-1 \tag{36.8}
\end{equation*}
$$

After introduction of this expression in (43.5), the minimum of the energy is again determined for constant values of $a_{j}$. This treatmant, which is a synthesis of the considerations of Sect. 36 and Sect. 44, does not offer new difficulties, so that the expression for this minimum is immediately written

$$
\begin{equation*}
F^{\lambda}\left(a_{j}\right)=\epsilon \bar{Q}_{1}\left(a_{j}\right)+\left(\lambda-\lambda_{1}\right) \overline{\mathbf{P}}_{2}^{\prime}\left(a_{j}\right)+\overline{\mathbf{P}}_{n}\left(a_{j}\right) ; n=3 \text { or } n=4 \tag{46.1}
\end{equation*}
$$

The difference between structure and model is here expressed by the term

$$
\epsilon \bar{Q}_{1}\left(a_{j}\right)=\sum_{j=1}^{h-1} a_{j} Q_{1}\left[u_{j}\right]
$$

The equilibrium states are characterized by stationary values of (46.1), i.e., by the

$$
\begin{equation*}
\frac{\partial F^{\lambda}}{\partial a_{i}}=\epsilon \frac{\partial \bar{Q}_{1}}{\partial a_{i}}+\left(\lambda-\lambda_{1}\right) \frac{\partial \bar{P}_{2}^{\prime}}{\partial a_{i}}+\frac{\partial \bar{P}_{n}}{\partial a_{i}}=0 \tag{46.8}
\end{equation*}
$$

The stability of the equilibrium configuration determined by (46.2) is governed by the form

$$
\begin{align*}
\sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} F^{\lambda}}{\partial a_{i} \partial a_{j}} \Delta a_{1} \Delta a_{j} & =\left(\lambda-\lambda{ }_{1}\right) \sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\theta^{2} \bar{P}_{2}^{\prime}}{\partial a_{i} \partial a_{j}} \Delta a_{i} \Delta a_{j}+ \\
& +\sum_{i=1}^{h-1} \sum_{j=1}^{h-1} \frac{\partial^{2} \bar{P}_{n}}{\partial a_{i} \partial a_{j}} \Delta a_{i} \Delta a_{j} \tag{46.3}
\end{align*}
$$

In this case, the general analysis of the states of equilibrium leads to great difficulties and will be omitted here. One special case will be discussed in Chapter 7.

## 47. EXTENSION OF THE THEORY

The theory developed in the foregoing, as well as the general theory of Chapter 3,is restricted to a amall neighborhood of the buckling load which differs from case to case. This is,for instance,expressed by equation (45.1) which for $\lambda=0$ does not have the solution $\underline{a}=0$ corresponding to the fundamental state. Consequently, it is here of importance also to extend the theory to loads further removed from the buckling load. As well as in Sect. 38, the possibility for this exists if the displacements $U(\lambda)$ of the fundamental state of the model are so small that quantities of the second and higher order in $U(\lambda)$ and its derivatives may be neglected in comparison to quantities which are linear in $U(\lambda)$ and its derivatives. Likewise, the displacements $u$ from the fundamental state $U(\lambda)$ should remain small, and it is assumed that magnitude and direction of the loads are given with respect to a fixed coordinate system. By use of (38.3), (43.4) can now be written
$P^{\lambda}[u]+\epsilon Q^{\lambda}[u]=P_{2}^{0}[u]+\lambda P_{2}^{\prime}[u]+P_{3}^{0}[u]+\lambda P_{3}^{\prime}[u]+P_{4}^{0}[u]+\epsilon Q_{1}^{\lambda}[u]$.

In Sect. 43 it was remarked that $Q_{1}^{\lambda}$ [ $u$ ] consists of one part containing $\lambda$ and one part whose integrand is a linear polynomial of the derivatives of $u$ with coefficients which contain as a factor one or more derivatives of $U(\lambda)$. In this latter part, only the coefficients which are linear in the derivatives of $U(\lambda)$ must now be taken into account. After this, by use of (38.1), it follows that

$$
\begin{equation*}
Q_{1}^{\lambda}[u]=\lambda Q_{1}^{\prime}[u] \tag{47.2}
\end{equation*}
$$

Under the assumption that the solution $\omega_{2}$ of the first problem (38.6) is positive, again is introduced

$$
\begin{equation*}
u=\underline{a}_{1}+\bar{u} \text { with } \mathbf{p}_{11}^{0}\left[u_{1}, \bar{u}\right]=0 \tag{47.3}
\end{equation*}
$$

Introduction of (47.1) gives, after expansion and rearrangement,

$$
\begin{align*}
P^{\lambda}[u] & +\epsilon \underline{Q}^{\lambda}[u]=\epsilon \lambda \underline{a} Q_{1}^{\prime}\left[u_{1}\right]+\underline{a}^{2}\left\{p_{2}^{0}\left[u_{1}\right]+\lambda P_{2}^{\prime}\left[u_{1}\right] \mid+\right. \\
& +\underline{a}^{3}\left\{p_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime}\left[u_{1}\right] \mid+\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]+\epsilon \lambda Q_{1}^{\prime}[\bar{u}]+\right. \\
& +\underline{a}^{2}\left\{P_{21}^{0}\left[u_{1}, \bar{u}\right]+\lambda P_{21}^{\prime}\left[u_{1}, \bar{u}\right]\right\}+\underline{a}^{3} p_{31}^{0}\left[u_{1}, \bar{u}\right]+ \\
& +{\underset{P}{2}}_{0}[\bar{u}]+\lambda P_{2}^{\prime}[\bar{u}] . \tag{47.4}
\end{align*}
$$

The.omission of the terms which follow $\lambda P_{2}^{\prime}[\bar{u}]$ (see (39.12)) may be motivated here for $\lambda<\lambda_{2}$ in the same way as in Sect. 38.

States of equilibrium are characterized by stationary values of the energy. For a constant value of $\underline{a}$, (47.4) appears to have a minimum for $\lambda<\lambda_{2}$. This minimum is obtained for the functions

$$
\begin{equation*}
\overline{\mathrm{u}}=\underline{\mathrm{a}}^{2} \varphi_{2}^{\lambda}+\underline{\mathrm{a}}^{3} \varphi_{3}^{\lambda}+\epsilon \lambda \varphi{ }_{0}^{\lambda}, \tag{47,5}
\end{equation*}
$$

where the first two terms form together the solution (38.20) of (38.18) and (38.19). The last term is determined as the solution of

$$
\begin{gather*}
P_{11}^{0}[\bar{u}, \zeta]+\lambda P_{11}^{\prime}[\bar{u}, \delta]+\epsilon \lambda\left|Q_{1}^{\prime}[t]-\frac{Q_{1}^{\prime}\left[u_{1}\right]}{2 P_{2}^{0}\left[u_{1}\right]} p_{11}^{o}\left[u_{1}, b\right]\right|=0 ; \\
P_{11}^{0}\left[u_{1}, \bar{u}\right]=0 . \tag{47.6}
\end{gather*}
$$

The derivation of these results, which is in complete agreement with Sect. 38, are ornitted here. The calculation of the minimum proceeds in the same manner as in the foregoing. Through introduction of the notation

$$
\begin{equation*}
Q_{1}^{\prime}\left[u_{1}\right]=B_{1}^{\prime} \tag{47.7}
\end{equation*}
$$

and by use of (38.21), it follows that

$$
\begin{equation*}
\mathrm{F}^{\lambda}(\underline{a})=\epsilon \lambda \mathrm{B}_{1}^{\prime} \underline{a}+\left(1-\frac{\lambda}{\lambda_{1}}\right) \mathrm{A}_{2}^{0} \underline{a}^{2}+\left(A_{3}^{0}+\lambda A_{3}^{\prime}\right) \underline{a}^{3}+A_{4}^{\lambda} \underline{a}^{4} \tag{47.8}
\end{equation*}
$$

In this expression, just as in(38.22), terms of the fifth and higher order in a are neglected. Furthermore, among the terms which contain a factor $\epsilon$ only the term of the lowest order in a, the linear term, is taken into account.

The difficulties which successively arise when $\lambda$ approaches $\lambda_{2}, \lambda_{3}$, etc. , are dealt with in the same manner as in Sect. 38, sn that it is not necessary to look into this matter more closely. Also, the determination of the stationary values of (47.8) and the stability analysis of the corresponding equilibrium states meet no difficulties, so that it is sufficient here to refer to Chapters 6 and 7 in which some applications will be discussed.

## Chapter 5

## SHELL STEUCTURES UNDER FINITE DISPLACEMENTS

## 51. SLMP LIFYNG AESUMPTIONS

The technical shell theory for infinitesimal displacement is usually based on the following three approximations concerning the state of deformation and stress [35]:

1. points which initially lie on the same normal to the undeformed middle surface, remain after deformation on the corresponding normal to the deformed middle surface;
2. change in distance between two such points may be neglected; ${ }^{1}$
3. normal stresses on planes parallel to the middle surface may be neglected.

Although the assumptions of this theory are mutually contradictory for an isotropic maierial, the reaults which are obtained for thin shells are in aatisfactory agreement with experience. Also, the more rigorous investigation of Love [36], in which the results obtained from the assumptions mentioned above are considered to be a first approximation, confirms that at least for thin shells these contradictions are of no practical significance.

In view of this experience gained in the analysis of infinitesimal deformations, it seums justhfied to base the shell theory for finite deformations on the same assumptions. This theory could be obtained by means of a slight extension of Love's analysis. Nevertheless, when, in the following, preference is given to a different derivation,it has mainly been done to avoid the assymmetry which was introduced by Love in the definition of the changes of curvature of the middle surface and which detracts from the lucidity of his results.

[^18]
## 

A suriace is described iby tine coordinates $x_{i}$ with respect to a rigidly fixed rectangular coordinate system. The coordinates are functions of two parameters $\alpha$ and $\beta$

$$
\begin{equation*}
x_{i}=x_{i}(\alpha, \beta) \tag{52.1}
\end{equation*}
$$

For a line element on the surface [37]

$$
\begin{equation*}
\mathrm{d} L^{2}=E d \alpha^{2}+2 F \operatorname{dod} \beta+G d \beta^{2} \tag{52,2}
\end{equation*}
$$

where $E, F$ and $G$ are the so-called quantities of the first order, 12

$$
\begin{equation*}
E=A^{2}=\sum\left(\frac{\partial x_{i}}{\partial \alpha}\right)^{2}, F=\sum \frac{\partial x_{i}}{\partial \alpha} \frac{\partial x_{i}}{\partial \beta}, G=B^{2}=\sum\left(\frac{\partial x_{i}}{\partial \beta}\right)^{2} \tag{62.3}
\end{equation*}
$$

The direction cosines of the normal of the surface with reapect, to the rigid coordinate system are given by

$$
\begin{equation*}
n_{i}=\frac{\frac{\partial x_{j}}{\partial \alpha} \frac{\partial x_{h}}{\partial \beta}-\frac{\partial x_{h}}{\partial \alpha} \frac{\partial x_{j}}{\partial \beta}}{\sqrt{E G-F^{2}}} \tag{52.4}
\end{equation*}
$$

in which $i, j$ and $h$ are the cyclic sequence of the coordinate axes. The positive direction of the normal is determined by (52.4). The coordinate system formed by the tangents to the parametor curves $\beta=$ const. and $\alpha=$ const. in the direction of increasing values $\alpha$ and $\beta$ together with the positive normal is, in this sequence, orientated in the same sense as the $x_{i}$ system.

[^19]The eurvature of the surface is completely described by (52.3) and by the so-called quantities of the second order

$$
\begin{align*}
& L=\sum n_{i} \frac{\partial^{2} x_{i}}{\partial \alpha^{2}}=-\sum \frac{\partial n_{i}}{\partial \alpha} \frac{\partial x_{i}}{\partial \alpha}, \\
& M=\sum n_{i} \frac{\partial^{2} x_{1}}{\partial \alpha \partial \beta}=-\sum \frac{\partial n_{i}}{\partial \alpha} \frac{\partial x_{i}}{\partial \beta}=-\sum \frac{\partial n_{1}}{\partial \beta} \frac{\partial x_{1}}{\partial \alpha}, \\
& N=\sum n_{i} \frac{\partial^{2} x_{1}}{\partial \beta^{2}}=-\sum \frac{\partial n_{i}}{\partial \beta} \frac{\partial x_{i}}{\partial \beta} \tag{52.5}
\end{align*}
$$

The radii of curvature through the targents to the parameter curves $\beta=$ const. and $a^{\prime}=$ const. are determined by

$$
\begin{equation*}
\frac{L}{R_{1}}=\frac{L}{E}, \frac{1}{R_{2}}=\frac{N}{G}, \tag{52.6}
\end{equation*}
$$

where $R_{1}$ and $R_{2}$ become positive or negative depending on whether the center of curvature lles on the positive or negative part of the normal.

The formulas are considerably simplified if the parameter curves coincide with the lines of curvature so that $\mathrm{F}=\mathrm{M}=0$. It is assumed that thif is the case for the undeformed middle surface.

The following calculation of the strain cumponents is most clearly demonstrated aftera set of unit vectors is introduced in the directions of the tangents to the lines of curvature $\beta=$ const. and $\alpha=$ const. and the positive normal to the surface. For the cumponents of the two vectors first mentioned, it holds that

$$
\begin{equation*}
a_{i}=\frac{1}{A} \frac{\partial x_{i}}{\partial \alpha}, \quad b_{i}=\frac{1}{B} \frac{\partial x_{1}}{\partial \beta}, \tag{52.7}
\end{equation*}
$$

while the components of the normal veotor are given by the direction cosines $n_{1}$. The orthogonality of thesa vantora !

$$
\begin{equation*}
\sum a_{i} b_{1}-0, \sum b_{i} n_{i}=0, \sum n_{i} a_{i}=0 . \tag{52.8}
\end{equation*}
$$

The fact that the length of these vectors is equal to unity is expressed by the relation

$$
\begin{equation*}
\sum a_{i}^{2}=1, \sum b_{i}^{2}=1, \sum n_{i}^{2}=1 \tag{52.9}
\end{equation*}
$$

Each vector (consequently also the derivatives of the unit vectors) may be expressed as a linear relation in the three unit vectors so that for the components

$$
\frac{\partial n_{i}}{\partial \alpha}\left(\text { or } \frac{\partial p_{i}}{\partial \beta}, p_{i}=a_{i}, b_{i}, n_{i}\right)
$$

such a derivation can be represented by

$$
\frac{\partial p_{i}}{\partial \alpha}=\lambda^{\prime} a_{i}+\mu^{\prime} b_{i}+\nu^{\prime} n_{i}, \frac{\partial p_{i}}{\partial \beta}=\lambda^{\prime \prime} a_{i}+\mu^{\prime \prime} b_{i}+\nu^{\prime \prime} n_{i}
$$

For the constants $\lambda^{\prime}, \lambda^{\prime \prime}, \mu^{\prime}, \mu^{\prime \prime}$ and $v^{\prime}, \nu^{\prime \prime}$ with use of (52.8) and (52.9), it is found that

$$
\left.\begin{array}{l}
\lambda^{\prime}=\sum a_{i} \frac{\partial p_{i}}{\partial \alpha}, \mu^{\prime}=\sum b_{i} \frac{\partial p_{i}}{\partial \alpha}, \nu^{\prime}=\sum n_{i} \frac{\partial p_{i}}{\partial \alpha}, \\
\lambda^{\prime \prime}=\sum a_{i} \frac{\partial p_{i}}{\partial \beta}, \mu^{\prime \prime}=\sum b_{i} \frac{\partial p_{i}}{\partial \beta}, \nu^{\prime \prime}=\sum n_{i} \frac{\partial p_{i}}{\partial \beta}, \tag{52.10}
\end{array}\right\}
$$

Thus, for a further reduction it is necessary to know the scalar products (52.10) in the cases that $p_{i}=a_{i}, b_{i}, n_{i}$. In this way it follows from (52.9) that

$$
\sum a_{i} \frac{\partial a_{i}}{\partial \alpha}=0, \sum a_{i} \frac{\partial a_{i}}{\partial \beta}=0 \text { etc. }
$$

Furthermore,

$$
\begin{aligned}
\sum h_{i} \frac{\partial a_{1}}{\partial \alpha}=-\sum \frac{\partial b_{1}}{\partial \alpha} & =\frac{1}{A} \sum \frac{\partial x_{1}}{\partial \alpha} \frac{\partial}{\partial \alpha}\left(\frac{1}{B} \frac{\partial x_{1}}{\partial \beta}\right)= \\
& =\frac{1}{A B^{2}} \frac{\partial B}{\partial \alpha} \sum \frac{\partial x_{1}}{\partial \alpha} \frac{\partial_{x_{i}}}{\partial \beta}-\frac{1}{A B} \sum \frac{\partial_{x_{1}}}{\partial \alpha} \frac{\partial^{2} x_{1}}{\partial \alpha \partial \beta}
\end{aligned}
$$

from which after use of $F=0$ it follows that

$$
\sum b_{i} \frac{\partial a_{1}}{\partial \alpha}=-\sum a_{i} \frac{\partial b_{i}}{\partial \alpha}=-\frac{1}{2 A B} \frac{\partial}{\partial \beta} \sum\left(\frac{\partial x_{1}}{\partial \alpha}\right)^{2}=-\frac{1}{B} \frac{\partial A}{\partial \beta}
$$

In the same manner,

$$
\sum a_{1} \frac{\partial b_{i}}{\partial \beta}=-\sum b_{i} \frac{\partial a_{i}}{\partial \beta}=-\frac{1}{A} \frac{\partial B}{\partial \alpha}
$$

In addition

$$
\begin{aligned}
& \sum n_{i} \frac{\partial a_{i}}{\partial \alpha}=-\sum a_{i} \frac{\partial n_{i}}{\partial \alpha}=-\frac{1}{A} \sum \frac{\partial x_{1}}{\partial \alpha} \frac{\partial n_{1}}{\partial \alpha}=\frac{L}{A}=\frac{A}{R_{1}} \\
& \sum n_{i} \frac{\partial b_{1}}{\partial \beta}=-\sum b_{i} \frac{\partial n_{i}}{\partial \beta}=-\frac{1}{B} \sum \frac{\partial x_{1}}{\partial \beta} \frac{\partial n_{i}}{\partial \beta}=\frac{N}{B}=\frac{B}{R_{2}}
\end{aligned}
$$

Finally, as $M=0$

$$
\begin{aligned}
& \sum n_{i} \frac{\partial a_{1}}{\partial \beta}=-\sum a_{i} \frac{\partial n_{i}}{\partial \beta}=-\frac{1}{A} \sum \frac{\partial x_{i}}{\partial \alpha} \frac{\partial n_{i}}{\partial \beta}=0 \\
& \sum n_{i} \frac{\partial b_{i}}{\partial \alpha}=-\sum b_{i} \frac{\partial n_{i}}{\partial \alpha}=-\frac{1}{B} \sum \frac{\partial x_{i}}{\partial \beta} \frac{\partial n_{i}}{\partial \alpha}=0
\end{aligned}
$$

For the derivatives of the unil vectors, then, it follows

$$
\begin{align*}
& \frac{\partial b_{i}}{\partial \alpha}=\frac{1}{B} \frac{\partial A}{\partial \beta} \cdot a_{i}  \tag{52.11}\\
& ; \frac{\partial b_{1}}{\partial \beta}=-\frac{1}{A} \frac{\partial B_{1}}{\partial \alpha} a_{1} \quad+\frac{B}{R_{2}} n_{1}, \\
& \frac{\partial n_{i}}{\partial \alpha}=-\frac{A}{R_{1}} a_{1} \\
& \frac{\partial n_{i}}{\partial \beta}= \\
& -\frac{B}{R_{2}} b_{1}
\end{align*}
$$

Naturally, it is also possible to derive these relations from the well known general formulas of Gauss and Weingarten [37] by means of the specialization $F=\mathbf{M}=0$

## 53. THE DEFORMATIONS

In the undeformed state, an arbitrary point $\mathbf{P}$ of the shell is deftned by its projec: tion $Q$ on the middile surface with coordinates $X_{1}$ and the distance $z$ from the middle surface. The coordinates $y_{i}$ of $P$ are then given by

$$
y_{i}=x_{1}+m n_{i} ;
$$

where $x_{i}$ and $n_{i}$ are functions of the parameters $\alpha$ and $\beta$. The square of the length of a line element $d \ell$ determined by the endpoints $\mathbf{P}(\alpha, \beta, z)$ and $\overline{\mathrm{P}}(\alpha+\mathrm{d} \alpha, \beta+\mathrm{d} \beta, z+\mathrm{d} z)$ is given by

$$
\begin{align*}
& d t^{2}=\sum\left(\frac{\partial y_{i}}{\partial \alpha} \mathrm{~d} \alpha+\frac{\partial y_{i}}{\partial \beta} \mathrm{~d} \beta+\frac{\partial y_{i}}{\partial z} \mathrm{dz}\right)^{2}= \\
& =\left\{\sum\left(\frac{\partial x_{i}}{\partial \alpha}\right)^{2}+2 z \sum \frac{\partial x_{i}}{\partial \alpha} \frac{\partial n_{i}}{\partial \alpha}+z^{2} \sum\left(\frac{\partial n_{i}}{\partial \alpha}\right)^{2}\right\} d \alpha^{\hat{2}}+ \\
& +\left\{\sum\left(\frac{\partial \mathrm{x}_{1}}{\partial \beta}\right)^{2}+2 \mathrm{z} \sum \frac{\partial \mathrm{x}_{1}}{\partial \beta} \frac{\partial \mathrm{n}_{\mathrm{i}}}{\partial \beta}+\mathrm{z}^{2} \Sigma\left(\frac{\partial \mathrm{n}_{1}}{\partial \beta}\right)^{2}\right\} d \beta^{2}+ \\
& +\sum n_{1}^{2} d z^{2}+\left\{\sum \frac{\partial x_{1}}{\partial \alpha} \frac{\partial x_{1}}{\partial \beta}+z\left(\sum \frac{\partial x_{1}}{\partial \alpha} \frac{\partial n_{1}}{\partial \beta}+\sum \frac{\partial x_{1}}{\partial \beta} \frac{\partial n_{1}}{\partial \alpha}\right)+\right. \\
& \left.+z^{2} \sum \frac{\partial n_{1}}{\partial \alpha} \frac{\partial n_{i}}{\partial \beta}\right\} 2 d \alpha d \beta+\left\{\sum \frac{\partial x_{1}}{\partial \alpha} n_{i}+z \sum \frac{\partial n_{1}}{\partial \alpha} n_{i}\right\} 2 d \alpha d z+ \\
& +\left\{\sum \frac{\partial x_{1}}{\partial \beta} n_{1}+z \sum \frac{\partial n_{1}}{\partial \beta} n_{i}\right\} 2 d \theta d z . \tag{53.1}
\end{align*}
$$

By uoe of the results of Sect. 52, (53.1) is simplified to

$$
\begin{equation*}
d R^{2}=A^{2}\left(1-\frac{z}{R_{1}}\right)^{2} d d^{2}+B^{2}\left(1-\frac{Z}{K_{2}}\right)^{2} d \beta^{2}+d z^{2} \tag{53.2}
\end{equation*}
$$

During deformation, the material point $Q$ of the middle surface undergoes displacements $u_{i}$ in directions of the axds, so that the coordinates of this point in the deformed state are.

$$
x_{i}^{\prime}=x_{1}+u_{1} .
$$

If the direction cosines of the normal to the deformed middle surface are denoted by $n_{i}^{\prime}$, then, by use of the first two assumptions, the coordinates of the material point $P$ in the deformed state are

$$
y_{i}^{\prime}=x_{i}^{\prime}+z n_{i}^{\prime} .
$$

In the deformed state, the line element determinsd by the material points $P(\alpha, \beta, z)$ and $\overline{\mathbf{P}}(\alpha+d \alpha, \beta+d \beta ; z+d z) \quad$ (whose length in the undeformed state is given by (53.1), (53.2) respectively) is then determined by

$$
\begin{align*}
d \ell^{2} & =\left\{\sum\left(\frac{\partial x_{1}^{\prime}}{\partial \alpha_{1}}\right)^{2}+2 z \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \alpha}+z^{2} \sum\left(\frac{\partial n_{1}^{\prime}}{\partial \alpha}\right)^{2}\right\} d \alpha^{2}+ \\
& +\left\{\sum\left(\frac{\partial x_{1}^{\prime}}{\partial \beta}\right)^{2}+2 z \sum \frac{\partial x_{i}^{\prime}}{\partial \beta}-\frac{\partial n_{1}}{\partial \beta}+z^{2} \sum\left(\frac{\partial n_{1}^{\prime}}{\partial \beta}\right)^{2}\right\} d \beta^{2}+ \\
& +\mathrm{dz}^{2}+\left\{\sum \frac{\partial x_{i}^{\prime}}{\partial \alpha} \frac{\partial x_{i}^{\prime}}{\partial \beta}+z\left(\sum \frac{\partial x_{i}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}+\sum \frac{\partial x_{i}^{\prime}}{\partial \beta} \frac{\partial n_{i}^{\prime}}{\partial \alpha}\right)+\right. \\
& \left.+z^{2} \sum \frac{\partial n_{i}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}\right\} 2 d \alpha \mathrm{~d} \beta \tag{53.3}
\end{align*}
$$

In this expression use has already been made of the relations

$$
\sum n_{i}^{2}=1, \sum n_{i}^{\prime} \frac{\partial n_{i}^{\prime}}{\partial \alpha}=\sum n_{i}^{\prime} \frac{\partial n_{i}^{\prime}}{\partial \beta}=\sum n_{i}^{\prime} \frac{\partial x_{i}^{\prime}}{\partial \alpha}=\sum n_{i}^{\prime} \frac{\partial x_{i}^{\prime}}{\partial \beta}=0
$$

Which are valid also in the deformed state.

The direction cosines $\ell_{\alpha}, \ell_{\beta}, \ell_{z}$ of the line element in the undeformed state are defined with respect to the parameter curves $\beta=$ const. and $\alpha=$ const. and the normal. They are given by

$$
\ell_{c}^{2}=\frac{A^{2}\left(1-\frac{z}{R_{1}}\right)^{2} d \alpha^{2}}{d \ell^{2}}, \ell_{\beta}^{2}=\frac{B^{2}\left(1-\frac{Z}{R_{2}}\right)^{2} d \beta^{2}}{d^{2}}, \ell_{z}^{2}=\frac{d z^{2}}{d \ell^{2}}
$$

and it follows from (53.3) that

$$
\begin{aligned}
& \left(\frac{\partial \ell^{n}}{\partial l}\right)^{2}=\frac{\sum\left(\frac{\partial x_{i}^{\prime}}{\partial \alpha_{i}}\right)^{2}+2 z \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha_{i}} \frac{\partial n_{1}^{\prime}}{\partial \bar{\alpha}}+z^{2} \underline{\sum}\left(\frac{\partial n_{i}^{\prime}}{\partial \alpha_{u}}\right)^{2}}{A^{2}\left(1-\frac{z}{R_{1}}\right)^{2}} l_{\alpha}^{2}+ \\
& +\frac{\sum\left(\frac{\partial x_{1}^{\prime}}{\partial F}\right)^{2}+2 z \sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{L}}{\partial \beta}+z^{2} \sum\left(\frac{\partial n_{i}^{\prime}}{\partial \beta}\right)^{2}}{B^{2}\left(1-\frac{z}{R_{2}}\right)^{2}} l_{\beta}^{2}+ \\
& +\ell_{z}^{2}+\frac{\sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial x_{1}^{\prime}}{\partial \beta}+z\left(\sum \frac{\partial x_{1}^{\prime}}{\partial \beta_{1}^{\prime}} \frac{n_{1}^{\prime}}{\partial \beta}+\sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{i}^{\prime}}{\partial \alpha}\right)+z_{z}^{2} \sum \frac{\partial n_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \beta}}{A B\left(1-\frac{Z}{R_{1}}\right)\left(1-\frac{z}{R_{2}}\right)} 2 \ell_{\alpha} \ell_{\beta} \cdot
\end{aligned}
$$

By comparison with (11.2) it follows that the strain components are given by

$$
\begin{align*}
& 1+\gamma_{\alpha \alpha}=\frac{\sum\left(\frac{\partial x_{i}^{\prime}}{\partial \alpha}\right)^{2}+2 z \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{i}}{\partial \alpha_{\alpha}}+z^{2} \Sigma\left(\frac{\partial n_{i}^{\prime}}{\partial \alpha}\right)^{2}}{A^{2}\left(1-\frac{z}{R_{1}}\right)^{2}} \\
& 1+\gamma_{\beta \beta}=\frac{\sum\left(\frac{\partial x_{i}^{\prime}}{\partial \beta}\right)^{2}+2 z \sum \frac{\partial x_{i}^{\prime}}{\partial \beta} \frac{\partial n_{i}^{\prime}}{\partial \beta}+z^{2} \sum\left(\frac{\partial n_{i}^{\prime}}{\partial \beta}\right)^{2}}{\mathrm{~B}^{2}\left(1-\frac{z}{R_{2}}\right)^{2}} \\
& \gamma_{\alpha_{\beta}}=\frac{\sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial x_{1}^{\prime}}{\partial \beta}+z\left(\sum \frac{\partial x_{i}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \beta}+\sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{1}^{\prime}}{\partial \alpha}\right)+z^{2} \sum \frac{\partial n_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}}{A B\left(1-\frac{Z}{R_{1}}\right)\left(1-\frac{z_{1}}{R_{2}}\right)} \\
& \gamma_{z z}=\gamma_{\alpha z}=\gamma_{\beta z}=0 . \tag{53.4}
\end{align*}
$$

For thin shells, $z$ is always very small and it is natural to expand expressions (53.4) in a series with increasing powers of $z$. When terms of the third and higher order are omitted, the following expansion is obtained

$$
\begin{align*}
& \gamma_{\alpha \alpha}=\gamma_{\alpha \alpha o}-2 z \rho_{\alpha \alpha}+\frac{2 z}{R_{1}} \gamma_{\alpha \alpha \circ}+z^{2} \theta_{\alpha \alpha} \\
& \gamma_{\beta \beta}=\gamma_{\beta \beta o}-2 z \rho_{\beta \beta}+\frac{2 z}{R_{2}} \gamma_{\beta \beta o}+z^{2} \theta_{\beta \beta} \\
& \gamma_{\alpha \beta}=\gamma_{\alpha \beta o}-2 z \rho_{\alpha \beta}+\left(\frac{z}{R_{1}}+\frac{z}{R_{2}}\right) \gamma_{\alpha \beta o}+z^{2} \theta_{\alpha \beta} \tag{53.5}
\end{align*}
$$

in which the quantities

$$
\begin{align*}
& \gamma_{\alpha \alpha 0}=\frac{1}{A^{2}} \sum\left(\frac{\partial x_{1}^{\prime}}{\partial \alpha}\right)^{\prime}-1 \\
& \gamma_{\beta \beta 0}=\frac{1}{B^{2}} \sum\left(\frac{\partial x_{1}^{\prime}}{\partial \beta}\right)^{2}=1 \\
& \gamma_{\alpha \beta 0}=\frac{1}{A B} \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial x_{1}^{\prime}}{\partial \beta} \tag{63.6}
\end{align*}
$$

represent the strain components of the middle surface.

## The quantities

$$
\begin{align*}
& \rho_{\alpha \alpha}=-\frac{1}{\Lambda^{2}} \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{i}}{\partial \alpha}-\frac{1}{R_{1}} \\
& \rho_{\beta \beta}=-\frac{1}{B^{2}} \sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{i}^{\prime}}{\partial \beta}-\frac{1}{R_{2}}, \\
& 2 \rho_{\alpha \beta}=-\frac{1}{A B}\left(\sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}+\sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{i}^{\prime}}{\partial \alpha}\right) \tag{53.7}
\end{align*}
$$

are closely connected to the changes of curvature of the middle surface. Therefore, in what follows, they will be termed changes of curvature. In addition, for brevity the following notations are introduced

$$
\begin{aligned}
\theta_{\alpha \alpha}= & \frac{1}{A^{2}}\left\{\sum\left(\frac{\partial n_{1}^{\prime}}{\partial \alpha}\right)^{2}+\frac{4}{R_{1}} \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \alpha}+\frac{3}{R_{1}^{2}} \sum\left(\frac{\partial x_{1}^{\prime}}{\partial \alpha}\right)^{2}\right\} \\
\theta_{\beta \beta}= & \frac{1}{B^{2}}\left\{\sum\left(\frac{\partial n_{1}^{\prime}}{\partial \beta}\right)^{2}+\frac{4}{R_{2}} \sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{1}^{\prime}}{\partial \beta}+\frac{3}{R_{2}^{2}} \sum\left(\frac{\partial x_{1}^{\prime}}{\partial \beta}\right)^{2}\right\} \\
\theta_{\alpha \beta}= & \frac{1}{A B}\left\{\sum \frac{\partial n_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}+\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)\left(\sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \beta}+\sum \frac{\partial x_{1}^{\prime}}{\partial \beta} \frac{\partial n_{1}^{\prime}}{\partial \alpha}\right)+\right. \\
& \left.+\left(\frac{1}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}+\frac{1}{R_{1} R_{2}}\right) \sum \frac{\partial x_{1}^{\prime}}{\partial \alpha} \frac{\partial x_{1}^{\prime}}{\partial \beta}\right\}
\end{aligned}
$$

## 64. THE EJ」ASTIC POTENTIAL

The determination of the deformations above was based on the first two assumptions introduced in Sect. 51. The third assumption will now be used for the formulation of the relation between stresses and deformation or, equivalently, for the construction of the elastic poiential. A prismatic volume element is considered, which is determined by the parameter values $\alpha, \alpha+\mathrm{d} \alpha, \beta, \beta+\mathrm{d} \beta$ and the ordinates $z$ and and $z+d z$ and with two surfaces in the deformed state parallel to the middle surface. For equilibrium of this element, the requirement must be satisfied that during a virtual chainge of the deformation, the increase of the deformation energy should be equal to the work done by the tractions acting on the element. This requirement should also be satisfied for virtual deformations that consist exclusively of changes of length of the line elements perpendicular to the middle surface. During such deformation, which is completely described by a variation of the deformation component $\gamma_{z z}$, the tractions do no work. 'Therefore,

$$
\begin{equation*}
\frac{\partial \mathrm{A}}{\partial \gamma_{z z}}=0 \tag{54.1}
\end{equation*}
$$

must hold, where A is the elastic potential. ${ }^{1}$ Application of this condition to (12.3) yields

$$
\begin{equation*}
\gamma_{z z}=-\frac{1}{m-1}\left(\gamma_{\alpha \alpha}+\gamma_{\beta \beta}\right) \tag{54.2}
\end{equation*}
$$

The third assumption is, therefore, in general incompatible with the first two assumptions (see (53.4)). This contradiction will be further discussed in Sect. 55.

[^20]By use of the first two assumptions it was found in Sect. 53 that $\gamma_{\alpha z}$ and $\gamma_{\beta z}$ are zero. In view of this result and of the relation (54.2) which is required by the third assumption: the elastic notential (12.5) becomes

$$
\begin{equation*}
A=\frac{G m}{4(m-1)}\left\{\left(\gamma_{\alpha \alpha}+\gamma_{\beta \beta}\right)^{2}-2 \frac{m-1}{m}\left(\gamma_{\alpha \alpha} \gamma_{\beta \beta}-\gamma_{\alpha \beta}^{2}\right)\right\} \tag{54.3}
\end{equation*}
$$

## 55. CONSEQUENCES OF THE ASSUMPTIONS INTRODUCED

From expressions (53.5) for the strain components, it is immediately clear that for thin shells the third term is always very small in comparison to the first ones. It is also to be expected that the fourth term which contains $z^{2}$ as a factor is small as compared to the second one. Therefore, these terms are often omitter. However, Flügge [35] remarks that they cannot be deleted without interference with the logical structure of the theory. This appears justified for the calculation of strain components by use of the first two assumptions. However, for the formulation of the law of elasticity, use is also made of the third assumption which is in general in contradiction with the first two assumptions. This contradiction reduces the importance of Flügge's argument.

To form a better founded opinion on this matter, one must study the significance of the second and third assumptions which lead to the contradiction. The third assumption states that axial stresses on planes parallel to the middle surface are small as compared to axial stresses on planes perpendicular to the middle surface; it has therefore a clear mechanical significunce.

On the other hand, the second assumption is based on the consideration that the relative displacements in the direction of the normal to the middle surface are of the order of magnitude of the product of the strain measure in that direction and the shell thickness. Hence, in a mechanical sense there is no objection to the admission of displacements of this order of magnitude; they are omitted only for simplification and because no important influence can be expected from them. Nevertheless, in order to get some insight in the order of magnitude of this influence, corrections are calculated which should be imposed on the deformation components ( 53.4 ) if the second assumption were
not considered. Expressions (53.4) are herewith accepted as a first approximation.
 magnitude of the third and fourth term of (53.5). If it should appear that these orders of magnitude are the same, it would be consistent to neglect the third and fourth term of (63.5).

If $\zeta$ is used to denote the change in distance to the middle surface, then the difference in value between the coordinates of the endpoints of a line-element in the deformod state is, as $y_{i}^{\prime}=x_{i}^{\prime}+(z+\zeta) n_{i}^{\prime}$

$$
\begin{aligned}
d y_{i}^{\prime}=\left(\frac{\partial x_{i}^{\prime}}{\partial \alpha}\right. & \left.+z \frac{\partial n_{i}^{\prime}}{\partial \alpha}+\zeta \frac{\partial n_{i}^{\prime}}{\partial \alpha}+\frac{\partial \zeta}{\partial \alpha} n_{i}^{\prime}\right) d \alpha+ \\
& +\left(\frac{\partial x_{i}^{\prime}}{\partial \beta}+z \frac{\partial n_{i}^{\prime}}{\partial \beta}+\zeta \frac{\partial n_{i}^{\prime}}{\partial \beta}+\frac{\partial \zeta}{\partial \beta} n_{i}^{\prime}\right) d \beta+\left(n_{i}^{\prime}+\frac{\partial \zeta}{\partial z} n_{i}^{\prime}\right) d z .
\end{aligned}
$$

Thus by use of the direction cosines $\ell_{\alpha}, \ell_{\beta}, \ell_{z}$ and of the identities

$$
\sum n_{i}^{\prime 2}=1, \sum n_{i}^{\prime} \frac{\partial n_{i}^{\prime}}{\partial \alpha}=\sum n_{i}^{\prime} \frac{\partial n_{i}^{\prime}}{\partial \beta}=\sum n_{i}^{\prime} \frac{\partial x_{i}^{\prime}}{\partial \alpha}=\sum n_{i}^{\prime} \frac{\partial x_{i}^{\prime}}{\partial \beta}=0
$$

the square of the ratio between the line-elements in deformed and undeformed atate can be written in the form

$$
\begin{align*}
& {\left[\frac{\left[\left(\frac{x_{i}^{\prime}}{\partial u x}\right)^{2}+2 z \sum \frac{\partial x_{i}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \alpha}+z^{2} \sum\left(\frac{\partial n_{i}^{\prime}}{\partial \alpha}\right)^{2}\right.}{\left(\frac{\partial l^{\prime}}{d!}\right)^{2}=}\right.}
\end{align*}
$$

The corrections to expression (53.4) are determined by the terms in (55.1) that contain $\zeta$. The relative displacements $\zeta$ are always very small so that terms of second and higher order in $\zeta$ may be neglected. Furthermore, the considerations are for the time
 may then be approxdmated by their corresponding values for the undeformed middle surface. By use of (52.11) the onrreotions of the strain componente ure oiviained as

$$
\begin{aligned}
& \Delta \gamma_{\alpha \alpha}=\frac{1}{\left(1-\frac{z}{R_{1}}\right)^{2}}\left(-\frac{2 \xi}{R_{1}}+\frac{2 \xi}{R_{1}} \frac{z}{R_{1}}\right), \Delta \gamma_{\beta \beta}=\frac{1}{\left(1-\frac{z}{R_{2}}\right)^{2}}\left(-\frac{2 \zeta}{R_{2}}+\frac{2 \zeta}{R_{2}} \frac{z}{R_{2}}\right), \Delta \gamma_{\alpha \beta}=0 \\
& \Delta \gamma_{z z}=2 \frac{\partial \zeta}{\partial z}, \Delta \gamma_{\alpha z}=\frac{1}{1-\frac{Z}{R_{1}}} \frac{1}{A} \frac{\partial \zeta}{\partial \alpha}, \Delta \gamma_{\beta z}=\frac{1}{1-\frac{z}{R_{2}}} \frac{1}{B} \frac{\partial \zeta}{\partial \beta} ;
\end{aligned}
$$

and, if in these expressions $z / R_{1}$ and $z / R_{2}$ are neglected with respect to unity it follows that

$$
\left.\begin{array}{l}
\Delta \gamma_{\alpha \alpha}=-\frac{2 \xi}{\mathrm{R}_{1}}, \Delta \gamma_{\beta \beta}=-\frac{2 \xi}{\mathrm{R}_{2}}, \Delta \gamma_{\alpha \beta}=0,  \tag{50.2}\\
\Delta \gamma_{z z}=-\frac{2 \partial \xi}{\partial z}, \Delta \gamma_{\alpha z}=\frac{1}{\mathrm{~A}} \frac{\partial \zeta}{\partial \alpha}, \Delta \gamma_{\beta z}=\frac{1}{\mathrm{~B}} \frac{\partial \zeta}{\partial \beta}
\end{array}\right\}
$$

Condition (54.2) in the form

$$
\Delta \gamma_{z Z}=\frac{-1}{m-1}\left(\gamma_{\alpha \alpha}+\gamma_{\beta \beta}\right)
$$

which, in connection with the first approximation, may be considered a corrective formula for $\gamma_{z Z}$, together with (55.2) yields

$$
\frac{\partial \zeta}{\partial z}=-\frac{1}{2(m-1)}\left(\gamma_{\alpha \alpha}+\gamma_{\beta \beta}\right)
$$

or with $\boldsymbol{t}=0$ for $z=0$, and with use of (53.5) as a first approxdmation for $\gamma_{\alpha \alpha}$ and $\gamma_{B B}$

$$
\begin{equation*}
\left.t=-\frac{1}{2(m-1)}\left(\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta 0}\right) z+\frac{1}{2(m-1)}!\rho_{\alpha \alpha}+\hat{p}_{\beta \beta}\right) z^{2}+\ldots . \tag{55.3}
\end{equation*}
$$

The corrections $\Delta \gamma_{\alpha \alpha}$ and $\Delta \gamma_{\beta \beta}$ then are

$$
\left.\begin{array}{l}
\Delta \gamma_{\alpha \alpha}=\frac{1}{m-1} \frac{z}{R_{1}}\left(\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta \circ}\right)-\frac{1}{m-1} \frac{z}{R_{1}} z\left(\rho_{\alpha \alpha}+\rho_{\beta \beta}\right)+\ldots ., \\
\Delta \gamma_{\beta \beta}=\frac{1}{m-1} \frac{z}{R_{2}}\left(\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta o}\right)-\frac{1}{m-1} \frac{z}{R_{2}} z\left(\rho_{\alpha \alpha}+\rho_{\beta \beta}\right)+\ldots . \tag{55.4}
\end{array}\right\}
$$

Further, by use of the assumptions of small displacements, the order of magnitude of the quantities $\theta_{\alpha \alpha}$ etc., are determined. From the general formulas of Weingarten [37]

$$
\begin{aligned}
& \frac{\partial n_{1}}{\partial \alpha}=\frac{(F M-G L) \frac{\partial x_{i}}{\partial \alpha}+(F L-E M) \frac{\partial x_{1}}{\partial \beta}}{E G-F^{2}}, \\
& \frac{\partial n_{i}}{\partial \beta}=\frac{(F N-G M) \frac{\partial x_{1}}{\partial \alpha}+(F M-E N) \frac{\partial x_{1}}{\partial B}}{E G-F^{2}}
\end{aligned}
$$

after introduction of primed symbols to denote the deformed state

$$
\begin{align*}
\sum\left(\frac{\partial^{n_{i}^{\prime}}}{\partial \alpha}\right)^{2} & =\frac{L^{\prime 2} G^{\prime}+M^{\prime} F_{1}^{\prime}-2 I^{\prime} M^{\prime} F^{\prime}}{E^{\prime} G^{\prime}-F^{2}} \\
\sum\left(\frac{\partial^{n_{1}^{\prime}}}{\partial \beta}\right)^{2} & =\frac{N^{\prime}{ }^{2} E^{\prime}+M^{\prime} G^{\prime}-2 N^{\prime} M^{\prime} F^{\prime}}{E^{\prime} G^{\prime}-F^{\prime}} \\
\sum \frac{\partial n_{1}^{\prime}}{\partial \alpha} \frac{\partial n_{1}^{\prime}}{\partial \beta} & =\frac{L^{\prime} M^{\prime} G^{\prime}+M^{\prime} M^{\prime} E^{\prime}-\left(L^{\prime} N^{\prime}+M^{\prime 2}\right) F^{\prime}}{E^{\prime} G^{\prime}-F^{\prime 2}} . \tag{55.5}
\end{align*}
$$

The smallness of the displacements justifles the ornission of the quadratic terms in the changes of the fundamental quantities $E^{\prime}-E$, etc., $L^{\prime}-L$, etc. with $F=M=0$, it follows that

$$
\begin{aligned}
& \sum\left(\frac{\partial n_{i}^{\prime}}{\partial \alpha}\right)^{2}=\frac{L^{\prime}}{E^{\prime}}, \sum\left(\frac{\partial n_{i}^{\prime}}{\partial \beta}\right)^{2}=\frac{N^{\prime}}{G^{\prime}} \\
& \sum \frac{\partial n_{i}^{\prime}}{\partial \alpha} \frac{\partial n_{i}^{\prime}}{\partial \beta}=\frac{L^{\prime}}{E} M^{\prime}+\frac{N}{G} M^{\prime}-\frac{L N}{E G} F^{\prime}
\end{aligned}
$$

Further, in view of (53.6) and (53.7) it foilows that

$$
\begin{align*}
& E^{\prime}=A^{2}\left(1+\gamma_{\alpha \alpha 0}\right), \quad \mathbf{G}^{\prime}=\mathrm{B}^{2}\left(1+\gamma_{\beta \beta 0}\right), \quad \mathrm{F}^{\prime}=\mathrm{AB} \gamma_{\alpha \beta 0} \\
& L^{\prime}=\mathrm{A}^{2}\left(\frac{1}{R_{i}}+\rho_{\alpha \alpha}\right), \quad \mathbf{N}^{\prime}=\mathrm{B}^{2}\left(\frac{1}{R_{2}}+\rho_{\beta \beta}\right), \quad \mathbf{M}^{\prime}=\mathrm{AB} \rho_{\alpha \beta} \tag{55.6}
\end{align*}
$$

so that (55.5) leads to the approximations

$$
\begin{align*}
& \sum\left(\frac{\partial n_{1}^{\prime}}{\partial \alpha}\right)^{2}=A^{2}\left\{\frac{i}{R_{1}^{2}}+\frac{2}{R_{1}} \rho_{\alpha \alpha}-\frac{1}{R_{1}^{2}} \gamma_{\alpha \alpha 0}\right\} \\
& \sum\left(\frac{\partial n_{1}^{\prime}}{\partial \beta}\right)^{2}=B^{2}\left\{\frac{1}{R_{2}^{2}}+\frac{2}{R_{2}} \rho_{\beta \beta}-\frac{1}{R_{2}^{2}} \gamma_{\beta \beta O}\right\} \\
& \sum \frac{\partial n_{2}^{\prime} \partial n_{1}^{\prime}}{\partial \alpha \partial \beta}=A B\left\{\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \rho_{\alpha \beta}-\frac{1}{R_{1} R_{2}} \gamma_{\alpha \beta O}\right\} \tag{55.7}
\end{align*}
$$

The calculation of the remaining contributions from $\theta \alpha \alpha$ etc., is carried out as follows:

$$
\begin{aligned}
& \frac{4}{R_{1}} \sum \frac{\partial x_{i}^{\prime} \partial n_{i}^{\prime}}{\partial \alpha} \frac{\partial \alpha}{\partial \alpha}=-4 \frac{L^{\prime}}{R_{1}}=-\frac{4 A^{2}}{R_{1}}\left(\frac{1}{R_{1}}+\rho_{\alpha \alpha}\right), \\
& \frac{4}{R_{2}} \sum \frac{\partial x_{1}^{\prime} \partial n_{1}^{\prime}}{\partial \beta} \frac{\partial_{\beta}}{\partial}=-4 \frac{N^{\prime}}{\mathbb{R}_{2}}=-\frac{4 B^{2}}{R_{2}}\left(\frac{1}{R_{2}}+\rho_{\beta \beta}\right) \\
& \left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right)\left(\sum \frac{\partial x_{1}^{\prime} \partial n_{i}^{\prime}}{\partial \alpha} \frac{\partial}{\partial \beta}+\sum \frac{\partial x_{i}^{\prime} \partial n_{i}^{\prime}}{\partial \beta} \frac{i}{\partial \alpha}\right)=-2\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) M^{\prime}=-2 A B\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \rho_{\alpha \beta}, \\
& \frac{3}{R_{1}^{2}} \sum\left(\frac{\partial x_{1}^{\prime}}{\partial \alpha}\right)^{2}=\frac{3}{R_{1}^{2}} E^{\prime}=\frac{3 A^{3}}{R_{1}^{2}}\left(1+\gamma_{\alpha \alpha 0}\right), \\
& \frac{3}{\mathrm{R}_{2}^{2}} \sum\left(\frac{\partial \mathrm{x}_{1}^{\prime}}{\partial \beta}\right)^{2}=\frac{3}{\mathrm{R}_{2}^{2}} \mathrm{G}^{\prime}=\frac{3 \mathrm{~B}^{\Sigma}}{\mathrm{R}_{2}^{2}}\left(1+\gamma_{\beta \beta \mathrm{o}}\right) \text {, } \\
& \left(\frac{1}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}+\frac{1}{R_{1} R_{2}}\right) \sum \frac{\partial x_{1}^{\prime} \partial x_{1}^{\prime}}{\partial \alpha} \frac{1}{\partial \beta}=\left(\frac{1}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}+\frac{1}{R_{1} R_{2}}\right) F^{\prime}= \\
& =A B\left(\frac{1}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}+\frac{1}{R_{1} R_{2}}\right) \gamma_{\alpha \beta 0},
\end{aligned}
$$

so that the result is given by

$$
\begin{align*}
& \theta_{\alpha \alpha}=-\frac{2}{R_{1}}\left(\rho_{\alpha \alpha}-\frac{1}{R_{1}} \gamma_{\alpha \alpha 0}\right) \\
& \theta_{\beta \beta}=-\frac{2}{R_{2}}\left(\rho_{\beta \beta}-\frac{1}{R_{2}} \gamma_{\beta \beta 0}\right), \\
& \theta_{\alpha \beta}=-\left(\frac{1}{R_{1}}+\frac{1}{R_{2}}\right) \rho_{\alpha \beta}+\left(\frac{1}{R_{1}^{2}}+\frac{1}{R_{2}^{2}}\right) \gamma_{\alpha \beta o} \tag{55.8}
\end{align*}
$$

The technical theory of shells is founded on the admissibility of omission of contributions to the strain components that are of the form (55.4). On comparing (53.5), (55.4) and (65.8) it thus appears to be pointless to take into account the third and fourth term of (53.5); perhaps one exception should be made if $\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta o}$ is small in comparison to $\gamma_{\alpha \alpha 0}, \gamma_{\epsilon \beta 0}, \gamma_{\alpha \beta 0}$ and $\rho_{\alpha \alpha}+\rho_{\beta \beta}$ is small in comparison to $\rho_{\alpha \alpha}, \rho_{\beta \beta}$, $\rho_{\alpha \beta}$. Therefore, in general the omission of the third and fourth term in (53.5) should be accepted as a consequence of the schematization introduced, and hence

$$
\begin{align*}
& \gamma_{\alpha \alpha}=\gamma_{\alpha \alpha 0}-2 x \rho_{\alpha \alpha} \\
& \gamma_{\beta \beta}=\gamma_{\beta \beta o}-2 z \rho_{\beta \beta} \\
& \gamma_{\alpha \beta}=\gamma_{\alpha \beta o}-2 z \rho_{\alpha \beta} \tag{55.9}
\end{align*}
$$

The considerations that lead to the simplified expressions (55.9) hold strictly speaking only for infinitesimal displacements of the middle surface. However, as long as there is no reason to assume that for finite displacements the order of magnitude of the third and fourth term of (53.5) is different from that of the neglected influence of the displacement $\zeta$, these expressions may also be applied for finite displacements.

By use of (55.9) the elastic energy per unit surface of the undeformed middle-surface can be obtained through integration of (54.3). The area of a surface element
$z=$ const. is given by the absolute value of the vector product of the vectors with


$$
\begin{aligned}
d f & =\sqrt{\left(\frac{\partial y_{1}}{\partial a} \frac{\partial y_{2}}{\partial \beta}-\frac{\partial y_{1}}{\partial \beta} \frac{\partial y_{2}}{\partial \alpha}\right)^{2}+\left(\frac{\partial y_{2}}{\partial a} \frac{\partial y_{3}}{\partial \beta}-\frac{\partial y_{2}}{\partial \beta} \frac{\partial y_{3}}{\partial a}\right)^{2}+\left(\frac{\partial y_{3}}{\partial a} \frac{\partial y_{1}}{\partial \beta}-\frac{\partial y_{3} \partial y_{1}}{\partial \beta} \frac{\partial}{\partial a}\right)^{2}} \mathrm{~d} \alpha \mathrm{~d} \beta
\end{aligned}=
$$

Here

$$
\begin{aligned}
& \sum\left(\frac{\partial y_{i}}{\partial u}\right)^{2}=\sum\left(\frac{\partial x_{i}}{\partial a}\right)^{2}+2 z \sum \frac{\partial x_{i} \partial n_{i}}{\partial a} \frac{z^{2}}{\partial a} \sum\left(\frac{\partial n_{i}}{\partial a}\right)^{2}=A^{2}\left(1-\frac{z}{R_{1}}\right)^{2}, \\
& \sum\left(\frac{\partial y_{1}}{\partial \beta}\right)^{2}=\sum\left(\frac{\partial x_{i}}{\partial \beta}\right)^{2}+2 z \sum \frac{\partial x_{i}}{\partial \beta} \frac{\partial n_{i}}{\partial \beta}+z^{2} \sum\left(\frac{\partial n_{1}}{\partial \beta}\right)^{2}=B^{2}\left(1-\frac{z}{R_{2}}\right)^{2}, \\
& \sum \frac{\partial y_{1}}{\partial a} \frac{\partial y_{1}}{\partial \beta}=\sum \frac{\partial x_{1}}{\partial a} \frac{\partial x_{i}}{\partial \beta}+z\left(\sum \frac{\partial x_{1} \partial n_{1}}{\partial a} \frac{1}{\partial \beta}+\sum \frac{\partial x_{1} \partial n_{i}}{\partial \beta} \cdot \frac{z^{2}}{\partial \alpha}\right)+\frac{\partial n_{i}}{\partial \alpha} \frac{\partial n_{1}}{\partial \beta}=0
\end{aligned}
$$

so that for the area of the surface element it holds that

$$
\begin{equation*}
d f=A B\left(1-\frac{z}{R_{1}}\right)\left(1-\frac{z}{R_{2}}\right) d a d \beta \tag{55.10}
\end{equation*}
$$

Because quantities of the form $z / R_{1} \gamma_{a a_{0}}, z / R_{1} z \rho_{a \alpha}$, etc., are already neglected in expressions (5.5.9), the factors. $1-z / R_{1}$ and $1-z / R_{2}$ may be replaced by unity
in (55.10). The elastic energy in a shell element of thiokness $h$, bounded by the uurmai pianes $\alpha=$ const., $\beta=$ const., $\alpha+\alpha \alpha=$ const.,$\beta+\alpha \beta=$ const., then 18

$$
\begin{aligned}
\mathrm{ABd} \alpha \mathrm{~d} \beta & \frac{\mathrm{Gm}}{4(\mathrm{~m}-1)}
\end{aligned} \int_{-\frac{h}{2}}^{\frac{h}{2}} \mathrm{dz}\left\{\left[\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta \mathrm{o}}-\left.2 \mathrm{z}\left(\rho_{\alpha \alpha \alpha}+\rho_{\beta \beta}\right)\right|^{2}+\quad .\right.\right.
$$

from whici, after execution of the integration and division by ABdad $\beta$, for the elastic energy per unit area of the undeformed middle surface is obtained

$$
\begin{align*}
\bar{A}= & \frac{1}{4} G h \frac{m}{m-1}\left|\left(\gamma_{\alpha \alpha 0}+\gamma_{\beta \beta 0}\right)^{2}-2 \frac{m-1}{m}\left(\gamma_{\alpha \alpha 0} \gamma_{\beta \beta o}-\gamma_{\alpha \beta 0}{ }^{2}\right)\right|+ \\
& +\frac{1}{12} G^{3} \frac{m}{m-1}\left|\left(\rho_{\alpha \alpha}+\rho_{\beta \beta}\right)^{2}-2 \frac{m-1}{m}\left(\rho_{\alpha \alpha} \rho_{\beta \beta-}-\rho_{\alpha \beta}{ }^{2}\right)\right| . \tag{55.11}
\end{align*}
$$

It appears from this result that the elastic energy is the sum of two terms of which the first exclusively depends on the deformations in the middle surface and the second exclusively depends on the changes of curvature of the middle surface, or more briefly, that the elastic energy is the sum of the membrane and bending energies.

## 56. THE STRAIN - DISPLACEMENT FUNCTIONS

The components of strain (53.6) and the changes of curvature (53.7) can easily be expressed in terms of the displacements $u_{i}=x_{i}^{\prime}-x_{i}$.

For clarity of the results, it appears worthwhile to express the vector component $u_{i}$ representing the displacement at a point of the middle surface in terms of the three unit vectors $a_{i}, b_{i}, n_{i}$.

$$
\begin{equation*}
u_{i}=u a_{i}+v b_{i}+w n_{i} ; \tag{56.1}
\end{equation*}
$$

It will then be possible in the formulas for the strains to express the properties of the middle surface exclusively in terms of the quantities $A, B, R_{1}, R_{2}$.

By use of formula's (52.7) and (62.11) it follows from (56.1) that

$$
\begin{align*}
\frac{\partial x_{i}^{\prime}}{\partial \alpha}=A(1 & \left.+\frac{1}{A} \frac{\partial u}{\partial \alpha}+\frac{v}{A B} \frac{\partial A}{\partial \beta}-\frac{w}{R_{1}}\right) a_{i}+ \\
& +A\left(\frac{1}{A} \frac{\partial v}{\partial \alpha}-\frac{u}{A B} \frac{\partial A}{\partial \beta}\right) b_{i}+A\left(\frac{1}{A} \frac{\partial w}{\partial \alpha}+\frac{u}{R_{1}}\right) n_{1}, \\
\frac{\partial x_{1}^{\prime}}{\partial \beta}= & B\left(\frac{1}{B} \frac{\partial u}{\partial \beta}-\frac{v}{A B} \frac{\partial B}{\partial \sigma}\right) a_{i}+ \\
& +B\left(1+\frac{1}{B} \frac{\partial v}{\partial \beta}+\frac{u}{A B} \frac{\partial B}{\partial \alpha}-\frac{w}{R_{2}}\right) b_{i}+B\left(\frac{1}{B} \frac{\partial w}{\partial \beta}+\frac{v}{R_{2}}\right) n_{i} \tag{56.2}
\end{align*}
$$

so that the strain components are

$$
\begin{align*}
\gamma_{a \alpha o}= & 2\left(\frac{1}{A} \frac{\partial u}{\partial \alpha}+\frac{v}{A B} \frac{\partial A}{\partial \beta}-\frac{w}{R_{1}}\right)+\frac{1}{A^{2}}\left\{\left(\frac{\partial u}{\partial \alpha}\right)^{2}+\left(\frac{\partial v}{\partial \alpha}\right)^{2}+\left(\frac{\partial w}{\partial \beta}\right)^{2}\right\}+ \\
& +\frac{u^{2}}{A^{2} B^{2}}\left(\frac{\partial A}{\partial \beta}\right)^{2}+\frac{u^{2}}{R_{1}^{2}}+\frac{v^{2}}{A^{2} B^{2}}\left(\frac{\partial A}{\partial \beta}\right)^{2}+\frac{w^{2}}{R_{1}^{2}}+2 \frac{v}{A B} \frac{\partial A}{\partial \beta} \frac{1}{A} \frac{\partial u}{\partial \alpha}+ \\
& -2 \frac{u}{A B} \frac{\partial A}{\partial \beta} \frac{1}{A} \frac{\partial v}{\partial \alpha}-2 \frac{w}{R_{1}} \frac{1}{A} \frac{\partial u}{\partial \alpha}+2 \frac{u}{R_{1}} \frac{1}{A} \frac{\partial w}{\partial \alpha}-2 \frac{w}{R_{1}} \frac{v}{A B} \frac{\partial A}{\partial \beta}, \\
\gamma_{\beta \beta o}= & 2\left(\frac{1}{B} \frac{\partial v}{\partial \beta}+\frac{u}{A B} \frac{\partial B}{\partial \alpha}-\frac{w}{R_{2}}\right)+\frac{1}{B^{2}}\left\{\left.\left(\frac{\partial u}{\partial \beta}\right)^{2}+\left(\frac{\partial v}{\partial \beta}\right)^{2}+\left(\frac{\partial w}{\partial \beta}\right)^{2} \right\rvert\,+\right. \\
& +\frac{u^{2}}{A^{2} B^{2}}\left(\frac{\partial B}{\partial \alpha}\right)^{2}+\frac{v^{2}}{A^{2} B^{2}}\left(\frac{\partial B}{\partial \alpha}\right)^{2}+\frac{v^{2}}{R_{2}^{2}}+\frac{w^{2}}{R_{2}^{2}}+2 \frac{u}{A B} \frac{\partial B}{\partial \alpha} \frac{1}{B} \frac{\partial v}{\partial \beta}+ \\
& -2 \frac{v}{A B} \frac{\partial B}{\partial \alpha} \frac{1}{B} \frac{\partial u}{\partial \beta}-2 \frac{w}{R_{2}} \frac{1}{B} \frac{\partial v}{\partial \beta}+2 \frac{v}{R_{2}} \frac{1}{B} \frac{\partial w}{\partial \beta}-2 \frac{u}{A B} \frac{\partial B}{\partial \alpha} \frac{w}{R_{2}}, \\
\gamma_{\alpha \beta O}= & \frac{1}{B} \frac{\partial u}{\partial \beta}+\frac{1}{A} \frac{\partial v}{\partial \alpha}-\frac{u}{A B} \frac{\partial A}{\partial \beta}-\frac{v}{A B} \frac{\partial B}{\partial \alpha}+ \\
& +\frac{1}{A B}\left(\frac{\partial u}{\partial \alpha} \frac{\partial u}{\partial \beta}+\frac{\partial v}{\partial \alpha} \frac{\partial v}{\partial \beta}+\frac{\partial w}{\partial \alpha} \frac{\partial w}{\partial \beta}\right)-\frac{u^{2}+v^{2}}{A^{2} B^{2}} \frac{\partial A}{\partial \beta} \frac{\partial B}{\partial \alpha}+\frac{u}{R_{1}} \frac{v}{R_{2}}+ \\
& +\frac{u}{A B} \frac{\partial A}{\partial B} \frac{w}{R_{2}}+\frac{v}{A B} \frac{\partial B}{\partial \alpha} \frac{w}{R_{1}}+\frac{u}{A B} \frac{\partial B}{\partial \alpha} \frac{1}{A} \frac{\partial v}{\partial \alpha}+ \\
& +\frac{v}{A B} \frac{\partial A}{\partial \beta} \frac{1}{B} \frac{\partial u}{\partial \beta}-\frac{v}{A B} \frac{\partial B}{\partial \alpha} \frac{1}{A} \frac{\partial u}{\partial \alpha}-\frac{u}{A B} \frac{\partial A}{\partial B} \frac{1}{B} \frac{\partial v}{\partial B}+ \\
& +\frac{u}{R_{1}} \frac{1}{B} \frac{\partial w}{\partial \beta}+\frac{v}{R_{2}} \frac{1}{A} \frac{\partial w}{\partial \alpha}-\frac{w}{R_{1}} \frac{1}{B} \frac{\partial u}{\partial \beta}-\frac{w}{R_{2}} \frac{1}{A} \frac{\partial v}{\partial \alpha} \tag{56.3}
\end{align*}
$$

In these expressions the terms which are linear in $u, v$, and $w$ agree with Love's results for $2 \epsilon_{1}, 2 \epsilon_{2}$, and $\omega$ [ 36,326$]$.

For the calculation of the changes of curvatures of the middle surface, formula(52.4) andi(52. 5) ure used jnee uiso [57] ;.

$$
\begin{aligned}
& \mathbf{L}=\sum n_{i} \frac{\partial^{2} x_{i}}{\partial \alpha^{2}}=\frac{1}{\sqrt{E G-F^{2}}} \text { Det. }\left(\frac{\partial^{2} x_{i}}{\partial \alpha^{2}}, \frac{\partial x_{i}}{\partial \alpha}, \frac{\partial x_{i}}{\partial \beta}\right), \\
& \mathbf{N}=\sum n_{i} \frac{\partial^{2} x_{i}}{\partial \beta^{2}}=\frac{1}{\sqrt{E G-F^{2}}} \operatorname{Det}\left(\frac{\partial^{2} x_{i}}{\partial \beta^{2}}, \frac{\partial x_{i}}{\partial \alpha}, \frac{\partial x_{i}}{\partial \beta}\right), \\
& M=\sum n_{i} \frac{\partial^{2} x_{i}}{\partial \alpha \partial \beta}=\sqrt{\sqrt{E G-F^{2}}} \text { Det. }\left(\frac{\partial^{2} x_{i}}{\partial \alpha \partial \beta}, \frac{\partial x_{i}}{\partial \alpha}, \frac{\partial x_{i}}{\partial \beta}\right),
\end{aligned}
$$

from which, after use of (55.6), it follows

$$
\begin{aligned}
& P_{\alpha \alpha}=\frac{1}{A^{2}} \sqrt{E^{\prime} G^{\prime}-F^{\prime 2}} \text { Det. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial \alpha^{2}}, \frac{\partial x_{i}^{\prime}}{\partial \alpha}, \frac{\partial x_{i}^{\prime}}{\partial \beta}\right)-\frac{1}{R_{1}}, \\
& P_{\beta \beta}=\frac{1}{B^{2}} \sqrt{E^{\prime} G^{\prime}-F^{\prime^{2}}} \text { Det. }\left(\frac{\partial^{2} x_{1}^{\prime}}{\partial \beta^{2}}, \frac{\partial x_{1}^{\prime}}{\partial \alpha}, \frac{\partial x_{i}^{\prime}}{\partial \beta}\right)-\frac{1}{R_{2}}, \\
& P_{\alpha \beta}=\frac{1}{A \bar{B}} \sqrt{E^{\prime} G^{\prime}-F^{\prime 2}} \text { Det. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial \alpha \partial \beta}, \frac{\partial x_{i}^{\prime}}{\partial \alpha}, \frac{\partial x_{i}^{\prime}}{\partial \beta}\right)
\end{aligned}
$$

By use of the relation following from (55.8)

$$
\sqrt{E^{\prime} G^{\prime}-{F^{\prime}}^{2}}=A B \sqrt{\left(1+\gamma_{\alpha \alpha 0}\right)\left(1+\gamma_{\beta \beta_{0}}\right)-\gamma_{\alpha \beta o}{ }^{2}}
$$

these expressions become

$$
\begin{aligned}
& \rho_{\alpha \alpha}=\frac{1}{A^{3} \mathrm{P}} \quad-\frac{1}{\sqrt{\left(1+\gamma_{\alpha \alpha 0}\right)\left(1+\gamma_{\beta \beta 0}\right)-\gamma_{\alpha \beta 0}}} \text { net. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial_{\alpha}^{2}}, \frac{\partial x_{i}^{\prime}}{\partial \alpha}, \frac{\partial x_{i}^{\prime}}{\partial_{\beta}}\right)-\frac{1}{R_{1}}, \\
& \rho_{\beta \beta}=\frac{1}{A B^{3}} \frac{1}{\sqrt{\left(1+\gamma_{\alpha \alpha 0}\right)\left(1+\gamma_{\beta \beta 0}\right)-\gamma_{\alpha \beta 0}}} \text { Det. }\left(\frac{\partial^{2} x_{1}^{\prime}}{\partial \beta^{2}}, \frac{\partial x_{1}^{\prime}}{\partial \alpha}, \frac{\partial x_{1}^{\prime}}{\partial \beta}\right)-\frac{1}{R_{2}}, \\
& \rho_{\alpha \beta}=\frac{1}{A^{2} B^{2}} \frac{1}{\sqrt{\left(1+\gamma_{\alpha, 00}\right)\left(1+\gamma_{\beta \beta \sigma}\right)-\gamma_{\alpha \beta 0}} 2} \text { Det. }\left(\frac{\partial^{2} x_{1}^{\prime}}{\partial_{\alpha \partial_{\beta}}}, \frac{\partial x_{i}^{\prime}}{\partial \alpha}, \frac{\partial x_{1}^{\prime}}{\partial \beta}\right)
\end{aligned}
$$

After omission of $\gamma_{\alpha \alpha 0}, \gamma_{\beta \beta 0}$ and $\gamma_{\alpha \beta 0}^{2}$ in comparison to unity, it finally followa that

$$
\begin{align*}
& \rho_{\alpha \alpha}=\frac{1}{A^{3} B} \text { Det. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial \alpha^{2}}, \frac{\partial x_{1}^{\prime}}{\partial \alpha}, \frac{\partial x_{1}^{\prime}}{\partial \beta}\right)-\frac{1}{R_{1}}, \\
& \rho_{\beta \beta}=\frac{1}{A B^{3}} \text { Det. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial \beta^{2}}, \frac{\partial^{x_{1}^{\prime}}}{\partial \alpha}, \frac{\partial^{x_{i}^{\prime}}}{\partial \beta}\right)-\frac{1}{R_{2}}, \\
& \rho_{\alpha \beta}=\frac{1}{A^{2} B^{2}} \text { Det. }\left(\frac{\partial^{2} x_{i}^{\prime}}{\partial_{\alpha} \partial_{\beta}}, \frac{\partial^{\prime}}{\partial \alpha}, \frac{\partial x_{1}^{\prime}}{\partial \beta}\right) \tag{56.4}
\end{align*}
$$

By means of (56.4) the changes of curvature are rationally expressed in the displacements $u_{i}=x_{i}^{\prime}-x_{i}$. This is achieved through differentiation of (56.2). The determinants in (56.4) take the simplest possible form if, after the differentiations have been carried out, the fixed $x_{i}$-system is chosen to coincide with the $\underline{a}, b, n$ system, so that

$$
\begin{align*}
& \mathbf{a}_{i}=1, \quad \mathbf{a}_{\hat{\mathrm{z}}}=0, \quad \mathbf{a}_{\overline{3}}=0: \\
& \mathbf{b}_{1}=0, \quad b_{2}=1, \quad b_{3}=0 ; \\
& n_{1}=0, \quad n_{2}=0, \quad n_{3}=1 . \tag{56.5}
\end{align*}
$$

The first row of the determinants (56.4) is then given by the formulas

$$
\begin{aligned}
\frac{\partial^{2} x_{1}^{\prime}}{\partial \alpha^{2}}=\frac{\partial A}{\partial \alpha} & +\frac{\partial^{2} u^{2}}{\partial \alpha^{2}}+\frac{2}{B} \frac{\partial A}{\partial \beta} \frac{\partial v}{\partial \alpha}-2 \frac{A}{R_{1}} \frac{\partial w}{\partial \alpha}-u\left(\frac{A^{2}}{R_{1}^{2}}+\frac{1}{B^{2}}\left(\frac{\partial A}{\partial \beta}\right)^{2}\right)+ \\
& +v \frac{\partial}{\partial \alpha}\left(\frac{1}{B} \frac{\partial A}{\partial \beta}\right)-w \frac{\partial}{\partial \alpha}\left(\frac{A}{R_{1}}\right), \\
\frac{\partial^{2} x_{2}^{\prime}}{\partial \alpha^{2}}=-\frac{A}{B} \frac{\partial A}{\partial \beta} & +\frac{\partial^{2} v}{\partial \alpha^{2}}-\frac{2}{B} \frac{\partial A}{\partial \beta} \frac{\partial u}{\partial \alpha}-u \frac{\partial}{\partial \alpha}\left(\frac{1}{B} \frac{\partial A}{\partial \beta}\right)-\frac{v}{B^{2}}\left(\frac{\partial A}{\partial \beta}\right)^{2}+ \\
& +\frac{w}{B} \frac{A}{R_{1}} \frac{d A}{\partial \beta}
\end{aligned}
$$

$$
\frac{\partial^{2} x_{3}^{\prime}}{\partial \alpha^{2}}=\frac{A^{2}}{R_{1}}+\frac{\partial^{2} w}{\partial \alpha^{2}}+2 \frac{A}{R_{1}} \frac{\partial u}{\partial \alpha}+u \frac{\partial}{\partial \alpha}\left(\frac{A}{R_{1}}\right)+\frac{v}{B} \frac{A}{R_{1}} \frac{\partial A}{\partial \beta}-w \frac{A^{2}}{R_{1}^{2}}
$$

$$
\begin{align*}
& \frac{g^{2} x_{1}^{\prime}}{\partial \beta^{2}}=-\frac{B}{A} \frac{\partial B}{\partial \alpha}+\frac{\partial^{2} u}{\partial \beta^{2}}-\frac{2}{A} \frac{\partial B}{\partial \alpha} \frac{\partial v}{\partial \beta}-\frac{u}{A^{2}}\left(\frac{\partial B}{\partial \alpha}\right)^{2}-v \frac{\partial}{\partial \beta}\left(\frac{1}{A} \frac{\partial B}{\partial \alpha}\right)+ \\
& +\frac{W}{A} \frac{\overline{\mathrm{~B}}}{\mathbf{R}_{2}} \frac{\hat{\partial} \bar{B}}{\partial \alpha}, \\
& \frac{\theta^{2} x_{2}^{\prime}}{\partial \beta^{2}}=\frac{\partial B}{\partial \beta}+\frac{\partial^{2} v}{\partial \beta^{2}}+\frac{2}{A} \frac{\partial B}{\partial \alpha} \frac{\partial u}{\partial \beta}-2 \frac{B}{R_{2}} \frac{\partial w}{\partial \beta}+u \frac{\partial}{\partial \beta}\left(\frac{1}{A} \frac{\partial B}{\partial \alpha}\right)+  \tag{56.7}\\
& -v\left\{\frac{B^{2}}{R_{2}^{2}}+\frac{1}{A^{2}}\left(\frac{\partial B}{\partial \alpha}\right)^{2}\right\}-w \frac{\partial}{\partial \beta}\left(\frac{B}{R_{2}}\right) \quad \text {. } \\
& \left.\frac{\partial^{2} x_{3}^{\prime}}{\partial \beta^{2}}=\frac{B^{2}}{R_{2}}+\frac{\partial^{2} w}{\partial \beta^{2}}+2 \frac{B}{R_{2}} \frac{\partial v}{\partial \beta}+\frac{u}{A} \frac{B}{R_{2}} \frac{\partial B}{\partial \alpha}+v \frac{\partial}{\partial \beta}\left(\frac{B}{R_{2}}\right)-w \frac{B^{2}}{R_{2}^{2}},\right) \\
& \frac{\partial^{2} x_{1}^{\prime}}{\partial \alpha \partial \beta}=\frac{\partial A}{\partial \beta}+\frac{\partial^{2} u}{\partial \alpha \partial \beta}-\frac{1}{A} \cdot \frac{\partial B}{\partial \alpha} \frac{\partial v}{\partial \alpha}+\frac{1}{B} \frac{\partial A}{\partial \beta} \frac{\partial v}{\partial \beta}-\frac{A}{R_{1}} \frac{\partial w}{\partial \beta}+ \\
& +\frac{u}{A B} \frac{\partial A}{\partial \beta} \frac{\partial B}{\partial \alpha}+v \frac{\partial}{\partial \beta} \quad\left(\frac{1}{B} \frac{\partial A}{\partial \beta}\right)-w \frac{\partial}{\partial \beta}\left(\frac{A}{R_{1}}\right), \\
& \frac{\partial^{2} x_{2}^{\prime}}{\partial \alpha \partial \beta}=\frac{\partial B}{\partial \alpha}+\frac{\partial^{2} v}{\partial \alpha \partial \beta}+\frac{1}{A} \frac{\partial B}{\partial \alpha} \frac{\partial u}{\partial \alpha}-\frac{1}{B} \frac{\partial A}{\partial \beta} \frac{\partial u}{\partial \beta}-\frac{B}{R_{2}} \frac{\partial w}{\partial \alpha}+  \tag{56.8}\\
& +u \frac{\varepsilon}{\partial \alpha} \cdot\left(\frac{1}{A} \frac{\partial B}{\partial \alpha}\right)+\frac{\mathbf{v}}{\mathbf{A B}} \frac{\partial \mathrm{A}}{\partial \beta} \frac{\partial \mathrm{~B}}{\partial \alpha}-w \frac{\partial}{\partial \alpha}\left(\frac{\mathbf{B}}{\mathbf{R}_{2}}\right), \\
& \frac{\partial^{2} \mathbf{x}_{3}^{\prime}}{\partial \alpha \partial \beta}=\frac{\partial^{2} w}{\partial \alpha \dot{\partial} \beta}+\frac{A}{R_{1}} \frac{\partial u}{\partial \beta}+\frac{B}{R_{2}} \frac{\partial \mathbf{v}}{\partial \alpha} .
\end{align*}
$$

Here use has already heen made of the identities

$$
\begin{align*}
& \frac{\partial}{\partial \alpha}\left(\frac{1}{A} \frac{\partial B}{\partial \alpha}\right)+\frac{\partial}{\partial \beta}\left(\frac{1}{B} \frac{\partial A}{\partial \beta}\right)+\frac{A B}{R_{1} R_{2}}=0 \\
& \frac{\partial}{\partial \beta}\left(\frac{A}{R_{1}}\right)=\frac{1}{R_{2}} \frac{\partial A}{\partial \beta}, \frac{\partial}{\partial \alpha}\left(\frac{B}{R_{2}}\right)=\frac{1}{R_{1}} \frac{\partial B}{\partial \alpha} \tag{56.9}
\end{align*}
$$

which resulted from (52.11) and of the identities

$$
\frac{\partial^{2} a_{i}}{\partial \alpha \partial \beta}=\frac{\partial^{2} a_{i}}{\partial \alpha \partial \beta}, \quad \frac{\partial^{2} n_{i}}{\partial \alpha \partial \beta}=\frac{\partial^{2} n_{i}}{\partial \beta \partial \alpha} .
$$

The second and third rows are the same for all three determinants (56.4) and are determined by the formulas (56.2) respectively, if (56.5) is substituted. Thus, they are

$$
\begin{gather*}
A\left(1+\frac{1}{A} \frac{\partial u}{\partial \alpha}+\frac{v}{A B} \frac{\partial A}{\partial \beta}-\frac{w}{R_{1}}\right), A\left(\frac{1}{A} \frac{\partial v}{\partial \alpha}-\frac{u}{A B} \frac{\partial A}{\partial \beta}\right), \\
A\left(\frac{1}{A} \frac{\partial w}{\partial \alpha}+\frac{u}{R_{1}}\right) \text { and } \\
B\left(\frac{1}{B} \frac{\partial u}{\partial \beta}-\frac{v}{A B} \frac{\partial B}{\partial \alpha}\right), \quad B\left(1+\frac{1}{B} \frac{\partial v}{\partial \beta}+\frac{u}{A B} \frac{\partial B}{\partial \alpha}-\frac{w}{R_{2}}\right), \\
B\left(\frac{1}{B} \frac{\partial w}{\partial B}+\frac{v}{R_{2}}\right) \tag{56.10}
\end{gather*}
$$

The changes of curvature for infinitesimal displacements follow from (56.4) and (56.6) to ( 56.10 ) after omission of second and third order terms in the displacements $u, v$, and $w$

$$
\begin{aligned}
\rho_{\alpha \alpha}=\frac{1}{A^{2}} \frac{\partial^{2} w}{\partial \alpha^{2}} & +\frac{3}{A R_{1}} \frac{\partial u}{\partial \alpha}+\frac{1}{B R_{1}} \frac{\partial v}{\partial \beta}-\frac{1}{A^{3}} \frac{\partial A}{\partial \alpha} \frac{\partial w}{\partial \alpha}+ \\
& +\frac{1}{A B^{2}} \frac{\partial A}{\partial \beta} \frac{\partial w}{\partial \beta}+u\left\{\frac{1}{A} \frac{\partial}{\partial \alpha}\left(\frac{1}{R_{1}}\right)+\frac{1}{A B R_{1}} \frac{\partial B}{\partial \alpha}\right\}+ \\
& +\frac{v}{A B} \frac{\partial A}{\partial \beta}\left(\frac{2}{R_{1}}+\frac{1}{R_{2}}\right)-\frac{w}{R_{1}}\left(\frac{2}{R_{1}}+\frac{1}{R_{2}}\right)
\end{aligned}
$$

$$
\rho_{\beta \beta}=\frac{1}{B^{2}} \frac{\partial^{2} w}{\partial \beta^{2}}+\frac{1}{A R_{2}} \frac{\partial u}{\partial \alpha}+\frac{3}{B R_{2}} \frac{\partial v}{\partial \beta}+
$$

$$
\begin{aligned}
& +\frac{1}{A^{2} B} \frac{\partial B}{\partial \alpha} \frac{\partial W}{\partial \alpha}-\frac{1}{B^{3}} \frac{\partial B}{\partial \beta} \frac{\partial W}{\partial \beta}+\frac{u}{A B} \frac{\partial B}{\partial \alpha}\left(\frac{1}{R_{1}}+\frac{2}{R_{2}}\right)+ \\
& +v\left\{\frac{1}{B} \frac{\partial}{\partial \beta}\left(\frac{1}{R_{2}}\right)+\frac{1}{A B R_{2}} \frac{\partial A}{\partial \beta}\right\}-\frac{W}{R_{2}}\left(\frac{1}{R_{1}}+\frac{2}{R_{2}}\right),
\end{aligned}
$$

$$
\rho_{\alpha \beta}=\frac{1}{A B} \frac{\partial^{2} w}{\partial \alpha \partial \beta}+\frac{1}{B R_{1}} \frac{\partial u}{\partial \beta}+\frac{1}{A R_{2}} \frac{\partial v}{\partial \alpha}-\frac{1}{A^{2} B} \frac{\partial A}{\partial \beta} \frac{\partial w}{\partial \alpha}+
$$

$$
\begin{equation*}
-\frac{1}{A B^{2}} \frac{\partial B}{\partial \alpha} \frac{\partial w}{\partial \beta}-\frac{u}{A B R_{1}} \frac{\partial A}{\partial \beta}-\frac{V}{A B R_{2}} \frac{\partial B}{\partial \alpha} \tag{56.11}
\end{equation*}
$$

These expressions differ from Love's [36 art. 329] as follows

$$
\begin{aligned}
& \rho_{\alpha \alpha}-\kappa_{1}=\frac{i}{R_{1}}\left\{2\left(\frac{i}{A} \frac{\hat{\partial} u}{\partial \alpha}+\frac{v}{A B} \frac{\partial A}{\partial \beta}-\frac{w}{R_{1}}\right)+\frac{i}{B} \frac{\hat{u} v}{\partial \beta}+\frac{u}{A B} \frac{\partial \bar{B}}{\partial \alpha}-\frac{w}{R_{2}}\right\}, \\
& \rho_{\beta \beta}-\kappa_{2}=\frac{1}{R_{2}}\left\{\frac{1}{A} \frac{\partial u}{\partial \alpha}+\frac{v}{A B} \frac{\partial A}{\partial \beta}-\frac{w}{R_{1}}+2\left(\frac{1}{B} \frac{\partial v}{\partial \beta}+\frac{u}{A B} \frac{\partial B}{\partial \alpha}-\frac{w}{R_{2}}\right)\right\}, \\
& \rho_{\alpha \beta}-r=\frac{1}{R_{1}}\left\{\frac{1}{B} \frac{\partial u}{\partial \beta}+\frac{1}{A} \frac{\partial v}{\partial \alpha}-\frac{u}{A B} \frac{\partial A}{\partial \beta}-\frac{v}{A B} \frac{\partial B}{\partial \alpha}\right\},
\end{aligned}
$$

and as the displacements are assumed to be infinilesimal they can be written

$$
\begin{aligned}
& \rho_{\alpha \alpha}-\kappa_{1}=\frac{\gamma_{\alpha \kappa 0}}{R_{1}}+\frac{\gamma_{\beta \beta 0}}{2 \mathrm{R}_{1}}, \\
& \rho_{\beta \beta}-\kappa_{2}=\frac{\gamma_{\alpha \alpha 0}}{2 R_{2}}+\frac{\gamma_{\beta \beta 0}}{\mathrm{R}_{2}}, \\
& \rho_{\alpha \beta}-\tau=\frac{\gamma_{\alpha \beta 0}}{\mathbf{R}_{1}}
\end{aligned}
$$

These differences are of no significance as the terms $\frac{\mathrm{Z}}{\mathbf{R}_{1}} \quad \gamma_{\alpha \alpha 0}$, etc., were omitted already in the expressions for the strains.

## 57. THE INFLUENCE OF SMALL DEVIATIONS

For applications of the theory developed in Chapter 4 to shell constructions, it is necessary to know the change of the elastic energy which results from small geometrical deviations. It is assumed that the coordinates $x_{i}$ of points of the middle surface of the structural model are given as functions of the two parameters $\alpha$ and $\beta$ such that the lines $\beta=$ const. and $\alpha=$ const. determine the lines of curvature of this surface. The previous theory can then immediately be applied to this model.

An arbitrary surface can in general be obtained from a given surface if each point of the latier surface is subjected to a displacement in the direction of its normal. It is assumed that the iniddle surface of the structure is derived in this manner from the midrle surface of the model by displacements $w_{0}(\alpha, \beta$; in the direction of the model's normal

$$
x_{i}^{0}=x_{L}+w_{o} n_{i}
$$

the middln surface of the structure is then also given by its coordinates $\mathrm{X}_{\mathrm{i}}^{0}$ as functions of $c^{\prime \prime}$ and $\beta$. If it is assumed also that the shell thickness of structure and model are equal, points on equal distances $z$ from the middle surfaces of structure and model, whose projections on the respective middle surfaces are given by the same values of $\alpha$ and $\beta$, can be regarded as corresponding points.

The square of a line element in the undeformed state of the model is given by (53.2). If the structure is regarded as a "deformed" state of the model, the square of a line element of the structure can be written as

$$
\begin{gather*}
\left.\mathrm{d} \ell^{\mathrm{o}^{2}=(1}+\gamma_{\alpha \alpha}^{0}\right) \mathrm{A}^{2}\left(1-\frac{\mathrm{z}}{\mathrm{R}_{1}}\right)^{2} \mathrm{~d} \alpha^{2}+\left(1+\gamma_{\beta \beta}^{\circ}\right) \mathrm{B}^{2}\left(1-\frac{z}{\mathrm{R}_{2}}\right)^{2} \mathrm{~d} \beta^{2}+ \\
 \tag{57.1}\\
+2 \gamma_{\alpha \beta}^{\circ} \mathrm{AB}\left(1-\frac{\mathrm{Z}}{\mathrm{R}_{1}}\right)\left(1-\frac{\mathrm{z}}{\mathrm{R}_{2}}\right) \mathrm{d} \alpha \mathrm{~d} \beta+\mathrm{dz}^{2}
\end{gather*}
$$

where $\gamma_{\alpha \alpha}{ }^{\circ}$ etc., are the "strain components" (53.3), (53.4) in the point $(\alpha, \beta, z)$ of the model for the displacements $0,0, w_{0}$ in the direction of the unit vectors corresponding to the middle surface of the model. After use of (55.9), the "straincomponents" are writien

$$
\begin{equation*}
\gamma_{\alpha \alpha}{ }^{\circ}=\gamma_{\alpha \alpha 0}{ }^{o}-2 z \rho_{\alpha \alpha}{ }^{\circ}, \text { etc. } \tag{57.2}
\end{equation*}
$$

Here $\gamma_{\alpha \alpha 0}^{0}, \rho_{\alpha \alpha}^{o}$ are obtained from expressions for $\gamma_{\alpha \alpha o}, \rho_{\alpha \alpha}$, etc., derived in Sect. 56 by setting $u, v$ equal to zero and $w=w_{n}$.

The squure of a line element of the structure in the deformed state, which state is characterized by the coordinates $x_{i}^{\prime}$ of the middle surface, is written as

$$
\begin{align*}
\mathrm{d} \rho^{\prime 2}=(1 & \left.+\gamma_{\alpha \alpha}^{\prime}\right) A^{2}\left(1-\frac{z}{R_{1}}\right)^{2} d \alpha^{2}+\left(1+\gamma_{\beta \beta}^{\prime}\right) \mathrm{B}^{2}\left(1-\frac{z}{R_{2}}\right)^{2} \mathrm{~d} \beta \\
& +2 \gamma_{\alpha \beta^{\prime}} A B\left(1-\frac{Z}{R_{1}}\right)\left(1-\frac{z}{R_{2}}\right) \mathrm{d} \alpha \mathrm{~A} \beta+\mathrm{dz}^{2}, \tag{57.3}
\end{align*}
$$

in which $\gamma_{\alpha \alpha}^{\prime}$ etc., are the "strain-components" at a point $(\alpha, \beta, z)$ of the model for the "displacements"

$$
u_{i}^{\prime}=x_{i}^{\prime}-x_{i}=u_{i}+u_{i}^{o}
$$

The quantities $u_{1}$ are here the real displacements that occur during deformation of the structure. The "strain components" may again be written as

$$
\begin{equation*}
\gamma_{\alpha \alpha}^{\prime}=\gamma_{\alpha \alpha 0}-2 z \rho_{\alpha \alpha^{\prime}}^{\prime} \text { etc. } \tag{57.4}
\end{equation*}
$$

If the displacements $u_{i}$ are also expressed in terms of the unit vectors which correspond to the middle surface of the model

$$
\begin{equation*}
u_{1}=u a_{i}+v b_{i}+w n_{i} \tag{57.5}
\end{equation*}
$$

then $\gamma_{\alpha \alpha 0}^{\prime}, \rho_{\alpha \alpha}^{\prime}$, etc., are qbtained from the expressions $\gamma_{\alpha \alpha 0}, \rho_{\alpha \alpha}$, etc., of Sect. 56 by replacement of $u, v, w$ by $u, v, w+w_{0}$.

The actual deformed state of the structure is completely described by the ratio between (57.3) and (57.1). To caleulnte from thege ratioe together with (11.2), the actuat cuimeunents of strain along the three initially mutual orthogonal directions in the structure (57.1) is reduced to

$$
\begin{aligned}
\mathrm{d} \rho^{\rho^{2}}=(1 & \left.+\lambda_{\alpha \alpha}{ }^{\circ}\right)\left[1-\frac{\gamma_{\alpha \beta} o^{2}}{\left(1+\gamma_{\alpha \alpha}{ }^{0}\right)\left(1+\gamma_{\beta \beta}{ }^{\circ}\right)}\right] \mathrm{A}^{2}\left(1-\frac{z}{R_{1}}\right)^{2} \mathrm{~d} \alpha^{2}+ \\
& +\left(1+\gamma_{\beta \beta}{ }^{0}\right)\left[\mathrm{B}\left(1-\frac{\mathrm{z}}{\mathrm{R}_{2}}\right) \mathrm{d} \beta+\frac{\gamma_{\alpha \beta}{ }^{\circ}}{1+\gamma_{\beta \beta}{ }^{\circ}} \mathrm{A}\left(1-\frac{z}{R_{1}}\right) \mathrm{d} \alpha\right]^{2}+\mathrm{dz}^{2} .
\end{aligned}
$$

From this formula it appears that the three directions

$$
\begin{array}{r}
\mathrm{B}\left(1-\frac{\mathbf{z}}{\mathbf{R}_{2}}\right) \mathrm{d} \beta+\frac{\gamma_{\alpha \beta^{\circ}}}{1+\gamma_{\beta \beta} 0} \mathrm{~A}\left(1-\frac{z}{\mathbf{R}_{1}}\right) \mathrm{d} \alpha=0, \mathrm{dz}=0 ; \\
\mathrm{dz}=0, \mathrm{~d} \alpha=0 ; \\
\mathrm{d} \alpha=0, \mathrm{~B}\left(1-\frac{z}{\mathbf{R}_{2}}\right) \mathrm{d} \beta+\frac{\gamma_{\alpha \beta} \circ}{1+\gamma_{\beta \beta} 0} A\left(1-\frac{z}{R_{1}}\right) \mathrm{d} \alpha=0, \tag{57.6}
\end{array}
$$

are mutually perpendicular. The smallness of the differences between structure and model justifies the omission of quantities of second and higher order in $\gamma_{\alpha \alpha}^{o}$, etc. The direction cosines of the line element do with respect to the directions determined by (57.6) are

$$
\begin{align*}
& \ell_{\alpha}^{0^{2}}=\left(1+\gamma_{a \alpha}{ }^{0}\right) \frac{\mathrm{A}^{2}\left(1-\frac{z}{z^{2}}\right)^{2} d a^{2}}{d \alpha^{O^{2}}}, \\
& \ell_{\beta}^{0^{2}}=\left(1+\gamma_{\beta \beta}{ }^{\circ}\right) \frac{\left[\mathrm{B}\left(1-\frac{\mathrm{z}}{\mathrm{R}_{2}}\right) \mathrm{d} \beta+\gamma_{a \beta}^{\circ} \mathrm{A}\left(1-\frac{z}{\mathrm{R}_{1}}\right) \mathrm{d} \alpha\right]^{2}}{\mathrm{~d} \ell^{0^{2}}} \\
& l_{z}{ }^{o^{2}}=\frac{d z^{2}}{d \ell^{0^{2}}} \tag{57.7}
\end{align*}
$$

By use of (57.7) $\mathrm{d} \alpha, \mathrm{d} \beta$, and dz are eliminated from (57.3). The result is, after omission of quantities of second and higher order in $\gamma_{\alpha \alpha}^{\circ}$, etc.,

$$
\begin{aligned}
& \frac{d \ell^{\prime 2}}{d \ell^{0^{2}}}=\left[\frac{1+\gamma_{\alpha \alpha}{ }^{\prime}}{1+\gamma_{\alpha \alpha}{ }^{\circ}}-2 \gamma_{\alpha \beta}{ }^{\circ} \gamma_{\alpha \beta}{ }^{\prime}\right] \ell_{\alpha}{ }^{02}+\frac{1+\gamma_{\beta \beta}{ }^{\prime}}{1+\gamma_{\beta \beta}{ }^{\circ} \ell_{\beta}{ }^{02}+} \\
& +2\left[\frac{\gamma_{\alpha \beta}{ }^{\prime}}{\sqrt{\left(1+\gamma_{\alpha \rho}{ }^{0}\right)\left(1+\gamma_{\beta \beta}{ }^{0}\right)}}-\gamma_{\alpha \beta}{ }^{0}\right] \ell_{\alpha}^{0} \ell_{\beta}^{0}+\ell_{z}^{2} .
\end{aligned}
$$

For small deformations of the structure which slightly deviates from the model, the quantities $\gamma_{\alpha \alpha}^{\prime}$, etc., are likewise small. Consequently, if quantities which are quadratic in $\gamma_{\alpha \alpha}^{\prime}$, etc., and in $\gamma_{\alpha \alpha}^{0}$, etc., are also neglected, the deformation components of the structure with respect to the directions determined by (57.6) are

$$
\begin{gather*}
\gamma_{a \alpha}=\gamma_{\alpha a}{ }^{\prime}-\gamma_{\alpha a}{ }^{0}, \gamma_{\beta \beta}=\gamma_{\beta \beta}{ }^{\prime}-\gamma_{\beta \beta}{ }^{0}, \gamma_{\alpha \beta}=\gamma_{a \beta}{ }^{\prime}-\gamma_{a \beta} 0 \\
\gamma_{a z}=\gamma_{\beta z}=\gamma_{z z}=0 . \tag{57.8}
\end{gather*}
$$

By use of (57 2) and (57.4)

The quanticies $\gamma_{a, 0}^{\prime}, p_{a \alpha}^{\prime}$, etc., follow from the expressions for $\gamma_{a, 0}, \rho_{a \alpha}$, etc., given in Sect. 56 by replacement of $w$ by $w_{0}+w$. In this procedure,terms of second and higher order in $w_{o}$ and its derivatives will again be omitted. The quantities $\gamma_{\alpha \alpha c}^{0}$, $\rho_{a a}^{o}$, etc., are obtained from $\gamma_{a a 0}, \rho_{a a}$, etc., by replacement of $u, v, w$ by $0,0, w_{0}$ respectively, whereby terms of the second order in $w_{0}$ and its derivatives are likewise disregarded. The following rule can be given for the determination of $\gamma_{a a 0}{ }^{*}, \rho_{a a}{ }^{*}$, etc.: replace $w$ by $w_{0}+w$ in the expression for $\gamma_{a n o}, \rho_{a a}$, etc., of Sect. 56 and take into account only those terms in $w_{0}$ and its derivatives which are linear in $w_{o}$ and which contain at least one of the displacements $u, v, w$ or one of their derivatives.

If $\gamma_{\alpha \chi \chi}^{o}$, etc., are disregarded in comparison to unity, the area of a surface element $z=$ const. is determined by (55.10). This omission is justified, as contributions of the form $\gamma_{o a}^{0}, \gamma_{o a}$, etc., have already been omitted in the calculation of the strain components. The elastic energy per unit area of the structure or model is then withnut modification given by ( 55.11 ), but with the modified strain components.

## Chapter 6 <br> APPLJCATION TO BAR AND PLATE PROBLEMS

## 61. THE INCOMPRESSIBLE BAR (PROBLEM OF THE ELASTICA).

611. The Potential Energy,

The ends of a prismatic bar of length $\ell$ are supported in such a way that displacements perpendicuiar to its axis may be excluded. It is clear that the straight undeformed state of the supposedly incompressible bar is always an equilibrium state if the bar is loaded by compressive forces $N$ acting on the centers of the endpoints; this equilibrium state is called the fundamental state.

It is assumed that points on the bar axis can oniy undergo displacements which lie in a plane spanned by the beam axis and one of the principal axis of inertia of the crossseciion. Let $x$ be the distance from a point $P$ on the undeformed beam axis with respect to one of the supports and let $u$ and $w$ be the displacements of this point in the direction of the axis and in the direction normal to it respectively. The origin of the rigid $x_{i}$ system is fixed at the support $x=0$; the $x_{1}$ axis coincides with the bar axis, the $x_{3}$ axis lies in the plane of bending of the bar. The coordinates of the point $P$ in the deformed state are

$$
x_{1}^{\prime}=x+u, x_{2}^{\prime}=0, x_{3}^{\prime}=w,
$$

so that the length of an element of the bar axis in the deformed state, which initially had a length dx , is given by

$$
d \ell^{\prime 2}=\left\{\left(\frac{d x_{1}^{\prime}}{d x}\right)^{2}+\left(\frac{d x_{2}^{\prime}}{d x}\right)^{2}+\left(\frac{d x_{3}^{\prime}}{d x}\right)^{2}\right\} d x^{2}=\left\{\left(1+\frac{d u}{d x}\right)^{2}+\left(\frac{d w}{d x}\right)^{2}\right\} d x^{2}
$$

The inoomprasalhility of the har ario ie thoroforo orprogeg hy the gonitien

$$
\begin{equation*}
\left(1+\frac{d u}{d x}\right)^{\hat{z}}+\left(\frac{d w}{d x}\right)^{\hat{2}}=1 \tag{61.1}
\end{equation*}
$$

The curvature of the bar axis is determined by the formula

$$
\rho= \pm \frac{\frac{d x_{1}^{\prime}}{d x} \frac{d^{2} x_{3}^{\prime}}{d x^{2}}-\frac{d x_{3}^{\prime}}{d x} \frac{d^{2} x_{1}^{\prime}}{d x^{2}}}{\left\{\left(\frac{d x_{1}^{\prime}}{d x}\right)^{2}+\left.\left(\frac{d x_{3}^{\prime}}{d x}\right)^{2}\right|^{\frac{3}{2}}\right.},
$$

from which it follows by use of (61.1)

$$
\begin{equation*}
\rho= \pm\left\{\left(1+\frac{d u}{d x}\right) \frac{d^{2} w}{d x^{2}}-\frac{d w}{d x} \frac{d^{2} u}{d x^{2}}\right\} \tag{61.2}
\end{equation*}
$$

In agreement with the classical vending theory, the elestic energy of a bar element is assumed to be proportional to the square of the curvaturc. The total elastic energy then is

$$
\mathrm{V}=\frac{1}{2} \alpha \int_{0}^{1} \rho^{2} \mathrm{dx}
$$

In which $\alpha$ represents the bending stiffness of the bar. The potential energy of the axial loads N is, with compression, considered positive

$$
-W=\left.N u\right|_{x=0} ^{x=\ell}=N \int_{0}^{l} \frac{d u}{d x} d x .
$$

After substitution of (61.2) the total potential energy $V-W$ is expressed in terms of the displacements. These are, however, related by the inhomogeneous condition
 difficulty disappears as the displacement component $u$ is eliminated "y use of (61.1)

$$
\frac{d u}{d x}=\sqrt{1-\left(\frac{d w}{d x}\right)^{2}}-1
$$

Substitution in (61.2) gives

$$
\rho= \pm \frac{\frac{d^{2} w}{d^{2}}}{\sqrt{1-\left(\frac{d w}{d x}\right)^{2}}}
$$

so that apart from a trivial constant, the total energy is gjven by

$$
\begin{equation*}
V-w=\frac{1}{2} \alpha \int_{0}^{\ell} \frac{\left(\frac{d^{2} w}{d x^{2}}\right)^{2}}{1-\left(\frac{d w}{d x}\right)^{2}} d x+N \int_{0}^{\ell} \sqrt{1 \cdots\left(\frac{d w}{d x}\right)^{2}} d x \tag{61,3}
\end{equation*}
$$

When the quantities appearing here are made dimensionless by

$$
x=\xi \ell, \quad w=\psi \ell, \quad N=\lambda \frac{\pi^{2} \alpha}{\ell^{2}}, \quad V-W=\frac{1}{2} \frac{\alpha}{\ell} p^{\lambda}
$$

and if for brevity, differentiation with respect to is denoted by a dot, then (61.3) becomes

$$
\begin{equation*}
p^{\lambda}[\psi]=\int_{0}^{1} \frac{\psi^{\cdots 2}}{1-\psi^{2}}+\xi+2 \pi^{2} \lambda \int_{0}^{1} \sqrt{1-\psi^{2}} d \xi \tag{61.4}
\end{equation*}
$$

Expansion of the integrands and omission of terms of higher than fourth order in the derivatives of $\psi$ and of a trivial constant yields

$$
\begin{align*}
& \left.\bar{F}^{\lambda}[\psi]=\bar{P}_{2}^{\lambda}[\psi]+p_{4}^{\lambda} \mid \psi\right] \\
& \mathrm{P}_{2}^{\lambda}[\psi]=\int_{0}^{1}\left(\psi^{2} \cdot \tau^{2}-\tau^{2} \lambda \dot{\psi}^{2}\right) d \xi  \tag{61.5}\\
& \mathbf{P}_{4}^{\lambda}[\psi]=\int_{0}^{1}\left(\psi \cdot \psi_{\psi} \cdot{ }^{2}-\frac{1}{4} \pi^{2} \lambda \psi^{4}\right) d \xi
\end{align*}
$$

It appears also from (61.5) that the first variation of the energy is identically zero for the straight configuration of the bar, in agreement with the above statement that this state is always an equilibrium state.
612. The Buckling Load.

It follows from Sect. 31 that the buckling load is determined by the smallest value of $\lambda$ for which the variational equation (24.14) is satisfied for an arbitrary kinematically admigsible function $\boldsymbol{\xi}$ that consequently vanishes at $\boldsymbol{\xi}=0$ and at $\boldsymbol{\xi}=1$

$$
P_{11} \lambda[\psi, \zeta]=2 \int_{0}^{1}\left(\psi^{\prime} \zeta^{\prime}-\pi^{2} \lambda \psi^{\prime} \sigma^{\prime}\right) \mathrm{d} \xi=0
$$

Integration by parts yields

$$
\left.2 \psi^{\prime \cdot} \cdot\right|_{0} ^{1}-\left.2\left(\psi^{\cdots}+\pi^{2} \lambda \psi^{*}\right) \zeta\right|_{0} ^{1}+2 \int_{0}^{1}\left(\psi^{\prime} \cdots+\pi^{2} \lambda \psi^{\prime}\right) \zeta d \xi=0 .
$$

As the function $\zeta$ is arbitrary for $0<\xi<1, \psi$ should satisfy the differential equation

$$
\begin{equation*}
\psi^{\cdots} \cdot+\pi^{2} \lambda \psi=0 \tag{61.6}
\end{equation*}
$$

The requirement that $\xi^{\circ}$ is arbitrary at $\xi=0$ and at $\xi=$ i further yields

$$
\begin{equation*}
\psi^{\cdots}=0 \text { for } \xi=0 \text { and } \xi=1 \tag{61,7}
\end{equation*}
$$

while the kinematic conditions at the supports lead to the requizement

$$
\begin{equation*}
\psi=0 \text { for } \xi=0 \text { and } \xi=i \tag{61,8}
\end{equation*}
$$

The general solution of (61.6) is

$$
\psi=A+B \xi+C \cos \pi \sqrt{\lambda} \xi+D \sin \pi \sqrt{\lambda} \xi
$$

The boundary conditions (61.7) and (61.8) admit a nonzero value for D only. This value exists if and only if

$$
\pi \sqrt{\lambda}=k \pi . \quad(k=1,2, \ldots)
$$

and remains in that case undeterinined. The smallest value of the load parameter for which (61.6) (61.7) and (61.8) possess a nonzero solution is therefore $\lambda_{1}=1$ with the corresponding eigenfunction

$$
\begin{equation*}
\psi_{1}=\sin \pi \xi \tag{61,9}
\end{equation*}
$$

this function is normalized by introduction of the condition $\psi_{1}=1$ for $\xi=\frac{1}{2}$. The corresponding buckling load is the well know? Euler load.

In the series (61.5) no term of the third order occurs so that $P_{3}\left[\psi_{1}\right]$ as weil as $P_{z_{i}}\left\{\psi_{i}, \zeta\right\}$ are zero. Consequently, the quantity which governs stablity in the critical state would be (see Sect. 25)

$$
\begin{align*}
A_{4} & =P_{4}\left[\psi_{1}\right]=\int_{0}^{1}\left(\psi_{1}^{2} \psi_{i}^{\cdot 2}-\frac{1}{4} \pi^{2} \lambda_{1} \psi_{i}^{\cdot}\right. \\
& =\pi^{6} \int_{0}^{1}\left(\sin ^{2} \pi \xi \cos ^{2} \pi \xi-\frac{1}{4} \cos ^{4} \pi \xi\right) d \xi=\frac{\pi^{6}}{32} \tag{61.10}
\end{align*}
$$

As it is a positive quentity equilibrium at the buckling load is stable.
613. Equilibrium States for Loads in the Neighborhood of the Buckling Load.

It follows from (61.5) that

$$
P_{2}^{\prime}[\psi]=-\pi^{2} \int_{0}^{1} \psi \cdot 2 d \xi
$$

so that the constant $A_{2}^{\prime}$ is

$$
\begin{equation*}
A_{2}^{\prime}=P_{2}^{\prime}\left[\psi_{1}\right]=-\pi^{4} \int_{0}^{1} \cos ^{2} \pi \xi d \xi=-\frac{\pi^{4}}{2} \tag{61.11}
\end{equation*}
$$

It follows then from (35.7) that the amplitude of the eigenfunction (61.9) for loads in the neighborhood of the buckling load is given by

$$
\begin{equation*}
\underline{a}= \pm \sqrt{-\frac{2}{4} \frac{-\frac{1}{2} \pi 4}{\frac{1}{32} \pi^{6}} \sqrt{\lambda-\lambda_{1}}}= \pm \frac{2 \sqrt{2}}{\pi} \sqrt{\frac{\lambda}{\lambda_{1}}-1} . \tag{61.12}
\end{equation*}
$$

This result agrees with the approximate solution of von Mises [42] which was obtained in a different way.

It appears from (61.10) that the displacements from the fundamental state grow vexy rapidly as the load is increased. For a load which exceeds the buckling load only by $5 \%$ the largest deflection at the middle of the bar amounts to about $20 \%$ of the length of the bar. Consequontly, there is little sense in applying the theory of Sect. 38 for loads further removed from the buckling load. Indeed, the present theory does not yield improved results for greater loads, but the opposite will be the case. This should not be surprising in the present case as for such loads and the corresponding large displacements the assumption of Sect. 38 noncerning the smallness of displacements is not in the least satisfied.
614. The Influence of a Small Eccentricity of the Load.

Up till now it was assumed that the resultant of the compressive forces in the endpoints act in the neutral axis of the cross-section. The influence of a small eccentricity $\in \ell$ of the loading can be taken into account by application of two moments $N \in \mathscr{L}$ of oppositc sign on the ends of the bar in addition to the compressive loads N . These moments are understood to be positive if in the absence of the compressive loads, the curved bar axis turns its concave side towards the positive $x_{3}$ direction. Let $\theta$ be the rotation of a cross section of the bar, positive in the direction from the $x_{3}$-axis towards the $x_{1}$-axis. The energy of the moments then is

$$
N \in \ell\left\{(\theta)_{\xi=1}-(\theta)_{\xi=0}\right\}
$$

This energy should be added to the sum (61.3) of the elastic energy and the energy of the compressive loads. On account of the incompressibility of the bar axis, the angle $\theta$ is determined by

$$
\theta--\operatorname{azc} \sin \frac{d w}{d x}-\operatorname{arc} \sin \psi^{\prime} \text {, }
$$

or after expansion

$$
\theta=-\psi \cdot-\frac{1}{6} \psi^{3}-\ldots
$$

After devision by $\frac{1}{2} \frac{\alpha}{2}$ the total energy can be written as

$$
\begin{equation*}
P^{\lambda}[\psi]+\epsilon Q^{\lambda}[\psi]=\epsilon Q_{1}^{\lambda}[\psi]+P_{2}^{\lambda}[\psi]+P_{4}^{\lambda}[\psi]+\ldots, \tag{61.13}
\end{equation*}
$$

in which $P_{2}^{\lambda}[\psi]$ and $P_{4}^{\lambda}(\psi)$ are determined by (61.5) and

$$
\mathrm{Q}_{1}^{\lambda}[\psi]=-2 \pi^{2} \lambda \psi \cdot \left\lvert\, \begin{align*}
& \xi=1  \tag{61.14}\\
& \xi=0
\end{align*}\right.
$$

In agreement with Chapter 4 only the linear influence of the eccentricity in the displacements is taken into account.

For loads in the neighborhood of the buckling load for the centrally compressed bar, the equilibrium states are determined by the stationary values of (44.9). The coefficients $A_{4}$ and $A_{2}^{\prime}$ are given by (61.10) and (61.11) respectively. $B_{1}$ is determined by

$$
B_{1}=Q_{1}\left|\psi_{1}\right|=-2 \pi^{2} \lambda_{1} \psi_{1}^{\prime} \left\lvert\, \begin{align*}
& \xi=1  \tag{61.15}\\
& \xi=0
\end{align*}=4 \pi^{3}\right.
$$

For the problem under consideration it is also of interest to know the equilibrium states for loads which are considerably smaller than the buckling load of the centrally compressed bar. For this purpose use is made of $\varepsilon$ xpression (47.8). In order to obtain connection with equilibrium states of the centrally loaded bar as treated in Sect. 613., in expression (47.8) the coefficient $A_{4}^{\lambda}$ is replaced by $A_{4}$. This yields no significant modizication in the immediate neighborhood of the buckling load of the centrally compressed bar. For greater or for smaller loads it rapidly becomes either so large that it violates the assumption regarding the smallness of the displacements on which (47.8) is based or it becomes so small that the fourth order term in (47.8) is of minor importance. Therefore, wheneve: $(47.8)$ can be applied to the present case, there is no objection to the replacement of $A_{4}^{\lambda}$ by $A_{4}$. The remaining constants are determined by

$$
B_{1}^{\prime}=Q_{1}^{\prime}\left[\psi_{1}\right]=-\left.2 \pi^{2} \psi_{1}^{\circ}\right|_{\xi=1} ^{\xi=0}=4 \pi^{3}, A_{2}^{0}=-\frac{1}{\lambda_{1}} A_{2}^{\prime}=\frac{1}{2} \pi^{4}
$$

so that (47. 8) becomes

$$
\begin{equation*}
F^{\lambda}(\underline{a})=4 \pi^{3} \in \lambda \underline{a}+\frac{1}{2} \pi^{4}(1-\lambda) \underline{a}^{2}+\frac{1}{32} \pi^{6} \underline{a}^{4} . \tag{61.16}
\end{equation*}
$$

The equilibrium states are determined by

$$
\begin{equation*}
\frac{\mathrm{dF}}{}{ }^{\lambda}(\underline{a})=4 \pi^{3} \in \lambda+\pi^{4}(1-\lambda) \underline{a}+\frac{1}{8} \pi^{6} \underline{a}^{3}=0 . \tag{61.17}
\end{equation*}
$$

The stability of equilibrium is governed by the sign of the second derivative of (61.16)

$$
\begin{equation*}
\frac{d^{2} F^{\lambda}(a)}{d \underline{a}^{2}}=\pi^{4}(1-\lambda)+\frac{3}{8} \pi^{6} \underline{a}^{2} . \tag{61.18}
\end{equation*}
$$

In view of the fact that the variations $\delta \theta$, for $0<\xi<1$ are arbitrary, the differential equation

$$
\begin{equation*}
\theta^{\circ}+\pi^{2} \lambda \sin 0=0 \tag{61.20}
\end{equation*}
$$

must be satisfied, while for $\xi=0$ and $\xi=1$ the boundary conditions must hold

$$
\begin{equation*}
\theta^{*}+\pi^{2} \epsilon \lambda=0 \tag{61.21}
\end{equation*}
$$

By restriction of the considerations to deviations which are symmetric with respect to the midpoint of the bar, the boundary condition for $\xi=1$ may be replaced by the condition

$$
\begin{equation*}
\theta=0 \tag{61.22}
\end{equation*}
$$

holding for $\xi=\frac{1}{2}$.

As is well known the integration of (61.20) can be performed by use of elliptic integrals (see appendix). The result, the dimensionless deflection $\beta$ at the midpoint of the bar (the value $\psi$ for $\xi=\frac{1}{2}$ ) as a function of the load parameter $\lambda$ is represented in Fig. 4 for the centrally loaded bar (curve I) as well as for a bar with the eccentricity parameter $\epsilon=0.01$ (curve Ia). Furthermore, in this figure the approximate solutions (61.12) and (61.17) are drawn for $\epsilon=0$ and for $\epsilon=0.01$; the values of $\beta$ corresponding to these solutions are directly given by a . The boundary between the stable and unstabie regions of the approximate solutions is also indicated. This boundary is obtained when $(61,18)$ is set equal to zero. 1,2

[^21]It is possible to give the exact solution for the problem treated above. The energy of the eccentricity moments amuunts to

$$
\left.N \in \ell \theta\right|_{\xi=1} ^{\xi=1}=\left.\frac{1}{2} \frac{\alpha}{\ell} 2 \pi^{2} \in \lambda \theta\right|_{\xi=1} ^{\xi=1}
$$

By use of (61.4) after devision by $\frac{1}{2} \frac{\alpha}{l}$, the total energy can be written

$$
\mathrm{P}^{\lambda}[\psi]+\epsilon \mathrm{Q}^{\lambda}[\psi]=\left.2 \pi^{2} \epsilon \lambda \theta\right|_{\xi=0} ^{\xi=1}+\int_{0}^{1}\left\{\frac{\psi \ldots 2}{1-\psi^{\cdot 2}}+2 \pi^{2} \sqrt{1-\psi^{\cdot 2}}\right\} \mathrm{d} \xi .
$$

By substitution of $\psi^{*}=-\sin \theta$ this expression becomes

$$
\begin{equation*}
\mathbf{P}^{\lambda}[\theta]+\epsilon Q^{\lambda}[\theta]=\left.2 \pi^{2} \epsilon \lambda \theta\right|_{\xi=0} ^{\xi=1}+\int_{0}^{1}\left(\theta^{2}+2 \pi^{2} \lambda \cos \theta\right) d \xi . \tag{61.19}
\end{equation*}
$$

Equilibrium states are determined by stationary values of the energy, therefore, also by stationary values of $(61,19)$. The first variation of this expression is

$$
\begin{aligned}
\delta\left|P^{\lambda}[\theta]+\epsilon Q^{\lambda}[\theta]\right| & =\left.2 \pi^{2} \epsilon \lambda \delta \theta\right|_{\xi=0} ^{\xi=1}+\int_{0}^{1}\left(2 \theta^{\circ} \delta \theta^{\circ}-2 \pi^{2} \lambda \sin \theta \delta \theta\right) \mathrm{d} \xi= \\
& =\left.2\left(\pi^{2} \in \lambda+\theta^{*}\right) \delta \theta\right|_{\xi=0} ^{\xi=1}-2 \int_{0}^{1}\left(\theta^{\prime \prime}+\pi^{2} \lambda \sin \theta\right) \delta \theta \mathrm{d} \xi \cdots
\end{aligned}
$$

Moreover, in Fig. 4 the solution of the well known beam column theory is represented (curve IIIa, b for $\epsilon=0.01$ ). This solution is obtained by omlssion of all terms of an order higher than two in $(61,13)$. In order that the energy so approximated

$$
-\left.2 \pi^{2} \in \lambda \psi\right|_{\xi=0} ^{\xi=1}+\int_{0}^{1}\left(\psi^{\prime 2}-\pi^{2} \lambda \psi^{2}\right) d \xi
$$

would hawe n stationary value, $\psi$ must satisfy the differential equation (61.6) with boundary conditions

$$
\begin{equation*}
\xi=0 \text { and } \xi=1: \psi=0 \text { and } \psi \cdots=\pi^{2} \in \lambda . \tag{61.23}
\end{equation*}
$$

By use of (61.23) the four integration constants of the general solution of (61.6) are determined. For the dimensionless deflection at the middle of the beam, it is found

$$
\begin{equation*}
\beta=\epsilon\left(1-\sec \frac{1}{2} \pi \sqrt{\lambda}\right) \tag{61.24}
\end{equation*}
$$

This result is well known (see for instance [43], eq. 27). As $\in \rightarrow 0$ this solution becomes $\beta=0$ for $\lambda \neq \lambda_{1}$, while for $\lambda=\lambda_{1}$ the deflection is undetermined (curve III). The latter solution can also be obtained if the solution $a \psi_{1}$ for neutral equilibrium of the equation (61.6) with boundary conditions (61.7) and (61.8) which holds for $\lambda=\lambda_{1}$ and infinitesimal values of $a$, is regarded as an approximate solution for finite deflections (see also Sect. 35).

It appears from Fig. 4 that the approximate solutions II and IIa are close to the exact solution if the deflection at the midpoint of the bar does not exceed $20 \%$ of the length of tw: ar. The approximation by the beam column theory is satisfactory if this larg: deflection remains smaller than $10 \%$ of the bar length. In the case of eccentric loads, the approximate theory developed here may be applied to the natural equilibrium state for loads below the buckling load for the centrically loaded bar, and the beam column the sry holds for loads up to $90 \%$ of this buckling load. The extension

I. Exact solution without eccentricity.

Ia. Exact solution with eccencricity.
II. Approximate solution without eccentricity.

IIa. Approximate solution with eccentricity.
III. Approximate solution corresponding to the assumption that neutral equilibrium is applicable for finite displacements.
III, b. Beam-column theory (with eccentricity)
IV. Boarder between regions of stable and unstable equilibrium for the approximate Solutions II and IIa.
of the region of valldity of the keam coiumn theory is small in this example; this is due to the small value of $A_{4}$ resilting in a very rapid incresse of the deflections as the buckling load of the sentricaliv inariar haom foenmpaged.

## 62. COX'S FRODLEM [23].

The ends of a prismatic, supposedly incompressible bar of length $\mathcal{L}$, are slmply supported such that displacements perpendicular to the bar axis are excluded. Again, consideration will be given to bending which takes place in a plane through the bar axis and a principal axis of inertla of the cross-section; the same notation will be used as in Sect. 611.

At the middle midpoint $C$ of the bar $A B$ (Fig. 5a) two identical compressible bars are attached through hinges. The end points of these supporting bars which lie in a plane perpendicular to $A B$, are simply supported at the rigid points $D$ and $E$. The plane of symmetry of this support coincides with the plane of bending of AB. It is further assumed that the point $C$ cannot undergo displacements in the direction of the $A B$ bar axis. The distance between the points $D$ and $E$ is denoted $2 b$, the distance from $C$ to the midpoint of the line DE is denoted by $d$ (Fig, 5b)


FIG. 5
it is clear that the straight undeformed state of the bar, which corresponis to undeformed supports, is always a possible state of equilibrlum when the loading consists
 state.
621. The Potential Energy

Let $y$ be the displacement of the point $C$ in the direction $x_{3}$. It follows then that the length of the supports amounts to $\sqrt{\mathrm{b}^{2}+\mathrm{d}^{2}}$ in the undeformed state, and to $\sqrt{b^{2}+(d-y)}{ }^{2}$ in the undeformed ytate (see fig. 5b). If, for the moment, a rigid coordinate system $x_{1}, x_{2}, x_{3}$ is concelved as fixed with the $x_{1}$-axis along one of the supporting bars, then the deformation component $\gamma_{11}$ of this bar is (see Sect. 11)

$$
\gamma_{11}=\frac{b^{2}+(d-y)^{2}}{b^{2}+d^{2}}-1=-\frac{2 d y}{b^{2}+d^{2}}+\frac{y^{2}}{h^{2}+d^{2}}
$$

The elastic potential for the support is then given by expression

$$
\begin{equation*}
\frac{1}{6} E \gamma_{11}^{2} \text { with } E=2 G \frac{m+1}{m} \tag{62.1}
\end{equation*}
$$

This result can easily be derived from (12.5) as the deformation components $\gamma_{1 j}$ $(i \neq j$ ) are zero while the absence of normal stresses in planes parallel to the support axis, by analogy to Sect. 54, leads to the conditions

$$
\frac{\partial A}{B \gamma_{22}}=\frac{A}{\partial \gamma_{33}}=0 \text { or } \gamma_{22}=\gamma_{33}=-\frac{1}{m} \gamma_{11}
$$

Subatitution in (12.5) then gives (62.1).

The total elastic energy in the supports is

$$
2 \cdot \frac{1}{8} E \gamma_{11}{ }^{2} F \sqrt{b^{2}+d^{2}}=\frac{E F}{\sqrt{b^{2}+d^{2}}{ }^{3}}\left(d^{2} y^{2}-d y^{3}+\frac{1}{4} y^{4}\right)
$$

where $F$ is the area of the supporting bars. With

$$
\frac{E F l^{3}}{\alpha\left\{\sqrt{b^{2}}+d^{2}\right\}^{0}} \frac{d^{2}}{8 \pi^{2}}=M \text { and } y=\ell B
$$

In which $\alpha$ is the bending stiffness of the bar $A B$ and $M$ a constant introduced by Cox [23], the energy of the support is written as

$$
\begin{equation*}
8 \pi^{2} M \frac{\beta}{\ell}\left(\beta^{2}-\frac{l}{d} \beta^{3}+\frac{1}{4} \frac{l^{2}}{d^{2}} \beta^{4}\right) \tag{62.3}
\end{equation*}
$$

For the sum of the elastic energy of the beam and energy of the loads, It can by use of (61.4) be written

$$
\begin{aligned}
V-W & =\frac{1}{2} \frac{\alpha}{l} \int_{0}^{1}\left\{\frac{\psi^{. .2}}{1-\psi^{*}}+2 \pi^{2} \lambda \sqrt{1-\psi^{\cdot 2}}\right\} d \xi= \\
& =\frac{1}{2} \frac{\alpha}{\ell}\left\{\int_{0}^{1}\left(\psi^{.2}-\pi^{2} \lambda \psi^{2}\right) d \xi+\int_{0}^{1}\left(\psi^{2} \psi^{.2}-\frac{1}{4} \pi^{2} \lambda \psi^{4}\right) d \xi .\right.
\end{aligned}
$$

Here a trivial constant has been disregarded and the serles has been terminated after the terms of the fourth ordel. By restriction of the considerations to symmetric deflections with respect to the midpoint $C$ of $A B$, the total energy is

$$
\text { Energy }=\frac{\alpha}{\ell}\left\{\mathbf{p}_{2} \lambda[\psi]+p_{3}^{\lambda}[\psi]+{P_{4}}^{\lambda}[\psi]\right\}
$$

with

$$
\begin{align*}
& P_{2}^{\lambda}[\psi]=\int_{0}^{\frac{1}{2}}\left(\psi^{\cdot 2}-\pi^{2} \lambda \psi^{2}\right) \mathrm{d} \xi+8 \pi^{2} \mathrm{M} \beta^{2}, \\
& P_{3} \lambda[\psi]=-8 \pi^{2} \mathrm{M} \frac{\ell}{\mathrm{~d}} \beta^{3}, \\
& P_{4}^{\lambda}[\psi]=\int_{0}^{\frac{1}{2}}\left(\psi^{2} \psi^{2} \cdot \cdot^{2}-\frac{1}{4} \pi^{2} \lambda \psi^{4}\right) \mathrm{d} \xi+2 \pi^{2} \mathrm{M} \frac{\ell^{2}}{\mathrm{~d}^{2}} \beta^{4} . \tag{62.4}
\end{align*}
$$

It should be noted also that in view of (62.2), $\beta$ is the value of $\psi$ for $\xi=\frac{1}{2}$. It appears from (62.4) that the first variation of the energy if identically zero for the state in which the bar remaius straight, in agreement with the fact that this state is always a possible state of equilibrium.

## 622. The Buckling Load

According to Sect. 31, the buckling load is determined by the smallest value of $\lambda$ for which, with an arbitrary kinematically possible function $\zeta$, the variational equation (24.14) is satisfied

$$
\begin{equation*}
P_{11^{\prime}}[\psi, \xi]=2 \int_{0}^{\frac{1}{2}}\left(\psi^{\prime} \xi^{\cdots}-\pi^{2} \lambda \psi^{\prime} \zeta^{\prime}\right) d \xi+16 \pi^{2} M(\psi \zeta)_{\xi=\frac{1}{2}}=0 \tag{62.5}
\end{equation*}
$$

After restriction to deflections which are fymmetric with respect to $C$, the kinematic conditions for the function $\zeta$ are given ty

$$
\xi=0 \text { for } \xi=0 \text { and } \xi=0 \text { for } \xi=\frac{1}{2} .
$$

Through integration by parts it follows from (62.5) that

$$
\begin{aligned}
& \left.2 \psi^{\circ} \zeta^{\cdot}\right|_{\xi=\frac{1}{2}} ^{\xi=0}-2\left(\psi^{\cdots}+\pi^{2} \lambda \psi^{*}\right) \zeta \left\lvert\, \begin{array}{l}
\xi=\frac{1}{2} \\
\xi=0
\end{array}+16 \pi^{2} M(\psi \zeta)_{\xi=\frac{1}{2}}+\right. \\
& +2 \int_{0}^{\frac{1}{2}}\left(\psi^{\cdots}+\pi^{2} \lambda \psi^{\prime}\right) \zeta d \xi=0 .
\end{aligned}
$$

Since the function $\zeta$ is arbitrary for $0<\xi<\frac{1}{2}, \psi$ should satisfy the differential equation

$$
\begin{equation*}
\psi^{\cdots}+\pi^{2} \lambda \psi^{\cdot}=0 ; \tag{62.6}
\end{equation*}
$$

due to the fact that $\zeta^{\cdot}$ is arbitrary for $\xi=0$ and $\zeta$ for $\xi=\frac{1}{2}$ it follows

$$
\begin{equation*}
\psi^{\cdot}=0 \text { for } \xi=0 \text { and }-\psi^{\cdots}-\pi^{2} \lambda \psi^{\prime}+8 \pi^{2} M \psi=0 \text { for } \xi=\frac{1}{2} \tag{62.7}
\end{equation*}
$$

Moreover $\psi$ should satisfy the kinematic concitions

$$
\begin{equation*}
\psi=0 \text { ior } \xi=0 \text { and } \psi^{*}=0 \text { for } \xi=\frac{1}{2} \tag{62.8}
\end{equation*}
$$

The general solution of (62.6) is given by

$$
\begin{equation*}
\psi=\mathrm{A}+\mathrm{B} \xi+\mathrm{C} \cos \pi \sqrt{\lambda} \xi+\mathrm{D} \sin \pi \sqrt{\lambda} \xi \tag{62.9}
\end{equation*}
$$

The boundary conditions for $\xi=0$ yield

$$
A=C=0
$$

The remaining constants with $\pi \sqrt{\lambda}=\mu$ are determined by the boundary conditions at $\xi=\frac{1}{2}$

$$
\begin{align*}
& B+\mu D \cos \frac{1}{2} \mu=0 \\
& \mu^{3} D \cos \frac{1}{2} \mu+8 \pi^{2} \cdot M\left(\frac{1}{2} B+D \sin \frac{1}{2} \mu\right)=0 \tag{62.10}
\end{align*}
$$

These equations possess a non-zero solution if and only if the determinant of the coefficients is zero. This condition becomes after some manipuiation

$$
\begin{equation*}
\mathrm{M}=-\frac{\mu^{3} \cos \frac{1}{2} \mu}{8 \pi^{2}\left(\sin \frac{1}{2} \mu-\frac{1}{2} \mu \cos \frac{1}{2} \mu\right)}=-\frac{\lambda \mu}{8\left(\operatorname{tg} \frac{1}{2} \mu-\frac{1}{2} \mu\right)} \tag{62,11}
\end{equation*}
$$

The buckling load is determined by the smallest value $\mu_{1}=\pi \sqrt{\lambda_{1}}$ which satisfies (62.11). If $M$ increases beyond bounds from zero, $\mu_{1}$ grows from $\pi$ to the value 8.986 ... determined by the equation

$$
\begin{equation*}
\operatorname{tg} \frac{1}{2} \mu-\frac{1}{2} \mu=0 \tag{62.12}
\end{equation*}
$$

The value $\lambda_{1}$ for the buckling load lies consequently in the region

$$
1 \leq \lambda_{1}<\frac{8.986^{2}}{\pi^{2}}=8.18
$$

The eigenfunction belonging to $\lambda_{1}$ is given by

$$
\begin{equation*}
\psi_{1}=\sin \mu_{1} \xi-\mu_{1} \xi \cos \frac{1}{2} \mu_{1} ; \tag{62.13}
\end{equation*}
$$

it is normalized in such a way that its value for $\xi=\frac{1}{2}$ is

$$
\begin{equation*}
\beta_{1}=\left(\psi_{1}\right)_{\xi=\frac{1}{2}}=\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1} \tag{62.14}
\end{equation*}
$$

Stability at the buckling load is in the first place governed by the quantity

$$
\begin{align*}
A_{3}=P_{3}\left[\psi_{1}\right] & =-8 \pi^{2} M \frac{\ell}{d} \beta_{1}^{3}=-8 \pi^{2} M \frac{\ell}{d}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)^{3}= \\
& =\frac{\ell}{d} \mu_{1}^{3} \cos \frac{1}{2} \mu_{1}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)^{2} \tag{62.15}
\end{align*}
$$

This quantity is zero only if one of the factors of (62.15) is zero, i.e. when $\mu_{1}=\pi$ or wher $\mu_{1}$ is equal to the value determined by (62.12); the corresponding values of $M$ are zero and infinite respectively. Consequently, for values of $M$ between these bounds, equilibrium at the buckling load is always unstable.
623. Equilibrium States for Loads in the Neighborhood of the Buckling Load

It follows from (62.4) that

$$
P_{2}^{\prime}[\psi]=-\pi^{2} \int_{0}^{\frac{1}{2}} \psi^{2} d \xi
$$

so that the constant $A_{2}^{\prime}$ is found to be

$$
\begin{align*}
A_{2}^{\prime}=P_{2}^{\prime}\left[\psi_{1}\right] & =-\pi^{2} \mu_{1}^{2} \int_{0}^{\frac{1}{2}}\left(\cos \mu_{1} \xi-\cos \frac{1}{2} \mu_{1}\right)^{2} d \xi= \\
& =-\pi^{2} \mu_{1}^{2}\left(\frac{1}{2}+\frac{1}{4} \cos \mu_{1}-\frac{3}{4} \frac{\sin \mu_{1}}{\mu_{1}}\right) . \tag{62.16}
\end{align*}
$$

It follows then from (35.6) that, at loads in the neighborhood of the buckling load, the amplitude of the eigenfunction (62.13) is given by

$$
\begin{equation*}
\underline{a}=\frac{2}{2} \frac{\pi^{2} \mu_{1}^{2}\left(\frac{1}{2}+\frac{1}{4} \cos \mu_{1}-\frac{3}{4} \frac{\sin \mu_{1}}{\mu_{1}}\right)}{\frac{1}{d} \mu_{1}^{3} \cos \frac{1}{2} \mu_{1}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)^{2}}\left(\lambda-\lambda_{1}\right) . \tag{62.17}
\end{equation*}
$$

The deflection at the midpoint of the bar is

$$
w_{\xi=\frac{1}{2}}=\underline{a} \ell \beta_{1}=\underline{a} \ell\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right) .
$$

When this deflection is made dimensionless by

$$
w_{\xi=\frac{1}{2}}=r d
$$

then it followe from (62.17) that

$$
\begin{equation*}
r=\frac{2}{3} \frac{\pi^{2}\left(\frac{1}{2}+\frac{1}{4} \cos \mu_{1}-\frac{3}{4} \frac{\sin \mu_{1}}{\mu_{1}}\right)}{\mu_{1} \cos \frac{1}{2} \mu_{1}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)}\left(\lambda-\lambda_{1}\right) \tag{62.18}
\end{equation*}
$$

For loads further removed from the buckling load, the theory of Sect. 38 may be applied. If the displacements from the fundamental state are still no amoll that the than uin tin fourth order in ( 38.22 ) may be neglected, it follows, after the derivatives of (38.22) are set equal to zero,

$$
\begin{equation*}
\underline{a}=-\frac{2}{3} \frac{\left(1-\frac{\lambda}{\lambda}\right) A_{2}^{0}}{A_{3}^{0}+\lambda A_{3}^{\prime}} \tag{62.19}
\end{equation*}
$$

Here (see also (62.4))

$$
A_{2}^{0}=P_{2}^{0}\left[\psi_{1}\right]=-\lambda_{1} \mathbf{P}_{2}^{\prime}\left[\psi_{1}\right]=-\lambda_{1} A_{2}^{\prime} ; A_{3}^{\prime}=P_{3}^{\prime}\left[\psi_{1}^{\prime}\right]=0
$$

and thus (62.19) agrees completely with (35.6). Therefore, the theory of Sect. 38 does not cause important modification of ( 62.18 ), even if the load is considerably different from the buckling load.
624. The Influence of Small Deviations

At present it will be assumed that in the undeformed state the bar axis AB slightly deviaten from the straight line, while the undeformed state of the supports remains unchanged. The deviation will be such that in the undeformed state the coordinates of a point of the bar axis are given by

$$
\begin{equation*}
x_{1}^{0}=x, \quad x_{3}^{0}=w_{0} . \tag{62.20}
\end{equation*}
$$

The deviation of the undeformed state from the model with coordinates $\mathrm{x}_{1}=\mathrm{x}$, $x_{3}=0$ which was considered above is small if the quantity $w_{0}$ is small. In agreement with Chapter 4, this smallness justifies omission of quantities of second and
higher order in $w_{0}$ and its derivatives. The length of a line-element of the undeformed har oxia than is

$$
\begin{equation*}
d l^{o}=\sqrt{1+\left(\frac{d w_{0}}{d x}\right)^{2}} d x=d x \tag{62.21}
\end{equation*}
$$

It is assumed that at $x=0$ and at $x=\ell$ the function $w_{0}$ becomes zero.

If the point (62.20) undergoes displacements $u$ and $w$ in the directions of the axes, then the length of a line element of the deformed bar axis is

$$
d l^{\prime}=\sqrt{\left(1+\frac{d u}{d x}\right)^{2}+\left(\frac{d w_{o}}{d x}+\frac{d w}{d x}\right)^{2}} d x .
$$

The incompressibility of the bar axis is consequently expressed by the condition

$$
\begin{equation*}
\left(1+\frac{d u}{d x}\right)^{2}+\left(\frac{d w_{0}}{d x}+\frac{d w}{d x}\right)^{2}=1 \tag{62.22}
\end{equation*}
$$

The curvature of the bar axis in the undeformed state is

$$
\rho^{0}= \pm \frac{\frac{d x_{1}^{0} d^{2} x_{3}^{0}}{d x}-\frac{d x_{3}^{0}}{d x} \frac{d^{2} x_{1}^{0}}{d x^{2}}}{\left.\left\{\left(\frac{d x_{1}^{0}}{d x}\right)^{2}+\left(\frac{d x_{3}^{0}}{d x}\right)\right\}^{2}\right\}^{\frac{3}{2}}}= \pm \frac{d^{2} w_{o}}{d x^{2}}
$$

and in the deformed state it is

$$
\rho^{\prime}= \pm \frac{\left(1+\frac{d u}{d x}\right)\left(\frac{d^{2} w_{0}}{d x^{2}}+\frac{d^{2} w}{d x^{2}}\right)-\left(\frac{d w_{0}}{d x}+\frac{d w}{d x}\right) \frac{d^{2} u}{d x^{2}}}{\left\{\left(1+\frac{d u}{d x}\right)^{2}+\left(\frac{d w_{0}}{d x}+\frac{d w}{d x}\right)^{2}\right\}^{3 / 2}}
$$

By use of (62.22) the function $u$ can be eliminated. The result is (see also sec. 611)

$$
\rho^{\prime}= \pm \frac{\frac{d^{2} w_{0}}{d x^{2}}+\frac{d^{2} w}{d x^{2}}}{\sqrt{1-\left(\frac{d w_{0}}{d x}+\frac{d w}{d x}\right)^{2}}}
$$

After expansion and omission of terms of the fifth and higher order in the derivatives of $w_{0}$ and $w$ as well as of terms of the second and higher order in $w_{0}$, it follows

$$
\rho^{\prime}= \pm\left\{\frac{d^{2} w_{0}}{d x^{2}}+\frac{d^{2} w}{d x^{2}}+\frac{1}{2} \frac{d^{2} w_{0}}{d x^{2}}\left(\frac{d w}{d x}\right)^{2}+\frac{d w_{0}}{d x} \frac{d w}{d x} \frac{d^{2} w}{d x^{2}}+\frac{1}{2}\left(\frac{d w}{d x}\right)^{2} \frac{d^{2} w}{d x^{2}}\right\}
$$

The energy in a beam element is taken to be proportional to the square of the change of curvature $\rho^{\prime}-\rho^{0}$. If terms of the sixth and highar order in the derivatives of $w_{0}$ and $w$, as well as terms of the second and higher order in $w_{0}$ are neglected, the total energy in the bar is

$$
\begin{align*}
& \frac{1}{2} \alpha \int_{0}^{\ell^{0}}\left(\rho^{1}-\rho^{0}\right)^{2} d \ell^{0}=\frac{1}{2} \alpha \int_{0}^{\ell} \int\left(\frac{d^{2} w}{d x^{2}}\right)^{2}+\frac{d^{2} w_{0}}{d x^{2}}\left(\frac{d w}{d x}\right)^{2} \frac{d^{2} w}{d x^{2}}+ \\
& \left.\quad+2 \frac{d w_{0}}{d x} \frac{d w}{d x}\left(\frac{d^{2} w}{d x^{2}}\right)^{2}+\left(\frac{d w}{d x}\right)^{2}\left(\frac{d^{2} w}{d x^{2}}\right)^{2}\right\} \quad d x \tag{62.23}
\end{align*}
$$

The energy of the loads is

$$
\left.N u\right|_{x=0} ^{x=l}=N \int_{0}^{1} \frac{d u}{d x} d x
$$

for which, after use of (62.22) and expansion with omission of terms of the sixth and higher order in the derivatives of $w_{0}$ and $w$ and terms of the second and higher order in the derivative of $w_{0}$, it follows

$$
\begin{align*}
& \left.N \int_{0}^{l} \int \sqrt{1-\left(\frac{d w_{0}}{d x}+\frac{d w}{d x}\right)^{2}}-1\right\} d x= \\
& =-\frac{1}{2} N \int_{0}^{l}\left\{2 \frac{d w_{6}}{d x} \frac{d w}{d x}+\left(\frac{d w}{d x}\right)^{2}+\frac{d w_{0}}{d x}\left(\frac{d w}{d x}\right)^{3}+\frac{1}{4}\left(\frac{d w}{d x}\right)^{4}\right\} \tag{62.24}
\end{align*}
$$

For the energy of the supports, $(62,3)$ remains valid without change. These quantities are again made dimensionless by

$$
x=\xi \ell, \quad w_{0}=\epsilon \psi_{0} \ell, \quad w=\psi \ell, \quad N=\lambda \frac{\pi^{2} \alpha}{\ell^{2}} .
$$

Here $\psi_{0}$ is a function which describes the form of the deviation of the bar axis from the straight line; $\in$ is the deviation parameter which determines the magnitude of the deviations. At $\boldsymbol{\xi}=0$ and $\boldsymbol{\xi}=1, \psi_{0}$ is equal to zero. Differentiations with respect to $\boldsymbol{\xi}$ are again denoted by a dot: When the considerations are restricted to symmetric deflections with respect to the midpoint of the beam then the total energy as a sum of (62.23), (62.24) and (62.3) is

$$
\begin{equation*}
\text { Energy }=\frac{\alpha}{l}\left\{\mathbf{P}_{2}^{\lambda}[\psi]+{p_{3}}^{\lambda}[\psi]+{P_{4}}^{\lambda}[\psi]+\epsilon Q_{1}^{\lambda}[\psi]+\epsilon Q_{3}{ }^{\lambda}[\psi]\right\} ; \tag{62.25}
\end{equation*}
$$

In this Axpregeign the tint waive worms are given by (62.4), the remaining terms by

$$
\left.\begin{array}{l}
Q_{1} \lambda[\psi]=-2 \pi^{2} \lambda \int_{0}^{1 / 2} \psi_{0}^{\cdot} \psi^{\prime} d \xi, \\
Q_{3} \lambda[\psi]=\int_{0}^{1 / 2}\left(\psi_{0}^{\cdot} \psi^{\circ} \psi^{2} \cdot{ }_{0}+2 \psi_{0}^{\cdot} \psi^{*} \psi^{\circ \cdot 2}-\pi^{2} \lambda \psi_{0}^{\cdot} \psi^{\cdot 3}\right) d \xi \tag{62.26}
\end{array}\right\}
$$

For small values of $\psi$, the conditions given in Sect. 47 for the extended theory are satisfied. If terms of the fourth order in the displacements are omitted, the coefficients of (47.8) follow immediately (see (38.21), (62.4) and (62.26))

$$
\begin{align*}
& A_{2}^{o}=P_{2}^{0}\left[\psi_{1}\right]=-\lambda_{1} P_{2}^{\prime}\left[\psi_{1}\right]= \\
&=\lambda_{1} \pi^{2} \mu_{1}^{2}\left(\frac{1}{2}+\frac{1}{4} \cos \mu_{1}-\frac{3}{4} \frac{\sin \mu_{1}}{\mu_{1}}\right) \\
& A_{3}^{o}=P_{3}^{0}\left[\psi_{1}\right]=P_{3}\left[\psi_{1}\right]= \\
&=\frac{\ell_{1}}{d} \mu_{1}^{3} \cos \frac{1}{2} \mu_{1}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)^{2}  \tag{62.27}\\
& A_{3}^{\prime}=0, \\
& B_{1}^{\prime}=Q_{1}^{\prime}\left[\psi_{1}\right]==2 \pi^{2} \mu_{1} \int_{0}^{1 / 2} \psi_{0}^{\prime}\left(\cos \mu_{1} \xi-\cos \frac{1}{2} \mu_{1}\right) d \xi
\end{align*}
$$

In agreement with the work by Cox it is assumed here that the undeformed beam consists of two straight parts which are connected to each other in an angle at the midpoint $C$. The deviation function $\psi_{0}$ is chosen in such a way the midnoint $C$ lies on a distance $d$ under the line $A B$

$$
\begin{equation*}
\psi_{0}=2 \frac{d}{l} \xi \text { for } 0 \leq \xi \leq \frac{1}{2} . \tag{82.28}
\end{equation*}
$$

The constant $\mathrm{B}_{1}^{\prime}$ then is

$$
\begin{equation*}
B_{1}^{\prime}=-4 \pi^{2} \frac{d}{l}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right) \tag{62.29}
\end{equation*}
$$

The deflection at the midpoint is

$$
\underline{Q} \beta \cdot l=\underline{a}\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right) .
$$

After substitution of

$$
\underline{a} \beta \ell=\mathbf{r d}
$$

instead of a, a new variable $r$ is introduced which determines the deflection at the midpoint of the beam as a multiple of the distance $d$. Expression $(47,8)$ can then be written

$$
\begin{align*}
F_{(a)}^{\lambda^{\prime}}= & \frac{d^{2}}{l^{2}}\left\{\frac{\mu_{1}^{3} \cos \frac{1}{2} \mu_{1}}{\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}} r^{3}+\right. \\
& \left.\left.+\Omega_{1}-\lambda\right) \pi^{2} \mu_{1}{ }^{2} \frac{\frac{1}{2}+\frac{1}{4} \cos \mu_{1}-\frac{3}{4} \frac{\sin \mu_{1}}{\mu_{1}}}{\left(\sin \frac{1}{2} \mu_{1}-\frac{1}{2} \mu_{1} \cos \frac{1}{2} \mu_{1}\right)^{2}} r^{2}-4 \pi^{2} \in \lambda r\right\}= \\
& =\frac{d^{2}}{\ell^{2}}\left|R_{3} r^{3}+\left(\lambda-\lambda_{1}\right) R_{2}^{\prime} r^{2}+\epsilon \lambda R_{1}^{\prime} r\right| . \tag{62.30}
\end{align*}
$$

As it appears from (62.30) the introduction of the naw variable $r$ offers the advantage that the influence of the ratio $\mathrm{d} / \ell$ has been eliminated. The equilibrium states are characterized by stationary values of (62.30), i.e., by

$$
\begin{equation*}
3 R_{3} r^{2}+2\left(\lambda-\lambda_{1}\right) R_{2}^{\prime r}+\epsilon \lambda R_{1}^{\prime}=0 . \tag{62.31}
\end{equation*}
$$

The solutions of (62.31) are

$$
\begin{equation*}
r=-\frac{1}{3}\left(\lambda-\lambda_{1}\right) \frac{R_{2}^{\prime}}{R_{3}} \pm \sqrt{\frac{1}{9}\left(\lambda-\lambda_{1}\right) \frac{2_{2}^{R_{2}^{\prime}}}{R_{3}{ }^{2}}-\varepsilon \lambda \frac{R_{1}}{3 R_{3}}} . \tag{62.32}
\end{equation*}
$$

These solutions are real if

$$
\begin{equation*}
\frac{1}{9}\left(\lambda-\lambda_{1}\right)^{2} \frac{R_{2}{ }^{\prime 2}}{R_{3}{ }^{2}} \geq \in \lambda \frac{R_{1}{ }^{\prime}}{3 R_{3}} . \tag{62.33}
\end{equation*}
$$

As the values of $\mu_{1}$ lie between $\pi$ and 8.986 all coefficients $R$ of (62.31) are negarive. Consequently for negative values of $\epsilon,(62.33)$ is always satisfied. The roots deter-
 fig. 6, pare 219). Only the branch which is obtained by continuous deformation from the unloaded, undeformed state is of practical imporiance. This irauci, the aûtuial branch corresponds to use of the lower sign ir front of the square root in (62. 32). For pcaitive values of $\epsilon$ two limits $\lambda^{*}<\lambda_{1}$ and $\lambda^{* *}>\lambda_{1}$ are determined such that the sclutione (62.32) are real for $\lambda<\lambda^{*}$ and for $\lambda>\lambda * *$. Hereonly the branch for which $\lambda<\lambda^{*}$ is of practical importance.

Siability of the equilibrium is governad by the sign of the second derivative of (62.30)

$$
\begin{equation*}
6 R_{3} r+2\left(\lambda-\lambda_{1}\right) R_{2}^{\prime} \tag{62.34}
\end{equation*}
$$

In view of (62.32) this derivative is always positive for the solution of (62.32) which corresponds to the negative square root with the exception of the limit values $\lambda^{*}$ and $\lambda * *$ determined by (62.33) for positive values of $\epsilon$. Consequently, the natural branch is always stable for negative values of $\epsilon$. For positive values of $\epsilon$, as the natural branch passes through $\lambda^{*}$,the stability limit will be reached. In view of (62.35), this bucking load is determined by

$$
\begin{equation*}
\lambda^{*}=\lambda_{1}+\frac{3}{2} \epsilon \frac{R_{1}{ }^{\prime} R_{3}}{R_{2}{ }^{\prime 2}}-\sqrt{3 \epsilon \frac{R_{1}{ }^{\prime} R_{3}}{R_{2}{ }^{\prime 2}}+\frac{9}{4} \epsilon^{2} \frac{R_{2}^{\prime 2} R_{3}^{2}}{R_{2}{ }^{\prime 4}}} . \tag{62́.35}
\end{equation*}
$$

625. Comparison with the solution by Cox

In the derivative above, all terms were disregarded in the energy (62.25) which correspond to the bar and are of. a higher order than two in the derivatives of $\psi$;
 does not exceed 10 percent of the length of the bar. In that case the energy is given by ${ }^{1}$

$$
\begin{align*}
& \text { Energy }=\frac{\alpha}{l}\left\{\int_{0}^{1 / 2}\left(\psi^{\cdot 2}-\pi^{2} \lambda \psi^{2}-2 \pi^{2} \epsilon \lambda_{\psi_{0} \psi^{*}}\right) \mathrm{d} \xi+\right. \\
& \left.+8 \pi^{2} M\left(\beta^{2}-\frac{\ell}{d} \beta^{3}+\frac{1}{4} \frac{\ell^{2}}{d^{2}} \beta^{4}\right)\right\} \tag{62.3i}
\end{align*}
$$

Equilibrium states are determined by the stationary values of $(62.36)$, thus by

$$
\begin{align*}
& 2 \int_{0}^{1 / 2}\left(\psi^{\prime \cdot} \xi^{\prime}-\pi^{2} \lambda \psi^{\cdot} \xi^{\cdot}-\pi^{2} \epsilon \lambda \psi_{0}^{\prime} \xi^{\prime}\right) d \xi+ \\
& +8 \pi^{2} \mathrm{M}\left(2 \psi \zeta-3 \frac{\ell}{\mathrm{~d}}{ }^{2} \xi+\frac{\ell^{2}}{\mathrm{~d}^{2}} \psi^{3} \zeta\right)_{\xi=\frac{1}{2}}=0 \tag{62.37}
\end{align*}
$$

for all functions $\boldsymbol{\zeta}$ which satisfy the kinematic conditions

$$
\xi=0 \text { for } \xi=0 \text { and } \xi=0 \text { for } \xi=\frac{1}{2}
$$

[^22]Through integration by parts it follows from (62.37) that $\psi$ should satisfy the differentiai equaiou

$$
\begin{equation*}
\psi^{\cdots}+\pi^{2} \lambda \psi^{+}+\pi^{2} \varepsilon \lambda \psi_{0}=0 \tag{82.38}
\end{equation*}
$$

with the boundary conditions

$$
\begin{align*}
\psi^{\prime \prime}= & 0 \text { for } \xi=0, \\
& -\psi^{\prime \prime}-\pi^{2} \lambda \psi^{\prime}-\pi^{2} \in \lambda \psi_{0}^{\prime}+ \\
& +8 \pi^{2} M\left(\psi-\frac{3}{2} \frac{\ell}{d} \psi^{2}+\frac{1}{2} \frac{l^{2}}{d^{2}} \psi^{3}\right)=0 \text { for } \xi=\frac{1}{2} . \tag{6z.39}
\end{align*}
$$

The kinematic conditions for $\psi$ read

$$
\begin{equation*}
\psi=0 \text { for } \xi=0 \text { and } \psi^{*}=0 \text { for } \xi=\frac{1}{2} \tag{62.40}
\end{equation*}
$$

For the deviation function (62.28), equation (62.38) becomes identical to (62.6). This equation with boundary conditions $(62.39)$ and $(62.40)$ can be solved rigorously. Two integration constants of the general solution (62.9) foliow immediately from the conditions at $\xi=0$

$$
A=C=0 .
$$

The deflection at the midpoint of the beam is determined by

$$
\beta=\frac{1}{2} B+D \sin \frac{1}{2} \mu \text { with } \mu=\pi \sqrt{\lambda} .
$$

Under the condition $\psi \cdot=0$ at $\xi=\frac{1}{2}$

$$
B+D_{\mu} \cos \frac{1}{2} \mu=0
$$

the constants $B$ and $D$ may be expressed in terms of $\beta$

$$
\mathbf{B}=-\frac{\mu \beta \cos \frac{1}{2} \mu}{\sin \frac{1}{2} \mu-\frac{1}{2} \mu \cos \frac{1}{2} \mu}, \quad D=\frac{\beta}{\sin \frac{1}{2} \mu-\frac{1}{2} \mu \cos \frac{1}{2} \mu} .
$$

Finally $\beta$ is determined by the second condition (62.39)

$$
\begin{align*}
& \frac{\mu 3}{\sin \frac{1}{2} \mu-\frac{1}{2} \mu \cos \frac{1}{2} \mu} \beta \cos \frac{1}{2} \mu-2 \mu^{2} \epsilon \frac{d}{l}+ \\
&+8 \pi^{2} M\left(\beta-\frac{3}{2} \frac{l}{d} \beta^{2}+\frac{1}{2} \frac{l^{2}}{d^{2}} \beta^{3}\right)=0 . \tag{62.41}
\end{align*}
$$

An equation for the deflection at the midpoint of the beam as a multiple of the distance d follows from (62.41) by substitution of $\beta \boldsymbol{\ell} / \mathrm{d}=r$

$$
\begin{equation*}
\mathbf{r}^{3}-3 r^{2}+\left(2+\frac{\lambda}{2 M} \frac{\mu}{2 \operatorname{tg} \frac{1}{2} \mu-\mu}\right) r-\frac{\lambda}{2 M} \epsilon=0 \tag{62.42}
\end{equation*}
$$

This result agrees completely with that by Cox who neglected

$$
\frac{r}{R^{2}+1}
$$

in comparison to unity in his equation (18) [23, in particular p. 264]. ${ }^{1}$

[^23]- The stability of the equilibrium states determined by (62.42) are governed by the second variation of the energy (62.36)

$$
\begin{align*}
& \frac{\alpha}{\ell}\left\{\int_{0}^{1 / 2}\left(\xi^{.2}-\pi^{2} \lambda \zeta^{2}\right) d \xi+8 \pi^{2} M\left(\xi^{2}-3 \frac{\ell^{2}}{\dot{\alpha}} \xi^{2}+\frac{3}{2} \frac{\ell^{2}}{d^{2}} \beta^{2} \zeta^{2}\right){ }_{\xi=\frac{1}{2}}\right\}= \\
& =\frac{\alpha}{\ell}\left\{\int_{0}^{1 / 2}\left(\xi^{.2}-\pi^{2} \lambda \zeta^{2}\right) d \xi+\left[8 \pi^{2} M\left(1-3 r+\frac{3}{2} r^{2}\right) \zeta^{2}\right]_{\xi=\frac{1}{2}}\right\} . \tag{62.43}
\end{align*}
$$

This is of the same form as the second variation (62.4) for the initially straight beam. The condition for neutral equilibrium can therefore immediately be derived from.
(62.11)

$$
\begin{gather*}
8 \pi^{2} M\left(1-3 r+\frac{3}{2} r^{2}\right) \frac{\mu^{3}}{\operatorname{tg} \frac{1}{2} \mu-\frac{1}{2} \mu}=0 \text { or } \\
3 r^{2} \cdots 6 r+2+\frac{\lambda}{2 M} \frac{\mu}{2 \operatorname{tg} \frac{1}{2} \mu-\mu}=0 . \tag{62.44}
\end{gather*}
$$

In a $\lambda$ versus $r$ diagram, the neutral states of equilibrium for different values of $\epsilon$ are all represented by the curve determined by (82.44). This curve, according to (62.11), goes through the point $\lambda=\lambda_{1}, r=0$. For the points $\lambda<\lambda_{1}, r=0$ and for $\lambda>\lambda_{1}, r=0$ representing possible equilibrium states at $\epsilon=0$, equilibrium is stable and unstable respectively. The transition from a stable to an unstable state of equilibrium always takes place at a state of neutral equilibrium. Therefore, the equilibrium states are stable and unstable respectively depending on whether they are represented by a point on the same or the opposite side of the curve given by (62.44) as $\lambda<\lambda_{1}, r=0$ and $\lambda>\lambda_{1}, \mathbf{r}=0$. In passing along the natural branch from the point
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La. Solution of Cox $\epsilon=0$
Ib. Solution of Cox $\epsilon=0,1$.
Ic. Solution of $\operatorname{Cox} \epsilon=-0,1$.
Id. Partition between stable and unstable region according to Cox
IIa, Approximation $\epsilon=0$.
IIb. Approximation $\epsilon=0,1$.
IIc. Approximation $\epsilon=0,1$.
IId. Partition between stable: and unstable region accordjag to the approximation.
which represents the undeformed, unloaded state $\lambda=\mathbf{r}=0$, the bucking load is renohed at the firgt intersection with the curve (62.44). The corresponding value $\lambda^{*}$ of the load parameter is obtained by elimination of $r$ from (62. 42) and (62.44). As (62.44) is also the condition for the cccurrence of a double root of (62.42), the tangent to the curve $\lambda$ versus $r$ is at the point $\lambda^{*}, r^{*}$ parallel to the r-axis.

In Fig. 6 some $\lambda$ versus $r$ curves are drawn for the case $M=1$; In view of (62.11), the value of the load parameter corresponding to the buckling load of the initially straight beam is $\lambda_{1}=4$.

Curve Ia is valid for the initially straight bar, the curves Ib and Ic are valid for the values 0.1 and $\mathbf{- 0 . 1}$ of the deviation parameter $\in$ respectively. Of the last mentioned curves, only those branches are represented which are obtained continuously from the undeformed state. The line of partition between the stable and unstable regions is given by curve Id. The stable parts of the $\lambda$ versus $r$ curves are given by heavy lines, the unstable parts iny dotted lines.

Further, in Fig, 6 some $\lambda$ versus $r$ curves are drawn for the approximate solution for $M=1$. Curve IIa holds for the initially atraight beam (see (62.18)), the curves IIb and IIc hold for the values 0.1 and $\mathbf{- 0 . 1}$ of the deviation parameter $\in$ respectively (see (62.32)). The line of partition between the stable and unstable region is given by curve IId; this curve is obtained when (62.34) is set equal to zero. It appears from the figure that the approximation is good if $\mathbf{r}$ does not exceed the value 0.4 , i.e. if the deflection $a^{2}$ the midpoint of the bar is not larger than $40 \%$ of the distance $d$.

In Fig. 7 the bucklixg load $\lambda^{*}$ of the bar is given as a function of $E$ for the case of positive values of $\epsilon$. Curve I corresponds to Cox's solution obtained by elimination of $r$ in (62.42) and (62.44), curve II corresponds to the approximate solution (62. 35). Also in this case the agreement is very satisfactory.
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Finally, it may be noted that the analysis of $\mathrm{Cox}^{1} \mathrm{~s}$ problem is also based on the assumption of a completely elastic inaterial. As a consequence, the considerations have significance only as long as the occurring deformations are very small. In view of the results of Sect. 621, the strain components in the supporting bars are of an order of magnitude of $d^{2} /\left(b^{2}+d^{2}\right)$ if the deflection at the midpoint of the beam is of the same order of magnitude as the distance $d$. Consequently, in the foregoing It has tacitly been assumed that the angle ECD of the supports differs little from $180^{\circ}$ (see Fig. 5b).

## 63. THE PROBLEM OF THE EFFECTIVE WIDTH

The simplest case of the problem of the effective width may be formulated as follows. The edges of a flat rectangular plate are simply supported such that edge displacements can only occur in the plane of the plate. If the plate is loaded in compression on two opposite sides, buckling of the plate will take place as a certain critical load (the buckling laad) is exceoded. Below the buckling load, a iinear relation exists between the compressive load and the end shortening; after the buckling load is excepded, the end shortening increases more rapidly than the compressive load. This is expressed by use of the concept of effective width defined as follows: the ratio of the effective width to the total width ox the plate is equal to the ratio of the compressive load sustained by the plate to the load on a similar but not buckled plate which has the
same end shortening. The extensive theoretical literature about this subject (see [46]) yields good results for loads not too far in excess of the buckling load; on the other hand the theory is still unsatisfactory for loads far in excess of the bucking ioad.

For loads not too far in excess of the buckling load the best theory is given by Marguerre-Trefftz [19]. After a short survey of their considerations (Sect. 632),the general theory of Chapter 3 will be applied in Sect. 633 here. The resl $\%$ thus obtained agree very well with the results obtained by Marguerre-Treffrr.

## 831. The Elastic Energy

The elastic energy in an initially flat plate can be calculated by application of the general theory of Chapter 5. In this particular case, it is simpler, to make use of the results already obtained by Marguerre and Trefftz [19].

A point in the middle surface of the undeformed plate is described by its coordinates $x$ and $y$ with respect to a fixed system of orthogonal coordinate rixut whose origin is at the midpoint of the plate. For a plate of length $l$ and width $b$ the longitudinal edges are given by $y= \pm \frac{1}{2} b$ and the transveras edges by $x= \pm \frac{1}{2} \ell$. As the plate is deformed a point in the middle surface undergoes a displacement with components $u$ and $v$ in the directions of the $x$ and $y$ axis respectively and a component $w$ normal to the surface of the plate. If differentiation with respect to $x$ and $y$ is denoted by indices $x$ and $y$ placed at right below the arguments, then the total elastic energy is [19, eq. 36].

$$
\begin{align*}
v=\frac{1}{4} & c_{h} \frac{m}{m-1} \int_{-\frac{1}{2} l}^{\frac{1}{2} \ell} \int_{-\frac{1}{2} b}^{\frac{1}{2} b}\left\{\left(2 u_{x}+2 v_{y}+w_{x}^{2}+w_{y}^{2}\right)^{2}+\right. \\
& -2 \frac{m-1}{m}\left[\left(2 u_{x}+w_{x}^{2}\right)\left(2 v_{y}+w_{y}^{2}\right)-\left(u_{y}+v_{x}+w_{x} w\right)^{2}\right]+ \\
& \left.+\frac{1}{3} h^{2}\left[\left(w_{x x}+w_{y y}\right)^{2}-2 \frac{m-1}{m}\left(w_{x x} w_{y y}-w_{x y}^{2}\right)\right]\right\} d x d y . \tag{63.1}
\end{align*}
$$

632. The Theory of Marguerre-Trefftz

An infinitely long plate which andergoes an average compression $\epsilon_{1}$ is considered. The displacement component $u$ is

$$
\begin{equation*}
u=-\epsilon_{1} x+\hat{u}, \tag{63.2}
\end{equation*}
$$

where the second term is a periodic function of $\mathbf{x}$. For the displacement component $v$ is written

$$
\begin{equation*}
v=\epsilon_{2} y+\hat{*} \tag{63.3}
\end{equation*}
$$

The transverse displacements of the longitudinal edges (which remain straight) are $\pm \frac{1}{2} \epsilon 2^{b}$. Alse $\hat{\vartheta}$ is a periodic function of $\mathbf{x}$. Along the longitudinal edges

$$
\begin{equation*}
\hat{\theta}\left(x, \pm \frac{1}{2} b\right)=0 \tag{63.4}
\end{equation*}
$$

For the adge values of the displacement component $\mathfrak{a}$ it is also required that

$$
\begin{equation*}
\hat{u}\left(x, * \frac{1}{2} b\right)=0 . \tag{63.5}
\end{equation*}
$$

This implies that the longitudinal edges are connected to stringers of such a stiffness that they do not noticeably deform under the shear stresses induced in the plate. This assumption appears to be of minor tiuportance; almost the same result may be obtained if it is assumed that the longitudinal edges are not subjected to loads in the $x$-direction, i.e., that no ahear stresses act on the lungitudinal edges.

Marguerre and Trefftz consider $\epsilon_{1}$ as an independent parameter or to put it differently, they consider a plate with a prescribed end shortening. The compressive load which is (at infinity) acting on the plate than does not contribute to the potential energy. Further, they consider the two limiting cases that the iongitucinal edges
are completely free to move in the $y$-direction and that the edges are completely restrained
 tudinal edges contribute to the total potential energy; in the first case because the total load on the edge is zero, in the second case because dispiacement of tine luigitudiual edges is zero. The total potential energy is then determined by (63.1). By use of (63.2) and (63.3) this expression becomes

$$
\begin{align*}
v= & \frac{1}{4} G h \frac{m}{m-1} \iint\left[-2 \epsilon_{1}+2 \epsilon_{2}+2\left(\hat{( }_{x}+\hat{v}_{y}\right)+w_{x}^{2}+w_{y}^{2}\right]^{2} d x d y+ \\
& -\frac{1}{2} G h \iint\left[\left(-2 \epsilon_{1}+2 \hat{f}_{x}+w_{x}^{2}\right)\left(2 \epsilon_{2}+2 \hat{v}_{y}+w_{y}^{2}\right)+\right. \\
& -\left(\hat{G}_{y}+\hat{v}_{x}+w_{x} w y^{2}\right] d x d y+ \\
& +\frac{1}{12} G h^{3} \frac{2 n}{m-1} \iint\left[\left(w_{x x}+w_{y y}\right)^{2}-2 \frac{m-1}{m}\left(w_{x x} w_{y y}-w_{x y}^{2}\right)\right] d x d y . \tag{63,6}
\end{align*}
$$

States of equilibrium are characterized by stationary values of the energy (63.6).

It is known that, as the stability limit is reached the displacernent components $\hat{\mathbf{u}}$ and $\hat{\mathbf{v}}$ are zero while the component $w$ is given by [47]

$$
\begin{equation*}
w=a \cos \frac{\pi x}{b} \cos \frac{\pi y}{b} \tag{63.7}
\end{equation*}
$$

if the longitudinal edges are free, and by

$$
\begin{equation*}
w=a \cos \mu \frac{\pi x}{b} \cos \frac{\pi y}{b} \text { with } \mu=\sqrt{\frac{m-2}{m}} \tag{63.8}
\end{equation*}
$$

it the longitudinal edges are restrained from displacement in y-direction [19, eq. $92^{1}$ ], An approximation is now introduced by the assumption that the displacement component perpendicular to the suriace of the plate, also aiter the bunkling load has been exceeded, is given by (63.7) or (63.8). The still unknown components $\hat{\mathfrak{a}}$ and $\hat{\boldsymbol{v}}$ are detormined if the firet variation of (B3.B) is set equal to zero for every ponathle yariation of $\hat{u}$ and $\hat{v}$. This leads to the differential equations (see [19], sec. $V$ )

$$
\left.\begin{array}{rl}
\hat{u}_{x x}+\hat{u}_{y y}+\frac{m+1}{m-1} \frac{\partial}{\partial x}\left(\hat{u}_{x}+\hat{v}_{y}\right) & +\frac{m}{m-1} \frac{\partial}{\partial x}\left(w_{x}^{2}+w_{y}^{2}\right)+ \\
& +w_{x y y} w_{y y}-w_{y} w_{x y}=0, \\
\hat{v}_{x x}+\hat{v}_{y y}+\frac{m+1}{m-1} \frac{\partial}{\partial y}\left(\hat{u}_{x}+\hat{v}_{y}\right) & +\frac{m}{m-1} \frac{\partial}{\partial y}\left(w_{x}^{2}+w_{y}^{2}\right)+  \tag{63.9}\\
& +w_{y} w_{x x}-w_{x} w_{x y}=0 .
\end{array}\right\}
$$

After restriction of the considerations to free longitudinal edges with the buckling mode (63.7), a particular solution of (63.9) can immediately be written down [19, eq. 50]

$$
\left.\begin{array}{l}
\hat{u}_{p}=\frac{\pi \underline{a}^{2}}{18 b} \sin \frac{2 \pi x}{b}\left(\cos \frac{2 \pi y}{b}+\frac{m-1}{m}\right),  \tag{63.10}\\
\hat{v}_{p}=\frac{\pi a^{2}}{16 b} \sin \frac{2 \pi y}{b}\left(\cos \frac{2 \pi x}{b}+\frac{m-1}{m}\right) .
\end{array}\right\}
$$

The requirement of periodicity is satisfied by this solution. However, the boundary conditions are not yet satisfied. For this purpose a solution of the homogeneous equations (63.9) must also be added. It appears, however, that this addition is not numerically siguificant [19, sec. V and VI ] so that it will not be further considered. This is even more justified in view of the fact that in reality the boundary conditions
${ }^{1}$ Equation 92 contains a typographioal error, it should read $\frac{b^{2}}{l^{2}}=\frac{m-2}{m}$.
(63.5) are only approximately valid and that (63.10) represente the exact solution if, instead of (63.5), absence of shear stresses along the longitudinal edges is required.

Introduction of (63.7) and (63.10) in (63.6) determines the energy as a function of the three paisameters $\epsilon_{1}, \varsigma_{2}, \underline{a}$. Fxecution of the Integration over the length $b$ of $a$ balf pertod yields [19, eq. $69^{1}$ )]

$$
\begin{align*}
& V=G h b \\
&\left\{\frac{m}{m-1}\left(\epsilon_{1}-\epsilon_{2}\right)^{2}+2 \epsilon_{1} \epsilon_{2}-\frac{m+1}{m-1}\left(\epsilon_{1}-\epsilon_{2}\right) \frac{\pi^{2} a^{2}}{4 b^{2}}+\right.  \tag{63.11}\\
&\left.+\frac{m}{m-1} \frac{\pi^{4} h^{2} a^{2}}{12 b^{4}}+\frac{(3 m-1)(m+1)}{m(m-1)} \frac{\pi^{4} q^{4}}{64 b^{4}}\right\} .
\end{align*}
$$

In the case of free lateral edges the conditions

$$
\frac{\partial V}{\partial \epsilon_{2}}=0, \quad \frac{\partial V}{\partial \underline{a}}=0
$$

should be satisfied for a stationary value of (63.11). These conditions are

$$
\begin{array}{r}
-\frac{2 m}{m-1}\left(\epsilon_{1}-\epsilon_{2}\right)+2 \epsilon_{1}+\frac{m+1}{m-1} \frac{\pi^{2} z^{2}}{4 b^{2}}=0 \\
-2 \frac{m+1}{m-1}\left(\epsilon_{1}-\epsilon_{2}\right) \frac{\pi^{2} \frac{a}{5}}{4 b^{2}}+2 \frac{m}{m-1} \frac{\pi^{4} h^{2} a}{12 b^{4}}+ \\
+4 \frac{(3 m-1)(m+1)}{m(m-1)} \frac{\pi^{4} a^{3}}{64 b^{4}}=0 \tag{63.12}
\end{array}
$$

${ }^{1}$ The last term of eq. 69 contains a typographical error; it should read $\frac{m}{m-1} \frac{\pi^{4} h^{2} f^{2}}{12 b^{4}}$.

The second equation is satisfied by $a=0$ with which from the first equation it follow that $\epsilon_{2}=\frac{1}{m} \epsilon_{1}$. For this solution (63.11) becomes

$$
\begin{equation*}
V=G h b^{2} \frac{m+1}{m} \epsilon_{1}^{2} \tag{63.13}
\end{equation*}
$$

This solution ylelds the unbuckled state of the plate. With the known value $\epsilon_{1}=\epsilon^{*}$ for the buckling load (see [47])

$$
\epsilon^{*}=\frac{\pi^{2}}{3} \frac{m^{2}}{m^{2}-1}-\frac{h^{2}}{b^{2}}
$$

the remaining solutions of (63.12) are written

$$
\begin{align*}
\epsilon_{2} & =\frac{1}{m} \epsilon_{1}-\frac{m+1}{m} \frac{\pi^{2} a^{2}}{8 b^{2}}  \tag{65.14}\\
\frac{\pi^{2} a^{2}}{4 b^{2}} & =\epsilon_{1}-\epsilon^{*}
\end{align*}
$$

This solution is apparently only real for $\epsilon_{1}>\epsilon^{*}$, In that case the energy (63.11) is found to be

$$
\begin{equation*}
V=G h b^{2} \frac{m}{m}\left(\frac{1}{2} \epsilon_{1}^{2}+\epsilon_{1} \epsilon^{*}-\frac{1}{2} \epsilon^{2}\right) \tag{63.15}
\end{equation*}
$$

Knowledge of the stress distribution in the plate is not needed for the calculation of the effective width. For a variation $\delta \epsilon_{1}$ of the average compression, the work of the load N acting on a strip of the plate of the length of a half period and the width equal to $b$ is equal to $N b \delta \epsilon_{1}$. This work should be equal to the increase of the elastic energy so that

$$
\mathrm{N}=\frac{1}{\mathrm{~b}} \frac{\mathrm{dV}}{\mathrm{~d} \epsilon_{1}}
$$

should hold. For the unbuckled plate follows from (63.13) that

$$
N=G h b 2 \frac{m+1}{m} \epsilon_{i}
$$

for the buckled plate from (63.15) that

$$
\mathrm{N}=\mathrm{Ghb} \frac{\mathrm{~m}+1}{\mathrm{~m}}\left(\epsilon_{1}+\epsilon^{*}\right) .
$$

The ratio of the effective width to the total width is given by the quotient of these expressions

$$
\begin{equation*}
\frac{b_{m}}{b}=\frac{1}{2}\left(1+\frac{\epsilon^{*}}{\epsilon_{1}}\right) \tag{63.16}
\end{equation*}
$$

in agreement with the result of Marguerre-Trefftz [19, eq. 86].
633. Application of the General Theory of Chapter 3

It is assumed that in-plane loads on the edges of the plate which remain straight can only act in a direction perpendicular to the edge. Moreover, it is assumed that the total load on the longitudinal edges of the plate $y= \pm \frac{1}{2} b$ is zero. Let $N$ be the resultant of the compressive load acting on a transwarse edge, then the energy of the loads is

$$
\mathrm{Nu}\left\{\begin{array}{l}
x=\frac{1}{2} \ell  \tag{63.17}\\
x=-\frac{1}{2} \ell
\end{array}\right.
$$

This is in agreement with the case treated in Sect. 632.

The displacements in the fundamental state are assumed to be

$$
\begin{equation*}
\mathrm{U}=-\mathrm{ex}, \quad \mathrm{~V}=\mathrm{fy}, \mathrm{~W}=0, \tag{63.18}
\end{equation*}
$$

while the displacements of a neighboring state are written as

$$
\begin{equation*}
\mathrm{U}+\mathrm{u}=-\mathbf{e x}+\mathrm{u}, \mathrm{v}+\mathrm{v}=\mathbf{f y}+\mathbf{v}, \mathbf{w}+\mathbf{w}=\mathbf{w} . \tag{63.19}
\end{equation*}
$$

After introduction of (63.19) in the total energy [the sum of (63.1) and (63.17)] and after series expansion, it is found for the linear terms in $u, v$ and $w$ (the first variation of the fundamental state) that

$$
\begin{aligned}
& \frac{1}{4} G h \frac{m}{m-1} \iint\left\{-8(e-f)\left(u_{x}+v_{y}\right)-8 \frac{m-1}{m} f u_{x}+8 \frac{m-1}{m} e v_{y}\right\} d x d y+ \\
& +N u\left|\begin{array}{l}
x=\frac{1}{2} \ell \ell \\
x=-\frac{1}{2} \ell
\end{array}=2 G h \frac{m}{m}-1 \ell\left(f-\frac{1}{m} e\right) v\right| \begin{array}{l}
y=\frac{1}{2} b \\
y=-\frac{1}{2} b
\end{array}+ \\
& -\left\{2 \operatorname{Gh} \frac{\mathrm{~m}}{\mathrm{~m}-1}\left(e-\frac{1}{m} f\right)-N|u| \begin{array}{c}
x=\frac{1}{2} \ell \\
x=-\frac{1}{2} \ell
\end{array}\right.
\end{aligned}
$$

It appears thus that the state (63.18) is indeed an equilibrium state if

$$
\mathrm{f}=\frac{1}{\mathrm{~m}} \mathrm{e} \text { and } 2 \mathrm{G} \frac{\mathrm{~m}+1}{\mathrm{~m}} 1 \text { bhe }=\mathrm{N} .
$$

To the load parameter

$$
\begin{equation*}
\lambda=\frac{N}{E b h}=\frac{m}{2(m+1)} \frac{N}{G b h}=e \tag{63.20}
\end{equation*}
$$

therefore belongs the fundamental state

$$
\begin{equation*}
U=-\lambda x, \quad V=\frac{1}{m} \lambda y, \quad W=0 \tag{63.21}
\end{equation*}
$$

The expansion of the increase in the energy during transition from the fundamental state to a neighboring state, obtained by substitution of (63.19) into (63.1), is now written in the form

$$
\mathbf{P}^{\lambda}[u]=P_{2}^{0}[u]+\lambda P_{2}^{\prime}[u]+\mathbf{P}_{3}^{0}[u]+\mathbf{P}_{4}^{0}[u]
$$

with

$$
\begin{align*}
P_{2}^{0}[u]= & G h \frac{m}{m-1} \iint\left\{\left(u_{x}+v_{y}\right)^{2}-2 \frac{m-1}{m}\left[u_{x} v_{y}-\frac{1}{4}\left(u_{y}+v_{x}\right)^{2}\right]+\right. \\
& \left.+\frac{1}{12} h^{2}\left[\left(w_{x x}+w_{y y}\right)^{2}-2 \frac{m-1}{m}\left(w_{x x} w_{y y}-w_{x y}^{2}\right)\right]\right\} d x d y, \\
P_{2}^{\prime}[u]= & G h \frac{m}{m-1} \iint-\frac{m^{2}}{m^{2}} \frac{-1}{m_{x}} w_{x}^{2} d x d y, \\
P_{3}^{0}[u]= & G h \frac{m}{m-1} \iint\left(\left(u_{x}+v_{y}\right)\left(w_{x}^{2}+w_{y}^{2}\right)+\right. \\
& \left.-\frac{m-1}{m}\left[u_{x} w_{y}^{2}+v_{y} w_{x}^{2}-\left(u_{y}+v_{x}\right) w_{x} w_{y}\right]\right] d x d y, \\
P_{4}^{0}[u]= & G h \frac{m}{m-1} \iint \frac{1}{4}\left(w_{x}^{2}+w_{y}^{2}\right)^{2} d x d y . \tag{63.22}
\end{align*}
$$

The bucking load is reached when the second variation

$$
P_{2}^{\lambda}[u]=P_{2}^{0}[u]+\lambda P_{2}^{\prime}[u]
$$

is semi-definite. Because the displacements in the plane of the plate and those perpendicular to the plane of the plate yield mutually independent contributions, these contributions should separately be equal to zero. The integrand of the contribution first mentioned is also semi-definite so that for the first system of elgeniunctions at the buckling load the follnwing should hold

$$
u_{1 x}=v_{1 y}=u_{1 y}+v_{1 x}=0,
$$

from which by use of the boundary conditions

$$
\begin{equation*}
u=\text { const. for } x= \pm \frac{1}{2} \ell, v=\text { consi. for } y= \pm \frac{1}{2} b \tag{63.23}
\end{equation*}
$$

it follows that

$$
u_{1}=v_{1}=0
$$

The variational squation (38.4) for neutral equilibrium then is

$$
\begin{aligned}
& \text { Gh } \frac{m}{m-1} \iint\left\{\frac { 1 } { 1 2 } h ^ { 2 } \left[2\left(w_{x x}+w_{y y}\right)\left(\zeta_{x x}+\zeta_{y y}\right)+\right.\right. \\
& \left.\left.\quad-2 \frac{m-1}{m}\left(w_{x x} s_{y y}+w_{y y} \xi_{x x}-2 w_{x y} \zeta_{x y}\right)\right]-2 \frac{m^{2}-1}{m^{2}} \lambda w_{x} \zeta_{x}\right\} d x d y=0 .
\end{aligned}
$$

After division by the factor in front of the integral sign and integration by parts it follows that

$$
\begin{align*}
& \int_{-\frac{1}{2} b}^{\frac{1}{2} b}\left\{\frac { 1 } { 6 } h ^ { 2 } \left[\left(w_{x x}+\frac{1}{m} w_{y y}\right) r_{x}+\frac{m-1}{m} w_{x y} \zeta_{y}+\right.\right. \\
& \left.-\left(w_{x x x}+w_{x y y}\right) \zeta\right]-2 \frac{m^{2}-1}{m^{2}} \lambda w_{x} \xi|d y|_{x=-\frac{1}{2} \ell}^{x=+\frac{1}{2} \ell}+ \\
& +\int_{1}^{\frac{1}{2} \ell} \frac{1}{6} h^{2}\left[\left(w_{y y}+\frac{1}{m} w_{x x}\right) \xi_{y}+\frac{m-1}{m} w_{x y} \xi_{x}+\right. \\
& -\frac{1}{2} \ell \\
& \left.-\left(w_{x x y}+w_{y y y}\right) t\right]\left.d x\right|_{y=-\frac{1}{2} b} ^{y=\frac{1}{2} b}+\iint\left\{\frac{1}{6} h^{2}\left(w_{x x x x}+2 w_{x x y y}+w_{y y y y}\right)+\right. \\
& \left.+2 \frac{m^{2}-1}{m^{2}} \lambda w_{x x}\right\} \zeta d x d y=0 . \tag{63.25}
\end{align*}
$$

The kinematic conditions for the displacements $w$ are

$$
\begin{equation*}
w=0 \text { for } x= \pm \frac{1}{2} \ell \text { and } y= \pm \frac{1}{2} b \tag{63.26}
\end{equation*}
$$

so that in addition

$$
s=0 \text { for } x= \pm \frac{1}{2} l \text { and } y= \pm \frac{1}{2} b
$$

From this it also follows that

$$
b_{x}=n \text { fnr } y= \pm \frac{1}{\bar{z}} h \text { and } t_{y}=0 \text { for } x= \pm \frac{1}{2} l
$$

Furthermore, the function $\zeta$ is arbitrary so that for $|x|<\frac{1}{2} \ell$ and $|y|<\frac{1}{2} b$ the differential equation

$$
\begin{equation*}
\frac{1}{6} h^{2}\left(w_{x x x x x}+2 w_{x x y y}+w_{y y y y}\right)+2 \frac{m^{2}-1}{m^{2}} \lambda w_{x x}=0 \tag{63.27}
\end{equation*}
$$

with boundary conditions

$$
w_{x x}+\frac{1}{m} w_{y y}=0 \text { for } x= \pm \frac{1}{2} \ell, w_{y y}+\frac{1}{m} w_{x x}=0 \text { for } y= \pm \frac{1}{2} b
$$

should be satisfied. By use of (63.26) it follows that

$$
w_{y y}=0 \text { for } x= \pm \frac{1}{2} \ell, w_{x x}=0 \text { for } y= \pm \frac{1}{2} b
$$

and thus the boundary conditions become

$$
\begin{equation*}
w_{x x}=0 \text { for } x= \pm \frac{1}{2} l, w_{y y}=0 \text { for } y= \pm \frac{1}{2} b \tag{63.28}
\end{equation*}
$$

The solution of (63.27) with the boundary conditions (63.26) and (63.28) may be written in the form [47]

$$
w=A_{\sin }^{\cos } \cdot i \frac{\pi x}{l} \cos _{\sin }^{j} \cdot \frac{\pi y}{b},
$$

whare the cosine or sine functions are used depending on whether $i$ and $j$ are odd or even respectively. However, this solution exists only if $\lambda$ attains a value determined by

$$
\begin{equation*}
\lambda=\frac{1}{12} \frac{m^{2}}{m^{2}-1} \frac{\pi^{2} h^{2}}{b^{2}}\left(i^{2} \frac{b^{2}}{\ell^{2}}+2 j^{2}+\frac{d^{4}}{i^{2}} \frac{\ell^{2}}{b^{2}}\right) \tag{63.29}
\end{equation*}
$$

The smallest value of $\lambda$ corresponds to

$$
j=1 \text { and } i=\frac{l}{b}
$$

For long plates, the latter condition can always be satisfled with good approximation. It is assumed to be satisfied for an odd value of 1 so that the buckling load and the corresponding eigenfunction are given by

$$
\begin{equation*}
\lambda_{1}=\frac{m^{2}}{m^{2}-1} \frac{\pi^{2} h^{2}}{3 b^{2}}, w_{1}=\cos \frac{\pi x}{b} \cos \frac{\pi y}{b} \tag{63.30}
\end{equation*}
$$

which is in agreement with Sect. 632.
For the analysis of the neighboring states which belong to the fundamental state, the following is introduced in agreement with the general theory,

$$
\begin{equation*}
u=\underline{a} u_{1}+\bar{u}=\bar{u}, v=\underline{2} v_{1}+\bar{v}=\bar{v}, w=\underline{a} w_{1}+\bar{w} \tag{63.31}
\end{equation*}
$$

As (68.22) is of the form (38.3), the extended theory of Sect. 88 may be applied provided that the displacements $u, v, w$ are small. Some of the coefficients in expression (38.22) can readily be determined (see also (38.21))

$$
\begin{align*}
A_{2}^{0} & =-\lambda_{1} A_{2}^{\prime}=-\lambda_{1} P_{2}^{\prime}\left[u_{1}\right]= \\
& =\lambda_{1} G h \frac{m}{m-1} \frac{m^{2}-1}{m^{2}} \iint w_{1 x}^{2} d x d y=G h \frac{m}{m-1} \frac{\pi^{4} h^{2} \ell}{12 b^{3}},  \tag{63.32}\\
A_{3}^{0}+\lambda A_{3}^{\prime} & =P_{3}^{0}\left[u_{1}\right]+\lambda P_{3}^{\prime}\left[u_{1}\right]=0 .
\end{align*}
$$

Toz tū uaicuiaiion oi $\dot{A}_{4}^{\lambda} \mathbf{a}^{4}$ the functions $\underline{a}^{2} \varphi_{2}^{2}$ must be known. Theze are detarmined by the variational equation resulting from (38.18), which holds for arhltrary hinc matically possible functions $\xi, \eta, \xi$

$$
\begin{align*}
& G h \frac{m}{m}-1 \iint\left\{2\left(\bar{u}_{x}+\bar{v}_{y}\right)\left(\xi_{x}+\eta_{y}\right)+\right. \\
& \quad-2 \frac{m-1}{m}\left\{\bar{u}_{x} \eta_{y}+\bar{v}_{y} \xi_{x}-\frac{1}{2}\left(\bar{u}_{y}+\bar{v}_{x}\right)\left(\xi_{y}+\eta_{x}\right)\right\}+ \\
& \left.\quad+\frac{1}{12} \dot{h}^{2} \right\rvert\, 2\left(\bar{w}_{x x}+\bar{w}_{y y}\right)\left(\xi_{x x}+\zeta_{y y}\right)+ \\
& \left.\left.\quad-2 \frac{m-1}{m}\left(\bar{w}_{x x}{ }^{\zeta} y y+\bar{w}_{y y} \xi_{x x}-2 \bar{w}_{x y} \xi_{x y}\right) \right\rvert\,\right\} d x d y+ \\
& \quad+G h \frac{m}{m-1} \iint-2 \lambda \frac{m^{2}-1}{m^{2}} \bar{w}_{x} f_{x} d x d y+ \\
& \quad+G h \frac{m}{m-1} \underline{a}^{2} \iint\left\{\left(w_{1 x}^{2}+w_{1 y}^{2}\right)\left(\xi_{x}+\eta_{y}\right)+\right. \\
& \quad-\frac{m-1}{m}\left\{w_{1 y}^{2} \xi_{x}+w_{1 x}^{2} \eta_{y}-w_{1 x} w_{1 y}\left(\xi_{y}+\eta_{x}\right)\right] d x d y=0, \tag{63.33}
\end{align*}
$$

together with the condition (38.19) which here takes the form

$$
\begin{align*}
& \text { Gh } \frac{m}{m-1} \iint \frac{1}{12} h^{2}\left[2\left(w_{1 x x}+w_{1 y y}\right)\left(\bar{w}_{x x}+\bar{w}_{y y}\right)+\right. \\
& \left.\quad-2 \frac{m-1}{m}\left(w_{1 x x} \bar{w}_{y y}+w_{1 y y} \bar{w}_{x x}-2 w_{1 x y} \bar{w}_{x y}\right)\right] d x d y=0 . \tag{63.34}
\end{align*}
$$

In the formulation of this condition use has already been made of (63.24). By analogy to the foregoing (63.33) is reduced through integration by narts

$$
\begin{aligned}
& \int_{-\frac{1}{2} b}^{\frac{1}{2} b}\left\{\left[\tilde{z}\left(\bar{u}_{x}+\frac{1}{m} \bar{v}_{y}\right)+\underline{u}^{2}\left(\mathbf{w}_{1 x}^{2}+\frac{1}{m}{\underset{w}{1 y}}_{2}\right)\right] \dot{S}^{+}+\right. \\
& +\frac{m-1}{m}\left(\bar{u}_{y}+\bar{v}_{x}+\underline{a}^{2} w_{1 x} w_{1 y}\right) \eta|d y|_{x=-\frac{1}{2} \ell}^{x=\frac{1}{2} \ell}+ \\
& +\int_{-\frac{1}{2} b}^{\frac{1}{2} b}\left\{\frac{1}{6} h^{2}\left(\bar{w}_{x x}+\frac{1}{m} \bar{w}_{y y}\right)\right)_{x}+\frac{1}{6} h^{2} \frac{m-1}{m} \bar{w}_{x y} \xi_{y}+ \\
& \left.-\left[\frac{1}{6} h^{2}\left(\bar{w}_{x x c x}+\bar{w}_{x y y}\right)+2 \frac{m^{2}-1}{m^{2}} \lambda \bar{w}_{x}\right] \xi\right\} d y \left\lvert\, \begin{array}{l}
x=\frac{1}{2} \ell \\
x=-\frac{1}{2} \ell
\end{array}+\right. \\
& +\int_{-\frac{1}{2} \ell}^{\frac{1}{2} \ell}\left(\left[2\left(\bar{v}_{y}+\frac{1}{m} \bar{u}_{x}\right)+\underline{a}^{2}\left(w_{1 y}^{2}+\frac{1}{m} w_{1 x}^{2}\right)\right] \eta+\right. \\
& +\frac{m-1}{m} \cdot\left(\bar{u}_{y}+\bar{v}_{x}+\underline{a}^{2} w_{1 x} w_{1 y}\right) \xi\left\{d x \left\{\begin{array}{l}
y=\frac{1}{2} b \\
y=-\frac{1}{2} b
\end{array}+\right.\right. \\
& +\int_{-\frac{1}{2}}^{\frac{1}{2} \ell}\left\{\frac{1}{6} h^{2}\left(\bar{w}_{y y}+\frac{1}{m} \bar{w}_{x x}\right) \zeta_{y}+\frac{1}{6} h^{2} \frac{m-1}{m} \bar{w}_{x y}{ }^{6} x+\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.-\frac{1}{6} h^{2}\left(\dot{w}_{x x y}+\bar{w}_{y y y}\right) \dot{\delta}\right\} d x \left\lvert\, \begin{array}{l}
y=\frac{1}{2} b \\
y=-\frac{1}{2} b
\end{array}+\right. \\
& -\iint \frac{m-1}{m}\left\{\bar{u}_{x x}+\bar{u}_{y y}+\frac{m}{m}+1 \frac{\partial}{\partial x}\left(\bar{u}_{x}+\bar{v}_{y}\right)+\right. \\
& \left.+\frac{m}{m-1} \underline{a}^{2} \frac{\theta}{\partial x}\left(w_{1 x}^{2}+w_{1 y}^{2}\right)+\underline{a}^{2} w_{1 x} w_{1 y y}-\underline{a}^{2} w_{1 y} w_{1 x y}\right\} \xi d x d y+ \\
& -\iint \frac{m-1}{m}\left\{\bar{v}_{x x}+\bar{v}_{y y}+\frac{m+1}{m-1} \frac{\partial}{\partial y}\left(\bar{u}_{x}+\bar{v}_{y}\right)+\right. \\
& \left.+\frac{m}{m-1} \underline{a}^{2} \frac{\partial}{\partial y}\left(w_{1 x}^{2}+w_{1 y}^{2}\right)+\underline{a}^{2} w_{1 y} w_{1 x x}-\underline{a}^{2} w_{1 x} w_{1 x y} \right\rvert\, \eta d x d y+ \\
& +\iint\left\{\frac{1}{6} h^{2}\left(\bar{w}_{x x x x}+2 \bar{w}_{x x y y}+\bar{w}_{y y y y}\right)+\dot{z} \frac{m^{2}-1}{m^{2}} \lambda \bar{w}_{x x x}\right\} \zeta d x d y=0 . \tag{63.35}
\end{align*}
$$

The kinematic conditions for the functions $\bar{u}$ and $\xi, \bar{v}$ and $\eta$ follow from (63.23)

$$
\left.\begin{array}{l}
\bar{u}=\text { const. and } \xi=\text { const. for } x= \pm \frac{1}{2} \ell,  \tag{63.36}\\
\bar{v}=\text { const. and } \eta=\text { const. for } y= \pm \frac{1}{2} b .
\end{array}\right\}
$$

As the functions $\xi$ and $\eta$ are arbitrary, $\bar{u}$ and $\bar{v}$ should satisfy tho differential equationis

$$
\begin{align*}
\bar{u}_{x x} & +\bar{u}_{y y}+\frac{m}{m}-1 \\
m & \partial \\
\partial x & \left.\bar{u}_{x}+\bar{v}_{y}\right)+ \\
& +\frac{m}{m} a^{2} \frac{\partial}{\partial x}\left(w_{1 x}{ }^{2}+w_{1 y}^{2}\right)+\underline{a}^{2} w_{1 x} w_{1 y y}-\underline{a}^{2} w_{1 y} w_{1 x y}=0,  \tag{63.37}\\
\bar{v}_{x x} & +\overline{\bar{y}}_{y y}+\frac{m}{m-1} \frac{\partial}{\partial y}\left(\bar{u}_{x}+\bar{v}_{y}\right)+ \\
& +\frac{m}{m-1} \underline{a}^{2} \frac{\partial}{\partial y}\left(w_{1 x}^{2}+w_{1 y}^{2}\right)+\underline{a}^{2} w_{1 y} w_{1 x x}-\underline{a}^{2} w_{1 x} w_{1 x y}=0
\end{align*}
$$

with the boundary conditions

$$
\left.\begin{array}{rl}
x= \pm \frac{1}{2} \ell: & \bar{u}=\text { const., } \\
\int_{-\frac{1}{2} b}^{\frac{1}{2} b}\left[2\left(\bar{u}_{x}+\frac{1}{m} \bar{v}_{y}\right)+\right. \\
& \left.+\underline{a}^{2}\left(w_{1 x}^{2}+\frac{1}{m} w_{1 y}^{\prime 2}\right)\right] d y=0, \bar{u}_{y}+\bar{v}_{x}+\underline{a}^{2} w_{1 x} w_{1 y}=0 ; \\
y= \pm \frac{1}{2} b: \bar{v}=\text { const. }, & \int_{-\frac{1}{2} \ell}^{\frac{1}{2} \ell}\left[2\left(\bar{v}_{y}+\frac{1}{m} \bar{u}_{x}\right)+\right.  \tag{63.38}\\
& \left.+\underline{a}^{2}\left(w_{1 y}^{2}+\frac{1}{m} w_{1 x}^{2}\right)\right] d x=0, \bar{u}_{y}+\bar{v}_{x}+\underline{a}^{2} w_{1 x} w_{1 y}=0 .
\end{array}\right\}
$$

The last conditions in (63.37) and in (63.38) transform, by use of (63.30) and (63.36), into

$$
\begin{equation*}
x=\dot{x} \frac{1}{2} \ell: \bar{v}_{x}=0 \text { and } y= \pm \frac{1}{2} b: \bar{u}_{y}=0 . \tag{63.38}
\end{equation*}
$$

For the function $\bar{w}$ is obtained the same differential equation as that which followed fram (62.25) ©s: :

$$
\begin{equation*}
\frac{1}{6} h^{2}\left(\bar{w}_{x x x x}+2 \bar{w}_{x x y y}+\bar{w}_{y y y y}\right)+2 \frac{m^{2}}{m^{2}}-1 \bar{w}_{x x x}=0 \tag{63.39}
\end{equation*}
$$

with the boundary conditions

$$
\begin{equation*}
x= \pm \frac{1}{2} \ell: \bar{w}=\bar{w}_{x x}=0 \text { and } y= \pm \frac{1}{2} b: \bar{w}=\bar{w}_{y y}=0 \tag{63.40}
\end{equation*}
$$

Equations (63.37) are identical to (63.9) so that they also have the same particular solution (63.10). In order to satisfy the boundary conditions (63.38) this solution is combined with a solution

$$
\overline{\mathbf{u}}_{.}=\mathbf{c x}, \quad \overline{\mathbf{v}}=\mathrm{dy}
$$

of the homogeneous equations (63.37). It follows then from the integral condition (63.38) that with

$$
c=d=-\frac{\pi^{2} \mathrm{a}^{2}}{8 \mathrm{~b}^{2}}
$$

all boundary conditions (63.38) are satisfied. The resulting solution of (63.37) is

$$
\left.\begin{array}{l}
\bar{u}=\frac{\pi a^{2}}{16 b} \sin \frac{2 \pi x}{b}\left(\cos \frac{2 \pi y}{b}+\frac{m-1}{m}\right)-\frac{\pi^{2} a^{2}}{8 b^{2}} x \\
\bar{v}=\frac{\pi a^{2}}{16 b} \sin \frac{2 \pi y}{b}\left(\cos \frac{2 \pi x}{b}+\frac{m-1}{m}\right)-\frac{\pi^{2} a^{2}}{8 b^{2}} y \tag{63.41}
\end{array}\right\}
$$

Equation (63.39) with boundary conditions (63.40) is identical to (63.27) with boundary conditions (63.26) and (63. $\dot{z} \overline{8}$ ). Therefore, it similarly always has the solution

$$
\begin{equation*}
\overline{\mathbf{w}} \equiv 0 \tag{63.42}
\end{equation*}
$$

and in addition a non-zero solution for the particular values of $\lambda$ determined by (63.29). The solution corresponding to the smallest value $\lambda_{1}$ is incompatible with concition ( 63,34 ). Therefore, as long as $\lambda$ remains below the second smallest value $\lambda_{2}$, there are no nonzera solutions of (63.39).

Substitution of (63.24), (63.30), (63.41) and (63.42) yields after integration for the term $A_{4}^{\lambda}{ }^{4}$ of (38.22)

$$
\begin{align*}
A_{A^{-}}^{\lambda}=\underline{a}^{4}\left\{P_{4}^{0}\left[u_{1}\right]\right. & \left.-P_{2}^{0}\left[\varphi_{2}^{\lambda}\right]-P_{2}^{\prime}\left[\varphi_{2}^{\lambda}\right]\right\}=\underline{a}^{4} P_{4}^{0}\left[u_{1}\right]+ \\
& -P_{2}^{0}[\bar{u}]-\lambda P_{2}^{\prime}[\bar{u}]=G h \frac{m}{m}-1 \frac{m^{2}-1}{m^{2}} \frac{\pi^{4} \ell a^{4}}{64 b^{3}} \tag{63.43}
\end{align*}
$$

The coefficient of this term is always positive, thus also for $\lambda=\lambda_{1}$, so that equilibrium is stable at the buckling load.

The equilibrium condition is

$$
4 \Lambda_{4}^{\lambda} \underline{a}^{3}+2 A_{4}^{0}\left(1-\frac{\lambda}{\lambda_{1}}\right) \underline{a}=0
$$

with the solutions

$$
\underset{\sim}{a}=0 \text { and } \underline{a}^{2}=\frac{\left(\frac{\lambda}{\lambda_{1}}-1\right) A_{2}^{0}}{2 A_{4}^{\lambda^{\prime}}} \text { for } \lambda \geqq \lambda_{1} .
$$

By use of (63.32) and (63.43) the second solution becomes

$$
\begin{equation*}
\underline{a}^{2}=\frac{8 b^{2}}{\pi^{2}}\left(\lambda-\lambda_{1}\right) \text { for } \lambda ; \lambda_{1} \tag{63.44}
\end{equation*}
$$

The average shortening of the plate is

$$
\epsilon=\frac{1}{\ell}\left\{e \ell-\left(\underline{a u}_{1}+\bar{u}\right)\left\{\begin{array}{l}
x=\frac{1}{2} \ell \\
x=-\frac{1}{2} \ell
\end{array}\right\}\right.
$$

which, after use of (63.24) and (63.41), can be written

$$
\epsilon=e+\frac{\pi^{2} \mathbf{a}^{2}}{8 \mathbf{b}^{2}}
$$

Substitution of the values of e (63.20) and of $\underline{a}^{2}$ (63.44) gives this shortening as a function oî the load parameter

$$
\begin{equation*}
\epsilon=2 \lambda-\lambda_{1} \cdot\left(\lambda \geqq \lambda_{1}\right) \tag{63.45}
\end{equation*}
$$

If the quantities related to this case are denoted by a dash, it follows by analogy for the unbuckled plate

$$
\bar{\epsilon}=\bar{e}=\bar{\lambda},
$$

The ratio of the effective width to the total width of the plate (which is equal to the ratio of load sustained by the buckled plate to the load on a similar unbuckled plate under the same average shortening) is then given by

$$
\begin{equation*}
\frac{b_{m}}{b}=\frac{1}{2}\left[1+\frac{\lambda_{1}}{\epsilon}\right] \tag{63.46}
\end{equation*}
$$

This result is the same as that of Marguerre-Treffiz on account of the identity of $\lambda_{1}$ with $\epsilon^{*}$.

That the same result has been obtained is due to the circumstance that the function $\overline{\mathbf{w}}$ which determines the change of the bucking mode with respect to $w_{1}$, appears to be zero, i.e., that the general theory confirms the assumption which was introduced by Marguerre-Trefftz concerning the form of the buckling mode. This is due to the facts that the differential equation in $\bar{w}$ and its boundary conditions have no known terms and also that there are no terms containing $\bar{W}$ in $P_{21}^{0}\left[u_{1}, \bar{u}\right]$ and $P_{21}^{\prime}\left[u_{1}, \bar{u}\right]$.

Strictly speaking the application of the theory of Sect. 38 as given here, holds only for values of $\lambda$ smaller than $\lambda_{2}$. Since $\lambda_{2}$ for long plates is only a little greater than $\lambda_{1}$ - for an infinitely long plate, the particular $\lambda$ values actually represent the continuum $\lambda \geq \lambda_{1}$ - the practical significance of the rosult would appear to be Littile. In spite of this, the result (63.46) for the effective width appears to represent a good approximation also for $\lambda$ values exceeding $\lambda_{2}$. There is no cioubt that this is caused by the circumstance that the buckling modes which correspond to $\lambda_{2}, \lambda_{3}$ etc. differ only a little from the buckling mode (63.30).

## Chapter 7

THF THIN WALLED CYLINDER UNDER AXIAL COMPRESSION

## 71. THE DEFORMATIONS AND THE POTENTIAL ENERGY

The two sets of lines of curvature for the cylinder are formed by the generators and the parallel circles which are introduced as the parameter lines $\beta=$ const, and $\alpha=$ const., respectively. The positive directions of the parameter lines are chosen in such a way that the positive direction of g. normal to the cylinder is pointed outwards. A. point of the middle surface of the undeformed cylinder may be described by its coordinates with respect to a rigid system of coordinates of which the $x_{1}$-axis coincides with the cylinder axis

$$
\mathrm{x}_{1}=\mathrm{R} \alpha, \mathrm{x}_{2}=\mathrm{R} \sin \beta, \mathrm{x}_{3}=\mathrm{R} \cos \beta
$$

The quantities $A$ and $B$ defined by (52.3) are

$$
\begin{equation*}
A=\sqrt{\Sigma\left(\frac{\partial x_{i}}{\partial \alpha}\right)^{2}}=\mathbf{R}, \quad \mathbf{B}=\sqrt{\Sigma\left(\frac{\partial x_{i}}{\partial \beta}\right)^{2}}=\mathbf{R} \tag{71.1}
\end{equation*}
$$

while the principal radil of curvature are

$$
\begin{equation*}
\mathbf{R}_{1}=\infty, \quad \mathbf{R}_{2}=-\mathbf{R} ; \tag{71.2}
\end{equation*}
$$

the minus sign in the last relation expresses that the corresponding center of curvature lies on the negative part of the normal.

If for simplicity differentiation with respect to $\alpha$ and with respect to $\beta$ are denoted by a prime and a dot respectively. then the deformation components of the middle surface take the form [see (56.3)]

$$
\begin{align*}
& \gamma_{\alpha \alpha 0}=\frac{1}{R} 2 u^{\prime}+\frac{1}{R^{2}}\left(u^{\prime} 2+{v^{\prime}}^{2}+w^{\prime}\right), \\
& \gamma_{\beta \beta o}=\frac{1}{R} 2\left(v^{\cdot}+w\right)+\frac{1}{R^{2}}\left[u^{\cdot 2}+\left(v^{\cdot}+w\right)^{2}+\left(w^{\prime}-v\right)^{2}\right]  \tag{71.3}\\
& \gamma_{\alpha \beta O}=\frac{1}{R}\left(u^{\cdot}+v^{\prime}\right)+\frac{1}{R^{2}}\left[u^{\prime} u^{\cdot}+v^{\prime}\left(v^{*}+w\right)+w^{\prime}\left(w^{\cdot}-v\right)\right]
\end{align*}
$$

The changes of curvature follow from the formulas (56.4) to (56.10). If terms of the third order in the displacement components and their derivatives are disregarded in the development of the determinants, it follows

$$
\begin{aligned}
& \rho_{\alpha \alpha}=\frac{1}{R^{2}} w^{\prime \prime}+\frac{1}{R^{3}}\left[-w^{\prime} u^{\prime \prime}-\left(w^{\prime}-v\right) v^{\prime \prime}+\left(u^{\prime}+v^{+}+w\right) w^{\prime \prime}\right], \\
& o_{\beta \beta}=\frac{1}{R^{2}}\left(-u^{\prime}-3 v^{\prime}-2 w+w^{\prime}\right)+ \\
& +\frac{1}{R^{3}}\left[-w^{\prime} u^{\prime \cdot}-\left(w^{\bullet}-v\right)\left(v^{\prime}+2 w^{\bullet} \ldots v\right)+\right. \\
& \left.+\left(u^{\prime}+v^{\bullet}+w\right)\left(w^{\bullet}-2 v^{\bullet}-w\right)-u^{\prime}\left(v^{\bullet}+w\right)+u^{\bullet} v^{\prime}\right), \\
& p_{\alpha \beta}=\frac{\frac{1}{1}^{R^{2}}}{}\left(w^{\prime \prime}-v^{\prime}\right)+\frac{1}{R^{3}}\left[-w^{\prime} u^{\prime \cdot}-\left(w^{\bullet}-v\right)\left(v^{\prime}+w^{\prime}\right)+\right. \\
& \left.+\left(u^{\prime}+v^{\bullet}+w\right)\left(w^{\prime}-v^{\prime}\right)\right] \text {. }
\end{aligned}
$$

By calculation of these expressions terms, of the form $\frac{1}{\mathcal{R}_{2}} \gamma_{\beta \beta 0^{\circ}}$, etc., are disregarded. Consequently, there is no objection to the simplification of these expressions whenever possible by the addition of a part of the disregarded terms. Accordingly, if $\frac{1}{2 R} \gamma_{\alpha \alpha o}$ and $\frac{i}{R} \gamma_{\beta \beta o}$ are added to $\rho_{\beta \beta}$, the changes of curvature of the middle surface are

$$
\begin{align*}
& P_{\alpha \alpha}=\frac{1}{R^{2}} w^{\prime \prime}+\frac{1}{R^{3}}\left[-w^{\prime} u^{\prime \prime}-\left(w^{\prime}-v\right) v^{\prime \prime}+\left(u^{\prime}+v^{\prime}+w\right) w^{\prime \prime}\right], \\
& \rho_{\beta \beta}=\frac{1}{R^{2}}\left(w^{\cdot}-v\right)^{\prime}+\frac{1}{R^{3}}\left[\frac{1}{2} u^{\prime}{ }^{2}+\frac{1}{2} v^{\prime}{ }^{2}+\frac{1}{2} w^{\prime}{ }^{2}+\right. \\
& +u^{\cdot}{ }^{2}-2 u^{\prime}\left(v^{\bullet}+w\right)+u^{\cdot} v^{\prime}-w^{\prime} u^{\cdot}+  \tag{71.4}\\
& \left.+\left(w^{\cdot}-v\right)\left(v^{\prime}+w\right)^{\cdot}+\left(u^{\prime}+v^{\cdot}+w\right)\left(w^{\cdot}-v\right)^{\cdot}\right], \\
& \rho_{\alpha \beta}=\frac{1}{\mathbf{R}^{2}}\left(w^{*}-v\right)^{\prime}+\frac{1}{\mathbf{R}^{3}}\left[-w^{\prime} u^{\prime}-\left(w^{*}-v\right)\left(v^{*}+w\right)^{\prime}+\right. \\
& \left.+\left(u^{\prime}+v^{\bullet}+w\right)\left(w^{*}-v\right)^{\prime}\right] .
\end{align*}
$$

The contributions to the changes of curvature which are linear in the displacements and its derivatives will suffice for the determination of the buckling load (see [49, 50]). Use of this simplification will be made also for the analysis of equilibrium for the buckling load as well as for the neighboring states and the analysis of the influence of small initlal deviations. Hence,

$$
\begin{equation*}
\rho_{\alpha \alpha}=\frac{1}{\mathbf{R}^{2}} w^{\prime \prime}, \quad \rho_{\beta \beta}=\frac{1}{\mathbf{R}^{2}}\left(w^{\cdot}-v\right)^{\circ}, \quad \rho_{\alpha \beta}=\frac{1}{\mathbf{R}^{2}}\left(w^{\cdot}-v\right)^{\prime} . \tag{71.5}
\end{equation*}
$$

The justification of this simplification will later be given by use of expressions (71.4) (see Sect. 782).

The elastic energy in the cylinder is calculated through integration of (55.11) after sub-


$$
\begin{align*}
& V=\frac{1}{4} G h \frac{1}{1-v} \int_{0}^{\frac{2}{7}} d \alpha \int_{0}^{2 \pi} d \beta\left\{4 u^{\prime^{2}}+4\left(v^{\circ}+w\right)^{2}+8 \nu u^{\prime}\left(v^{\circ}+w\right)+\right. \\
& +2(1-v)\left(u^{*}+v^{\prime}\right)^{2}+k\left[w^{\prime 2}+\left(w^{*}-v\right)^{\cdot 2}+\right. \\
& \left.\left.+2 v w^{\prime \prime}\left(w^{*}-v\right)^{*}+2(1-\nu)^{\prime}\left(w^{*}-v\right)^{2}\right]\right\}+ \\
& \left.+\frac{1}{4} \operatorname{Gh} \frac{1}{1-\nu} \frac{1}{R} \int_{u}^{\frac{\ell}{R}} d \alpha \int_{0}^{2 \pi} d \beta \right\rvert\, 4 u^{9}\left(u^{\prime 2}+{v^{\prime}}^{2}+w^{\prime 2}\right)+ \\
& +4\left(v^{0}+w\right)\left[u^{2}+\left(v^{0}+w\right)^{2}+\left(w^{*}-v^{2}\right]+\right. \\
& +4 v u^{\prime}\left[u^{\prime} 2+\left(v^{\prime}+w\right)^{2}+\left(w^{\prime}-v\right)^{2}\right]+4 v\left(v^{\prime}+w\right)\left(u^{\prime 2}+v^{\prime 2}+w^{\prime 2}\right)+ \\
& \left.+4(1-v)\left(u^{\prime}+v^{\prime}\right)\left[u^{\prime} u^{\prime}+v^{\prime}\left(v^{\prime}+w\right)+w^{\prime}\left(w^{*}-v\right)\right]\right]+ \\
& +\frac{1}{4} G h \frac{1}{1-\nu} \frac{1}{R^{2}} \int_{0}^{\frac{l}{R}} d \alpha \int_{0}^{2 \pi} d \beta\left\{\left(u^{\prime 2}+v^{\prime 2}+w^{\prime 2}\right)^{2}+\right. \\
& +\left[u^{-2}+\left(v^{0}+w\right)^{2}+\left(w^{*}-v\right)^{2}\right]^{2}+ \\
& +2 \nu\left(u^{\prime}{ }^{2}+v^{\prime}+{w^{\prime}}^{2}\right)\left[u^{\prime}+\left(v^{\prime}+w\right)^{2}+\left(w^{*}-v\right)^{2}\right]+ \\
& \left.+2(1-v)\left[u^{\prime} u^{\bullet}+v^{\prime}\left(v^{\prime}+w\right)+w^{\prime}\left(w^{\bullet}-v\right)\right]^{2}\right] \text {. } \tag{71.6}
\end{align*}
$$

Here for, brevity

$$
\begin{equation*}
\frac{1}{\mathrm{~m}}=\nu, \quad \frac{\mathrm{h}^{2}}{3 \mathrm{H}^{2}}=\mathrm{k} \tag{71,7}
\end{equation*}
$$

Let $N$ be the axial lond per unit length of the circumference which is acting on the cylinder edges, then with the load parameter defined as

$$
\begin{equation*}
\lambda=\frac{N}{E h}=\frac{N}{2 G(1+\nu) h} \tag{71.8}
\end{equation*}
$$

the energy of the loads is

$$
\begin{equation*}
. W=\left.\lambda 2 G h(1+\nu) R \int_{0}^{2 \pi} u d \beta\right|_{\alpha=0} ^{\alpha=\frac{2}{R}}=\lambda 2 G h(1+\nu) R \iint u^{\prime} d \alpha d \beta \tag{71.9}
\end{equation*}
$$

72. THE FUNDAMENTAL STATE

The fundamental state is assumed to be of the form

$$
\begin{equation*}
\mathrm{U}=-\mathrm{eR} \alpha, \quad \mathrm{~V}=0, \quad \mathrm{~W}=\mathrm{f} R \tag{72.1}
\end{equation*}
$$

The increase in the enargy on transition from the fundamental gtate to the state

$$
\begin{equation*}
U+u=-e R c+u, V+V=v, W+w=f R+w \tag{72.2}
\end{equation*}
$$

is obtained by substitution of (72.1, 2) in (71.0) and (71.9). Atter division by $\frac{1}{4} \mathrm{Gh} \frac{1}{1-\nu}$ and after expansion, this increment is

$$
\begin{equation*}
p^{\lambda}[u]=p_{1}^{\lambda}[u]+p_{2}^{\lambda}[u]+P_{3}^{\lambda}[u]+p_{4}^{\lambda}[u] \tag{72.3}
\end{equation*}
$$

For the moment only the firgt term, which represents the first variation of the energy In the fundamental state, will be defined

$$
\begin{aligned}
P_{1}^{\lambda}\{u\}=R \iint & {\left[\left(-8 e+8 \nu f+12 e^{2}+4 \nu f^{2}-8 \nu e f-4 e^{3}-4 \nu e f^{2}\right) u^{\prime}+\right.} \\
& \left.+\left(8 f-8 \nu e+12 f^{2}+4 \nu e^{2}-8 \nu e f+4 f^{3}+4 \nu e^{2} f\right)\left(v^{0}+w\right)\right] d \alpha d \beta+ \\
& +8\left(1-\nu^{2}\right) \lambda R \iint u^{\prime} d \alpha d \beta .
\end{aligned}
$$

The equilibrium conditi" -7 for the fundamental state are obtained by seting the first variation equal to zero, and consecuently e and if should satisfy

$$
\begin{array}{r}
-8 e+8 \nu f+12 e^{2}+4 v f^{2}-8 \nu e f-4 e^{3}-4 \nu e f^{2}+8\left(1-\nu^{2}\right) \lambda=0 \\
\therefore \quad 8 f-8 \nu e+12 f^{2}+4 \nu e^{2}-8 \nu e f+4 f^{3}+4 v e^{2} f=0 \tag{72.4}
\end{array}
$$

In the elastin range, e and f are vary smail and the equation may be linearized; its solution is

$$
\begin{equation*}
\mathbf{e}=\lambda, \quad \mathbf{f}=v \lambda \tag{72.5}
\end{equation*}
$$

Alsa, to the integrals $y$ m $m$ m, terms of the second and higher urder in $e$ and $f$ are ulisegarded. After use of (72.5), they take the form

$$
p_{m} \lambda[u]=m_{m}^{0}(u)+p_{m}[u] .
$$

## Here

$$
\begin{align*}
P_{2}^{0}[u]= & \iint_{\mathcal{J}} 4 u^{\prime 2}+4\left(v^{\prime}+w\right)^{2}+8 \nu u^{\prime}\left(v^{\prime}+w\right)+ \\
& +2(1-v)\left(u^{\prime} \mid v^{\prime}\right)^{2}+k\left[w^{\prime \prime}+\left(w^{\prime}-v\right)^{-2}+2 \nu w^{\prime \prime}\left(w^{*}-v\right)^{*}+\right. \\
& \left.\left.+2(1-v)\left(w^{*}-v\right)^{\prime}\right]\right\} d \alpha d \beta \tag{72.6}
\end{align*}
$$

$$
\begin{align*}
P_{2}^{\prime}[u]=\iint & {\left[\left(-12+4 v^{2}\right) u^{\prime 2}+8 v\left(v^{\prime}+w\right)^{2}+\right.} \\
& -8 v(1-\nu) u^{\prime}\left(v^{*}+w\right)-4(1-\nu) u^{\prime 2}-4(1-\nu) v^{\prime 2}+ \\
& \left.-4(1-\nu)^{2} u^{\prime} v^{\prime}-4\left(1-\nu^{2}\right) w^{\prime 2}\right] d \alpha d \beta \tag{72.7}
\end{align*}
$$

$$
\begin{align*}
P_{3}^{0}[u]= & \frac{1}{R} \iint\left\{4 u^{\prime}\left(u^{\prime 2}+v^{\prime 2}+w^{\prime}\right)+\right. \\
& +4\left(v^{\prime}+w\right)\left[u^{0}+\left(v^{\prime}+w\right)^{2}+\left(w^{\prime}-v\right)^{2}\right]+ \\
& +4 \nu u^{\prime}\left[u^{\prime} 2+\left(v^{\prime}+w\right)^{2}+\left(w^{\prime}-v\right)^{2}\right]+ \\
& \left.+4 \nu\left(v^{\prime}+w\right), u^{\prime 2}+v^{\prime 2}+w^{\prime 2}\right)+ \\
& \left.+4(1-v)\left(u^{\prime}+v^{\prime}\right)\left[u^{\prime} u^{\prime}+v^{\prime}\left(v^{\prime}+w\right)+w^{\prime}\left(w^{\prime}-v\right)\right]\right\} d \alpha d \beta \tag{72.8}
\end{align*}
$$

$$
\begin{align*}
& P_{3}^{\prime}(u)=\frac{1}{n} \iint\left\{-4 u^{\prime}\left\langle u^{\prime 2}+{v^{\prime}}^{2}+w^{\prime}{ }^{2}\right)+\right. \\
& +4 v\left(v^{\cdot}+w\right)\left\{u^{\cdot}+\left(v^{\cdot}+w\right)^{\bar{c}}+(w \cdot v)^{\bar{z}} j+\right. \\
& -4 \nu u^{\prime}\left|u^{\cdot} 2+\left(v^{*}+w\right)^{2}+\left(w^{\bullet}-v\right)^{2}\right|+ \\
& +4 \nu^{2}\left(v^{\bullet}+w\right)\left(u^{\prime 2}+v^{2}+w^{\prime 2}\right)+ \\
& \left.-4(1-\nu)\left(u^{\circ}-\nu v^{\prime}\right)\left\{u^{\prime} u^{0}+v^{\prime}(v+w)+w^{\prime}\left(w^{*}-v .\right)\right\}\right\} d \alpha d \beta, \\
& P_{4}{ }^{0}[u]=\frac{1}{R^{2}} \iint\left\{\left(u^{\prime}{ }^{2}+{v^{2}}^{2}+w^{\prime}\right)^{2}+\left\{u^{\prime} 2+\left(v^{0}+w\right)^{2}+\left(w^{\prime}-v\right)^{2}\right\}^{2}+\right. \\
& +2 v\left(u^{\prime 2}+{v^{\prime}}^{2}+w^{\prime 2}\right)\left[u^{0^{2}}+\left(v^{\bullet}+w\right)^{2}+\left(w^{*}-v\right)^{2}\right]+ \\
& \left.\left.+2(1-v) \mid u^{\prime} u^{*}+v^{\prime}\left(v^{*}+w\right)+w^{\prime}\left(w^{*}-v\right)\right\}^{2}\right\} d \alpha d \beta, \\
& P_{4}^{\prime}[u]=0 . \tag{72.11}
\end{align*}
$$

The second term of the second variation

$$
P_{2}{ }^{\prime}[u]=P_{2}^{0}[u]+\lambda P_{2}^{\prime}[u]
$$

contains the sanall factor $\lambda$. Therefore, those contributions in the integrand of $P_{2}{ }^{\prime}[u]$ which have a counterpart of the same argumerts $u^{\prime}, v^{*}, w, u^{\bullet}, v^{\prime}$ in the integrand
of $p_{2}^{\mathrm{O}}|\mathrm{u}|$ appear to be negligible. However, such a simplification may lead to a completely incorrect result. This is due to the circumstance that the integrand of $P_{2}^{0}$ [u]
 on these arguments in $P_{2}{ }^{\prime}\{u\}$ may become large in comparison with contributions depending on the same arguments in the integrand of $P_{2}^{u}[u]$; in that case,the omission of the first mentioned contributions in $\left.\lambda P_{2} \backslash u\right]$ can no longer be justified. This objectio is not valid if in the integrand of $P_{2}{ }^{\prime}[v]$ terms are neglected which exclusively depend on $u^{\prime}, v^{*}+w$ and $u^{*}+v^{\prime}$, because the integrand of $P_{2}^{0}[u]$ is definite in these arguments. The integral $P_{2}{ }^{\prime}[u]$ now becomes as simple as possible if the contribution depending on $u^{\prime}, v^{*}+w$ and $u^{*}+v^{\prime}$

$$
\begin{align*}
& \left(12-4 \nu^{2}\right) u^{\prime 2}-8 \nu\left(v^{\bullet}+w\right)^{2}+8 \nu(1-\nu) u^{\prime}\left(v^{\bullet}+w\right)+ \\
& +2(1-v)^{2}\left(u^{\bullet}+v^{\prime}\right)^{2} \tag{72n12}
\end{align*}
$$

is added to its integrand. The result is then given by

$$
\begin{equation*}
P_{2}^{\prime}[u]=\iint-\left(1-\nu^{2}\right)\left(2 u^{\cdot 2}+2 v^{\prime 2}+4 w^{\prime}\right) d \alpha d \beta \tag{72.13}
\end{equation*}
$$

## 73. THE BUCKLING LOAD

The buckling load is determined by the smallest value of $\lambda$ for which the homogeseous variational equation for neutral equilibrium $(38,4)$ has a nonzero solution. With arbitrary, knematically possible functions $\xi, \eta, \zeta$ this equation takes the form

$$
\begin{align*}
& \iint\left\{8 u^{\prime} \xi^{\prime}+8\left(\mathbf{v}^{*}+w\right)\left(\eta^{\prime}+\xi\right)+8 \nu u^{\prime}\left(\eta^{\prime}+\zeta\right\rangle+\right. \\
& +8 \nu\left(v^{*}+w\right) \xi^{\prime}+4(1-\nu)\left(u^{\circ}+v^{\prime}\right)\left(\xi^{*}+\eta^{\prime}\right)+ \\
& +k \mid 2 w^{\prime \prime} \zeta^{\prime \prime}+2\left(w^{\cdot}-v\right)^{\cdot}\left(\zeta^{\cdot}-\eta\right)^{\cdot}+2 \nu w^{\prime \prime}\left(\zeta^{\circ}-\eta\right)^{\circ}+ \\
& \left.+2 \nu\left(w^{*}-v\right)^{\cdot} \xi^{\prime \prime}+4(1-\nu)\left(w^{*}-v\right)^{\prime}\left(\zeta^{\bullet}-\eta\right)^{\prime}\right]+ \\
& \left.-\left(1-\nu^{2}\right) \lambda\left(4 u^{\prime} \xi^{\prime}+4 v^{\prime} \eta^{\prime}+8 w^{\prime} \zeta^{\prime}\right)\right\} d \alpha d \beta=0 . \tag{73.1}
\end{align*}
$$

As $\xi, \eta, \xi$ (just as $u, v, w)$ are periodic functions of $\beta$ with period $2 \pi$, (73.1) after integration by parts becomes

$$
\begin{align*}
& \int_{0}^{2 \pi}\left\{\left[8 u^{\prime}+8 \nu\left(v^{\prime}+w\right)\right] \xi+\left[4(1-\nu)\left(u^{\prime}+v^{\prime}\right)+\right.\right. \\
& \left.\quad-4 k(1-\nu\rangle\left(w^{\prime}-v\right)^{\prime}-4\left(1-\nu^{2}\right) \lambda v^{\prime}\right] \eta+ \\
& \quad+k\left[2 w^{\prime \prime}+2 \nu\left(w^{\prime}-v\right)^{\prime}\right] \xi^{\prime}-\left[2 k w^{\prime \prime \prime}+2 k \nu\left(w^{\prime}-v\right)^{\prime \prime}+\right. \\
& \left.\left.\quad+4 k(1-\nu)\left(w^{\prime}-v\right)^{\prime \prime}+8\left(1-\nu^{2}\right) \lambda w^{\prime}\right] \xi\right\}\left.d \beta\right|_{\alpha=0} ^{\alpha=\frac{\ell}{R}}+ \\
& \quad+\iint\left\{\left[-8 u^{\prime \prime}-4(1-\nu) u^{\prime \prime}-4(1+\nu) v^{\prime \prime}-8 \nu w^{\prime}+4\left(1-\nu^{2}\right) \lambda u^{\prime \cdot}\right] \xi+\right. \\
& \quad+\left[-4(1+\nu) u^{\prime \prime}-4(1-\nu) v^{\prime \prime}-8 v^{\prime \prime}-8 w^{\prime}+k\left\{-4(1-\nu) v^{\prime \prime}+\right.\right. \\
& \left.\left.\quad-2 v^{\prime \prime}+(4-2 \nu) w^{\prime \prime \prime}+2 w^{\prime \prime}\right\}+4\left(1-\nu^{2}\right) \lambda v^{\prime \prime}\right] \eta+ \\
& \quad+\left[8 \nu u^{\prime}+8 v^{\prime}+8 w+k\left\{-(4-2 \nu) v^{\prime \prime}-2 v^{\prime \prime}+2 w^{\prime \prime \prime \prime}+\right.\right. \\
&  \tag{73.2}\\
& \left.\left.\left.\quad+4 w^{\prime \prime \prime}+2 w^{\prime \cdots}\right\}+8\left(1-\nu^{2}\right) \lambda w^{\prime \prime}\right] \xi\right\} d \alpha d \beta=0 .
\end{align*}
$$

It is assumed that the cylinder edges are supported in such a way that the displacement components $v$ and $w$ in the plane of these edges are zoro; as Flugge remarked [50] these boundary conditions, or at least the one concerning the displacement $w$, may taike efiecti oniy aiter the load for the functamentai state has been applied as otherwise they would be inconslatent with the assumed form of the fundamental state (7L.1). In agreement with these kinematical conditions also $\eta$ and $\zeta$ should be zero at the edges of the cylinder. Besides from thosc restrictions, the function $\xi, \eta, \xi$ are completely arbitrcry so that $u, v, w$ must satisfy the differential equations

$$
\begin{align*}
& 8 u^{\prime \prime}+4(1-\nu) u^{\prime \prime}+4(1+\nu) v^{\prime \prime}+ \\
& +8 \nu w^{\prime}-4\left(1-\nu^{2}\right) \lambda u^{\prime \cdot}=0 \\
& 4(1+\nu) u^{\prime \prime}+4(1-\nu) v^{\prime \prime}+8 v^{\prime \prime}+8 w^{\prime}+k\left[4(1-\nu) v^{\prime \prime}+\right. \\
& \left.+2 v^{\prime \prime}-(4-2 \nu) w^{\prime \prime \prime}-2 w^{\prime \prime}\right]-4\left(1-\nu^{2}\right) \lambda v^{\prime \prime}=0  \tag{72.3}\\
& 8 \nu u^{\prime}+8 v^{\prime}+8 w+k\left[-(4-2 \nu) v^{\prime \prime \prime}-2 v^{\prime \prime}+\right. \\
& \left.\quad+2 w^{\prime \prime \prime \prime}+4 w^{\prime \prime \prime}+2 w^{\prime \prime}\right]+8\left(1-\nu^{2}\right) \lambda w^{\prime \prime}=0
\end{align*}
$$

with the boundary conditions for $\alpha=0$ and $\alpha=\frac{l}{R}$

$$
\mathbf{v}=\mathbf{w}=\mathbf{u}^{\prime}+\nu\left(\mathbf{v}^{*}+\mathbf{w}\right)=\mathbf{w}^{\prime \prime}+\nu\left(\mathbf{w}^{\bullet}-\mathbf{v}\right)^{\prime}=0 .
$$

… une boumary conditions are reduced to

$$
\begin{equation*}
\mathbf{u}^{\prime}=v^{\prime}=\mathbf{w}=\mathbf{w}^{\prime \prime}=0 \tag{73.4}
\end{equation*}
$$

Anarbitrary function of $a$ and $\beta$ with a condinuous mixed second derivative can be exparided into a double Fourler serles. In view of the boundary conditions (73.4), these serles can be written in the form

$$
\left.\begin{array}{l}
u=\Sigma\left(A_{p n} \cos p \alpha \cos n \beta+A_{p n} \cos p \alpha \sin n \beta\right), \\
v=\Sigma\left(\mathbb{P}_{p n} \sin p \alpha \sin n \beta+\bar{B}_{p n} \sin p \alpha \cos n \beta\right),  \tag{73.5}\\
w=\Sigma\left(C_{p n} \sin \mu \alpha \cos n \beta+\bar{C}_{\mathrm{pn}} \sin p \alpha \sin n \beta\right) ;
\end{array}\right\}
$$

where

$$
\mathrm{p}=\mathrm{i} \pi \frac{\mathrm{R}}{\mathrm{l}}
$$

while summation should be carried out over all integer values of $i$ and $n$, including $i=0$ and $n=0$. Under the assumption that differentiation of $u$, $v$, and $w$ may be applied to the serles term by term, the first equation (73.3) becomes

$$
\begin{aligned}
& \sum\left(\left[-8 p^{2}-4(1-\nu) \mathrm{n}^{2}+4\left(1-\nu^{2}\right) \lambda \mathrm{n}^{2}\right] \mathrm{A}_{\mathrm{pn}}+\right. \\
& \left.\quad+4(1+\nu) \mathrm{pnB} \mathrm{pn}+8 \nu \mathrm{pC} \mathrm{C}_{\mathrm{pn}}\right\} \cos \mathrm{p} \alpha \cos \mathrm{n} \beta+ \\
& \quad+\sum\left\{\left(-8 \mathrm{p}^{2}-4(1-\nu) \mathrm{n}^{2}+4\left(1-\nu^{2}\right) \lambda \mathrm{n}^{2}\right] \bar{A}_{\mathrm{pn}}+\right. \\
& \left.\quad-4(1+\nu) \mathrm{pn} \overline{\mathrm{~B}}_{\mathrm{pn}}+8 \nu \mathrm{p} \overline{\mathrm{C}}_{\mathrm{pn}}\right\} \cos \mathrm{p} \alpha \sin \mathrm{n} \beta=0 .
\end{aligned}
$$

The validity of thls equation for all values of $\alpha$ and $\beta$ implies that coefficients of $\cos \rho \alpha \cos n \beta$ and $\cos p \alpha$ sin $n \beta$ must all be zero. The remaining equations (73.3) are treated similarly. The coefficients $A, B, C$, whose indices will henceforth be left out, should thus satisfy the three homogeneous linear equations

$$
\begin{align*}
& \left.\mid 2 p^{2}+(1-\nu) n^{2}-\left(1-\nu^{2}\right) \lambda n^{2}\right\} A-(1+\nu) p n B+ \\
& -2(1+\nu) p n A+\left[2(1-\nu) p^{2}+4 n^{2}+\right. \\
& \left.+k\left\{2(1-\nu) p^{2}+n^{2}\right\}-2\left(1-\nu^{2}\right) \lambda p^{2}\right\} B+ \\
& +\left[1 n+k\left\{(2-\nu) p^{2} n+n^{3}\right\} \mid C=0\right.  \tag{73.6}\\
& \left.-4 \nu p A+\mid 4 n+k\left\{(2-\nu) p^{2} n+n^{3}\right\}\right] B+ \\
& \\
& \quad+\left[4+k\left(p^{2}+n^{2}\right)^{2}-4\left(1-\nu^{2}\right) \lambda p^{2} \mid C=0\right.
\end{align*}
$$

The equations for $\bar{A}, \bar{B}$ and $\bar{C}$ are obtained from this by replacement of $n$ by $-n$.

These equations have a nonzero solution if and only if the determinant formed by their coeiticients is equal to zero. Thus, the states of neutral equilibrium are characterized by the values of $\lambda$ satisfying the equation

$$
\left|\begin{array}{cc}
2 p^{2}+(1-\nu) n^{2}-\left(1-\nu^{2}\right) \lambda n^{2} & -(1+\nu) p n \\
-2(1+\nu) p n & 2(1-\nu) p^{2}+4 n^{2}+k\left(2(1-\nu) p^{2}+n^{2}\right]-2\left(1-\nu^{2}\right) \lambda p^{2} \\
-4 \nu p & 4 n+k n\left[(2-\nu) p^{2}+n^{2}\right]  \tag{73.7}\\
& -2 \nu p \\
4 n+k n\left[(2-\nu) p^{2}+n^{2}\right] \\
4+k\left(p^{2}+n^{2}\right)^{2}-4\left(1-v^{2}\right) \lambda p^{2}
\end{array}\right|=0 .
$$

Expansion of the determinant yieids, if terms of the second or higher order in the small quantities $\lambda$ and $k$ are disregarded,

$$
\begin{align*}
& \lambda=\frac{-\hat{z} n^{2}(\hat{i}-\nu) p^{2}+n^{2} j i\left(\hat{2}+\nu i p^{2}+n^{2} j+\left(p^{2}+n^{2}\right)^{4}\right)}{\left(1-\nu^{2}\right)\left[(1+\nu) p^{4}+p^{2} n^{2}+p^{2}\left(p^{2}+n^{2}\right)^{2}\right]} \tag{73.8}
\end{align*}
$$

After the omission of $\lambda, k, \mathrm{kp}^{2}$ and $\mathrm{kn}^{2}$ in comparison tc unity (see also Sect. 781) the ratio of the coefficlents $A, B$ and $C$ are calculated from the first two equations

$$
\begin{equation*}
\frac{A}{C}=\frac{p\left(\nu^{2}-n^{2}\right)}{\left(p^{2}+n^{2}\right)^{2}}, \frac{B}{C}=-\frac{n\left[(2+\nu) p^{2}+n^{2}\right]}{\left(p^{2}+n^{2}\right)^{2}} \tag{73,9}
\end{equation*}
$$

The buckling load is deterinined by $\lambda_{1}$ the minimum of (73.8) for integer values of $i$ and $n$ and with $p=i \pi R / l$. The corresponding eigenfunctions are given by (73.5) and the ratios of the constants $\mathrm{A}, \mathrm{B}$ and C determined by (73.9). The constants $\overline{\mathrm{A}}, \overline{\mathrm{B}}$, and $\overline{\mathrm{C}}$ axe taken to be zelu.

## 74. SIMPLIFICATIONS

It appears from experiments that $p$ is large for cylinders with very thin walls [49]; in that case equation (73.8) may be simplified to

$$
\begin{equation*}
n \quad n^{n^{2}} \bar{n}^{2}+\frac{k}{4\left(1-\nu^{2}\right)} \frac{\left(p^{2}+n^{2}\right)^{2}}{p^{2}} \tag{74.1}
\end{equation*}
$$

This equation is only dependent on the ratio

$$
\frac{\left(p^{2}+n^{2}\right)^{2}}{p^{2}}
$$

and thus the minimum is obtained for

$$
-\frac{p^{4}}{\left(p^{2}+n^{2}\right)^{4}}+\frac{k}{4\left(1-p^{?}\right)}=0
$$

or

$$
\begin{equation*}
p^{2}+n^{2}=p \sqrt[4]{\frac{4\left(1-\nu^{2}\right)}{k}} \tag{74.2}
\end{equation*}
$$

The corresponding minimum of $\lambda$ is [49]

$$
\begin{equation*}
\lambda=\sqrt{\frac{k}{1-v^{2}}} \tag{74.3}
\end{equation*}
$$

Here no attention has been given to the conditions that $n$ should be an integer and that $p$ should be multiple of $\pi \frac{R}{\ell}$. Howrver, the latter condition is of little importance unless the cylinder is very short, as the values of $p$ corresponding to $i$ and to $i+1$ differ very little for large values of 1 . This conclusion is supported by experiments [25], from which it appears that the buckling load is independent of the length of the cylinder and of the boundary conditions as long as the cylinder is not too short $(\ell / R>0.75)$. Accordingly, in the following influences of edge restraint will be neglected and $p$ will be regarded as a continuors variable. For each integer value of $n,(74.2)$ then yields two values of $p$

$$
\begin{equation*}
p_{n 1,2}=\frac{1}{2} \sqrt[4]{\frac{4\left(1-v^{2}\right)}{k}} \pm \sqrt{\frac{1}{2} \sqrt{\frac{1-v^{2}}{k}-n^{2}}} \tag{74.4}
\end{equation*}
$$

these valuss are real and unequal if

$$
\begin{equation*}
\mathrm{n}^{2}<\frac{1}{2} \sqrt{\frac{1-v^{2}}{\mathrm{k}}} \tag{74.5}
\end{equation*}
$$

If in

$$
\begin{equation*}
\frac{1}{2} \sqrt{\frac{1-\nu^{2}}{k}}=m^{2} \tag{74.6}
\end{equation*}
$$



$$
\begin{equation*}
p_{m}=\frac{1}{2} \sqrt[4]{\frac{4\left(1-\nu^{2}\right)}{k}}=m \tag{74.7}
\end{equation*}
$$

In view of (73.5), the combination $n=p=0$ determines a rigid body displacement of the cylinder in the direction of its axis and it can therefore be diaregarded. Thus for $\mathrm{n}=0$, only the solution

$$
\begin{equation*}
p_{0}=\sqrt[4]{\frac{4\left(1-\nu^{2}\right)}{k}} \tag{74.8}
\end{equation*}
$$

need be considered. If (74.6) is satisfied, then in view of (74.7)

$$
\begin{equation*}
\mathrm{m}=\frac{1}{2} p_{0} \tag{74.9}
\end{equation*}
$$

The displacements (73.5) were established with due consideration to the boundary conditions (73.4). However, these boundary conditions are again ignored if $p$ is regarded as a contimous variable. Strictly speaking this implies a restriction of the considerations to infinitely long cylinders. The condition of periodicity for the particular solutions replaces in that case the boundary conditions. The latter condition as well as the differential equations are also satisfied after interchange of $\sin p \alpha$ and $\cos p \alpha$ in (73.5). Therefore, the general solution of the equations of neutral equilibrium for the displacement component $w$ is

$$
\begin{align*}
w= & a_{o} \sin p_{0} \alpha+b_{a} \cos p_{o} \alpha+\sum_{n=1}\left(a_{n 1} \sin p_{n 1} \alpha \cos n \beta+\right. \\
& +b_{n 1} \sin p_{n 1} \alpha \sin n \beta+c_{n 1} \cos p_{n 1} \alpha \cos n \beta+d_{n 1} \cos p_{n 1} \alpha \sin n \beta+ \\
& +a_{n 2} \sin p_{n 2} \alpha \cos n \beta+b_{n 2} \sin p_{n 2} \alpha \sin n \beta+ \\
& \left.+c_{n 2} \cos p_{n 2} \alpha \cos n \beta+d_{n 2} \cos p_{n 2} \alpha \sin n \beta\right)+ \\
& +a_{m} \sin m \alpha \cos m \beta+b_{n 1} \sin m \alpha \sin m \beta+ \\
& +c_{m} \cos m \dot{x} \cos m \beta+d_{m} \cos m \alpha \sin m \beta \tag{74.10}
\end{align*}
$$

with the understanding that the last four terms are only presant, if (74.6) has been satisfied and that summation should be carried out over all integer values of $n$ which satisfy (74.5).

The displacement components $u$ and $v$ are completely determined by (74.10) and by the equations (73.3). In view of (73.5), terms of the form $\sin p \alpha \cos n \beta$ in (74.10) cor respond to terms of the form $\cos p \alpha \cos n \beta$ and $\sin p \alpha \sin n \beta$ for $u$ and $v$, respectively. The coefficients for these terms are determined by (73.9). The terms in $u$ and $v$ which apply after replacement of $\sin p \alpha$ and/or $\cos n \beta$ by $\cos p$ and sin $n \beta$ in (74.10), are obtained through replacement of $\sin p \alpha$ and/or cis $n \beta$ $\cos \mathrm{p} \alpha$ and $\sin \mathrm{n} \beta$ respectively. The ratio of the coefficients is again given kiy (13.9) in which now $p$ is replaced by $-p$ and/or $n$ is replaced by $-n$. The general solution for $u$ and $v$ then is
$u=\frac{p}{p_{n}}\left(a_{0} \cos p_{0} \alpha-b_{0} \sin p_{0} \alpha\right)+$
$+\sum_{n=1}^{\ldots}\left\{\frac{p_{n 1}\left(\nu p_{n 1}{ }^{2}-n^{2}\right)}{\left(p_{n 1}{ }^{2}+n^{2}\right)^{2}}\left(a_{n 1} \cos p_{n 1} \alpha \cos n \beta+\right.\right.$
$\left.+b_{n 1} \cos p_{n 1}{ }^{\alpha \sin n \beta-c_{n 1}} \sin p_{n 1} \alpha \cos n \beta-d_{n 1} \sin p_{n 1} \alpha \sin n \beta\right)+$
$+\frac{p_{n 2}\left(\nu p_{n 2}^{2}-n^{2}\right)}{\left(p_{n 2}^{2}+n^{2}\right)^{2}}\left(a_{n 2} \cos p_{n 2} \alpha \cos n \beta+b_{n 2} \cos p_{n 2} \alpha \sin n \beta+\right.$
$\left.-c_{n 2} \sin p_{n 2}{ }^{\left.\alpha \cos n \beta-d_{n 2} \sin p_{n 2} \alpha^{\sin n \beta}\right)}\right\}+$
$-\frac{1-\nu}{4 m}\left(a_{m} \cos m \alpha \cos m \beta+b_{m} \cos m \alpha \sin m \beta+\right.$
$\left.-\mathrm{c}_{\mathrm{m}} \sin \mathrm{m} \alpha \cos \mathrm{m} \beta-\mathrm{d}_{\mathrm{m}} \sin \mathrm{m} \alpha \sin \mathrm{m} \beta\right)$,
$v=\sum_{n=1}^{\dddot{O}}\left\{\frac{n\left[(2+\nu) p_{n 1}{ }^{2}+n^{2}\right]}{\left(p_{n 1}{ }^{2}+n^{\beta}\right)^{2}}\left(-a_{n 1} \sin p_{n 1} \alpha \sin n \beta+\right.\right.$
$\left.+b_{n 1} \sin p_{n 1} \alpha \cos n \beta-c_{n 1} \cos p_{n 1} \alpha \sin n \beta+d_{n 1} \cos p_{n 1} \alpha \cos n \beta\right)+$
$\left.\begin{array}{l}+\frac{n\left\{(2+\nu) p_{n 2}{ }^{2}+n^{2}\right]}{\left(p_{n} 2^{2}+n^{2}\right)^{2}}\left(-a_{n 2} \sin p_{n 2} \alpha \sin n \beta+b_{n 2} \sin p_{n} 2^{\alpha \cos n \beta+}\right. \\ \left.-c_{n 2} \cos p_{n 2} \alpha \sin n \beta+d_{n 2} \cos p_{n 2} \alpha \cos n \beta\right)\end{array}\right\}+\quad$.
$+\frac{3+\nu}{4 m}\left(-a_{m} \sin m \alpha \sin m \beta \therefore b_{m} \sin m \alpha \cos m \beta+\right.$
$\left.-c_{m} \cos m \alpha \sin m \beta+d_{m} \cos m \alpha \cos m \beta\right)$.

The same remark as was made about $(74,10)$ holds here with respect to the last four terms of (74.11) and (74.12).

In view of the above, the general solution of the equations for neutral equilibrium at the buckling load is a linear combination (with coefficients $a_{0}, b_{0}, a_{n 1}$, etc.) of a number (suppose $q$ ) of linearly independent particular solutions ${ }^{11}{ }_{h} ; v_{h}$; $w_{h}$, If

$$
\begin{equation*}
T_{11}\left[u_{h}, v_{h}, w_{h} ; u_{i}, v_{i}, w_{i}\right]=0 \text { for } h \neq i \tag{74.13}
\end{equation*}
$$

is satisfied, these solutions are also the solutions of the first $q$ minimum problems (24.8); according to Sect. 24 these first $q$ minima should all be zero. Now with ${ }^{1}$

$$
T_{2}[u]=\frac{R}{l} P_{2}^{0}[u] \quad \text { or } \quad T_{2}[u]=-\frac{R}{l} P_{2}^{\prime}[u]
$$

it appears that condition (74.13) is satisfied for an infinitely long cylinder. This follows easily from the relations

$$
\begin{aligned}
& \int_{0}^{2 \pi} \cos h \beta \sin _{\sin }^{\cos } i_{\beta} d \beta=0 \text { for } h \neq i, \int_{0}^{2 \pi} \cos h \beta \sin h \beta d \beta=0 \\
& \lim _{\ell \rightarrow \infty} \frac{R}{l} \int_{0}^{\frac{l}{R}} \cos p_{h} \alpha_{\sin }^{\cos } p_{i} \alpha d \alpha=0 \text { for } h \neq i, \\
& \lim _{\ell \rightarrow \infty} \frac{R}{\ell} \int_{0}^{\frac{\ell}{R}} \cos p \alpha \sin p \alpha d \alpha=0
\end{aligned}
$$

$1_{\text {The factar }} R / \ell$ is included because $T_{2}[u]$ would otherwise become infinitely large
for the infinitely long cylinder.

The general solution (74. 10, 11, 12) is then Immediately given in the form which is known from the general theory.

## 75. STABILITY OF THE CRITICAL STATE

According to the general theory of Sect. 272, stability of equilibrium at the buctaling load is in the first place governed by the cuestion whether or not the third order form, which results from substatution of (74.10, 11 and 12) in

$$
\begin{equation*}
\mathbf{P}_{3}[u]=p_{3}^{0}[u]+\lambda_{1} p_{3}^{\prime}[u], \tag{75.1}
\end{equation*}
$$

is identically zero. The integrand of (75.1) consiste of a sum of products of the form

$$
\begin{equation*}
\operatorname{cin}_{\cos } p_{h} \alpha_{g l n}^{\cos } p_{i} \alpha_{\sin }^{\cos } p_{j} \alpha_{\sin }^{\cos h \beta_{\sin }^{\cos } 1 \beta} \cos _{\cos }^{\cos \beta} \tag{75.2}
\end{equation*}
$$

where $p_{h}, p_{i}, p_{j}$ each have one of the values determined by (74.4) corresponding to values of $n=h, i, j$ respectively. Each of these products may be reduced to a sum of products of the form

$$
\begin{equation*}
\sin _{\cos }\left(p_{h} \pm p_{i} \pm p_{j}\right) \alpha_{\sin }^{\cos }(h \pm i \pm j) \beta \tag{75.3}
\end{equation*}
$$

The products (75.3) must be integrated over the cylinder wall. Since

$$
\int_{0}^{2 \pi} \cos n \beta d \beta=0 \quad \text { for } \quad n \neq 0
$$

such a product can only yield a nonzero contribution if

$$
\begin{equation*}
h \pm i \pm j=0 \tag{75.4}
\end{equation*}
$$

The integration with respect to $\alpha$ does in general not yield such a simple result. However, if in all contributions of (75.1) the common factor $\frac{2 \pi l}{R}$ is divided out and


$$
\lim _{\ell \rightarrow \infty} \frac{R}{\ell} \int_{0}^{\frac{!}{\mathrm{R}}} \cos \sin p \alpha d \alpha=0 \quad \text { ior } p \neq 0
$$

it follows that a product (75.2) can only yield a nonzero contribution if

$$
\begin{equation*}
p_{h} \pm p_{i} \pm p_{j}=0 \tag{75.5}
\end{equation*}
$$

For the buckling modes considered here ( $p \gg 1$ ), application of this result obtained for infinltely long cylinders to cylinders of a not too small but finite length ( $\mathcal{L} / \mathbf{R}>0.75$ ) is justified because no influence of the length of such cylinders has been detected experimentally. Besides, the simplification already Introduced, whereby $p$ was regarded as a continuous variable, is also exactly valid only for infinite cylinders.

The number of possible combinations of values of $h, i, j$ and $p_{p}, p_{1}, p_{j}$ which satisfy (74.2) or (74.4) is drastically reduced by the conditions (75.4) and (75.5). First of all it is noticed that

$$
h+i+j=0 \quad \text { or } \quad p_{h}+p_{1}+p_{j}=0
$$

is not a possible combination if only positive values of $h, i, j$ and $p_{h}, p_{i}, p_{j}$ are included (negative values give no extension of the solutions (74.10, 11, 12) and therefore need not be considered). Further, the considerations may be restricted to the two cases

$$
\begin{align*}
& h+i-j=0, p_{h}+p_{i}-p_{j}=0 \text { and }  \tag{75.6}\\
& h+1-j=0, p_{h}-p_{i}+p_{j}=0 \tag{75.7}
\end{align*}
$$

 $h, i$, and $j$.

Also, it appears the possiblity (75.6) may be ellminated, as substitution of $j$ and $p_{j}$ (75.6) in relation (74.2) which holds for $n=j$, yields

$$
\left(p_{h}+p_{i}\right)^{2}+(h+1)^{2}=\left(p_{h}+p_{i}\right) \sqrt[4]{\frac{4\left(1 \cdot \cdot \nu^{2}\right)}{k}}
$$

from which, with use of (74.2) for $n=h$ and $n=1$, it follows that

$$
p_{h} p_{i}+h i=0
$$

Thus, only the possibility (75.7) remains. Elimination of $i$ and $p_{i}$ from the relation (74.2), holding for $n=i$, ylelds

$$
p_{h} p_{j}-h j=0
$$

The relation (74.2) for $n=j$ then may be written in the form

$$
\mathrm{j}^{2}\left(1+\frac{\mathrm{h}^{2}}{\mathrm{p}_{\mathrm{h}}^{2}}\right)=\frac{\mathrm{jh}}{\mathrm{p}_{\mathrm{h}}} \sqrt{\frac{4\left(1-\nu^{2}\right)}{\mathrm{k}}}
$$

from which, with use of (74.2) for $n=h$, it follows that $j=h$. The combinatlons of n and p , which together determine a product (75.2) that may yleld a nonzero solution, are thus given by

$$
\left.\left.\left.\begin{array}{l}
\mathrm{n}=0  \tag{75.8}\\
\mathrm{p}=\mathrm{p}_{\mathrm{o}}
\end{array}\right\}, \begin{array}{l}
\mathrm{n}=\mathrm{h} \\
\mathrm{p}=\mathrm{p}_{\mathrm{h} 1}
\end{array}\right\}, \begin{array}{l}
\mathrm{n}=\mathrm{h} \\
\mathrm{p}=\mathrm{p}_{\mathrm{h} 2}
\end{array}\right\} .
$$

This result can simply be illustrated by a p versus $n$ graph. Here the combinations of $p$ and $n$ for the bucking modes (74. 4) are represented by the interscctions of the
 belonging to the same value of $n$ and the polut $n=0, p=p_{0}$ determine together a term of the integrand of $P_{3}[u]$ which after integration can yieid a nonzero quaniity. Except for $n=0, p=p_{0}$, the assumption $p \gg 1$, allows ouly relatively large values of $n$ as only in that case this assumption has been fulfilled,

Still more simplifications can be introduced in the calculation of (75.1). From (74. 10, 11, 12) it follows that $u$ and $v$ are small in comparison to $w$ while their first derivatives may be of the same order of magnitude. Further $w^{\boldsymbol{\prime}}$ is large in comparison to $w$, while $w^{*}$ may be of the same order of magnitude as $w^{\prime}$. The most important terms of the integrand of $P_{3}^{0}[u]$ (72.8), in comparison to which the remaining terms may be disregarded, are then given by

$$
\begin{align*}
4 u^{\prime} w^{\prime 2} & +4\left(v^{\bullet}+w\right) w^{\cdot 2}+4 \nu u^{\prime} w^{0}+4 \nu\left(v^{*}+w\right) w^{\prime 2}+ \\
& +4(1 \cdot v)\left(u^{\bullet}+v^{\prime}\right) w^{\prime} w^{\bullet}=4\left[u^{\prime}+\nu\left(v^{\bullet}+w\right)\right] w^{\prime 2}+ \\
& +4\left(\nu u^{\prime}+v^{\bullet}+w\right) w^{\cdot 2}+4(1-v)\left(u^{*}+v^{\prime}\right) w^{\prime} w^{\prime} \tag{75.9}
\end{align*}
$$

The most important terms of (72.9) are of the same form so that, as $\lambda_{1} \ll 1$, the contribution $\lambda_{1} P_{3}^{\prime}[u]$ may be neglected in comparison to $P_{3}^{0}[u]$.

Although the corresponding amount of writing is quite extensive, the execution of the calculation of the third order terms now yields no more difficulties, and thus the final result only is reported

$$
\begin{align*}
P_{3}\left(\Sigma_{a_{j} u_{j}}\right] & =\frac{2 \pi \ell}{R^{2}}\left(1-\nu^{2}\right)\left\{3 \Sigma n ^ { 2 } \left[b _ { 0 } \left(-a_{n 1} a_{n 2}-b_{n 1} b_{n 2}+c_{n 1} c_{n 2}+\right.\right.\right. \\
& \left.\left.+d_{n 1} d_{n 2}\right)+a_{0}\left(a_{n 1} c_{n 2}+a_{n 2} c_{n 1}+b_{n 1} d_{n 2}+b_{n 2} d_{n 1}\right)\right]+ \\
& \left.+\frac{3}{2} m^{2}\left[b_{o}\left(-a_{m}^{2}-b_{m}^{2}+c_{m}^{2}+d_{m}^{2}\right)+2 a_{0}\left(a_{m} c_{m}+b_{m} d_{m}\right)\right]\right\} \tag{75,10}
\end{align*}
$$
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Here summation should be extended to all sufficiently large integer values of $n$ which satisfy (74.5). It appears from (75.10) that terms of the third order do exist so that equilibrium at the critical state is unstable.

## 76. EQUILIBRIUM STATES AT LOADS IN THE NEIGHBORHOOD OF THE BUCKLING LOAD STATE

Since, in view of (72. 6 to 11), the energy increment (72.3) is of the form (38.3) the theory of Sect. 38 may be applied. If the considerations are restricted to displacements from the fundamental stafe of such a small magndude that already terms of the fourth order may be naglected, then the stationary value of the energy $\overline{\mathbf{p}}^{\boldsymbol{\lambda}}\left(\mathrm{a}_{\mathrm{j}}\right)$ for constant values of $a_{j}$ takes the form correaponding to (38.22)

$$
\begin{equation*}
\bar{P}^{\lambda}\left(a_{j}\right)=\left(\lambda-\lambda_{1}\right) \bar{P}_{2}^{\prime}\left(a_{j}\right)+\bar{P}_{3}^{o}\left(a_{j}\right)+\lambda \bar{P}_{3}^{\prime}\left(a_{j}\right) \tag{76.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \bar{P}_{2}^{\prime}\left(a_{j}\right)=P_{2}^{\prime}\left[\Sigma a_{j} u_{j}\right] \\
& \bar{P}_{3}^{0}\left(a_{j}\right)=P_{3}^{0}\left[\Sigma a_{j} u_{j}\right] \\
& \bar{P}_{3}^{\prime}\left(a_{j}\right)=P_{3}^{\prime}\left[\Sigma a_{j} u_{j}\right] \tag{76.2}
\end{align*}
$$

As already has been remarked in the previous section, $P_{3}{ }^{\prime}[u]$ is of the same form as $P_{3}^{\circ}[u]$ so that in (76.1) the last term may be disregarded as $\lambda \ll 1$. Furthermore, the second term agrees with (75.10) so that only the first term needs be calculated.
 so that

$$
\bar{P}_{2}^{\prime}\left(a_{j}\right)=-4\left(1-\nu^{2}\right) \iint\left(\sum a_{j} w_{j}^{\prime}\right)^{2} d \alpha d \beta ;
$$

$$
\begin{align*}
\overline{\mathbf{p}}_{2}^{\prime}\left(a_{j}\right)= & -4\left(1-\nu^{2}\right) \Sigma a_{j}^{2} \iint w_{j}^{\prime 2} d \alpha d \beta= \\
= & -\frac{2 \pi \ell}{R}\left(1-\nu^{2}\right)\left\{2 p_{0}^{2}\left(a_{0}^{2}+b_{0}^{2}\right)+\right. \\
& +\sum_{n=1}^{\dddot{n}_{n 1}} p_{n 1}^{2}\left(a_{n 1}^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}^{2}\right)+ \\
& +\sum_{n=1}^{\ddot{q}_{n}} p_{n 2}^{2}\left(a_{n 2}^{2}+b_{n 2}^{2}+c_{n 2}^{2}+d_{n 2}^{2}\right)+ \\
& \left.+m^{2}\left(a_{m}^{2}+b_{m}^{2}+c_{m}^{2}+d_{m}^{2}\right)\right\} \tag{76.3}
\end{align*}
$$

Hence (76.1) becomes

$$
\begin{aligned}
& \overline{\bar{p}}^{\lambda}\left(a_{j}\right)=\frac{2 \pi l}{R^{2}}\left(1-\nu^{2}\right)\left\{-R\left(\lambda-\lambda_{1}\right)\left[2 p_{0}^{2}\left(a_{0}^{2}+b_{0}^{2}\right)+\right.\right. \\
& +\sum_{n=1}^{\because} p_{n 1}^{2}\left(a_{n 1}^{2}+b_{n l}^{2}+c_{n 1}^{2}+d_{n 1}^{2}\right)+ \\
& \left.+\sum_{n=1}^{\ddot{ }} p_{n 2}^{2}\left(a_{n 2}^{2}+b_{n 2}^{2}+c_{n 2}^{2}+d_{n 2}^{2}\right)+m^{2}\left(a_{m}^{2}+b_{m}^{2}+c_{m}^{2}+d_{m}^{2}\right)\right]+ \\
& +3 \sum_{n=1}^{\because 0} n^{2}\left[b_{0}\left(-a_{n 1} a_{n 2}-b_{n 1} b_{n 2}+c_{n 1} c_{n 2}+d_{n 1} d_{n 2}\right)+\right. \\
& \left.+a_{0}\left(a_{n 1} c_{n 2}+a_{n 2} c_{n 1}+b_{n 1} d_{n 2}+b_{n 2} d_{n 1}\right)\right]+ \\
& \left.+\frac{3}{2} m^{2}\left[b_{0}\left(-a_{m}^{2}-b_{m}^{2}+c_{m}^{2}+d_{m}^{2}\right)+2 a_{0} \cdot\left(a_{m} c_{m}+b_{m} d_{m}\right)\right]\right\} .(76.4)
\end{aligned}
$$

The equilibrium states are charactorized by stationary values of (76.4) as functions of the parameters $a_{0}, b_{0}, a_{n 1}$ etc. Differentiation with respoct to $a_{2}$ and $b_{2}$ leads to the conditions

$$
\left.\begin{array}{rl}
-4 R\left(\lambda-\lambda_{1}\right) p_{0}{ }^{2} a_{0}+3 \sum_{n=1}^{\dddot{n}} n^{2}\left(a_{n 1} c_{n 2}+a_{n 2} c_{n 1}\right. & \left.+b_{n 1} d_{n 2}+b_{n 2} d_{n 1}\right)+ \\
& +3 m^{2}\left(a_{m} c_{m}+b_{m} d_{m}\right)=0, \\
-4 R\left(\lambda-\lambda_{1}\right) p_{0}{ }^{2} b_{0}+3 \sum_{n=1}^{\dddot{O}} n^{2}\left(-a_{n 1} a_{n 2}-b_{n 1} b_{n 2}+c_{n 1} c_{n 2}+d_{n 1} d_{n 2}\right)+  \tag{76.5}\\
& +\frac{3}{2} m^{2}\left(-a_{m}{ }^{2}-b_{m}{ }^{2}+o_{m}^{2}+d_{m}^{2}\right)=0 .
\end{array}\right\}
$$

It appears from these conditions that $a_{0}$ and $b_{0}$ cannot have a nonzero value unless at least one pair of the remaining coefficients differs frem zero.

Differentiation with respect to $a_{n 1}, a_{n 2}, c_{n 1}, c_{n 2}$ leads to the conditions

$$
\left.\begin{array}{l}
-2 R\left(\lambda-\lambda_{1}\right) p_{n 1}{ }^{2} a_{n 1}+3 n^{2}\left(-b_{0} a_{n 2}+a_{0} c_{n 2}\right)=0, \\
-2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2} a_{n 2}+3 n^{2}\left(-b_{0} a_{n 1}+a_{0} c_{n 1}\right)=0, \\
-2 R\left(\lambda-\lambda_{1}\right) p_{n 1}^{2} c_{n 1}+3 n^{2}\left(b_{0} c_{n 2}+a_{0} a_{n 2}\right)=0,  \tag{76.6}\\
-2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2} c_{n 2}+3 n^{2}\left(b_{0} c_{n 1}+a_{0} a_{n 1}\right)=0
\end{array}\right\}
$$

The conditions obtained from differentiation with reapect to $b_{n 1}, b_{n 2}, d_{n 1}, d_{n 2}$ have the same form and follow from (76.6) through replacement of $a_{n 1,2}$ and $c_{n 1,2}$ by $b_{n 1,2}$ and $d_{n 1,2}$ respectively. Differentiation of $(76,4)$ with respect to $a_{m}$ and $c_{m}$ leads to the conditions

$$
\left.\begin{array}{l}
-2 R\left(\lambda-\lambda_{1}\right) m^{2} a_{m}+3 m^{2}\left(-b_{0} a_{m}+a_{0} c_{m}\right)=0 \\
-2 R\left(\lambda-\lambda_{1}\right) m^{2} c_{m}+3 m^{2}\left(b_{0} c_{m}+a_{0} a_{m}\right)=0 \tag{76.7}
\end{array}\right\}
$$

The condition obtained by differentiation with respect to $b_{m}$ and $d_{m}$ follows from (76.7) through replacement of $a_{m}$ and $c_{m}$. by $b_{m}$ and $d_{m}$ respectively.

The conditions (76.6) may be regarded as a system of homogeneous linear equations for $a_{n 1}, a_{n 2}, c_{n 1}, c_{n 2}$. These equations have a nonzero solution if and only if the determinant formed by its coefficients

$$
\left|\begin{array}{cccc}
-2 R\left(\lambda-\lambda_{1}\right) p_{n 1}^{2} & -3 n^{2} b_{0} & 0 & 3 n^{2} a_{0}  \tag{76.8}\\
-3 n^{2} b_{0} & -2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2} & 3 n^{2} a_{0} & 0 \\
0 & 3 n^{2} a_{0} & -2 R\left(\lambda-\lambda_{1}\right) p_{n 1}^{2} & 3 n^{2} b_{0} \\
3 n^{2} a_{0} & 0 & 3 n^{2} b_{0} & -2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2}
\end{array}\right|
$$

ie qqual to zero. Expansion of the determinant leads after use of

$$
\begin{equation*}
p_{n 1} p_{n 2}=n^{2} \tag{76،9}
\end{equation*}
$$

to the condition

$$
n^{8}\left[4 R^{2}\left(\lambda-\lambda_{1}\right)^{2}-9\left(a_{0}^{2}+b_{0}^{2}\right)\right]^{2}=0
$$

from which it follows that

$$
\begin{equation*}
a_{0}^{2}+b_{0}^{2}=\frac{4}{9} R^{2}\left(\lambda-\lambda_{1}\right)^{2} \tag{76.10}
\end{equation*}
$$

Likewise, the conditions (76.7) as a system of linear homogeneous equations has a nonzero solution if and only if the determinant

$$
\left|\begin{array}{cc}
-2 R\left(\lambda-\lambda_{1}\right) m^{2}-3 m^{2} b_{0} & 3 m^{2} a_{0} \\
3 m^{2} a_{0} & -2 R\left(\lambda-\lambda_{1}\right) m^{2}+3 m^{2} b_{0}
\end{array}\right|
$$

is equal to zero. Expansion of this determinant leads again to the condition (76,10),

A surprising feature of condition (76.10) is its independency of $n, 80$ that the result of its satisfaction is that all equations (76.6 and 7), as well as the equations obtained from these by replacernent of

$$
a_{n 1}, a_{n 2}, c_{n 1}, c_{n 2}, a_{m}, c_{m}, \text { by } b_{n 1}, b_{n 2}, d_{n 1}, d_{n 2}, b_{m}, d_{m}
$$

have simultaneously a nonzero solution. On the other hand, if (76.10) is not satisfied, then (76.6 and 7) have only the trivial zero solution. In that case $a_{0}$ and $b_{0}$ are also equal to zero in view of (76.5). This solution which ropresents the fundamental state can be left out of further consideration.

For the values of $a_{0}$ and $b_{0}$ determined by (76.10), the determinant (76.8) is of the rank 2, i.e., all the determinants of the third order formed from its rows and columns are zero, while at least one of the determinants of rank two is unequal to zero. The general solution of (76.6) ls, therefore,

$$
\left.\begin{array}{l}
a_{n 2}=\frac{3 n^{2}}{2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2}}\left(-b_{0} a_{n 1}+a_{0} c_{n 1}\right), \\
c_{n 2}=\frac{3 n^{2}}{2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2}}\left(a_{0} a_{n 1}+b_{0} c_{n 1}\right), \tag{76.11}
\end{array}\right\}
$$

in which $a_{n 1}$ and $c_{n 1}$ are arbitrary constants. The corresponding solutions for $b_{n 2}$ and $d_{n 2}$ are obtained through replacement here of $u_{n 1}$ and $c_{n 1}$ by $b_{n 1}$ and $d_{n 1}$ respectively. The solution of (76.7) is

$$
\begin{equation*}
c_{m}=\frac{3}{2 R\left(\lambda-\lambda_{1}\right)-3 b_{0}} a_{o} a_{m} \tag{76.12}
\end{equation*}
$$

unless $a_{o}$ is equal to zero; in the latter case the solution is given by

$$
\begin{equation*}
b_{0}=\frac{2}{3} R\left(\lambda-\lambda_{1}\right) \quad \text { or } \quad b_{0}=-\frac{2}{3} R\left(\lambda-\lambda_{1}\right) . \tag{76.13}
\end{equation*}
$$

depending on whether $b_{o}$ determined by (76.10) has the value

$$
\begin{equation*}
a_{m}=0, c_{m} \text { arbitrary, resp. } a_{m} \text { arbitrary, } c_{m}=0 . \tag{76.14}
\end{equation*}
$$

The corresponding solutions for $b_{m}$ and $d_{m}$ are obtained from this through replacement of $a_{m}$ and $c_{m}$ by $b_{m}$ and $d_{m}$ respectively.

By substitution of (76.11 and 12), (76.5) becomes

$$
\begin{aligned}
& -4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2} a_{0}+9 \sum_{n=1}^{\ldots 0} \frac{n^{1} a_{0}}{2 R\left(\lambda-\lambda_{1}\right) p_{n 2}}\left(_{n-1}^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}^{2}\right)+ \\
& +9 \frac{m^{2} a_{0}}{2 R\left(\lambda-\lambda_{1}\right)-3 b_{0}}\left(a_{m}^{2}+b_{m}^{2}\right)=0, \\
& -4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2} b_{0}+9 \sum_{n=1}^{\dddot{0}} \frac{n^{4} b_{0}}{2 R\left(\lambda-\lambda_{1}\right) p_{n 2}}\left(a_{n 1}^{2}+b_{n 1}{ }^{2}+c_{n 1}^{2}+{d_{n 1}}^{2}\right)+ \\
& +\frac{3}{2} m^{2}\left\{\frac{9 a_{0}^{2}}{\left[2 R\left(\lambda-\lambda_{1}\right)-3 b_{0}\right]^{2}}-1\right\}\left(a_{m}^{2}+b_{m}^{2}\right)=0 .
\end{aligned}
$$

By use of (76.9) the first condition becomes

$$
\begin{align*}
a_{0}\left\{-\Delta \mathbb{R}\left(\lambda-\lambda_{1}\right) p_{0}^{2}+\frac{9}{2 R\left(\lambda-\lambda_{1}\right)}\right. & \sum_{n=1}^{\because} p_{n 1}{ }^{2}\left(a_{n 1}^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}{ }^{2}\right)+ \\
& \left.+\frac{9 R\left(\lambda-\lambda_{1}\right)-3 b_{0}}{2} m^{2}\left(a_{m}^{2}+b_{m}^{2}\right)\right\}=0 \tag{76.15}
\end{align*}
$$

By use of (76.10), the second condition can be reduced to

$$
\begin{align*}
b_{0}\left\{-4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2}+\frac{9}{2 R\left(\lambda-\lambda_{1}\right)}\right. & \sum_{n=1}^{\because} p_{n 1}^{2}\left(a_{n 1}{ }^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}^{2}\right)+ \\
& +\frac{9 R\left(\lambda-\frac{9}{\left.\lambda_{1}\right)-3 b_{0}} m^{2}\left(a_{m}^{2}+b_{m}^{2}\right)\right\}=0}{} \tag{76,16}
\end{align*}
$$

Except if $a_{0}=b_{n}=0$, which case may be disregarded, these conditions are only satisfied by
$-4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2}+\frac{9}{2 R\left(\lambda-\lambda_{1}\right)} \sum_{n=1}^{\ddot{O}} p_{n 1}^{2}\left(a_{n 1}{ }^{2}+b_{n 1}{ }^{2}+c_{n 1}{ }^{2}+d_{n 1}{ }^{2}\right)+$

$$
+\frac{9}{2 \mathrm{R}} \frac{9}{\left(\lambda-\lambda_{1}\right)-3 \mathrm{~b}_{0}} \mathrm{~m}^{2}\left(\mathrm{a}_{\mathrm{m}}^{2}+\mathrm{b}_{\mathrm{m}}^{2}\right)=0 .(76.17)
$$

The case $a_{0}=0$ must still be considered separately. The first condition (76.5) is then immediately satisfied by substitution of ( 76,11 and 14). Depending on whether the first or the second relation (76.13) is satisfied, the second condition (76.5) by substitution of (76.11 and 14) becomes

$$
\begin{align*}
-8 R^{2}\left(\lambda-\lambda_{1}\right)^{2} p_{0}^{2}+9 \sum_{n=1}^{\ddot{\because}} & p_{n 1}^{2}\left(a_{n 1}^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}^{2}\right)+ \\
& +\frac{9}{2} m^{2}\left(c_{m}^{2}+d_{m}^{2}\right)=0, \quad \text { or } \tag{76.18}
\end{align*}
$$

$$
\begin{align*}
&-8 R^{2}\left(\lambda-\lambda_{1}\right)^{2} p_{0}^{2}+9 \sum_{n=1}^{\infty} p_{n 1}^{2}\left(a_{n 1}^{2}+b_{n 1}^{2}+c_{n 1}^{2}+d_{n 1}{ }^{2}\right)+ \\
&+\frac{9}{2} m^{2}\left(a_{m}^{2}+b_{m}^{2}\right)=0 \tag{76.19}
\end{align*}
$$

raspectively.

The results obtained may be summarized :s follows. The displacements (74.10 to 12), for neighboring states of equilibrium deviating from the fundamental state, should satisfy (76.10 and 17) and (76,11 and 12). In the case that $a_{0}=0$ one of the conditions (76.18 or 19) takes the place of (76.17), while (76.12) is replaced by the corresponding relation (76.14). It appears from these results that the displacements in the noighboring equilibrium states are far from uniquely determined. This is partially caused by the fact that the contributions to the displacements with coefficients $a, b$, c, d with the same indices, all determine the same buckling mode, although with a relativg "phase-shift". On the other hand, the indeterminancy between the coefficients with different indices cannot be attributed to this fact. It is to be expected that this latter indeterminancy would, at least partially, disappear if in the energy also terms of the fourth order in the displacements were taken into account. This possibility of improvement of the theory would introduce a considerable complication of the analysis and will not be further explored.

The stability of the neighboring states of equilibrium is governed by the second variation of (76.4)

$$
\begin{aligned}
& \Delta^{2} \bar{p} \lambda^{\prime}\left(a_{j}\right)=\frac{2 \pi i}{R^{2}}\left(1-\nu^{2}\right) \cdot\left\{-R\left(\lambda-\lambda_{1}\right)\left[2{p_{0}}^{2}\left(\Delta a_{o}{ }^{2}+\Delta b_{o}{ }^{2}\right)+\right.\right. \\
& +\sum_{n=1}^{\ddot{O}} p_{n 1}^{2}\left(\Delta a_{n 1}{ }^{2}+\Delta b_{n 1}{ }^{2}+\Delta c_{n 1}^{2}+\Delta d_{n 1}^{2}\right)+ \\
& +\sum_{n=1}^{\ddot{q}} p_{n 2}{ }^{2}\left(\Delta a_{n 2}{ }^{2}+\Delta b_{n 2}{ }^{2}+\Delta c_{n 2}{ }^{2}+\Delta d_{n 2}{ }^{2}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& \left.+m^{2}\left(\Delta a_{m}^{2}+\Delta b_{m}^{2}+\Delta c_{m}^{2}+\Delta d_{m}^{2}\right)\right]+
\end{aligned}
$$

$$
\begin{align*}
& +a_{0}\left(\Delta a_{n 1} \Delta c_{n 2}+\Delta a_{n 2} \Delta c_{n 1}+\Delta b_{n 1} \Delta d_{n 2}+\Delta b_{n 2} \Delta d_{n 1}\right)+ \\
& -a_{n 1} \Delta b_{0} \Delta a_{n 2}-a_{n 2} \Delta b_{0} \Delta a_{n 1}-b_{n 1} \Delta b_{0} \Delta b_{n 2}-b_{n 2} \Delta b_{0} \Delta b_{n 1}+ \\
& +c_{n 1} \Delta b_{0} \Delta c_{n 2}+c_{n 2} \Delta b_{0} \Delta c_{n 1}+d_{n 1} \Delta b_{0} \Delta d_{n 2}+d_{n 2} \Delta b_{0} \Delta d_{n 1}+ \\
& +a_{n 1} \Delta a_{0} \Delta c_{n 2}+c_{n 2} \Delta a_{0} \Delta a_{n 1}+a_{n 2} \Delta a_{0} \Delta c_{n 1}+c_{n 1} \Delta a_{0} \Delta a_{n 2}+ \\
& \left.+b_{n 1} \Delta a_{0} \Delta d_{n 2}+d_{n 2} \Delta a_{0} \Delta b_{n 1}+b_{n 2} \Delta a_{0} \Delta d_{n 1}+d_{n 1} \Delta a_{0} \Delta b_{n 2}\right]+ \\
& \left.+\frac{3}{2} m^{2} \right\rvert\, b_{0}\left(-\Delta a_{m}{ }^{2}-\Delta b_{m}{ }^{2}+\Delta c_{m}^{2}+\Delta d_{m}{ }^{2}\right)+ \\
& +2 a_{0}\left(\Delta a_{m} \Delta c_{m}+\Delta b_{m} \Delta d_{m}\right)+ \\
& -2 a_{m} \Delta b_{o} \Delta a_{m}-2 b_{m} \Delta b_{0} \Delta b_{m}+2 c_{m} \Delta b_{o} \Delta c_{m}+ \\
& +2 d_{m} \Delta b_{0} \Delta d_{m}+2 a_{m} \Delta a_{0} \Delta c_{m}+2 c_{m} \Delta a_{0} \Delta a_{m}+ \\
& \left.+2 b_{m} \Delta a_{0} \Delta d_{m}+2 d_{m} \Delta a_{o} \Delta b_{m} \mid\right\} \text {. } \tag{76.20}
\end{align*}
$$

The general conclusion of Sect. 36 that neighboring equilibrium states at loads smaller than the buckling load are unstable can immediately be used. Further, the coefficient of, for instance, $\Delta a_{0}^{2}$ is negative for loads greater than the buckling load. Consequently (76.20) is negative oniy if $\Delta a_{0}$ is different from zero. Therefore, the neighboring states of equilibrium, as well as the fundamental state, are unstable at loads in excess of the buckling load. Since an unstable state of equilibrium cannot be realized experimentally, the sbove analysis offers an explanation why, at least for small deformations, the thin walleci cylinder cannot carry loads greater than the buckling load.

The neighboring equilibrium states for a cylindrical shell were investigated by
 ment component

$$
\begin{equation*}
w=a_{0}+a_{1} \cos p \alpha \cos n \beta+a_{n}(\cos 2 p \alpha+\cos 2 n \beta) \tag{76.21}
\end{equation*}
$$

The displacement components in the axial and tangential directions are then determined by application of the equilibrium conditions in the plane of the shell. The three parameters in (76.21) are finplly found from the condition that the potential energy should he a minimum.

The displacements assumed by von Kármán and T'sien cannot represent the general solution in the critical state. Cousequently, their results will presumably be less accurate for loads reasonably close to the buckling load. This supposition is confirmed by the shape of their curves giving the amplitude $a_{1}$ of the critical mode as a function of the load. At the point which represents the critical state $\lambda=\lambda_{1}$, $a_{1}=0$, the tangent to the curve is parallel to the $a_{1}$-axis. According to the general theory (76.10), however, the amplitude of the critical mode in the neighborhood of the buckling load increases linearly with the changes in the load. On the other hand, the theory developed here yields improbabls results for loads further removed from the buckling load. It leads for instance for the unloaded state, $\lambda=0$, to equilibrium states with nonzero values of the coefficients $a, b, c, d$. There is no doubt that this is caused by the omission in the culculation of the energy of terms of the fourth order in the displacements (see also Sect. 783).

## 77. THE INFLUENCE OF SMALL DEVIATIONS

It is assumed that the undeformed state of the middle surface of the structure can be derived from a cylinder by displacements $w_{0}$ in the direction normal to the cylinder surface. The coordinates of a point on this middle surface are then given by

$$
x_{1}^{0}=R \alpha_{1} x_{2}^{0}=\left(R+w_{0}\right) \sin \beta, x_{3}^{0}=\left(R+w_{0}\right) \cos \beta
$$

It follows from Sect. 57, that the strain components of the middle surface are determined by (see also (56.3))

$$
\begin{align*}
& \gamma_{\alpha \alpha 0^{*}}= \frac{1}{R} 2 u^{\prime}+ \\
& R^{2} \\
& \gamma_{\beta \beta 0^{2}}=\frac{1}{R}\left(u^{2}+v^{2}+w^{\prime}\right)+\frac{1}{R^{2}} 2 w_{0}^{\prime} w^{\prime},  \tag{77.1}\\
&+\frac{1}{R^{2}}\left[2 w_{0}\left(v^{\prime}+w\right)+2 w_{0}^{*}\left(w^{\prime}-v\right)\right], \\
& R^{2}\left[u^{2}+\left(v^{\prime}+w\right)^{2}+\left(w^{\cdot}-v\right)^{2}\right]+ \\
& \gamma_{\alpha \beta 0^{*}=}=\frac{1}{R}\left(u^{\prime}+v^{\prime}\right)+\frac{1}{R^{2}}\left[u^{\prime} u^{\cdot}+v^{\prime}\left(v^{\prime}+w\right)+w^{\prime}\left(w^{\prime}-v\right)\right]+ \\
&+\frac{1}{R^{2}}\left[w_{0} v^{\prime}+w_{0}^{\prime}\left(w^{\prime}-v\right)+w_{0} \cdot w^{\prime}\right] .
\end{align*}
$$

The expressions (71,5) for the changes of curvature remain unchanged.

Just as the extended theory of Sect. 38 could be applied to the perfect cylinder, use can here be made of Sect. 47. In the energy incrament (47.1) on transition from the displacement configuration $U(\beta)$, which determines the fundamental state of the model, to a displacement configuration $U(\lambda)+u$, the influence of small deviations between structure and model is expressed by the term ( 47,2 ) only. This term, originating from the elastic energy, is obtained from terms which are quadratic in the total displacements $U(\lambda)+u$. If for the time being these total displacements are called $u_{\mathrm{u}} \mathbf{v}, \mathrm{w}$, it follows from Sect. 57 that these quadratic terms are obtained by substitution of (77.1) in (55.11). Thus, they ure

$$
\begin{align*}
& \frac{1}{4} G h \frac{1}{1-\nu} \frac{i}{R} \iint\left[8 w_{0}^{\prime} u^{\prime} w^{\prime}+8 w_{0}\left(v^{\prime}+w\right)^{2}+\right. \\
& \quad+8 w_{0}\left(v^{\prime}+w\right)\left(w^{\prime}-v\right)+8 \nu w_{o}^{\prime} w^{\prime}\left(v^{\prime}+w\right)+ \\
& \quad+8 \nu w_{0} u^{\prime}\left(v^{\prime}+w\right)+8 \nu w_{0}^{\prime} u^{\prime}\left(w^{\prime}-v\right)+ \\
& \quad+4(1-\nu) w_{0}\left(u^{\prime}+v^{\prime}\right) v^{\prime}+4(1-\nu) w_{o}^{\prime}\left(u^{\prime}+v^{\prime}\right)\left(w^{\prime}-v\right)+ \\
& \left.\quad+4(1-\nu) w_{0}^{\prime}\left(u^{\prime}+v^{\prime}\right) w^{\prime}\right] d \alpha d \beta . \tag{77.2}
\end{align*}
$$

In the following $U(\lambda)+u$ represents the total displacements, of which the components are

$$
-\lambda R \alpha+u, \quad v, \quad \lambda \nu R+w
$$

The desired expression (47.2) is then obtained by expansion of (77.2) including only terms which are linear in $u, v$, and $w$. After division by $\frac{1}{4} G h \frac{1}{1-\nu}$

$$
\begin{aligned}
\epsilon \lambda Q_{1}^{\prime}[u]= & \iint\left[-8 \lambda w_{0}^{\prime} w^{\prime}+16 \nu \lambda w_{0}\left(v^{\prime}+w\right)+\right. \\
& +8 v \lambda w_{0}^{\prime}\left(w^{\prime}-v\right)+8 \nu^{2} \lambda w_{0}^{\prime} w^{\prime}-8 \nu \lambda w_{0}\left(v^{\prime}+w\right)+ \\
& \left.+8 \nu^{2} \lambda w_{0} u^{\prime}-8 \nu \lambda w_{0}^{\prime}\left(w^{\prime}-v\right)\right] d \alpha d \beta= \\
= & \lambda \iint\left[-8\left(1-v^{2}\right) w_{0}^{\prime} w^{\prime}+8 \nu w_{0}\left(\nu u^{\prime}+v^{\prime}+w\right) \mid d \alpha d \beta\right.
\end{aligned}
$$

If it is assumed also that $w_{0}$ is zero along the edges of the cylinder, then, through integration by parts, this expression may be reduced to

$$
\begin{equation*}
\epsilon \lambda Q_{1}^{\prime}\left[u_{j}=8 \lambda \iint w_{0}\left[\left(1-\nu^{2}\right) w^{\prime \prime}+\nu\left(\nu u^{\prime}+v^{\prime}+w\right)\right] d \alpha d \beta\right. \tag{77.3}
\end{equation*}
$$

The considerations are restricted to displacements from the configuration $U(\lambda)$ of such small magnitude that terms of the fourth order in $u, v, w$ and their derivatives may be disregarded. The stationary value of the energy $F^{\boldsymbol{\lambda}}$ ( $a_{j}$ ) for conatant values of $a_{j}$ then takes the form

$$
\begin{equation*}
F^{\lambda}\left(a_{j}\right)=\epsilon \lambda \bar{Q}_{1}^{\prime}\left(a_{j}\right)+\bar{P}^{\lambda}\left(a_{j}\right), \tag{77.4}
\end{equation*}
$$

which is derived from (76.1) and (77.3) and which corresponds to (47.8). In this expression $\overline{\mathbf{P}}^{\lambda}\left(a_{j}\right)$ is determined by (76.4) and

$$
\begin{equation*}
\left.\epsilon \lambda \bar{Q}_{1}^{\prime}\left(a_{j}\right)=\epsilon \lambda Q_{1}^{\prime}!\Sigma a_{j} u_{j}\right] \tag{77,5}
\end{equation*}
$$

where the components of $\Sigma a_{j} u_{j}$ are determined by (74.10 to 12 ). Since $\mathrm{p}^{2}$ is always supposed to be large in comparison to unity, the first term between brackets dominates in (77.3) and all the other terms may be omitted. For (77.5) then follows

$$
\begin{align*}
\epsilon \lambda \bar{Q}_{1}^{\prime}\left(a_{j}\right)= & -\frac{2 \pi \ell}{R^{2}}\left(1-\nu^{2}\right) 8 R \in \lambda\left\{p_{0}^{2}\left(A_{0} a_{0}+B_{0} b_{0}\right)+\right. \\
& +\sum_{n=1}^{\cdots} p_{n 1}^{2}\left(A_{n 1} a_{n 1}+B_{n 1} b_{n 1}+C_{n 1} c_{n 1}+D_{n 1} d_{n 1}\right)+ \\
& +\sum_{n=1}^{\cdots} p_{n 2}^{2}\left(A_{n 2} a_{n 2}+B_{n 2} b_{n 2}+C_{n 2} c_{n 2}+D_{n 2} d_{n 2}\right)+ \\
& \left.+m^{2}\left(A_{m} a_{m}+B_{m} b_{m}+C_{m} c_{m}+D_{m} d_{m}\right)\right\} \tag{77.6}
\end{align*}
$$

winera ior iorevity

$$
\begin{align*}
& \frac{R}{2 \pi l} \iint w_{0} \sin p_{0} \alpha d \alpha d \beta=\epsilon A_{0} \\
& \frac{R}{2 \pi \Omega} \iint w_{0} \sin p_{n 1} \alpha \cos n \beta d \alpha d \beta=\epsilon A_{n 1} \text { etc. } \tag{77.7}
\end{align*}
$$

The equilibrium states are characterized by stationary values of (77.4). Differentiation with respect to $a_{0}$ and $b_{c}$ leads to the conditious

$$
\begin{align*}
& -B R \lambda \in p_{0}^{2} A_{0}-4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2} a_{0}+ \\
& +3 \sum_{n=1}^{\ldots i n} n^{2}\left(a_{n 1} c_{n 2}+a_{n 2} c_{n 1}+b_{n 1} d_{n 2}+b_{n 2} d_{n 1}\right)+ \\
& +3 m^{2}\left(a_{m} c_{m}+b_{m} d_{m}\right)=0, \\
& -8 R \lambda \in p_{0}^{2} B_{0}-4 R\left(\lambda-\lambda_{1}\right) p_{0}^{2} b_{0}+ \\
& +3 \sum_{n=1}^{\dddot{M}} n^{2}\left(-a_{n 1} a_{n 2}-b_{n 1} b_{n 2}+c_{n 1} c_{n 2}+d_{n 1} d_{n 2}\right)+ \\
&  \tag{77.8}\\
& \quad+\frac{3}{2} m^{2}\left(-a_{m}^{2}-b_{m}^{2}+c_{m}^{2}+d_{m}^{2}\right)=0 .
\end{align*}
$$

Differentiation with respect to $a_{n 1}, a_{n 2}, c_{n 1}, c_{n 2}$ leads to the conditions

$$
\begin{aligned}
& -8 R \lambda \in p_{n 1}^{2} A_{n 1}-2 R\left(\lambda-\lambda_{1}\right) p_{n 1}^{2} a_{n 1}+3 n^{2}\left(-b_{0} a_{n 2}+a_{0} c_{n 2}\right)=0, \\
& -8 R \lambda \in p_{n 2}^{2} A_{n 2}-2 R\left(\lambda-\lambda_{1}\right) p_{n 2}^{2} a_{n 2}+3 n^{2}\left(-b_{0} a_{n 1}+a_{0} c_{n 1}\right)=0,
\end{aligned}
$$

$$
\begin{align*}
& -\operatorname{RR\lambda \in \underline {D}_{n1}}{ }^{2} C_{i 11}-2 R\left(\lambda-\lambda_{1}\right) p_{n 1}^{2} c_{n 1}+3 n^{2}\left(b_{0} c_{n 2}+a_{0} a_{n 2}\right)=0, \\
& -\theta R \lambda E p_{n 2}^{2} c_{n 2}-2 R\left(\lambda-\lambda_{i}\right) p_{n 2}^{2} c_{n 2}+3 n^{2}\left(b_{0} c_{n 1}+a_{n} a_{n 1}\right)=0 . \tag{77.9}
\end{align*}
$$

The conditions obtained from differentimilon with respect to $b_{n 1}, b_{n 2}, d_{n 1}, d_{n 2}$ follow from (77.9) after replacement of $A_{n 1,2}, C_{n 1,2}, a_{n 1,2}, C_{n 1,2}$ by $B_{n 1,2}$, $D_{n i, 2}, b_{n 1,2}, d_{n 1,2}$, reepectively. Differentiation with respect to $a_{m}$ and $c_{m}$ leads to the conditions

$$
\left.\begin{array}{l}
-8 R \lambda \epsilon m^{2} A_{m}-2 R\left(\lambda-\lambda_{1}\right) m^{2} a_{m}+3 m^{2}\left(-b_{0} a_{m}+a_{0} c_{m}\right)=0  \tag{77.10}\\
-8 R \lambda m^{2} C_{m}-2 R\left(\lambda-\lambda_{1}\right) m^{2} c_{m}+3 m^{2}\left(b_{0} c_{m}+a_{o} a_{m}\right)=0 .
\end{array}\right\}
$$

The conditions obtained by differentiation with respect to $b_{\text {ril }}$ and $d_{m}$ follow from (77.10) after replacement of $A_{m}, C_{m}, a_{m}, c_{m}$ by $B_{m}, D_{m}, b_{m}, d_{m}$ respectively.

The solution of the equilibrium equations can in principle be carried out as follows. Agalu, (77. 9 and 10) may be concelved to be systems of linear equations for $a_{n 1,2}$, $c_{n 1,2}, a_{m}, c_{m}$ which then are inhomogeneous. The solution of these equations is always uniquely determined as long as the determinant (76.8) differs from zero, and, as it will appear later, this is always the case below the buckling load. Substitution of this solution, which is still dependent on the parameters $a_{0}$ and $b_{0}$, in (77.8) yields two non-linear equations for $a_{0}$ and $b_{0}$.

However, the solution mothod described above is difficult to apply and the considerations will be restricted to a simpler, special case. For this, the following choice is made

$$
A_{n 1,2}=B_{n 1,2}=C_{n 1,2}=D_{n 1,2}=A_{m}=B_{m}=C_{m}=D_{m}=0
$$

This case occurs for instance for an inîlnitely long cylinder if

$$
\begin{equation*}
w_{0}=f h \sin \left(n_{0} \simeq-\pi n_{0}\right) \text {. } \tag{77,11}
\end{equation*}
$$

The remaining constants (77.7) then are

$$
\begin{equation*}
A_{0}=\frac{1}{2} h \cos \alpha_{0}, B_{0}=-\frac{1}{2} h \sin \alpha_{0} \tag{77.12}
\end{equation*}
$$

Equatinns (77.9 and 10) now have only the trivial solution unless the determinant (76.8) ls equal to zero. For this zero solution, it follows from (77.8)

$$
\begin{align*}
& a_{0}=\frac{2 \lambda \epsilon A_{o}}{\lambda_{1}-\lambda}=\frac{\lambda}{\lambda_{1}-\lambda} \epsilon h \cos \alpha_{0}, \\
& b_{0}=\frac{2 \lambda \epsilon B_{o}}{\lambda_{1}-\lambda}=-\frac{\lambda}{\lambda_{1}-\lambda} \epsilon h \sin \alpha_{o} . \tag{77.13}
\end{align*}
$$

It appears from (77.13) that for $\lambda \rightarrow 0, a_{0}$ and $b_{0}$ also approach zero. The solution obtained, therefore, correaponds to the undeformed state of the structure when $\lambda \rightarrow 0$, i.e, it determines the natural equilibrium state.

The stabllity of the equilibrium for $\lambda<\lambda_{2}$ is governed by the second variation of (77.4) which is identical to the second variation (76.20) of the expression (76.4). Substitution of the zero solution of (77.9 and 10) glves

$$
\begin{aligned}
& \frac{\Delta^{2} F^{\lambda}\left(a_{j}\right)}{\frac{2 \pi \ell}{R^{2}}\left(1-\nu^{2}\right)}=\left\{2 R\left(\lambda_{1}-\lambda\right) p_{0}^{2}\left(\Delta a_{0}^{2}+\Delta 0_{0}^{2}\right)\right\}+ \\
& \quad+\sum_{n=1}^{\ddot{a}}\left\{R\left(\lambda_{1}-\lambda\right)\left[p_{n 1}{ }^{2}\left(\Delta a_{n 1}{ }^{2}+\Delta c_{n 1}{ }^{2}\right)+p_{n 2}{ }^{2}\left(\Delta a_{n 2}{ }^{2}+\Delta c_{n 2}{ }^{2}\right)\right\}+\right.
\end{aligned}
$$

$$
\begin{align*}
& +3 n^{2} b_{0}\left(-\Delta a_{n 1} \Delta a_{n 2}+\Delta c_{n 1} \Delta c_{n 2}\right)+ \\
& +3 n^{2} a_{0}\left(\Delta a_{n 1} \Delta c_{n 2}+\Delta a_{n 2} \Delta c_{n 1}\right) \mid+ \\
& \left.+\sum_{n=1}^{2} \mid R a_{1}-\lambda\right)\left[p_{n 1}^{2}\left(\Delta b_{n 1}^{2}+\Delta d_{n 1}{ }^{2}\right)+p_{n 2}^{2}\left(\Delta b_{n 2}{ }^{2}+\Delta d_{n 2}{ }^{2}\right)\right]+ \\
& +3 n^{2} b_{0}\left(-\Delta b_{n 1} \Delta b_{n 2}+\Delta d_{n 1} \Delta d_{n 2}\right)+ \\
& +3 n^{2} a_{0}\left(\Delta b_{n 1} \Delta d_{n 2}+\Delta b_{n 2} \Delta d_{n 1}\right) \mid+ \\
& +\left\{R a_{1}-\lambda\right) m^{2}\left(\Delta a_{m}^{2}+\Delta c_{m}^{2}\right)+ \\
& \left.+\frac{3}{2} m^{2} b_{0}\left(-\Delta a_{m}^{2}+\Delta c_{m}^{2}\right)+3 m^{2} a_{0} \Delta a_{m} \Delta c_{m} \right\rvert\,+ \\
& +\left\{R a_{1}-\lambda\right) m^{2}\left(\Delta b_{m}^{2}+\Delta d_{m}^{2}\right)+ \\
& \left.+\frac{3}{2} m^{2} b_{0}\left(-\Delta b_{m}^{2}+\Delta d_{m}^{2}\right)+3 m^{2} a_{0} \Delta b_{m} \Delta d_{m} \right\rvert\, \tag{77,14}
\end{align*}
$$

The forms of the second order in $\Delta a_{0^{\prime}} \Delta b_{a^{\prime}}$, etc., placed between curly brackets are not mutually coupled and, thus, they can be onnsidered saparately.

The first form is positive definite for $\lambda<\lambda_{1}$, semidefinite for $\lambda_{1}=\lambda_{1}$ and negative definite for $\lambda>\lambda_{1}$.

The second form is, for sufficiently small values of $\lambda$, positive definite because $a_{0}$ and $h_{0}$ approach simultaneously zero along with $\lambda$. On the other band it can certainly admit negative values for $\lambda>\lambda_{1}$. This form is semi-positive definite if its minimum (with the value zero) is also reached for a set of values $\Delta a_{n 1,2}, \Delta c_{n 1,2}$ differing from zero. For this purpose, the equations

$$
\begin{equation*}
2 R\left(\lambda_{1}-\lambda\right) p_{n 1}^{2} \Delta a_{n 1}+3 n^{2}\left(-b_{0} \Delta a_{n 2}+a_{0} \Delta c_{n 2}\right)=0 \text { etc. } \tag{77.15}
\end{equation*}
$$

which express the minimum conditions: should possess a non-trivial solution. These equations are, however, identical to (76.8) so that they possess a non-zero solution if and only if (76.10) has leen satisfied

$$
\begin{equation*}
a_{0}^{2}+b_{0}^{2}=\frac{4}{3} R^{2}\left(\lambda_{1}-\lambda\right)^{2} \tag{77,16}
\end{equation*}
$$

The second form thus can be made semipositive definite by increase of the load parameter $\lambda$ to a value smaller than $\lambda_{1}$ for which (77.16) is satisfied. Eliminaticn of $a_{o}$ and $b_{o}$ by use of (77.13) gives for this limit value the equation

$$
\frac{\lambda^{2}}{\left(\lambda_{1}-\lambda\right)^{2}} \epsilon_{h}^{2}=\frac{4}{9} R^{2}\left(\lambda_{1}-\lambda\right)^{2}
$$

which has a solution between 0 and $\lambda_{1}$

$$
\begin{equation*}
\lambda=\lambda_{1}+\frac{3}{4} \frac{\epsilon \mathrm{~h}}{\bar{R}}-\sqrt{\frac{3}{2} \lambda_{1} \frac{\epsilon \mathrm{~h}}{\mathrm{R}}+\frac{9}{16} \frac{\epsilon^{2} \mathrm{~h}^{2}}{\mathrm{R}^{2}}} \tag{77.17}
\end{equation*}
$$

for positive values of $\epsilon$, and

$$
\lambda_{1}=\lambda_{1}-\frac{3}{4} \frac{\epsilon \mathrm{~h}}{\mathrm{P}}-\sqrt{-\frac{3}{2} \lambda_{1} \frac{\epsilon \mathrm{~h}}{\mathrm{R}}+\frac{9}{16} \frac{\epsilon^{2} \mathrm{~h}^{2}}{\mathrm{R}^{2}}}
$$

for negative values of $\epsilon$. This latter solution is the same as that for the positive value $|\epsilon|$ so that the considerations may be further restricted to positive values of $\epsilon$.

Furthermore, the determinant (75.8) is different from zero for values of $\lambda$ smaller than the limit value (77.17) so that the assumption used in the solution of (77.9 and 10) has been fulfilled.

The third form of (77.14) is compietely equivalent to the eecond so that it is also

 and they can also assume negative values for $\lambda>\lambda_{1}$. They are semipositive definite if the minimum (with the value zero) determined hy the equations

$$
\begin{aligned}
& 2 R\left(\lambda_{1}-\lambda\right) \Delta a_{m}+3\left(-b_{0} \Delta a_{m}+a_{0} \Delta c_{m}\right)=0, \\
& 2 R\left(a_{1}-\lambda\right) \Delta c_{m}+3\left(b_{0} \Delta c_{m}+a_{0} \Delta a_{m}\right)=0,
\end{aligned}
$$

also corresponds to a set of non zero values of $\Delta a_{m}, \Delta c_{m}$. This requiremeant leads again to condition (77.16) which egain leads to the value of $\lambda$ determined by (77.17).

It follows from the foregoing that the second variation (77.14) is positive definite for values of $\lambda$ between zero and the value determined by (77.17), while it is semidefinite for the value last mentioned. Hence, this value determines the bucking load of the structure. With

$$
\lambda_{1}=\sqrt{\frac{k}{1-\nu^{2}}}=\frac{h}{\mathrm{R}} \frac{1}{\sqrt{3\left(1-\nu^{2}\right)}}
$$

it can be written in the form

$$
\begin{align*}
\lambda^{*}=\lambda_{1}[1 & +\frac{3}{4} \sqrt{3\left(1-v^{2}\right)} \epsilon+ \\
& \left.-\sqrt{\frac{3}{4} \sqrt{3\left(1-v^{2}\right)} \epsilon\left[2+\frac{3}{4} \sqrt{3\left(1-v^{2}\right)} \epsilon\right]}\right] \tag{77.18}
\end{align*}
$$

and with $\nu=0.3$ it is given by

$$
\begin{equation*}
\lambda^{*}=\lambda_{1}[1+1.24 \epsilon-\sqrt{1.24 \epsilon(2+1.24 C)}] . \tag{77.19}
\end{equation*}
$$

The great sensitivity of the buckling load for small deviations from the perfect cylindrical shell is clear from this last formula (see Fig. 9).


FIG. 9

For instance, the bucking load amounts to 61 percent of the buckling load for the perfect cylindrical shell for $\epsilon=0.1$, in which case the amplitude of the deviations (77.11) is 10 percent of the wall thickness. For $\epsilon=0.5$ the buckling load is cnly 34 percent of its original value. The experimentally determined valus of acuil 25 percent of the buckling load for the perfect cylinder with a radius to wall hisenies atio of $R / h=1000$ corresponds to $\epsilon=0.9$. This result forms a strikinf, ast to the theory of Donnell [22] which can explain the experimentaily determined vintis only if the amplitude of the deviations is about ten times larger. Although it is,of course, desirable to extend the investigation to deviations of other forms than (77.11), it may be concluded now that the theory presented here gives an explanation for the large differences between theoretically and experimentally determined buckling loads. Also.
the wide scatter in the experimental resuits is satisfactorily explained by the great sensitivity of the buckling load to small changes in the magnitude of the doviations.

In the previous analysis it was consiatently ansumed that the elagtic limit of the material would not be surpassed at any point of the structure. This assumption may be examined after the calculation of the greatest absolute value of the strain component $\gamma_{\alpha \alpha}$. When $u^{\prime 2}$ and $v^{\prime 2}$ are disregarded and the substitution of

$$
\begin{equation*}
-\lambda R \alpha+\frac{\nu}{p_{0}}\left(a_{0} \cos p_{0} \alpha-b_{0} \sin p_{0} \alpha\right) \text { and } \nu \lambda R+a_{0} \sin p_{0} \alpha+b_{0} \cos p_{0} \alpha \tag{77.20}
\end{equation*}
$$

for the total displacements in axial and radial direction is made, then the deformation component of the middle surface (77.1), by use of (77.11) and (77.13) becomes

$$
\begin{align*}
\gamma_{\alpha \alpha 0}^{*}= & -2 \lambda-2 \nu_{\lambda_{1}-\lambda}^{\lambda} \epsilon \frac{h}{R} \sin \left(p_{0} \alpha-\alpha_{0}\right)+ \\
& +p_{0} 2\left(\frac{\lambda}{\lambda_{1}-\lambda}\right)^{2} \epsilon^{2} \frac{h^{2}}{R^{2}} \cos ^{2}\left(p_{0} \alpha-\alpha_{0}\right)+ \\
& +2 p_{0}^{2} \frac{\lambda}{\lambda_{1}-\lambda} \epsilon^{2} \frac{h^{2}}{R^{2}} \cos ^{2}\left(p_{0} \alpha-\alpha_{0}\right), \tag{77.21}
\end{align*}
$$

while the change of curvature is

$$
\begin{equation*}
\rho_{\alpha \alpha}^{*}=-p_{0}^{2} \frac{\lambda}{\lambda_{1}-\lambda} \in \frac{h}{R^{2}} \sin \left(p_{0} \alpha-\alpha_{0}\right) \tag{77.22}
\end{equation*}
$$

The greatest (negative) total component of deformation is reached for $\sin \left(p_{0} \alpha-\alpha_{0}\right)=1$ and for $z=-1 / 2 h$; it is (see(57.9))

$$
\begin{equation*}
\gamma_{\alpha \alpha}=-2 \lambda-2 \nu \frac{\lambda}{\lambda_{1}-\lambda} \epsilon \frac{\dot{h}}{R}-p_{0} \frac{2}{\lambda_{1}-\lambda} \epsilon \frac{\lambda}{R^{2}} \tag{77.23}
\end{equation*}
$$

The greatest absolute value is reached at the buckling load $\lambda=\lambda *$; after substitution of (74.8)

$$
\gamma_{\alpha \alpha}=-2 \lambda^{*}-2 \frac{\lambda^{*}}{\lambda_{1}-\lambda *}\left(\nu \epsilon \frac{h}{R}+\sqrt{3\left(1-v^{2}\right)} \epsilon \frac{h}{R}\right)
$$

For $R / h=1000, \nu=0.3$ and the values found in experiments

$$
\lambda *=\frac{1}{4} \lambda_{1}=0.15 \frac{h}{R}, \quad \epsilon=0.9
$$

it then follows that

$$
\gamma_{\partial \alpha}=-00015
$$

The specific strain is consequently smaller than 0.001 so that it is not to be expected that excess of the elasticity limit will occur if the cylinder is made of steel or dural alumin.

## 78. CLOSER CONSIDERATION OF SOME SIMPLIFICATIONS

In this section some of the simplifications which were introduced will be more closely examined. Justification of omissions, which have been discussed elsewhere in the literature will not be attempted here.

In the derivation of these formulas, $\mathrm{kp}^{2}$ and $\mathrm{kn}^{2}$ are disregarded in comparizon to üntiv. For tie jucicing modes considered inSect. 74 and thereafter, this omission is indeed motivated since $\mathrm{kp}^{2}$ and $\mathrm{kn}^{2}$, in view of (74.8), cannot be greater than $2 \sqrt{k\left(1-\nu^{2}\right)}$; thus, the omission is equivalent to the omission of $\lambda$ in comparison to unity (see 74.3).
782. Formulas (71.5)

It is sufficient to justify these simplified formulas for the calculation of (75.10). For this purpose it is remarked that, when use is made of the more accurate formulus (71.4), the integrand of the third order term in (71.6) should be supplemented with a term containing the factor $k$. With use of the displacements (74.10 to 12), the order of magnitude of the most important part of this term appears to be Jww"l . Then, again by use of $(74.10)$, a contribution in $(75.10)$ of the form

$$
\frac{2 \pi l}{\mathrm{R}^{2}} k p_{0}^{4} a_{0} a_{n 1}{ }^{a_{n 2}} \text { etc. }
$$

is found, or after use of (74.8)

$$
\begin{equation*}
\frac{2 \pi \ell}{R^{2}} 4\left(1-\nu^{2}\right) a_{0} a_{n 1} a_{n 2} \text { etc. } \tag{78.1}
\end{equation*}
$$

Because $p_{n 1}^{2}$ and $p_{n 2}^{2}$ can only become large in comparison to unity if $n$ ia large, terms of the form (78.1) may be neglected in (75.10).
783. The Omission of Boundary Influences

This omission is best justified by the experiments which show no dependency of the buckling phenomenum on the length of the cylinder or on the boundary conditions. But it may also be made plausible theoretically.

The influence of the boundary conditions were first disregarded in Sect. 74, where $p$ was conceived as a continuous variable; moreover, $p^{2}$ was supposed to be so great that unity could be neglected in comparison to $p^{2}$. Under those assumptions, at the buckling load, infinitesimally close neighboring states of equilibrium were found for
each value of $n$ satisfying (74.5) by use of the two corresponding values of $p_{n 1,2}$ (74.4).

In reality, the smallest value for the solution $\lambda_{1}$ of (73.7) generally corresponds to a completely determined set of values $n^{*}$ and $p^{*}=i \pi R / \ell$. Naturally, this valuc $p^{*}$ will not deviate considerably from the values $p^{*}{ }_{n 1}$ or $p^{*}{ }_{n 2}$ determined by (74.4) which correspond to $n=n^{*}$. Further, (73.7) has a solution that differs only slightly from $\lambda_{1}$ for other values of $n$ and for values of $p$ which differ slightly from the values given by (74.4). In reality, the general solution (74.10), which was obtained through the simplifications, is for $\lambda=\lambda_{1}$ dissolved in a set of single valued solutions for vaiues of $\lambda\left(\lambda_{1}\right)$ with small differences between them. The result of this is that the third order terms determined in Sect, 75, each composed of three buckling modes, are absent. Equilibrium at the critical state then does not necessarily have to be unstable. However, this will only influence the neighboring states of equilibrium if $\left|\lambda_{1}-\lambda\right|$ is much smaller than $\lambda_{i}-\lambda \mid$ with $i=2,3$, etc., and this is on'y the case in a very small neighborhood of the buckling load.

The same holds for the analysis of the influence of small deviations; only when the load, for very small deviations can approach the buckling load very closely, a different elastic behavior may be expected. It is,therefore, not surprising that, for such devia-tions as occur in reality, nothing of this kind has been observed.
784. Omission of the fourth order terms

The admissibility of the omission of terms of the fourth order may be examined through calculation of $\{7 \% 10$ ) and comparison with the remaining contributions in the energy. This calculation ia first executed for a particular neighboring equilibrium state

$$
\begin{align*}
& a_{0}=a_{n 1,2}=b_{n 1,2}=c_{n 1,2}=d_{n 1,2}=a_{m}=b_{m}=d_{m}=0, \\
& b_{0}=\frac{2}{3} R\left(\lambda-\lambda_{1}\right), \quad c_{m}=\frac{8}{3} R^{\prime}\left(\lambda-\lambda_{1}\right) . \tag{78.2}
\end{align*}
$$

These coefficients do satisfy (76.10, 14 and 18). The most important terms of the integrand of (72.10) are

$$
\underset{w^{\prime}}{4}+2 w^{2} w^{2}+w 0^{4}=\left(w^{\prime 2}+w b^{2}\right)^{2}
$$

Substitution of (74.10) and use of (78.2) gives for this integrand

$$
\begin{aligned}
& m^{4} \cdot\left[\left(2 b_{0} \sin 2 m \alpha+c_{m} \sin m \alpha \cos m \beta\right)^{2}+c_{m}^{2} \cos ^{2} m \alpha \sin ^{2} m \beta\right]^{2}= \\
& \quad=m^{4}\left[2 b_{0}^{2}+\frac{1}{2} c_{m}^{2}-2 b_{o}^{2} \cos 4 m \alpha+\right. \\
& \\
& \left.\quad+2 b_{o} c_{m}(\cos m \alpha-\cos 3 m \alpha) \cos m \beta-\frac{1}{2} c_{m}^{2} \cos 2 m \cos 2 m \beta\right\}^{2}
\end{aligned}
$$

Execution of the integration gives

$$
\widetilde{\mathbf{P}}_{4}^{0}\left(a_{j}\right)=\mathbf{P}_{4}^{o}\left[\sum a_{j} u_{j}\right]=\frac{2 \pi l}{R^{2}} \frac{1}{R} m^{4}\left(6 b_{0}^{4}+4 b_{o}^{2} c_{m}^{2}+\frac{5}{16} c_{m}^{4}\right)
$$

Through substitution of (78.2) it finally follows from here that

$$
\begin{equation*}
\left.\bar{P}_{4}^{o}\left(a_{j}\right)=\frac{2 \pi \ell}{R^{2}} \frac{800}{27} m^{4} R^{3} a_{1}-\lambda\right)^{4} \tag{78.3}
\end{equation*}
$$

For the third order ferms after use of (78.2)

$$
\begin{equation*}
\bar{P}_{3}\left(a_{j}\right)=\frac{2 \pi l}{R^{2}}\left(1-\nu^{2}\right) \frac{6 \dot{4}}{9} m^{2} R^{3}\left(\lambda-\lambda_{1}\right)^{3} \tag{78.4}
\end{equation*}
$$

so that the fourth order term may indeed be neglected if

$$
\left|\frac{25}{6} m^{2}\left(\lambda_{1}-\lambda\right)\right| \ll 1-\nu^{2}
$$

In view of (74.3, 8 and 9) this requirement is

$$
\begin{equation*}
\left|1-\frac{\lambda}{\lambda_{1}}\right|<\frac{12}{25}\left(1-\nu^{2}\right) \tag{78.5}
\end{equation*}
$$

It appears from this condition that the omission of the fourth order terms restricts the validity of the analysis of Bect. 76 to loade in the immodiate neighborhood of the buckling load.

The circumstances in the analysis of Sect. 77, at least for the form of the deviations which was considered (77.11), are much more favorable. By use of (77.13) the radial dispilacement component

$$
w=a_{0} \sin p_{0} \alpha+b_{0} \cos p_{0} \alpha
$$

can be written in the form

$$
w=\sqrt{a_{0}^{2}+b_{0}^{2}} \sin \left(p_{0} \alpha-\alpha_{0}\right)
$$

so that the most important contribution of (72.10) is

$$
\begin{align*}
\overline{\mathbf{P}}_{4}^{0}\left(a_{j}\right) & =\frac{1}{R^{2}} \iint p_{0}^{4}\left(a_{0}^{2}+b_{0}^{2}\right)^{2} \cos ^{4}\left(p_{0}^{\alpha}-\alpha_{0}\right) d \alpha d \beta= \\
& =\frac{2 \pi l}{R^{2}} \frac{3}{8} \frac{p_{0}^{4}}{R}\left(a_{0}^{2}+b_{0}^{2}\right)^{2} . \tag{78.6}
\end{align*}
$$

In this case the third order terms are absent; the second order terins are

$$
\begin{equation*}
\left.\bar{P}_{2}^{i}\left(a_{j}\right)-\frac{2 \pi l}{R^{2}}\left(1-\nu^{2}\right) 2 R_{r_{0}}^{2} n_{1}-\lambda\right)\left(n_{0}^{2}+h_{0}^{2}\right) . \tag{78.7}
\end{equation*}
$$

Therefore, the terms of the fourth order may be neglected if

$$
\left|\frac{3}{16} p_{0} \frac{a_{0}^{2}+b_{0}^{2}}{R^{2}\left(\lambda_{1}-\lambda\right)}\right| \ll I-\nu^{2} .
$$

After substitution of (77.13) and use of

$$
p_{0}^{2}=2 \sqrt{\frac{1-\nu^{2}}{k}}=\frac{2}{\lambda_{1}}, \quad \frac{h}{\mathrm{~K}}=\lambda_{1} \sqrt{3\left(1-\nu^{2}\right)}
$$

this requirement becomes

$$
\begin{equation*}
\left|\frac{9}{8} \epsilon^{2} \frac{\lambda_{1} \lambda^{2}}{\left(\lambda_{1}-\lambda\right)^{3}}\right|<1 \tag{78.8}
\end{equation*}
$$

The maximum of the left hand side of (78. छ) occurs for the buckling load $\left(\lambda=\lambda^{*}\right)$. By use of (77.16) instead of (77.13), the condition is

$$
\begin{equation*}
1-\frac{\lambda^{*}}{\lambda_{1}} \ll 6\left(1-\nu^{2}\right) \tag{78.9}
\end{equation*}
$$

This condition is reasonably well satisfied and there is no justification, at least for the deviations considered in Ssct. 77, to improve the theory.

## APPENDIX

As far as the writer knows, in the literature (e.g. [45]) the solution of equation (61.20)

$$
\begin{equation*}
\theta^{\circ}+\pi^{2} \lambda \sin \theta=0 \tag{1}
\end{equation*}
$$

with boundary conditions (61.21) and (61.22)

$$
\begin{equation*}
\xi=0: \theta^{2}=-\pi^{2} \in \lambda ; \quad \xi=\frac{1}{2}: \quad \theta=0 \tag{2}
\end{equation*}
$$

has only been determined for the case in which $\theta_{0}$ (the value of $\theta$ for $\boldsymbol{\xi}=0$ ) has the same sign $2 s \in$. However, for Section 615 it is also necessary to know possible solutions for the casse with opposite sign of $\theta_{0}$ and $\epsilon$. It is assumed now, just as previously, that $\in$ is positive.

Equation (1) may be written

$$
\frac{d}{d \theta}\left(\frac{1}{2} \theta^{\circ}{ }^{2}\right)+\pi^{2} \lambda \sin \theta=0
$$

from which, by use of (2), it follows through integration

$$
\begin{equation*}
\theta^{0^{2}}=\pi^{4} \epsilon^{2} \lambda^{2}+2 \pi^{2} \lambda\left(\cos \theta-\cos \theta_{0}\right) \tag{3}
\end{equation*}
$$

In view of (2), $\theta^{*}$ is negative for $\xi=0$. As $\theta^{*}$ must be a continuous function of $\xi$, it follows then from (3) that

$$
\begin{equation*}
\theta^{\circ}=-\pi \sqrt{\lambda} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)} \tag{4}
\end{equation*}
$$

as long as the expression under the square root sign remains positive.

First the case will be considered in which $\theta_{0}$ is positive; (4) then definitely holds for values of $\theta$ between 0 and $\theta_{\theta}$. If further considerations are restricted to curved beams for which $\theta$ is equal to zero only if $\xi=\frac{1}{2}$, then integration of (4) yiclds

$$
\int_{0}^{0} \frac{d \theta}{\sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)}}=-\frac{1}{2} \pi \sqrt{\lambda}
$$

which can be written

$$
\begin{equation*}
\int_{0}^{\theta_{0}} \frac{d \theta}{\sqrt{\frac{1}{4} \pi^{2} \lambda \epsilon^{2}+\sin ^{2} \frac{1}{2} \theta_{0}-\sin ^{2} \frac{1}{2} \theta}}=\pi \sqrt{\lambda} . \tag{5}
\end{equation*}
$$

It is assumed that $\theta_{0}<\pi$ still is so small that

$$
\begin{equation*}
\frac{1}{4} \pi^{2} \lambda \epsilon^{2}+\sin ^{2} \frac{1}{2} \theta_{0}=k^{2}<1 \tag{6}
\end{equation*}
$$

As $\left|\frac{1}{2} \theta\right|<\frac{1}{2} \theta_{0}<\frac{1}{2} \pi$ it is then always possible to set

$$
\begin{equation*}
\sin \theta=\frac{1}{k} \sin \frac{1}{2} \theta \quad\left(0 \leq \theta \leq \frac{1}{2} \pi\right) . \tag{7}
\end{equation*}
$$

Herewith (5) becomes

$$
\begin{equation*}
\int_{0}^{\varphi} \frac{2 k \frac{\cos \theta}{\cos \frac{1}{2} \theta} \mathrm{~d} \theta}{\sqrt{k^{2}-k^{2} \sin ^{2} \theta}}=2 \int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\pi \sqrt{\lambda} \tag{8}
\end{equation*}
$$

with

$$
\begin{equation*}
\sin \varphi=\frac{1}{k} \sin \frac{1}{2} \theta_{0} \quad\left(0 \leqq \varphi \leqq \frac{1}{2} \pi\right) \tag{9}
\end{equation*}
$$

Thé iutegixi appearing in (ô; is ine eilipicai integrai of the inrst kinc $\overline{\mathbf{F}}(\hat{k}, \varphi)$.

The dimensionless deflection $\beta$ at the middle of the beam is determined by

$$
\begin{align*}
\beta & =\int_{0}^{\frac{1}{2}}-\sin \theta \mathrm{d} \xi=\int_{\theta_{0}}^{0} \frac{\sin \theta \mathrm{~d} \theta}{\pi \sqrt{\lambda} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{6}\right)}}= \\
& \left.=-\frac{1}{\pi \sqrt{\lambda}} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)} \right\rvert\, \begin{array}{l}
\theta=0 \\
\theta=\theta_{0}
\end{array}=\epsilon-\frac{2 k}{\pi \sqrt{\lambda}} . \tag{10}
\end{align*}
$$

It follows from (6), (9) and (10) that

$$
\cos \varphi=\sqrt{1-\frac{1}{k^{2}} \sin ^{2} \frac{1}{2} \theta_{0}}=\frac{\pi \sqrt{\lambda}}{2 k} \epsilon=\frac{\epsilon}{\epsilon-\beta},
$$

while from (8) and (10) it follows that

$$
\mathbf{k}=(\epsilon-\beta) \mathbf{F}(\mathbf{k}, \varphi)
$$

The relation between $\beta$ and $\lambda$ is then given by the parameter representation

$$
\begin{equation*}
\cos \varphi=\frac{\epsilon}{\epsilon-\beta}, k=(\epsilon-\beta) F(k, \varphi), \quad \sqrt{\lambda}=\frac{2}{\pi} F(k, \varphi) \tag{11}
\end{equation*}
$$

It remains to be seen to what extent assumption (6) has been satisfied. According to (11) the undeformed, unloaded state $\beta=0, \lambda=0$ represents an equilibrium state with $k=0$ and $\varphi=0$. Assumption (6) will therefore ce satisfied for all loads below the limit value for which $k$ becomed 1 for the first time. For $k=1, F(k . \varphi)$ can he expressed in terins of elementary functious

$$
F(1, \varphi)=\int_{0}^{\varphi} \frac{d \theta}{\sqrt{1-\sin ^{2} \theta}}=\ln \operatorname{tg}\left(\frac{1}{4} \pi+\frac{1}{2} \varphi\right)
$$

The value of $\varphi$ corresponding to this limiting case is, according to the first two relations, determined by

$$
\begin{equation*}
\cos \varphi=\epsilon \ln \operatorname{tg}\left(\frac{1}{4} \pi+\frac{1}{2} \varphi\right) \tag{12}
\end{equation*}
$$

For small values of $\epsilon$, (12) has a solution which slightly differs from $\frac{1}{2} \pi$; $\lambda$ is in that case large, on account of the last relation (11). For instance, in the example treated in Section 615 these quantities were givan by $\epsilon=0.01, \varphi=0.975 \frac{\pi}{2}$ and $\lambda=6.25$. The limiting case remains consequently outside of ihe range of $\lambda$ considereci in fig. 4.

Next the case is analysed in which $\theta_{0}$ is negative. It fullows from (2) that for small values of $\xi, \theta^{*}$ is negative. In order that the condition $\theta=0$ be satiafled at the middle of the lisam, $\theta^{\circ}$ must change sign for a value $\xi_{1}$ (between 0 and $\frac{1}{2}$ ). This will be the case if the expression linder the root sign in (4) becomes zero as in view of (1), $0^{\circ \prime}$ is positive at that point. The integration of (3) must therefore be curried out separately for $\xi<\xi_{1}$ and $\xi>\xi_{1}$.

Let $\theta_{1}$ be the value of $\theta$ for $\frac{\xi}{s}=\xi_{1}$, then it follows in analogy with (5) that

$$
\begin{equation*}
\int_{\theta_{1}}^{\theta_{0}} \frac{d \theta}{\sqrt{\frac{1}{4} \pi^{2} \lambda \epsilon^{2}+\sin ^{2} \frac{1}{2} \theta_{0}-\sin ^{2} \frac{1}{2} \theta}}=2 \pi \sqrt{\lambda} \xi_{1} \text {, } \tag{13}
\end{equation*}
$$

in which $\theta_{i}$ is determined by

$$
\begin{equation*}
\sin ^{2} \frac{1}{2} \theta_{1}=\frac{1}{4} \pi^{2} \lambda \epsilon^{2}+\sin ^{2} \frac{1}{2} \theta_{0}=k^{2} \tag{14}
\end{equation*}
$$

The existence of a solution with a negative initial value $\theta_{0}$ does imply, in view of (14), that $k \leq 1$. Substitution of

$$
\sin \theta=\frac{1}{k} \sin \frac{1}{2} \theta \quad\left(0 \geq \theta \geq-\frac{1}{2} \pi\right)
$$

with

$$
\sin _{1} \dot{\theta}_{1}=\frac{1}{k} \text { atii } \frac{1}{2} \hat{\dot{v}}_{1}=-i \text {, cunkequeniiy } \hat{\sigma}_{1}--\frac{1}{2}
$$

transforms (13) into

$$
\begin{equation*}
\int_{-\frac{\pi}{2}}^{-\varphi} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\int_{\varphi}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\pi \sqrt{\lambda} \xi_{1} \tag{15}
\end{equation*}
$$

in which $\varphi$ is determined by

$$
\begin{equation*}
\sin \varphi=-\frac{1}{k} \sin \frac{1}{2} \theta_{0} \quad\left(0 \leqq \varphi<\frac{1}{2} \pi\right) . \tag{16}
\end{equation*}
$$

In the interval $\xi_{1}<\xi<\frac{1}{2}$ it holds that

$$
\theta^{\circ}=\pi \sqrt{\lambda} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)},
$$

from which, by integration, it follows that

$$
\int_{0}^{0} \frac{d \theta}{\sqrt{\frac{1}{4} \pi^{2} \lambda \epsilon^{2}+\sin ^{2} \frac{1}{2} \theta_{0}-\sin ^{2} \frac{1}{2} \theta}}=2 \pi \sqrt{\lambda}\left(\frac{1}{2}-\xi_{1}\right)
$$

By use of the same substitution this can be written

$$
\begin{equation*}
\int_{-\frac{\pi}{2}}^{0} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\int_{0}^{\frac{\pi}{2}} \frac{d \theta}{\sqrt{1-k^{2} \sin ^{2} \theta}}=\pi \sqrt{\lambda}\left(\frac{1}{2}-\xi_{1}\right) . \tag{17}
\end{equation*}
$$

Addition of (15) and (17) eliminates $\xi_{1}$; the result is

$$
\begin{equation*}
2 F\left(k, \frac{1}{2} \pi\right)-F(k, \varphi)=\frac{1}{2} \pi \sqrt{\lambda} \tag{18}
\end{equation*}
$$

in whinh $F\left(N, \frac{1}{2} \pi\right)$ is the complete ellinticel integral of the firgt lind.

The dimensionless deflection at the middle of the beam is determined by

$$
\begin{align*}
\rho= & \int_{0}^{\frac{1}{2}}-\sin \theta d \xi=\int_{\theta_{0}}^{\int_{1}} \frac{\sin \theta d \theta}{\pi \sqrt{\lambda} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)^{2}}}+ \\
& -\int_{\theta_{1}}^{0} \frac{\sin \theta d \theta}{\sqrt{\lambda} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)}}= \\
= & -\left.\frac{1}{\pi \sqrt{\lambda}} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)}\right|_{\theta=\theta_{0}} ^{\theta}+ \\
& +\left.\frac{1}{\pi \sqrt{\lambda}} \sqrt{\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta-\cos \theta_{0}\right)}\right|_{\theta=0} ^{\theta=\theta_{1}} \tag{19}
\end{align*}
$$

Now, on account of (14),

$$
\pi^{2} \lambda \epsilon^{2}+2\left(\cos \theta_{i}-\cos \theta_{0}\right)=4 \mathrm{k}^{2}-4 \sin ^{2} \frac{1}{2} \theta_{1}=0
$$

so that it follows from (19)

$$
\begin{equation*}
\beta=\epsilon+\frac{1}{\pi \sqrt{\lambda}} \sqrt{\pi^{2} \lambda \epsilon^{2}+4 \sin ^{2} \frac{1}{2} \theta_{0}}=\epsilon+\frac{2 k}{\pi \sqrt{\lambda}} . \tag{20}
\end{equation*}
$$

It follows from (14), (16) and (20) that

$$
\cos \varphi=\sqrt{1-\frac{1}{k^{2}} \sin ^{2} \frac{1}{2} \hat{\sigma}_{0}}-\frac{\pi \sqrt{\lambda}}{2 k}==\frac{\epsilon}{\beta-\epsilon},
$$

while from (18) and (20) follows

$$
k=(\beta-\epsilon)\left\{2 F\left(k, \frac{1}{2} \pi\right)-F(k, \varphi)\right\}
$$

The relation between $\beta$ and $\lambda$ is then given by the parametric-presentation

$$
\begin{align*}
& \cos \varphi=\frac{\epsilon}{\beta-\epsilon}, k=(\beta-\epsilon)\left\{2 F\left(k, \frac{1}{2} \pi\right)-F(k, \varphi)\right\}, \\
& \sqrt{\lambda}=\frac{2}{\pi}\left\{2 F\left(k, \frac{1}{2} \pi\right)-F(k, \varphi)\right\} \tag{21}
\end{align*}
$$

From the latter relation it follows that

$$
\sqrt{\lambda} \geq \frac{2}{\pi} F\left(k, \frac{1}{2} \pi\right) \geq \frac{2}{\pi} \int_{0}^{\frac{\pi}{2}} \mathrm{~d} \theta=1
$$

so that (21) certainly does not have a solution for $\lambda<1$. As was to be expected, for the case of a centrally loaded bar ( $\epsilon=0$ ), the relations (11) and (21) yield identical results

$$
\begin{equation*}
\varphi=\frac{\pi}{2}, k=\mp \beta F\left(k, \frac{1}{2} \pi\right), \quad \sqrt{\lambda}=\frac{2}{\pi} F\left(k, \frac{1}{2} \pi\right) \tag{22}
\end{equation*}
$$

The numerical treatment of (11) and (21) does not offer any difficulties. After $\varphi$ is assigned a value, $\beta$ can be caloulated from the first of these relations; next the second relation, which forms a transcendental equation for $k$, is solved; the third relation ylelds the corresponding value of $\lambda$.

The result for $\epsilon=0.01$ is represented in fig. 4 (Curve Ia). The branch of negative $\beta$ values results from (11), the branch of positive values of $\beta$ belongs to (21).

The numerical treatment of (22) is even simpler; after $k$ is assigned a value, a corresponding set of values of $\hat{\beta}$ and $\lambda$ are immediately found. The result is the curve I of Fig, 4.
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UNCLASSIFIED




[^0]:    ${ }^{1}$ For an illustration of this possibility see Fig. 1a-d (p. 93). Here a is a measure of the displacements from the fundamental state to a neighbouring state of equilibrium.
    ${ }^{2}$ Some possibilities for neighbouring states of equilibrium are given in Figs. 1a-d (p. 93). Figures 1a, b, d relate to cases in which the equilibrium at the buckling load is unstable; Fig. 1c relates to a case in which this equilibrium is stable. The characteristic difference is that neighbouring states of equilibrium in the former cases do exist at loads below the buckling load whereas in the latter case they do not.

[^1]:    ${ }^{1}$ This term was introduced by: Von Kármán and Tsien [24] .
    ${ }^{2}$ This drop of the critical load is illustrated by Fig. 2 ( $p .137$ ). Here $\epsilon$ is a measure of the magnitude of the initial deviations, $\lambda_{1}$ is the buckling load of the model, $\lambda^{*}$ the buckling load of the structure. Note the vertical tangent to the $\epsilon-\lambda^{*}$ curve in the point of transition of structure to model $\epsilon=0, \lambda^{*}=\lambda_{1}$.

[^2]:    ${ }^{1}$ Thomson [2] pointed already at this circumstance.

[^3]:    ${ }^{1}$ In some cases the equations possess several independent solutions ( $u_{j}, v_{j}, w_{j}$ ). The general solution ( $\Sigma c_{j} u_{j}$, etc.) possesses in that case a corresponding number of undetermined coefficients. Such a case can occur for an axially compressed, elastically supported bar (see [52]). For some ratios of the stiffness of the elastic supports to the bending stiffness, the bar possesses at the same load two buckling modes which differ in the number of waves.

[^4]:    ${ }^{1}$ Neither Kappus nor Biot seem to have been acquainted with the older literature about finite deformations of an elastic body. Already in 1839 Green expressed the assumption of the existence of an elastic potential for finite deformations; by use of this assumption, Kirchhoff [16] and Thomeon [2] derived the equilibrium equations. Other publications in the field of finite deformations are of minor importance for the stabllity analysis following here, but those by Hamel [17] and Murnaghan [18] should still be mentioned.

[^5]:    ${ }^{1}$ For an illustration of this concept see figures la-d (page 93). Here (a) is a measure of the displacements from the fundamental state to an adjacent state of equilibrium. ${ }^{2}$ Some possibilitios for neighboring equilibrium states are shown in figures 1 a-d (page 93). The figures $1 \mathrm{a}, \mathrm{b}, \mathrm{d}$ relate to cases in which equilibrium is unstable at the buckling load, fig. 1c relates to the case in which equilibrium is stable at the backling load. The characteristic difference is that in the cases first mentioned, adjacent states of equilibrium for loads smaller than the buckling load do exist, while in the latter case such adjacent states do not exist.

[^6]:    ${ }^{1}$ In the following the subscript 1 of the coordinates $x_{i}$, the displacements $U_{i}$ and $u_{i}$ etc. are left out for as far as ambiguity can be excluded.

[^7]:    ${ }^{1}$ The fact that $C$ is positive is ossontially based on the oircumstanes that the positive definite integrand of $T_{2}\lceil u]$ posecsses ali the argumonte whioh appour in tho integrand of $P[u]$ (see Sect. 22).

[^8]:    ${ }^{1}$ If it is necessary to take negative loac into consideration as well, this can most simply be done by substitution of the unit load system by its opposite; $\lambda$ is then also posive.

[^9]:    ${ }^{1}$ It is in principle not excluded that the funtemental state becomes stable again after the load parameter has considerably exce ved $\lambda_{1} ;$ in this case the solution of (31.1) should become zero also for a larger value of $\lambda^{2}$. This case can occur when a coil spring is subjected to axial compression (see [53]).

[^10]:    ${ }^{1}$ Since there can be no confusion with the indices i used for the diatinction of the displacement components, the indices of the elgenfunctions will in the following also be written to the right and below the symbol.

[^11]:    ${ }^{1}$ Here the case that (36.10) is semi negative definite is disregarded; although it is in principle not excluded, the stability deciaion for $\lambda<\lambda_{1}$ is then not sufficiently substantiated by (36.15).

[^12]:    ${ }^{1}$ This does not imply that the set of eigensolutions of (38.4) corresponding to positive values of $\lambda$ are identical to the set of eigenfunctions (22.9). On the contrary, eigensolutions of (38.4) corresponding to possible negative values of $\lambda$ are also represented in the eigenfunctions of (22.9). In the subsequent considerations, negative values of $\lambda$ have as before bean disregarded since these cases can easily be reduced to those which are being treated by replacement of the unit load system by one with opposite sign.

[^13]:    ${ }^{1}$ The euperscript 0 , used here and in the following section to indicate the real structure, should not be confused with the superscript used in Sect. 38.

[^14]:    ${ }^{1}$ In the following, the subscripts $i$ etc., which indicate the components of the displacements, are again discarded.

[^15]:    ${ }^{1}$ As confusion about the indices of the coordinate directions can be exchided, the indices for the eigenfunctions are again placed right below the symb sl .

[^16]:    ${ }^{1}$ This conjecture can generally be maintained if and only if in the case $d$ (Sect. 454), the minimum $\lambda^{* *}$ of $\lambda$ corresponding to the second but not natural branch of the $\lambda$ versus a diagram is also called a snapping point.

[^17]:    ${ }^{1}$ Along with this it is yet once more stressed that all considerations are based on the assumption that the elasticity limit is not exceeded anywhere in the material.

[^18]:    ${ }^{1}$ It is true that F]u匹ge [35] does not mention this second assumption; however, he makes use of it in calculating the deformations.

[^19]:    ${ }^{1}$ For these quantities the usual notation has been retained since confusion with the elasticity constants $E$ and $G$ is excluded.
    ${ }^{2}$ Unless it is explicitly stated differently, summation should always be carried out over $i=1$ to 3.

[^20]:    ${ }^{1}$ The symbol $A$ representing the elastic potential has here a different meaning from that in the preceding and in the following sections.

[^21]:    ${ }^{1}$ In order to avoid crowding of the figure, a relatively large eccentricity has been assumed.

    2 The analysis of the stability of the exact solution (61.20) is very complicated and it will not be persued.

[^22]:    1 The energy formulation used here deviates somewhat from that of Cox in which the compressibility of the bar has been taken into accolint. Furthermore, Cox puts the elastic potential proportional to the square of the specific strain and not, as it has been done here, proporitional to the square of the strain component. These differ:ences are, however, of minor importance.

[^23]:    ${ }^{1}$ For the derivation of (62.42) Cox developed the functions $\psi_{0}$ and $\psi$ in Fourier-series. This detour is shown to be unnecessary by the solution method given here.

